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Introduction

Daniel A. Beysens1 and Jack J. W. A. van Loon2

1CEA-Grenoble and ESPCI-Paris-Tech, France
2VUmc, VU-University, Amsterdam, The Netherlands

The middle of the twentieth century has been the time where mankind got
access to space. It has been the beginning of an exciting adventure for
cosmonauts/astronauts, engineers, and scientists, where the very specific
environment of space led to novel and questioning situations. In the domain
of life science, the situation of near weightlessness has strong incidence on,
for example, the vestibular system, blood circulation, or bone and muscle
degradation. In addition, long stays in space in relatively small confined
spacecraft lead for humans to specific psychological conditions that might be
compromising for long-duration missions such as to Mars. For physicists, the
cancellation of buoyancy in fluids emphasizes the other non-gravity-related
forces such as capillary and diffusion effects. Space is also an environment
which is characterized by, especially beyond the Van Allen belt, strong
radiation and high vacuum.

A large number of studies concerning the comportment of humans, ani-
mals, plants, or cells have been conducted in space, as the behavior of matter
in the process of solidification, fluid behavior, combustion, etc. However, the
access to space is a costly and long process, especially if human presence
is required, because either human is the object of study or he is running the
experiment. This is why a number of substitutes to space have been elaborated
on Earth to prepare or replace the envisaged in-flight experiments.

The basic function of this book is to review and discuss advantages and
inconveniences of these ground-based technologies with respect to a real space
environment. For this purpose, the first section is dedicated to the description of
the space environment: low gravity and weightlessness, atmosphere (vacuum,
temperature), radiation and space weather and interstellar chemistry with some
considerations on the surface properties of asteroids, moons, and planets.Then,
the means to alter weight on Earth are discussed: free fall (drop towers),

1



2 Introduction

parabolic flights with planes and sounding rockets, compensation by volume
forces such as magnetic field gradients and electric fields, density-matched
liquid mixtures (Plateau method) and the use of centrifuges to increase the
range of gravity effects.

Zero gravity can also be mimicked by compensating its effects. Regarding
the blood circulation and musculoskeleton unloading, animals suspended by
their tails or humans in a bed rest, head down tilt are typical means that can
be used. Clinostats and random positioning machines are mechanical devices
where the orientation of a small sample (e.g., cells, plants, or small animals)
is randomly changed with respect to the horizontal, at a timescale smaller
than the expected timescale of evolution of the sample. In the same kind of
phenomena, vibrating fluids with time period much smaller than the timescale
of fluid evolution lead to mean flows that can counterbalance buoyancy-driven
flows.

Facilities have been constructed to recreate the conditions of irradiation,
or the atmosphere of the space environment in so-called Earth analogues. The
psychological problems that individual human beings of a group of persons
can undergo in the long periods of confinement in space can be reproduced in
near-inaccessible areas such as submarines or on Antarctic stations.

All these means suffer from one or several drawbacks that are analyzed in
detail. This is particularly important for the reader who wants to use a dedicated
mean to appreciate whether/how the result of the study can be affected.

This book also offers a short summary of the current areas of research that
can benefit of these Earth-bound means. Concerning physical sciences, these
areas are fundamental and fluid physics, combustion and materials science.
Life science is concerned with cell biology, microbiology, astrobiology, plant
sciences, animal/human physiology, radiation, and psychology. Research in
ground-based facilities in these disciplines will provide new insights in the
fundamental processes of life.
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The Space Gravity Environment
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It is generally thought that gravity is zero on an object travelling at constant
velocity in space. This is not exactly so. We detail in the following those causes
that make space gravity not strictly zero.

1.1 Open Space

An object (spacecraft or celestial bodies in general) travelling in the open
space is obviously subjected to acceleration forces coming from the spacecraft
itself (see below in Section 1.2). The spacecraft is also submitted to gravity
forces resulting from the other massive objects, planets, stars, etc. To give an
example, Earth’s gravity is reduced by a factor 106 at a distance of 6 × 106 km
from Earth. The Sun’s gravity is reduced by the same amount at a distance of
3.7 × 109 km [1].

In addition to these gravity effects, at least in the solar system, a phe-
nomenon of friction due to the solar wind and radiation pressure induces
deceleration in the direction of Sun. Basically, absolutely zero gravity does
not exist within the universe. All solar systems, nebulas, and galaxies are all
under the influence of gravitational fields generated by the mass present and
acting over astronomical distances.

1.2 Satellites and Rockets

The means to go into space, that is, going into weightlessness, are classically
(sounding) rockets, which follow a parabolic trajectory to generate a free
fall or for low-orbit satellites going around Earth where the centrifugal force
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compensates the gravity attraction. Such spacecrafts are submitted to the above
open space effects (Section 1.1). However, there are also effects due to gravity
interactions between objects. A mass of 1,000 kg generates 0.007 μg at a
1 m distance. At low orbital altitudes from 185 to 1,000 km, for example,
for the International Space Station (ISS), friction effects due to the very
sparse molecules in the thermo- and exosphere orbiting the day or night part
of an Earth’s orbit influence the ISS (Figure 1.1). This atmosphere causes

Figure 1.1 The quasi-steady microgravity environment on the orbiter Columbia shows the
effects of variations in Earth’s atmospheric density. The primary contribution to the variation
is the day/night difference in atmospheric density. The plot shows that the drag on the orbiter
varies over a ninety-minute orbit (Courtesy NASA, 1997 [2]).
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Figure 1.2 Example of the accelerations measured by the accelerometers of the 2nd version
of the Microgravity Vibration Isolation Mount (MIM-2) stator (non-isolated) and of the MIM-2
flotor (isolated) during the STS-85 shuttle mission. The accelerations were filtered by a 100-Hz
low-pass filter and sampled at 1,000 samples per second. The time traces thus have frequency
content up to 100 Hz. The MIM-2 controller was set to isolate above a cutoff frequency of
2 Hz for this run (data courtesy CSA). See also [3].

deceleration, which can be compensated by a small continuous thrust, but in
practice, the deceleration is only compensated from time to time, so the small
g-force of this effect is not eliminated.

Other effects increase the level of gravity. Even at rest, all the space-
crafts are subjected to vibrations coming from the inboard instrumentation,
re-ignition of thrusters, human movement within the module, etc (g-jitter). The
vibration frequency spectrum depends on the mechanical architecture of the
spacecraft. For instance, in the ISS, the frequency spectrum of vibration in the
10−2–103 Hz range varies from 1 to 103 μg (g = 9.81 ms−2 is Earth’s
acceleration constant).

In satellites, the weight compensation is located only at the center of mass.
At a distance d from it, gravity rises in the ratio d /z, where z is the distance
between the spacecraft and Earth’s center of mass. To give an example, at
d = 1 m from the spacecraft mass center, the residual gravity is steady and
equal to 0.17 μg. In addition, in low Earth orbit, the force of gravity decreases
upward (by 0.33 μg/m), which can make a variation of about 0.5 μg/m.

Free floating objects in the spacecraft can also be submitted to gravity
effects. Such objects orbit Earth in different orbital planes and their distance
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Figure 1.3 Self-gravitation in the International Space Station (ISS). Depending on the
location with the ISS mass perceives a gravitational pull ranging from 0 to 3 × 10−6 g from
the total mass of the ISS itself [4] (Image courtesy NASA).

oscillates, with the same period as the orbit, corresponding to an inward
acceleration of 0.17 μg/m. One has also to consider the effects of the solar
wind and radiation pressure whose effect is similar to air, but directed away
from Sun.

1.3 Typical Gravity at Some Celestial Objects

Gravity amplitude at the surface of some, nearby, celestial objects as asteroids,
moons, and planets are listed in Table 1.1, together with their radii. See also
Chapter 5 for more information.

Table 1.1 Gravity in units of g on some celestial objects
Name Radius (km) Gravity (in g)
Earth 6,370 1.0
Moon 1,740 0.165
Mars 3,396 0.371
Europa 1,561 0.134
Callisto 2,410 0.126
Io 1,822 0.183
Enceladus 252 0.011
433 Erosa 34–11 6.0 × 10−4

ISS ∼0.07 × 0.10 0–3 × 10−6b

a433 Eros is a near Earth stony asteroid by some mentioned as a possible source for asteroid
mining. Estimated mass of the object is 6.7 × 1015 kg (Wikipedia)
bMass of the ISS is around 420,000 kg (date: June 2014)
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1.4 Conclusion

The situation of pure weightlessness is thus never encountered in space.
What is rather met is a mean low gravity showing at best values expressed
in ppm (microgravity), with gravity peaks due to spacecraft maneuvers and
human activity. Over the years, various vibration isolation systems have been
developed, improving the level of weightlessness, with, however, limitations
on (long) times and (small) frequency.

For a typical low Earth orbit, like for the ISS, the altitude is some 350 km.
However, the level of gravity is still 9.04 m/s2 at this height. This is only 8 %
less than the gravitational field on Earth’s surface.

In this publication, as in many others, the term “microgravity” (μg) is used.
Strictly speaking, this term is wrong since, seen the example above, objects
are still in a gravitational field, but are in free fall. It is better to use the term
weightlessness, or even better, near weightlessness. However, seen the broad
use of the term microgravity, we will also apply it in this book.
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2.1 Introduction

Space attracts, worries, and questions human being for ages, as a frontier
set between us and farther horizons to discover. Successive steps were made
to unveil its mysteries, before the exploration really started fifty years ago.
At the dawn of twentieth century, its main characteristics were not known
and we had to wait until the early fifties to get the first data, with the help of
balloons, sounding rockets, satellites, and finally human spaceflight to have a
better view on this impalpable and elusive place.

2.2 Beliefs and Truths

Scientific description of space started in the middle of the second millennium,
at a period when Copernic description of the solar system began to be accepted.
Space was then seen as a medium where gods, stars, and comets reside. In
Europe, it was described as successive spheres that symbolize way to paradise.

But, after Galileo Galilei (1564–1642), Tycho Brahe (1546–1601), and
Copernicus (1473–1543) particularly, scientists started to determine whether
space between bodies was empty or filled with a certain invisible fluid.
René Descartes (1596–1650) thought that planetary motion was due to ether
hurly-burly. Christian Huygens (1629–1695), then James Clerk Maxwell
(1831–1879), suggested that light and other electromagnetic waves propagate
within “light ether.”At the beginning of the twentieth century, ether hypothesis
vanished with the help of Einstein’s theory.

By now, cosmologists have to deal with another puzzling story about dark
matter and dark energy, a kind of a new step. But our subject is closer to Earth
for now. . .

11
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In the early fifties, some balloons and sounding rockets started to be
launched at high latitude in order to study both the edge of the atmosphere
and polar aurora phenomenon [1]. It brought the first data on the composition
of upper atmosphere, ionosphere, and magnetosphere.

Then, the first human spaceflights sent men out of the protective shelter of
Earth [1–4]. Again, these events were a way to answer a variety of questions.
Particularly, it was believed that the space environment and weightlessness
could deeply affect health and cause some irreversible damages to brain.
Gagarin flight was not only a very unique event in a technical point of view,
but also for the knowledge it brought on the brain behavior and adaptation in
space.

We could now have the slight feeling that everything has been discovered
on space. But many challenges are still facing us. We do not know how to safely
send a crew to Mars. History of space exploration learnt that the cosmos is a
violent and hostile environment!

2.3 Where Space Begins

Earth is wrapped up in a protective shell made of atmosphere and magne-
tosphere. The atmosphere protects us from neutral particles and high-energy
light waves. The magnetosphere extends at a long distance from Earth and
acts as a shield against charged particles from solar wind and cosmic rays.

The Kármán line lies at an altitude of 100 km and commonly represents
the boundary between Earth’s atmosphere and outer space. This definition
was endorsed by the Fédération Aéronautique Internationale (FAI), which is
a standard setting and record-keeping international entity for aeronautics and
astronautics.

At higher altitude, satellites can travel in radiation belts or out of the
magnetosphere. This subject is detailed in other sections.

2.4 Satellite Environment

Figure 2.1 shows vertical variation of temperature and pressure from sea
level to 900 km. Above 100 km, the atmosphere becomes too thin to support
aeronautical flight. There is also an abrupt increase in atmospheric temperature
and interaction with solar wind.

Even if the density is lower than 10−5 kg/m3 at satellite altitude, space is
not a complete vacuum. It has four major consequences that affect lifetime of
satellites. See [5] for further details.
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Figure 2.1 Vertical variation of temperature and pressure in Earth’s atmosphere (model
MSISE-90).

2.4.1 Temperature

In space, heat exchanges can only occur by conduction or radiation, as
convection is not efficient anymore. Particles’ temperature in the environment
is around 1,000 K. But it has low effect on satellites by conduction due to low
density/pressure of the atmosphere. Heating of materials is mainly controlled
by radiation. It leads to the surprising thing that objects facing to Sun are
heated to temperature close to 180 ◦C, while their shadowed face can have a
temperature as low as –180 ◦C. It might create strong mechanical constraints
on structures.

2.4.2 Atmospheric Drag

Considering high velocity of satellites (several km/s depending on altitude and
shape of orbit), the residual neutral atmosphere creates a drag that continuously
decreases the altitude of orbit. Ground controllers have to correct it regularly.
For example, ISS altitude decreases by 50–100 m each day. The orbit has to
be corrected 4–6 times a year.

2.4.3 Outgassing

The third effect is due to pressure reduction that creates outgassing of
various materials. Moisture, sealants, lubricants, and adhesives are the most
common sources, but even metals and glasses can release gases from cracks or
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impurities. Outgassing products can condense onto optical elements, thermal
radiators, or solar cells and obscure them. Space agencies maintain a list of
low-outgassing materials to be used for spacecraft. Method of manufacture
and preparation can reduce the level of outgassing significantly. Cleaning
surfaces or baking individual components or the entire assembly before use
can drive off volatiles.

ESA-NASA’s Cassini–Huygens space probe has suffered reduced image
quality due to a contaminant that condensed onto the CCD sensor of the
narrow-angle camera. It was corrected by repeatedly heating the system
to 4 ◦C.

2.4.4 Atomic Oxygen Oxidation

The fourth consequence is due to high-velocity impacts of oxygen atoms on
satellite structures. Atomic oxygen density is significant until 1,000 km, and
high-energy collisions increase the oxidation power of atoms. For example,
oxidation of silver creates an insulating material. Solar array efficiency
can be sharply decreased due to interaction between electrical circuit and
oxygen.

2.5 Conclusions

The space environment affects the lifetime of satellites. For all the reasons
listed in this section, we can conclude that man-made technology is not simple
to bring safely into space.

For 50 years, engineers and space specialists in various domains have
developed unique skills in order to make spaceships more resistant to
temperature contrasts, low pressure, atomic oxygen collisions, and radiations.

The story is still on the way. Not only propulsion will be the key to send
more specialized robotic missions and manned spaceships to Mars and beyond.
We have to go further in terms of materials innovation and development to
build stronger vessels that will be able to protect experiments and crews and
send them back safely to Earth.
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Space radiation has long been acknowledged as a major showstopper for long-
term space missions, especially interplanetary, exploratory-class missions
[1]. Space radiation is generally divided into three components: trapped
radiation, solar particle events (SPEs), and galactic cosmic radiation (GCR).
Trapped radiation is the main source of exposure in low Earth orbit (e.g.,
on the International Space Station), and SPEs are a cause of great concern
because they may potentially cause acute radiation syndromes in unprotected
crews. However, this type of radiation is mostly composed of protons at
energies below 100–200 MeV, and it is therefore relatively easy to shield with
conventional bulk materials. On the other hand, GCR contains high-charge
and high-energy (HZE) nuclei.

These particles are very penetrating and have high relative biological
effectiveness for several late effects. Therefore, energetic heavy ions from
the GCR represent the major source of health risk in long-term manned space
missions [2].

Cosmic radiation effects could be studied directly in space. This approach
has the advantage of including all other space environment factors (microgr-
avity, stress, vibration, etc.) in the experiment. Several radiobiological studies
have been carried out during spaceflights [3], but most of the results gathered
thus far have been inconclusive. Several factors contribute to the difficul-
ties in interpretation of charged particle radiation effects from spaceflight
experiments. The average dose rate in low Earth orbit, though substantially
higher than that on Earth, is still fairly low (≤1 mSv/day). The resultant
biological effects are small and are often below the detection threshold of most
assays, even for long-term missions on the International Space Station. For this
reason, radiobiology experiments in space often include high-dose radiation
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exposure of the sample preflight or onboard, which further complicates the
experiment and its interpretation. Second, flight experiments are expensive,
difficult to control, restricted to limited sample sizes, and hard to repeat. Very
few radiobiology experiments in flight have been repeated, and in the rare
cases where this was possible, results were often not confirmed.

It can be safely stated that most of our current knowledge of the health
effects of cosmic radiation exposures has been obtained from ground-based
experiments at high-energy accelerators [4]. The evaluation of candidate mate-
rials for space radiation shielding as well as the effects on microelectronics is
also commonly performed by accelerators [5]. Space radiation experimental
programs were run at the BEVALAC at the Lawrence Berkeley National
Laboratory in Berkeley, CA, USA; the SIS18 at the GSI Helmholtzzentrum für
Schwerionenforschung in Darmstadt, Germany (Figure 3.1) [6]; the HIMAC
at the National Institute for Radiological Sciences in Chiba, Japan; and at
the NASA Space Radiation Laboratory (NSRL) at the Brookhaven National
Laboratory in Upton, NY, USA (Figure 3.2) [7]. Many other experiments
relevant to extrapolate space radiation effects were performed in other
accelerators around the world.

Figure 3.1 Irradiation facility in cave A (left) and cave M (right) from the SIS18 synchrotron
of the GSI Helmholtz Center in Darmstadt, Germany. Cave A is equipped with a robotic arm
for remote control of the samples. Cave M is equipped with a couch used in 1997–2008 for
treatment of cancer patients with C-ions and is currently dedicated to experiments in animals
or other 3D targets. Image from the GSI Web site [6].
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Figure 3.2 Irradiation facility at NSRL in Upton, NY, USA. The facility is dedicated to the
NASA Space Radiation Health Program, the largest research program in the field of simulation
of cosmic radiation effects. The photograph showing three large monitor chambers, a plastic
target, the egg chamber used for dose measurements, and the digital beam analyzer to check
beam position and uniformity. Image from the NSRL Web site [7].

3.1 Facilities for Space Radiation Simulation

Protons are by far the most abundant component in the space radiation
environment (see later). In addition, secondary neutrons are produced in
space and they can contribute an important fraction of the equivalent dose
in shielded areas. Finally, HZE at very high energy can only be properly
simulated in large-scale accelerator facilities. It is important to stress that
having an accelerator and a cave is not enough to define a “facility” for
space radiation research. Specialized infrastructure is necessary—from target
handling to beam dosimetry, and including large and expensive tissue culture
and animal laboratories for radiobiology experiments.

Accelerators can hardly reproduce the complex space radiation field in
space. Generally, only one particle at one defined energy is accelerated.

Often protons around 200 MeV (typical in trapped radiation or SPE) or
Fe at 1 GeV/n (representative of the HZE component in the GCR) are used.
Moreover, experiments are generally conducted at high dose rate (around
1 Gy/min) and relatively high doses (>0.1 Gy) in most biology experiments.
At NSRL (Figure 3.2), an SPE simulator is available that provides protons
at different energies simulating energy spectra of past, very intense SPE.
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Figure 3.3 Measured spectra of fragments produced by a beam of 1 GeV/n Fe-ions on a target
of 26 mm Al. Fragments at 0 degree are measured by a Si-telescope. Each peak correspond to a
fragment of a different atomic number Z. Measurement performed at the Brookhaven National
Laboratory (NY, USA), courtesy of Jack Miller and Cary Zeitlin, Lawrence Berkeley National
Laboratory, CA, USA.

An incubator can also be used on the beamline, thus allowing low-dose
rate exposures, even though these experiments are obviously expensive
because they burn extended beamtime. Finally, the new electron beam ion
source (EBIS) at NSRL allows fast switching between different species and
therefore a realistic simulation of the GCR spectrum. Fast energy change is also
possible at GSI (Figure 3.1), where a beamline microscope for live microscopy
is also available. It should also be noted that a simple simulation of a GCR-
like spectrum can be easily obtained using shielding. Using very heavy ions
at high energy on a thick target, a fragmentation spectrum is produced which
can be modified changing projectile mass and velocity or target material and
thickness. An example is shown in Figure 3.3.

A comprehensive review of the facilities for space radiation research was
published by the IBER Study Group and supported by the European Space
Agency in 2006 [8]. Here, updated information on this topic is summarized.

3.2 Protons

Virtually all electrostatic accelerators and cyclotrons can produce protons at
energies below 30 MeV. Moving to the range of 150–250 MeV, there are a
number of facilities specialized for proton therapy in oncology which can be
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used for space radiation research as well. In fact, this is the energy range
typical for trapped radiation and SPEs.

Protons are nowadays widely used in cancer treatment [9], thanks
to their favorable depth–dose distribution compared to X-rays which can
lead to a reduced exposure of the normal tissue with the same confor-
mal coverage of the target. Protons are often used for pediatric tumors,
prostate cancers, and head-and-neck tumors. Recently, their use is rapidly
increasing also for breast and lung cancers. In June 2014, a total of
105,743 patients had been treated with protons in different facilities in
USA, Europe, and Asia [10]. Proton therapy facilities are perfectly equipped
with beam delivery and dosimetry systems and often have biology lab-
oratories available, used for preclinical studies. However, availability of
beamtime for research is sometimes difficult, because the facilities are
very busy treating patients. Currently, very little space-related research
has been conducted in clinical proton therapy centers, with the possible
exception of Loma Linda in California, where several NASA-supported
experiments have been completed. The geographical distribution of the
current facilities and those planned or under construction is given in
Table 3.1. Facilities for simulation of galactic protons require high-energy
machines described in Section 3.4.

3.3 Neutrons

While thermal and fission spectrum neutrons have been studied for many
years for radiation protection on Earth, fast neutrons are less characterized
and the facilities able to provide reference quasi-monoenergetic neutron fields
at energies >20 MeV are only a few.

A recent EURADOS report [11] identified six quasi-monoenergetic
neutron facilities in operation worldwide (Table 3.2). These operate in
less-than-optimal conditions, especially when seen from the viewpoint of
dosimetry. All six facilities make use of the 7Li(p,n) reaction for neu-
tron production. The resulting neutron energy distributions consist of a
peak close to the energy of the incoming proton and a broad and roughly
even distribution down to zero energy. Each of these components gen-
erally contains about half the neutron intensity. A new facility (Neutron
for Science (NFS)) is currently under construction in GANIL, France,
and is expected to produce quasi-monoenergetic high-energy neutrons from
2014.
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Table 3.1 Medical facilities for deep proton therapy (energy >200 MeV) worldwide in
operation (at April 2015) and planned or under construction [10]

Location In Operation Planned
USA 15 13
Europe 9 16
Russia 3 1
Japan 6 3
China 2 2
South Africa 1 –
Taiwan – 1
Saudi Arabia – 1
Australia – 1

Table 3.2 High-energy quasi-monoenergetic neutron facilities in operation [11]
Name Country Energy Range (MeV)
iThemba South Africa 35–197
TSL Sweden 11–175
TIARA Japan 40–90
CYRIC Japan 14–80
RCNP Japan 100–400
NPI Czech Republic 18–36

3.4 Heavy Ions

For the simulation of protons and HZE ions in the GCR, large accelerator facil-
ities are necessary. These facilities are generally synchrotrons, and their main
use is either nuclear physics or heavy ion therapy. We will only consider here
accelerator facilities capable of providing HZE ions at energies >200 MeV/n.
Iron ions are often chosen by space radiation investigators because they are
the most abundant specie among the HZE nuclei. The contribution in dose
equivalent of Fe alone in deep space is comparable to that of protons.

At March 2013, three facilities deliver both protons and carbon ions in the
energy range 200–400 MeV/n for cancer therapy: HIT (Heidelberg, Germany),
CNAO (Pavia, Italy), and HIBMC (Hyogo, Japan). These centers, however,
are not presently involved in space radiation experiments, even though they
have the capability to run this program. On the other hand, the National
Institute for Radiological Sciences in Chiba (Japan) and the Institute of Modern
Physics of the Chinese Academy of Sciences in Lanzhou (China) treat patients
with deep tumors using C-ions and also run extensive space radiation research
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programs. Both facilities can deliver Fe-ions at energies around 500 MeV/n,
and have strong local research groups dedicated to space radiation biology
and physics research.

The main research facilities involved in high-energy cosmic ray simulation
experiments are NSRL in USA (Figure 3.2) and GSI in Germany (Figure 3.1).
The maximum energy available in these facilities is 1–2 GeV/n, depending
on the particle mass. Ions up to Au and U have been accelerated at NSRL
and GSI, respectively. Most of the space radiation simulation experiments
in these facilities, supported by NASA (Space Radiation Health Program)
or ESA (IBER program), were however performed with Fe 1 GeV/n. Some
space-related studies were also performed at the RIKEN cyclotron in Japan
(Z 6, E 135 MeV/n) and at the Joint Institute for Nuclear Research in Dubna,
Russia (mass up to Fe, and maximum energy for protons around 6 GeV).

3.5 Facilities Planned

In addition to the new proton therapy centers planned or under construction
(Table 3.1), a few new medical centers designed to treat cancer patients with
heavy ions are planned or under construction (e.g., MedAustron in Austria:
SAGA-HIMAT in Japan, and the Shanghai Proton and Heavy Ion Therapy
Hospital in China). However, as noted above, it is unclear how much beamtime
can be allocated in these medical facilities to space research.

At least two research facilities are planned in Europe where space radiation
research is part of the plans. GSI is now building the facility and antiproton
and ion source (FAIR), a double synchrotron with magnetic rigidities of
100 and 300 Tm which will use the current SIS18 as injector [12]. FAIR,
which should start operations in 2018, is planning extensive cosmic radiation
simulated, extending the ESA support to the current GSI facility. CERN
(Geneva, Switzerland) is also considering an experimental biomedical facility
based at the low energy ion ring (LEIR) accelerator [13]. Such a new facility
could provide beams of light ions (from protons to neon ions) for both cancer
therapy and space radiation research projects.

3.6 Conclusions

Ground-based space radiation simulation facilities require large accelerators
and dedicated infrastructures. The two main research programs in the field
are run at NSRL (NY, USA) with NASA support and GSI (Darmstadt,
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Germany) with ESA support. Both facilities have limitations in beamtime and
suffer by financial problems in the laboratories (possible RHIC shutdown in
Brookhaven; the construction of FAIR in Darmstadt). Particle therapy centers
could be used, but access to beamtime is limited in facilities dedicated to
patient treatment. New facilities (such as FAIR, NFS, and LEIR in Europe) or
more beamtime at therapy centers is needed to run physics, electronics, and
biology experiments relevant for space exploration, that is, energetic protons,
neutrons, and heavy ions.
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The space between the stars, called the interstellar medium (ISM), is composed
primarily of H and He gases incorporating a small percentage of small micron-
sized particles. Interstellar clouds constitute a few per cent of galactic mass
and are enriched by material ejected from evolved dying stars. Astronomical
observations of interstellar clouds have shown dust and molecules widespread
in our Milky Way galaxy, as well as distant galaxies [1–3]. The fundamental
cloud parameters such as temperature and density can vary substantially.
Two main types of interstellar clouds drive molecular synthesis. Cold dark
clouds are characterized by very low temperatures (∼10 K) leading to a
freeze out of practically all species (except H2 and He). The higher density
of dark clouds (∼106 atoms cm−3) attenuates UV radiation offering an
environment where molecules can efficiently form through gas-phase and
surface reactions. Surface catalysis on solid interstellar particles enables
molecule formation and chemical pathways that cannot proceed in the gas
phase owing to reaction barriers [4]. Many molecules have been identified
through infrared spectroscopy in ice mantles covering small interstellar dust
particles (see Gibb et al. 2004 for a review [5]). Dominated by H2O, those
ice mantles also contain substantial amounts of CO2,CO and CH3OH, with
smaller admixtures of CH4, NH3, H2CO and HCOOH [6, 7]. The median ice
composition H2O:CO:CO2:CH3OH:NH3:CH4:XCN is 100:29:29:3:5:5:0.3
and 100:13:13:4:5:2:0.6 towards low- and high-mass protostars, respectively,
and 100:31:38:4:-:-:- in cloud cores [8]. Laboratory simulations indicate that
thermal and UV radiation processing close to the protostars results in ice
desorption, ice segregation and the formation of complex organic molecules
such as quinones and even dipeptides [9, 10].

Diffuse interstellar clouds are characterized by low densities (∼103 atoms
cm−3) and temperatures of ∼100 K. Ion–molecule reactions, dissociative
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recombination with electrons, radiative association reactions and neutral–
neutral reactions contribute to gas-phase processes and influence molecule
formation in those regions. Many small molecules, including CO, CH, CN,
OH, C2, C3 and C3H2, have been observed [11, 12], together with a high
fraction of polycyclic aromatic hydrocarbons (PAHs) [2]. Dust particles con-
tain macromolecular aromatic networks evidenced by a ubiquitous strong UV
absorption band at 2175 Å [13].Amorphous carbon, hydrogenated amorphous
carbon, diamonds, refractory organics and carbonaceous networks such as
coal, soot and graphite and quenched carbonaceous condensates have been
proposed as possible carbon compounds [14, 15]. In diffuse interstellar clouds,
dust interacts with hot gas, UV radiation and cosmic rays, and evolves or
gets destroyed in shocks and by sputtering. Strong differences in the dust
component of dense and diffuse interstellar clouds exclude rapid cycling of
cloud material [16].

In summary, a large number of complex molecules in the gas phase
have been identified through infrared, radio, millimetre and sub-millimetre
observations. Currently, > 180 molecules are detected in the interstellar and
circumstellar gas although some of them are only tentatively identified and
need confirmation. More than 50 molecules are found in extragalactic sources
(http://www.astro.uni-koeln.de). H2 is by far the most abundant molecule
in cold interstellar regions, followed by CO, the most abundant carbon-
containing species, with CO/H2 ∼10−4. The chemical variety of molecules
includes nitriles, aldehydes, alcohols, acids, ethers, ketones, amines and
amides, as well as long-chain hydrocarbons.

Circumstellar envelopes, regarded as the largest factories of carbon
chemistry in space, are where small carbon compounds are converted to
larger species and into solid aromatic networks such as soot [17]. Processes
analogous to soot formation on terrestrial environments are assumed to form
robust coal-like material. Laboratory simulations showed that the temperature
in the circumstellar condensation zone determines the formation pathway of
carbonaceous particles with lower temperatures (<1700K) producing PAHs
with three to five aromatic rings [18] compared to temperatures above 3500 K
that favour the production of fullerene compounds. The detection of C60 and
C70 fullerene molecules was recently reported in a protoplanetary nebula
by Cami et al. [19]. Molecular synthesis may occur in the circumstellar
environment on timescales as short as a few hundred years.

Interstellar chemistry shapes the raw material for the formation of stars and
planets. The gravitational collapse of an interstellar cloud led to the formation
of the protosolar nebula approximately 4.6 billion years ago. From this solar



References 27

nebula, planets and small bodies formed within less than 50 million years. Data
from recent space missions, such as the Spitzer telescope, Herschel, Stardust
and Deep Impact, show a dynamic environment of the solar nebula with the
simultaneous presence of gas, particles and energetic processes, including
shock waves, lightning and radiation. The carbonaceous inventory of our
solar system has therefore experienced a variety of conditions and contains
a mixture of material that was newly formed in the solar nebula as well as
interstellar material that experienced high temperatures and radiation. Some
pristine cloud material with significant interstellar heritage has survived as
evidenced from laboratory studies of extraterrestrial material. Understanding
the evolution of interstellar material and dust cycling provides important
insights into the nature of the material that is later incorporated into planet
and small bodies. The latter, including comets, asteroids and their fragments,
carbonaceous meteorites and micrometeorites, contain a variety of molecules
including biomarkers that transported raw material for life to the young planets
via impacts in the early history of the solar system [20]. Experiments in low
Earth orbit enable to simulate true space conditions and have contributed
important results on the stability and photochemistry of organic compounds,
biomarkers and microbes in space environment in the last decade.
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5.1 Introduction

The previous paragraphs have described several parameters that play a role
in space. In this paragraph, we focus on conditions occurring on planetary
surfaces that are reproducible in a laboratory setting, which include some of
the parameters described earlier. Most simulation facilities are designed to
reproduce atmospheric pressure and composition, ultraviolet (UV) radiation,
and surface temperature. Table 5.1 gives an overview of the surface conditions
on several terrestrial bodies, as well as the Moon and Titan. So far, there are
no simulation facilities known that focus on other solar system bodies.

The majority of the simulation facilities focuses on a range of planetary
surface conditions either for scientific studies or for instrument testing, and
examples of these are described below. Some also focus on more specific
scenarios, including wind tunnels that are described below as well.

5.2 General Planetary Simulation Facilities

5.2.1 The Centre for Astrobiology Research (CAB), Madrid, Spain

CAB houses a versatile environmental simulation chamber capable of repro-
ducing atmospheric compositions and surface temperatures for most planetary
objects. This 50 × 40 cm chamber was specifically developed to subject
samples to in situ irradiation. The internal pressure can be varied between 5
and 5 × 10−9 mbar. The required atmospheric composition is regulated using
a residual gas analyzer with ppm precision. Temperatures can be set from
4 K to 325 K UV radiation is provided by a combination of a deuterium
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Table 5.1 Selected surface and atmospheric parameters of selected solar system bodies
(adapted from [1])

Solar System Body Mercury Venus Earth
Mass (1024 kg) 0.33 4.87 5.97
Radius (km) 2,439.7 6,051.8 6,378.14
Density (g cm−3) 5.43 5.24 5.52
Surface gravity (m s−2) 3.70 8.87 9.80
Temperature (K) 100–700 737 184–330
Escape velocity (km s−1) 4.25 10.36 11.18
Length of day (h) 4,222.6 2,802.0 24.0
Atmospheric pressure
(mbar)

10−11 95.6 × 103 1,000

Atmospheric composition 42 % O
(molecular)

96.5 % CO2 78.08 % N2

29 % Na 3.5 % N2 20.95 % O2

22 % H 0.015 % 0.93 % Ar
SO2

6 % He 0.007 % Ar 0.036 %
CO2

Traces Na, K, 0.002 % ∼1 % H2O
Ca, Mg H2O (vapor) (vapor)
Mars Moon Titan

Mass (1024 kg) 0.64 0.07 0.13
Radius (km) 3,396.2 1,738.1 2,575.5
Density (g cm−3) 3.93 3.35 1.88
Surface gravity (m s−2) 3.71 1.62 1.35
Temperature (K) 130–308 100–390 93.7
Escape velocity (km s−1) 5.03 2.38 2.65
Length of day (h) 24.7 708.7 382.7
Atmospheric pressure
(mbar)

10 10−9(day)–
10−12(night)

1,467

Atmospheric composition 95.32 % CO2 Ar 82–99 % N2

2.7 % N2 H 1–6 % CH4

1.6 % Ar Na Traces of
0.13 % O2 H Ar, H2,
0.08 % CO K C2H2, C2H4,
0.03 % H2O C2H6, C3H4,
(vapor) C3H8, C4H2,

HCN, HC3N,
C6H6, C2H2

lamp and a noble gas discharge lamp. The chamber has in situ analytical
capabilities in the form of UV spectroscopy and infrared spectroscopy (IR).
This chamber is especially suitable for following the chemical changes induced
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in a particular sample by irradiation in a controlled environment. Therefore,
it can be used in different disciplines such as planetary geology, astrobiology,
environmental chemistry, and materials science as well as for instrumentation
testing [2].

5.2.2 Deutsches Zentrum fur Luft-und Raumfahrt (DLR), Berlin,
Germany

There are two planetary simulation chambers in the Planetary Emissivity Lab-
oratory at DLR. One is a vacuum chamber (approximately 40 × 30 × 30 cm)
and simulates conditions on Venus and Mercury. Samples can reach 773 K and
beyond, while keeping the rest of the chamber relatively cold [3]. The second
chamber is a Mars simulation facility (MSF). The MSF laboratory consists
of a cold chamber with a cooled volume of 80 × 60 × 50 cm. The effective
operational experimental chamber, which is cooled within the cold chamber,
is a cylinder with inner diameters of 20.1 × 32.4 cm. This chamber operates
at 6 mbar CO2 pressure at 198 K [4].

5.2.3 The Open University, Milton Keynes, UK

This Mars simulation facility consists of a large chamber (90 × 180 cm),
providing pressure and temperature conditions representative of the surface
conditions on Mars. This chamber is configured with the capability to incor-
porate large-scale regolith experiments not usually possible within standard
vacuum systems. Another chamber is a small Mars chamber (70 × 100 cm)
providing a simulated Martian environment with a solar illumination facility
designed for instrument qualification and astrobiology experiments. The
facility is also configured to permit automated variation of the environment,
such as thermal diurnal cycling [5].

5.2.4 Mars Environmental Simulation Chamber (MESCH),
Aarhus University, Denmark

MESCH (Figure 5.1) is a dynamic simulation facility, providing low tem-
perature (down to 133 K), low atmospheric pressure (5–10 mbar), and a
gas composition like that of Mars during long-term experiments. The main
chamber is cylindrical cryogenic environmental chamber, with a double wall
providing a cooling mantle through which liquid N2 can be circulated. The
chamber is equipped with an atmospheric gas analyzer and a xenon/mercury
discharge source for UV generation. Exchange of samples without changing
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Figure 5.1 The Mars environmental simulation chamber. Image credit Mars Simulation
Laboratory, Aarhus University.

the chamber environment is possible through a load lock system consisting
of a small pressure-exchange chamber that can be evacuated. Within the
MESCH, up to 10 steel sample tubes can be placed in a carousel that is
controlled by an external motor to allow any desired position. A wide variety
of experiments is possible through computer logging of environmental data,
such as temperature, pressure, and UV exposure time, and automated feedback
mechanisms [6].

5.2.5 The Planetary Analogues Laboratory for Light, Atmosphere
and Surface Simulations (PALLAS), Utrecht University,
The Netherlands

PALLAS (Figure 5.2) is designed to study organic processes in a planetary
surface environment, simulating ultraviolet radiation, surface temperature,
humidity, and atmospheric composition. PALLAS is a 50 × 50 × 50 cm stain-
less steel vacuum chamber equipped with a differentially pumped sampling
volume for real-time atmospheric measurements, the atmospheric sample
chamber (ASC). The ASC is equipped with a turbo pump attached to a
diaphragm pump, a mass spectrometer, and a pressure gauge. A xenon arc
discharge lamp provides the desired solar spectrum and irradiates the samples
through a UV-transparent fused-silica window. An airtight tube is mounted
between the lamp housing and the fused-silica window and can be filled
with N2 to minimize UV loss and ozone formation. Samples are placed on
temperature-controlled tables and can variably be irradiated in the beam spot
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Figure 5.2 The Planetary Analogues Laboratory for Light, Atmosphere and Surface
Simulations, Utrecht University.

of the UV source. The temperature of the sample tables is controlled using
a refrigerated heating circulator. Three gas inlet valves are connected to the
chamber to insert atmospheric gases. One inlet is connected to a N2 line,
used to vent the chamber while preventing atmospheric water from entering.
Gases can be either premixed or mixed inside the chamber to obtain the
desired atmospheric conditions. Atmospheric pressures inside the chamber
are monitored with a pressure gauge [1].

5.3 Mars Wind Tunnels

Dust devils and dust storms occur on a regular basis on the Martian
surface, leading to a range of processes. The abrading effect of dust
on landers and rovers is one important process, albeit more more engi-
neering than astrobiology. More interesting from an astrobiological per-
spective are the effects of dust abrasion on mineralogy [7] and the
generation of an electric field by dust interaction, a process detected
in terrestrial dust storms (e.g., [8]). Martian dust storms have further-
more been related to oxygen enhancement [9] and methane destruction
in the atmosphere [10]. A selection of wind tunnel facilities is described
below.

5.3.1 The Planetary Aeolian Laboratory (PAL), NASA Ames
Research Center, Moffett Field, CA, USA

PAL (Figure 5.3) is a pentagon-shaped, concrete chamber 30 m high, with
a floor area of 164 m2 and a total chamber volume of 4,058 m3. The entire
chamber can be evacuated to a minimum pressure of 3.8 mbar.A7.6 m × 7.9 m
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Figure 5.3 The Planetary Aeolian Laboratory. Image credit NASA Ames Research Center.

door permits large experimental apparatus to be placed inside the chamber.
PAL contains three separate facilities: the Venus Wind Tunnel [11, 12], the
Arizona State University Vortex Generator (see below), and the Mars Surface
Wind Tunnel (MARSWIT), the first Mars wind tunnel, established in the 1960s
at NASA Ames Research Center [13–16]. MARSWIT occupies the center of
the PAL with an overall length of 14 m. The tunnel walls are constructed
of 2.4-cm-thick clear Plexiglas to enabling ready viewing, and a 1.1-m2 test
section is located 5 m from the entrance. The tunnel is driven by a network
ejector system consisting of 72 equally spaced 1.6-m nozzles located in the
diffuser section. High-pressure air (up to 9.86 kg/cm2) is forced through the
nozzles to induce flow of air through the tunnel. The maximum attainable free
stream airspeed is 13 m/s at atmospheric pressure, increasing to 180 m/s at
5 mbar (500 Pa) [17].

5.3.2 The Arizona State University Vortex Generator (ASUVG),
Moffett Field, CA, USA

The ASUVG was built to simulate dust devils in the laboratory and consists
of three components. The vortex generator includes a cylinder (45 cm in
diameter by 1.3 m long) with a “bell mouth” to alleviate boundary effects at
the edge of the cylinder, a motor drive, and a fan blade system. To vary the
geometry of the simulated dust devil, the generator is mounted to a frame
so that it can be lowered or raised above the test table. The table is 2.4 by
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2.4 m, mounted independent of the frame so that potential motor vibrations are
isolated from the test bed. The table can be raised or lowered, moved laterally
to simulate motion of a dust devil across terrain features, and tilted to simulate
a vortex that is not perpendicular to the surface. The facility is equipped with
instruments enabling real-time measurements of the ambient temperature,
relative humidity, and wind speeds and surface pressures on the test bed
beneath the vortex. The generator can be dismantled for, for example, transport
into the field for conducting experiments on natural surfaces and use in the
MARSWIT for tests under Martian atmospheric conditions [15, 16, 18, 19].

5.3.3 The Aarhus Wind Tunnel Simulator (AWTS), Aarhus,
Denmark

The AWTS (Figure 5.4) consists of a recirculating wind tunnel housed inside
an environmental chamber and is designed to reproduce the environmental
conditions observed at the surface of Mars, specifically the atmospheric
pressure and composition, the temperature, wind conditions, and the transport
of airborne dust. The environmental chamber is 0.8 m wide and 3 m long and
can be evacuated to around 0.03 mbar and repressurized and held at Mars-
like pressures (typically 6–10 mbar). The central wind tunnel is cylindrical,
0.4 m in diameter, and 1.5 m long. To maximize the available open wind
tunnel area (cross section) while maintaining smooth fluid flow, an axially
mounted fan driven by an electric motor draws gas down the central wind
tunnel and returns it in an outer cylindrical cavity. Mechanical obstructions
that may create excessive turbulence are avoided, and smooth surfaces are
used wherever possible [7, 20–24].

Figure 5.4 The Aarhus wind tunnel simulator. Image credit Mars Simulation Laboratory,
Aarhus University.
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5.4 Instrument Testing Facilities

To test planetary instruments under realistic conditions, several chambers
have been developed specifically for instrument testing. These facilities mimic
planetary conditions as well, but are in general not used for science, but solely
for instrument testing.

5.4.1 ChemCam Environmental Chamber

The ChemCam environmental chamber was developed at the University of
Toulouse, France, to reproduce the Martian environment to test the first
laser-induced breakdown spectroscopy instrument sent into space as part of
ChemCam on the Curiosity Rover [25]. The chamber has a volume of 70 l.
The chamber is pumped to 10−3 mbar and then filled with 95.7 % CO2, 2.7 %
N2, and 1.6 % Ar to mimic the Martian atmosphere. In each experiment, five
samples are placed in the chamber and the ChemCam instrument is installed
3 m from the sample. The chamber is kept at room temperature, which is a
difference compared to flight mode conditions, but this should be generally
of no importance for laser-induced breakdown spectroscopy (LIBS) analysis
because of the high temperature of the plasma ∼8,000 ◦C [26].

5.4.2 SAM Environmental Chamber

The Sample Analysis at Mars instrument suite (SAM) environmental chamber
(Figure 5.5) was developed at NASA Goddard Space Flight Center to carry
out both thermal testing and qualification and calibration in an environment
that could simulate the thermal conditions in the rover on the surface of Mars.
The design of the chamber enables simultaneous instrument suite qualification,
through thermal cycling, and calibration, utilizing both solid samples and
atmospheric samples introduced into SAM through chamber feedthroughs
from a gas processing system external to the chamber. The SAM chamber is
a ∼91 cm electro-polished stainless steel cube fitted with an internal thermal
shroud, with an internal test volume of 66 × 56 × 41 cm. This volume
consists of six independent thermal zones, where the temperature can be
cycled between 233 and 323 K. The pressure in the chamber can be varied
from 10−6 to 1,000 mbar. The Mars chamber is equipped with a dedicated
120-channel thermocouple data acquisition system and standard contami-
nation control and monitoring systems to include a thermoelectric quartz
crystal microbalance (TQCM), residual gas analyzer (RGA) and scavenger
plate [27].
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Figure 5.5 The SAM environmental chamber. Image credit NASA Goddard Space Flight
Center.
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6.1 Introduction

While the utilization of space-based or flight-based facilities can provide
longer-duration test times than can be provided by Earth-based facilities,
access to these facilities comes with an associated significant increase in
cost and often an associated decrease in availability. These problems are
somewhat mitigated by the use of ground-based facilities that are often
able to provide very good levels of reduced gravity coupled with low
cost (per test) and significantly better access (than flight-based or space-
based facilities). This section provides a brief overview of ground-based
facilities that are able to provide periods of reduced gravity for the testing
of various phenomena in many diverse disciplines. Described in detail are
the different types of facilities available and the principle used in these
facilities to produce low-gravity conditions. A short description of the various
discipline areas currently utilizing these ground-based facilities is included for
completeness.

Ground-based methods permit (with low cost, good access, and high
test rate) the conduct of complex experiments. Experiments useful in many
diverse discipline areas have been, and will continue to be, conducted in the
reduced gravity environment produced inside a drop tower. These discipline
areas include materials, fluids, astrophysics, phase transitions, combustion,
fire safety, fundamental physics, biology and life sciences, heat transfer,
mechanics, and technology development.

45
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6.2 Drop Tower Technologies

The first drop test performed, attributed to Galileo (in the late 1500s), suppos-
edly occurred from the Leaning Tower of Pisa to demonstrate that objects fall,
independent of their mass, at the same acceleration in the Earth’s gravitational
field. That is, an object in free fall is essentially in zero gravity. A problem for
a falling object in a fluid medium such as air, however, is the development
of aerodynamic drag, which results in the slowing down of the falling object,
thus reducing (or eliminating) the reduced gravity conditions as the object
approaches its terminal velocity. A ground-based facility that is providing
reduced gravity conditions must, in some fashion, reduce or eliminate the
presence of Earth’s gravity and the effects of this body force on the phenomena
being investigated while, at the same time, eliminating the detrimental effects
of aerodynamic drag. This is accomplished by accelerating the experiment, at
1 g, in a vector parallel to Earth’s gravity relative to the Earth’s centered frame
of reference. Matching the Earth’s acceleration essentially produces a free fall
environment within which the experiment is in a zero-gravity condition in
the freely falling reference frame. The precision to which the experiment’s
acceleration is matched to Earth’s gravity level dictates the quality of the
reduced gravity that is obtained.

The drag produced, and its effects, on an object moving through a fluid,
has been well studied and characterized over many years, and this work is
well documented in publications due to its relevance to many disciplines.
Drag coefficients have been developed and allow researchers to predict and
plan for the effects of the aerodynamic drag, as required, as a function of an
object’s geometry and the flow conditions present.

There are several options available to eliminate the aerodynamic drag, and
the method selected often dictates (constrains) many of the other operational
aspects of the drop tower. The options available to reduce or eliminate
the aerodynamic drag include a) dropping in a vacuum, b) dropping inside
a drag shield, c) guided motion where the falling object’s acceleration is
matched to Earth’s gravity, and certain other d) enhanced technologies (free
flyers, catapults, etc.). These various methods and their specific attributes are
discussed below.

6.3 Vacuum (or Drop) Tubes

Some of the earliest vacuum (or drop) tubes were used to produce commercial
outcomes in the late eighteenth century for the production of high-quality
spherical lead shot. Within a drop tube, the effects of aerodynamic drag are
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typically removed by evacuating the entire tube. This evacuation eliminates
the possibility of any air drag developing on the test sample, thus allow-
ing it to continually accelerate at 1 g during the drop. While the sample
or experimental platform is in free fall, it is weightless and the effects
of gravity on the phenomena being investigated can then be determined.
Some drop tubes are relatively small (<1 m) in diameter and drop the test
sample itself (without an experimental package), while other drop tubes
are relatively big (several meters in diameter) and able to drop very large,
complex experimental platforms which, however, may require a long pretest
time to remove the atmosphere (air) present so that the aerodynamic drag is
eliminated.

The duration of the free fall provided within a specific drop tube is
directly related to the initial height of the drop through Newton’s law as
follows:

x = x0 + v0t +
1
2
at2 (6.1)

where t is the time of free fall, x is the distance travelled, a is the acceleration
(in our case, a is the Earth’s acceleration of g), and x0 and v0 are the initial
height and velocity (v0 is typically zero). This relation shows why all ground-
based drop facilities (including vacuum tubes) are only designed to provide
short durations (2–10 s) of reduced gravity. For free fall with zero initial
velocity, the free fall duration is given by

t =

√
2h

g
(6.2)

where h = x – x0 is the total distance dropped. This shows that doubling
the height increases the free fall time by a factor of

√
2 only. In a catapult

mode, where the experiment is initially launched upward, the free fall time
doubles.

6.4 Experiment Inside Capsule (Drag Shield)

Another way to eliminate or reduce the aerodynamic drag on an object,
and the operational principle some ground-based facilities are based upon,
is the utilization of a “drag shield.” In this configuration, shown schemat-
ically in Figure 6.1, the experimental platform is placed in a capsule or
drag shield. During a test, the capsule experiences the aerodynamic drag
developed as it drops through the air; however, the experiment that is inside
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Figure 6.1 Use of drag shield to eliminate aerodynamic drag on experiment to produce
reduced gravity conditions.

the capsule does not experience significant air resistance since it is only
falling a short distance relative to the capsule. In this way, the aerody-
namic drag on the capsule does not significantly affect the experimental
platform, essentially in free fall, inside the capsule over the course of
the test.

It is now interesting to know how large the initial spacing ΔX between the
capsule and the bottom of the experiment platform (as shown in Figure 6.1)
has to be for a free fall time of several seconds. For that, we calculate the
difference of the perfect free fall given by Equation (6.1) and a fall within
air where the drag shield experiences Stokes and Newton air friction. The
equation of motion for this is as follows:

mv̇ = mg − βv − kv2, (6.3)

where β is the Stokes air friction coefficient and k is the Newton air friction
coefficient. This equation can be solved exactly and gives

v(t) = − β

2k
+

√
ḡm

k
tanh

(√
ḡk

m
t + tanh−1 β

2
√

kḡm

)
(6.4)
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where ḡ := g
(
1 + β2

4kmg

)
. This is the velocity of the drag shield as function

of time. The terminal velocity is v∞ := limt→∞ v(t) = − β
2k +

√
ḡm
k from

which we recover the well-known cases for β → 0 and k → 0. For the position
of the drag shield, we then obtain

x(t) = − β

2k
t +

m

k
ln

(√
1 − β2

4kḡm
cosh

(
ḡk

m
t + tanh−1 β

2
√

kḡm

))
(6.5)

The spacing between the drag shield and the free flyer (test frame) then is
Δx(t) = 1

2gt2 − x(t). An expansion for short times gives

Δx(t) =
βg

6m
t3 +

g2k

12m

(
1 − β2

2gkm

)
t4 + σ(t5). (6.6)

The maximum possible time of flight is given by Δx(tmax) = ΔX . The result
depends on the coefficients β and k which also depend on the air viscosity and
the geometry of the drag shield. According to this result, most ground-based
drop facilities are only designed to provide short durations of reduced gravity
since the spacing required for long drops becomes much larger as drop time
increases.

6.5 Drop Tower Systems

As drop towers permit entire experimental systems/platforms to be dropped,
they can vary considerably in their size ranging from small drop corridors
(of about 1 m diameter) to very large dimensions (of several meters in
diameter). A drop tower facility, in general, will consist of (a) a drop corridor
within which the experiment resides during the period of reduced gravity,
(b) experimental system(s) mounted on an experimental rack unique to the
phenomena being investigated and the facility the test is to be conducted in,
(c) some method to produce reduced gravity conditions for the experimental
platform, (d) a lifting mechanism for the experimental platform, (e) a holding
and release mechanism for the experimental platform, (f) a deceleration
device to stop the experimental package at the conclusion of a test, and (g)
space to prepare experiments and interact with/provide access to the drop
corridor.

The drop corridor is the vertical extent within which the experiment is
dropped to obtain free fall conditions. Access to the drop corridor is necessary
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at some location to allow the experiment to be inserted and removed, as
required, and this often is associated with a laboratory area for researchers
to prepare their experiments. Typically, access to the experiment within the
drop corridor is provided at the start of the test. In an evacuated system such
as in a drop tube, special considerations are often necessary to ensure the
vacuum level in the drop corridor is not lost as the experimental system is
moved into the drop corridor. The experimental system is used to contain all
aspects of the test being conducted. As the experiments are typically in free
fall within the drop corridor, all aspects (power, data and image acquisition,
device controllers, switches, etc.) of the testing are performed remotely after
the test is initiated (dropped). In the case of a system utilizing a drag shield,
the experiment must be loaded into the drag shield and the resulting package
readied for (and recovered from) the drop corridor as a single item. If required,
a lifting mechanism is utilized for raising (pretest) or recovering (post-test) the
experiment and/or experiment and drag shield. At the initiation of a test, the
experiment (and drag shield, if used) must be held and released, as required,
consistent with the facility requirements for test initiation. One of the most crit-
ical things during test initiation is the minimization of any unwanted vibrations
(g-jitter) that may be imparted to the experiment as this unwanted acceleration
can, depending upon the experiment, detrimentally affect the results. At the
conclusion of a drop test, a deceleration device is essential to bring the
experimental system (and drag shield, if used) to a controlled stop in a safe
fashion.

6.5.1 Guided Motion

An alternative to the basic drop tower configuration described above is
provided by a “guided motion” drop system. In a guided motion drop system,
there is no need for a drag shield as the experiment is contained in a capsule
that is then propelled downward at an acceleration of 1 g. The guided motion
of the capsule is typically obtained by rail guides and/or levitated drive
devices (similar to high-speed trains). By matching the Earth’s gravitational
acceleration, the capsule is essentially in free fall and in a 0 g environment.
The matching of the capsules’ acceleration to Earth’s gravity vector is nor-
mally accomplished by having the capsule move along a predefined velocity
profile (easily derived through the use of Equation 6.1). Since the velocity
(and, therefore, the associated distance travelled) increases significantly with
time, these facilities are typically limited to between 5 and 10 s of test
time.
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6.6 Enhanced Technologies

Several technologies are used to further increase either the duration (time) or
quality (level of reduced gravity) of the test environment within the systems
described above and are presented here.

6.6.1 Free Flyer System

Precise experiments often require an enhanced environment which sometimes
exceeds the given quality level of reduced gravity in an evacuated drop tube
or in a drag shield. In general, the quality of reduced gravity depends on the
residual air pressure present. These drop systems will typically have several
hundreds up to a few thousands of cubic meters of air to evacuate. From
an operational point of view, since the vacuum pumps utilized have limited
pump speeds, there will often remain a pressure of a few mbar in the drop
corridor. For the drop tower Bremen, there is about 0.1 mbar present that
allows excellent microgravity conditions of about 10−6 g to be produced. In
order to further reduce the gravity level for special precision experiments,
a free flyer system is applied [1]. The concept of the free flyer is based on
the utilization of a drag-shielded experiment as previously described which
is dropped inside an evacuated drop tube. In this application, the free flyer
system effectively minimizes residual disturbances being caused by the low-
level aerodynamic drag still present. At the drop tower Bremen, experiments
utilizing the free flyer system can achieve reduced gravity conditions of
about 10−7 g.

6.6.2 Catapult System

An increase in the time of reduced gravity available in a drop tower can
obviously be obtained by simply building a higher drop tower or longer drop
shaft. Due to the fact that, however, the time of reduced gravity available is a
function of the distance dropped to the ½ power (Equation 6.2), construction of
drop towers or drop shafts does not seem to be very economical after reaching
a certain drop distance. A less utilized approach that essentially doubles the
test time for a given drop distance is to catapult the experiment upward from
the bottom of the drop corridor to make both the way up and the way down
available (this is an especially attractive option in an existing drop facility since
no further height is required). Although the experiment is initially accelerated
after its detachment from the acceleration unit (i.e., the catapult), it performs
a free fall in a vertical parabola (comparable to parabolic flights). Either in an
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evacuated drop tube or in a drag shield configuration, a catapulted experiment
becomes a free-falling body and is weightless.

Accelerating an experiment capsule carrying hundreds of kilograms of
payload requires a powerful drive coupled with precise control and handling
of the capsule movement which is essential during the acceleration phase and
to ensure exact capsule alignment during the flight phase within the confines
of the drop corridor.At the moment, the drop tower Bremen is the only ground-
based facility with a catapult system [2]. This world unique catapult system is
installed in a chamber below the basement and utilizes a combined hydraulic–
pneumatic drive to accelerate an experimental capsule (with a total mass of
over 400 kg) to the top of the evacuated drop tube on a vertical parabola. The
pressure difference between the vacuum level present inside the drop tube
and the compressed air below the catapult piston (stored in pressurized air
tanks) is utilized as the driving force of the catapult system. The acceleration
level of the catapult (with up to 30 g’s achieved within about 300 ms) is
adjustable by a servo-hydraulic braking system that provides smooth control
of both the overall piston velocity and the final transition of the experiment
to microgravity at release. Typically, an experimental capsule will leave the
catapult system with a lift-off speed of the about 48 m/s at 10−6 g with minimal
vibration from the catapult.

6.6.3 Next-Generation Drop Towers

Drop facilities represent an important economic alternative with straightfor-
ward and permanent access to weightlessness on Earth in comparison with
the other possible flight opportunities. In recent years, numerous demands
of higher repetition rates for experiments under weightlessness have been
observed at the available ground-based facilities. The reasons are, on the one
hand, that current experiments become more and more complex and they
require, therefore, higher repetition rates to generate the specific number of
experiment parameters for their success. On the other hand, experiments need
reliable statistics in their experimental results which have been achieved so far.
Both scientific aspects and additionally the continuous technological progress
in the present experiment developments (i.e., fully autonomous computer
operations) lead to a magnitude of demand that exceeds the given capabilities
afforded by existing drop facilities. The limiting factors of achieving higher
repetition rates and thus laboratory-closed conditions at the present drop
facilities include the time it takes to evacuate the drop tube and experiment
capsule recovery and preparation for the next drop. At the drop tower Bremen,
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a second drop facility is currently planned which offers repetition rates of over
100 experiments per day in a semi-continuous laboratory operation. This next-
generation drop tower system, the so-called GraviTower Bremen, combines
the technological benefits of the catapult system of the drop tower Bremen
with a guided electromagnetic linear drive. The new facility concept is based
on the operation of a commercial elevator in which the distance between
passenger (i.e., the experimental payload a free flyer) and cabin walls (drag
shield) is actively regulated. After each initial acceleration, and subsequent
detachment, the experimental payload becomes a free-flying body and is
weightless. In order to smoothly accelerate and decelerate an experimental
payload of several hundred kilograms on a vertical parabola in such a guided
catapult system, it is essential to work with a both powerful and precisely
controllable drive.An electromagnetic linear drive commonly utilized in roller
coasters represents a commercially available and well-tested solution for the
semi-continuous experiment operation. As currently planned, the GraviTower
Bremen will have a height of about 70 m and will provide fall durations of
6 s at microgravity conditions. The different free fall durations will depend
on the selectable acceleration/deceleration drive mode with a range available
between 1.5 and 4.0 g. Only very low initial experiment disturbances are
expected during the acceleration phase. The accuracy in power and control of
the applied electromagnetic linear drive allows also a novel operation mode
with a fixed “free flyer.” In this case, experiments under partial gravity (at
gravity levels from 0.1 to 0.4 g with an expected accuracy of 10−2 g) can
be conducted. The duration of partial gravity available at the GraviTower
Bremen ranges from 5.5 to 7.8 s and depends on both the partial g-level and
drive mode selected. Finally, the dimensions of the GraviTower’s free flyer
are planned to handle much larger volume and mass than in other existing
facilities.

6.6.3.1 Ground-based facility’s typical operational parameters
In the characterization of a ground-based facility, four factors are most sig-
nificant: test time, magnitude of reduced gravity (quality), size of experiment
that can be accommodated, and cost. Other parameters are sometimes con-
sidered such as facility location, deceleration experienced at test conclusion,
and technical assistance available. These characteristics are function of the
facility being considered and the methodology it uses to produce the reduced
gravity. Examples of these characteristics are provided and contrasted in
Table 6.1.
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6.7 Research in Ground-Based Reduced Gravity Facilities

There are many scientific discipline areas that currently use ground-based
facilities to produce reduced gravity test conditions to study relevant phenom-
ena. A short description of some of the work being conducted is presented.

6.7.1 Cold Atoms

Quantum objects show interference: If a beam of quantum objects is split
coherently and the two beams are moving along different paths, then after
recombination of both beams, interference will occur. The interference pattern
is influenced by external influences like acceleration or rotation of the whole
interferometer or by the influence of other external forces. The important issue
is that the effect on the interference scales with the square of the time the atoms
move within the interferometer. While on ground, the atoms will fall down the
table within a tenth of a second, we can increase the time if the interferometer
will fall together with the atoms. In a free fall environment, interferometers
become much more sensitive. Since after a few seconds, the coherence of the
two beams disappears due to imperfect isolation against disturbances, drop
towers are currently ideal facilities to perform such experiments [3, 4]. A
future goal of this ground-based work is to bring cold atoms to space, that is,
on the ISS or on dedicated spacecraft. This work supports fundamental physics
experiments such as quantum tests of the equivalence principle, tests of the
linearity of quantum mechanics, or practical applications such as geodesy and
Earth sciences.

6.7.2 Combustion

Combustion experiments in many diverse areas are being studied. Some
studies are aiming at a thorough investigation of the self-ignition of droplets of
different types of fuel, including modern biofuel of the second generation [5].
These investigations form the foundations of the understanding of the physical
processes underlying spray ignition needed for efficient and ecologically
compatible combustion. The unique heterogeneous (liquid phase) burning of
bulk metallic materials in oxygen-enriched atmospheres is also being studied
with specific applications to fire safety and fundamental combustion science
[6, 7]. For these experiments, weightlessness is of big advantage because
(i) convection then does not occur, (ii) the system is simplified due to the
spherical symmetry of the liquid-phase droplets, and (iii) one can study larger
droplets which often permit a more detailed observation of the processes
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being studied. One main result from the obtained data is input to assist
the development of a computer simulation for the detailed study of the
complete spray ignition process. This has a big impact on the construction
of energetically efficient and ecologically compatible engines.

6.7.3 Fluid Mechanics/Dynamics

It is obvious that fluids behave differently according to whether gravity is
present or not. One effect is related to the surface tension which makes it
possible, in the absence of gravity, for large liquid balls to be formed. Another
effect is related to capillarity: For very weak gravity, the effect of adhesion
of water at surfaces becomes dominant with the effect that a fluid will move
along surfaces. A particular topic being investigated is the behavior of free
surfaces [8]. Such an effect can be used for propellant management devices
or life support systems in satellites.

Special topics under investigation include multiphase systems and cryo-
genic fluids including the capillary channel flow (CCF) project, a two-phase
system which has been utilized under microgravity conditions on the ISS and
which required a significant number of preparatory investigations conducted
in drop tower experiments [9, 10]. Cryogenic propellants will be used in the
Ariane V upper stage; therefore, it is very important to explore the behavior
of these fluids in microgravity to elucidate the underlying physical principles.
These principles will be used to develop a computer simulation tool for the
construction of thrusters.

Another active area of research is related to the investigation of boiling and
heat transfer under microgravity conditions [11]. Novel configurations of bub-
ble suspensions and heat transfer mediums (some incorporating nanoparticle
suspensions) are created to study coalescence, phase change dynamics, and
heat exchange in general in a turbulent medium under controlled conditions.
This combines the physics of two-phase flows and thermal control which
has importance for technology applications in both space and terrestrial
applications.

6.7.4 Astrophysics

A main task of the experiments supporting astrophysics work is to determine
parameters needed to estimate the characteristic time for the formation of
planets, moons, and other solar system objects [12]. In particular, studies are
conducted about the conditions under which elastic and inelastic scattering of
dust particles, granular particles, small ice particles, or others occurs to form
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larger constituents (agglomeration). This phenomenon depends on the size
and mass of the particles, their temperature, etc. Other external influences,
such as light or thermal radiation, are also being investigated. Microgravity
experiments revealed that the surface of Mars is efficient in cycling gas through
layers, at least centimeters above and below the soil, with a turnover time of
only seconds to minutes [13]. Clearly, such experiments must be conducted
under microgravity conditions to properly simulate the conditions in space—
planets and other objects that form under weightlessness condition. Besides
this type of experiment’s relevance to planetary sciences, this work may also
have impact on material sciences, in particular, on the physics of granular
materials.

6.7.5 Material Sciences

Particular problems in the area of material sciences such as the physics of
granular gases, synthesis of nanomaterials, or the transport of fluids in porous
materials are also being studied in microgravity environments. One aspect is to
discover fundamental properties and synthesis pathways within these systems
which are relevant for producing novel materials not able to be synthesized
in normal gravity and supporting theoretical/statistical descriptions of these
systems (and/or validating corresponding numerical simulations) [14, 15].
Another application of this work is for the transport of granular gases and of
the transport of fluids through granular or porous media which has indus-
trial applications including satellite technology. For satellite technologies,
cryogenic fluids must be considered and properly characterized. This work
is conducted in microgravity conditions in order to explore the fundamental
physical principles without the disturbing gravitational force. The impact and
relevance for industrial applications is obvious.

6.7.6 Biology

The experimental study of biological systems under microgravity or reduced
gravity is in some cases of general interest but mainly for applications in
space, on Moon, or on Mars to better understand how do organisms behave
and how the nervous system reacts. In drop towers, only phenomena occurring
on a short timescale can be investigated and this tends to limit biological
applications. This includes the general behavior of microorganisms or the
influence of microgravity on the orientation capabilities of complex organisms
[16]. This work supports a better understanding of the general functioning of
the nervous system but also is very important for estimating the reaction of life
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during long space travel or for its behavior under variable gravity conditions
(Moon, Mars, etc.).

6.7.7 Technology Tests

Drop towers are also used for technology tests to operate and validate various
systems prior to deployment in operational environments. Examples are tests
of the behavior of heat pipes, the performance of accelerometers, or the
functioning of release mechanisms. The full performance of high-precision
accelerometers can only be explored under weightlessness conditions. At
the drop tower Bremen, testing is conducted in support of the differential
accelerometers for the French mission MICROSCOPE, aimed at testing the
universality of free fall (also called weak equivalence principle), with an
accuracy of 10−15, which is two orders of magnitude better than what is
possible on Earth. The accelerometers, built by ONERA in Paris, have a
performance of 10−14 m/s2/sqrt(Hz). For these accelerometers, the catapult of
the Bremen drop tower with a free fall time of almost 10 s is used [17]. Also,
the accelerometers to be used in the GRACE Follow-On geodesy mission will
be tested in the Bremen drop tower.

Another technology validation program is the asteroid lander MINERVA
(MIcro/Nano Experimental Robot Vehicle for Asteroid) of the Japanese
Hayabusa 2 mission tested in the Bremen drop tower. The actual mechanism
for taking soil samples that are planned to be brought to Earth has been tested
and validated for functionality. In addition, the functioning of the release
mechanism of mobile lander MASCOT (Mobile Asteroid Surface Scout) has
been proven in the Bremen drop tower as cooperation projects between the
German Aerospace Center DLR and the Japanese space agency JAXA. A
last example of technology validation would include the tests of the heat
pipes designed to cool the eROSITA camera system at a temperature of
–95 ◦C. The validation testing demonstrated that the heat pipe system that was
based on capillary forces is working very well and should perform well once
deployed.

References

[1] Selig, H., H. Dittus and C. Lämmerzahl. “Drop Tower Microgravity
Improvement Towards the Nano-g Level for the MICROSCOPE Payload
Tests”. Microgravity Science Technology 22 (2010): 539.



References 59

[2] von Kampen, P., U. Kaczmarczik and H.J. Rath. “The New Drop Tower
Catapult System”. Acta Astronautica 59 (2006): 278.

[3] van Zoest, T. et al. “Bose–Einstein Condensation in Microgravity”.
Science 328 (2010): 1540.

[4] Müntinga, H. et al. “Interferometry with Bose Einstein Condensates in
Microgravity”. Phys. Rev. Lett. 110 (2013): 093602.

[5] Burkert, A., W. Paa, M. Reimert, K. Klinkov and C. Eigenbrod.
“Formaldehyde LIF Detection with Background Subtraction Around
Single Igniting GTL Diesel Droplets”. Fuel 111, no. 8 (2013).

[6] Lynn, D.B., O. Plagens, M. Castillo, T. Paulos and T.A. Steinberg.
“The Increased Flammability of Metallic Materials Burning in Reduced
Gravity”, In Proceedings of the 4th International Association for
the Advancement of Space Safety Conference: Making Safety Matter,
ESA-SP Volume 680, (2010), pp. 1–7.

[7] Ward, N.R. and T.A. Steinberg. “Iron Burning in Pressurised Oxygen
Under Microgravity Conditions.” Microgravity Science and Technology
21, no. 1–2 (2009): 41–46.

[8] Diana, A., M. Castillo, D. Brutin and T. Steinberg. “Sessile Drop Wet-
tability in Normal and Reduced Gravity”. Microgravity Science and
Technology 24, no. 3 (2012): 195–202.

[9] Canfield, P.J., P.M. Bronowicki, Y. Chen, L. Kiewidt, A. Grah, J. Klatte,
R. Jenson, W. Blackmore, M.M. Weislogel, and M.E. Dreyer. “The
Capillary Channel Flow Experiments on the International Space Sta-
tion: Experiment Set-Up and First Results”. Experiments in Fluids 54,
no. 1519 (2013): 1.

[10] Conrath, M., P.J. Canfield, P.M. Bronowicki, M.E. Dreyer, M.M. Weis-
logel and A. Grah. “Capillary Channel Flow Experiments Aboard the
International Space Station”. Physcal Review E 88 (2013): 063009.

[11] Diana, A., M. Castillo, T.A. Steinberg and D. Brutin. “Asymmetric
Interface Temperature During Vapor Bubble Growth”. Applied Physics
Letters 103, no. 3 (2013).

[12] Blum, J. “Astrophysical Microgravity Experiments with Dust Particles”.
Microgravity Science Technology 22 (2010): 51.

[13] de Beule, C., G. Wurm, T. Kelling, M. Kuepper, T. Jankowski and
J. Teiser. “The Martian Soil as a Planetary Gas Pump”. Nature Physics
10 (2014): 17.

[14] Bánhidi V., and T.J. Szabo. “Detailed Numerical Simulation of Short-
Term Microgravity Experiments to Determine Heat Conductivity of
Melts”. Materials Science Forum 649 (2010): 23.



60 Drop Towers

[15] Hales, M.C., T.A. Steinberg and W.N. Martens. “Synthesis and Char-
acterization of Titanium Sol–Gels in Varied Gravity”. Journal of
Non-Crystalline Solids 396–397 (2014): 13–19.

[16] Anken, R. and R. Hilbig. “Swimming Behaviour of the Upside-
Down Swimming Catfish (Synodontis nigriventris) at High-Quality
Microgravity—A Drop-Tower Experiment”. Advances in Space
Research 44 (2009): 217.

[17] Seilg, H. and C. Lämmerzahl. “Sensor Calibration for the
MICROSCOPE Satellite Mission”. Advanced Astronomical Science 148
(2013).



7
Parabolic Flights

Vladimir Pletser1 and Yasuhiro Kumei2

1ESA-ESTEC, Noordwijk, The Netherlands
2Tokyo Medical and Dental University, Tokyo, Japan

7.1 Introduction

Aircraft parabolic flights are useful for performing short-duration scientific
and technological experiments in reduced gravity. Their principal value is
in the verification tests that can be conducted prior to space experiments in
order to improve their quality and success rate, and after a space mission
to confirm (or invalidate) results obtained from space experiments. Parabolic
flight experiments might also be sufficient as stand-alone, addressing a specific
issue.

The levels of reduced gravity that can be attained during parabolic flights
vary between 0 and 1 g (where g is the acceleration created by gravity at
Earth’s surface, on average 9.81 m/s2). Near weightlessness at micro-g (μg)
levels is commonly achieved during ballistic parabolic flights for microgravity
research since more than 30 years. Recent years have seen more and more
emphasis on partial-g flight profiles allowing to obtain gravity levels similar
to those on the Moon (0.16 g) and on Mars (0.38 g) to prepare for future space
exploration.

This section introduces the objectives of parabolic flights for research and
the flight profiles to achieve μg and partial-g environments. The various air-
planes used throughout the world to create these reduced gravity environments
are introduced. These airplanes can be grouped in three categories: (1) large
airplanes allowing to embark several tens of passengers and several large
experiments; (2) medium-sized airplanes usually used for single experiment
with several operators and/or subjects; and (3) small airplanes and jets
embarking single passengers and small experiments.
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7.2 Objectives of Parabolic Flights

A large aircraft in parabolic flight provides investigators with a laboratory for
scientific experimentation where the g-levels are changed repetitively, giving
successive periods of either 0.38 g for up to 32 s, or 0.16 g for up to 25 s
or μg for 20 s, preceded and followed by periods of 20 s at approximately
1.8 g-level.

Parabolic flight objectives pursued by scientists are usually multifold:
(1) to perform short experiments for which the reduced gravity is low enough
for qualitative experiments of the “look-and-see” type, using laboratory-type
equipment to observe and record phenomena, and quantitative experiments
to measure phenomena in reduced gravity, yielding direct quantitative
exploitable results; (2) to allow experimenters to perform by themselves their
own experiments in reduced gravity with the possibility of direct interventions
on the experiment in progress during the low g periods and direct interaction
by changing experiment parameters between the reduced gravity periods; and
(3) to study transient phenomena occurring during changeovers from high-to-
low and low-to-high g-phases. Additionally, for space mission experiments,
preliminary results can be obtained prior to a space mission and experiments
with conflicting results can be repeated shortly after a space mission, helping
in data interpretation. For space human physiology experiments on astronauts,
a broader data baseline can be obtained in μg prior to or after a space mission
by conducting parts of the space experiments on a group of subjects other than
astronauts.

From a technical point of view, in preparing experiment hardware for
manned spaceflight or robotic missions, the following objectives can also be
achieved: (1) test of equipment hardware in reduced gravity; (2) assessment
of the safety aspects of an instrument operation in reduced gravity; and
(3) training of science astronauts to experiment procedures and instrument
operation.

Furthermore, aircraft parabolic flights are the only suborbital carrier to
provide the opportunity to carry out medical and physiological experiments
on human subjects in μg or partial gravity at Moon and Mars g-levels, to
prepare for extraterrestrial planetary exploration.

Finally, other g-levels achieved during flights can be used by investigators:
Pull-up and pullout maneuvers yield periods of hypergravity (from 1.8 g to
several g’s); spiral turn maneuvers provide for longer periods of other levels
of high g’s.
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7.3 Parabolic Flight Maneuvers

For μg parabolic flights, the μg environment is created in a large aircraft flying
the following maneuvers (see Figure 7.1, example given for the Airbus A300
ZERO-G):

• from steady horizontal flight, the aircraft climbs at approximately 45◦
(pull-up) (see Figure 7.2) for about 20 s with accelerations between 1.8
and 2 g;

• all aircraft engine thrust is then strongly reduced for about 20 to 25 s,
compensating the effect of air drag (parabolic free fall);

• the aircraft dives at approximately 45◦ (pullout), accelerating at about
1.8 to 2 g for approximately 20 s, to come back to a steady horizontal
flight.

Alternatively, for partial g parabolas, the engine thrust is reduced suffi-
ciently to a point where the remaining vertical acceleration in the cabin is
approximately 0.16g for approximately 25 s or 0.38 g for approximately 32 s
with angles at injection of 42◦ and 38◦, respectively, for Moon and Mars
parabolas. These maneuvers can be flown consecutively (in a roller coaster
manner) or separated by intervals of several minutes to allow investigators to
prepare for their experiments.

For μg parabolas, the residual accelerations sensed by experimental setups
attached to the aircraft floor structure are typically in the order of 10−2 g, while
for a setup left free floating in the cabin, the levels can be improved to typically
10−3 g for 5 to 10 s.

Figure 7.1 Airbus A300’s parabolic flight maneuver (Credit: Novespace).



64 Parabolic Flights

Figure 7.2 The Airbus A300 in pull-up (Photo: Novespace - Eric Magnan/Airborne Films).

7.4 Large Airplanes Used for Parabolic Flights

Large airplanes used for parabolic flights are defined as those aircraft used for
flying several (typically ten or more) experiments and embarking several tens
of passengers, either for research purposes or for discovery reduced gravity
flights for paying passengers.

7.4.1 Europe: CNES’ Caravelle and CNES-ESA’s Airbus A300
ZERO-G

From 1988 till 1995, the European Space Agency (ESA) and the “Centre
National d’Etudes Spatiales” (CNES, French Space Agency) have used a
Caravelle aircraft for several tens of campaigns [1].

From 1997 till 2014, the Airbus A300 ZERO-G was used in Europe by
ESA, CNES, and the “Deutsches Zentrum für Luft- und Raumfahrt e.V.,”
DLR, the German Aerospace Center, and industrial users for μg and partial-g
flights. The Airbus A300 was the largest airplane in the world used for this
type of experimental research flight.

Since 2015, an Airbus A310 is used to replace the A300 ZERO-G. The
French company Novespace, a subsidiary of CNES, based in Bordeaux,
France, is in charge of the organization of Airbus A300 and A310 flights.

Prior to a campaign with an Airbus ZERO-G, space agencies and Noves-
pace provide support in the experiment equipment design and in all related
safety aspects. All experiments are reviewed by experts several months
before a campaign from the structural, mechanical, electrical, safety, and
operational points of view. Technical visits are made to the experimenters’
institutions to review equipment. A safety review is held one month before
the campaign. A safety visit is made in the aircraft prior to the first flight
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to verify that all embarked equipment complies with the safety standards.
The campaign in itself takes place over two weeks. The first week is devoted
to the experiment preparation and loading in the aircraft. During the second
week, on the Monday, a safety visit takes place to assess that all safety
recommendations have been implemented and a flight briefing is organized in
the afternoon to present the flight maneuvers, the emergency procedures and
medical recommendations, and the experiments on board. The three flights
of 30 parabolas each take place on the mornings of the Tuesday, Wednesday,
and Thursday followed each time by a debriefing during which the needs
and requests of investigators are reviewed and discussed. Due to bad weather
or technical problems, a flight can be postponed from the morning to the
afternoon or to the next day. Downloading of all experiments takes place on
the afternoon after the last flight.

A typical flight duration with the Airbus ZERO-G is about two and half
hours, allowing for 30 parabolas to be flown per flight, in sets of five with
two-minute intervals between parabolas and with four to six minutes between
sets of parabolas. Parabolas are flown in dedicated air zones over the Gulf of
Biscay or the Mediterranean Sea.

Since 1984, a total of 132 European campaigns were performed (61 ESA,
48 CNES, 23 DLR) for more than 1500 selected experiments in human
physiology and medicine, biology, physics, astrophysics, technological tests,
and launcher technology proposed by researchers and students [2–5] (see
Figure 7.3). In addition to μg campaigns, two joint European partial-g
campaigns were organized by ESA, CNES, and DLR in 2011 and 2012 for
experiments at μg and lunar and Martian gravity levels [6].

Figure 7.3 Experimenters during μg parabolic flights on the airbus A300 (Photograph ESA).
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Since 2013, the Airbus A300 and A310 ZERO-G are used for discovery
flights open to the public.

7.4.2 USA: NASA’s KC-135, DC-9 and Zero-G Corporation

A review of the aircraft used by NASA for parabolic flights since the early
1950 is given in [6].

NASA has operated several KC-135 aircraft (modified Boeing 707 jet
aircraft) for reduced gravity research and astronaut training. The KC-
135A/930, named “Weightless Wonder IV” (and nicknamed “Vomit Comet”),
was the longest operated aircraft (1973–1995) [7]. ESA used the KC-135A
aircraft for its first six μg research campaigns (1984–1988) [8], and DLR con-
ducted nine campaigns (1987–1992) in preparation for the German Spacelab
D2 mission. The replacement aircraft, the KC-135A/931, was used until its
retirement in 2004 [9].

NASA operated also a DC-9 to allow researchers to perform their exper-
iments in a reduced gravity environment. A flight lasts typically 2.5 h,
with 40–60 parabolas, during which μg and partial gravity levels (0.16,
0.38 g) and sustained hyper-g (1.6 g) can be achieved according to researcher
requirements [10].

The private company Zero Gravity Corporation operated a modified
Boeing 727-200, named “G-FORCE ONE” in the USA from 2004 until
2014 for discovery flights open to the public. NASA had a microgravity
service contract with Zero Gravity Corporation from 2008 until 2014 to fly
NASA’s sponsored experiments [11]. The flight maneuver is quite similar to
the one described in earlier sections. From an horizontal flight at an altitude
of approx. 8000 m, the pull-up up to 1.8 g lasts about 10 to 17 s up to an
altitude of approx. 11300 m, and the aircraft is injected into the parabola for a
duration of approx. 20 s until the pullout takes place. A flight includes 12–15
parabolas for public discovery flights or 25–40 parabolas for research flights.
Moon-g and Martian-g flight maneuvers can also be performed [12].

7.4.3 Russia: Ilyushin IL-76 MDK

The Ilyushin IL-76 MDK (MDK stands for “latest modifications” in Russian)
is a four-jet-engine cargo aircraft of the last modified version [13] and operated
by the Russian Yu. Gagarin Cosmonaut Training Centre (CTC) from Star
City near Moscow and used for parabolic flights for astronaut training, space
equipment tests, and paying passenger flights. The main aircraft features are
the double-floor cockpit and a large cabin, separated into two parts: The front
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includes several work stations for experimenters conducting tests on large
equipment, while the aft part is an empty cabin space with attachment points
on the cabin floor. ESA and DLR conducted parabolic flight campaigns with
this aircraft in 1992 and 1994 [14]. The Ilyushin IL-76 MDK is marketed since
the nineties by several private operators for discovery flights open to the public.

7.5 Medium-Sized Airplanes Used for Parabolic Flights

Medium-sized airplanes are defined as those aircraft used for flying single
experiments with several operators and/or subjects.

7.5.1 Europe: TU Delft-NLR Cessna Citation II

The Cessna Citation II is a twinjet aircraft, a research aircraft owned and
operated jointly by the Technology University of Delft and the Dutch National
Aerospace Laboratory in the Netherlands. It has been extensively modified to
serve as a versatile airborne research platform. The flight envelope with a
maximum altitude of more than 13 km allows a wide range of operations to
be performed, including flying at quite low speeds. It can accommodate a
maximum of eight observers in addition to the two-pilot cockpit crew [15].
Among other research flights, it is used for aerospace student practical training,
for parabolic flights for single experiments, and for discovery flights open to
the public.

7.5.2 Canada: CSA Falcon 20

The Falcon 20 is a twin-engine business jet, capable of relatively high-speed
and altitude operations with a small complement of instrumentation and
research crew. It had been modified for μg experiments requiring parabolic
flight trajectories [16]. The aircraft, owned and operated by the National
Research Council’s Institute for Aerospace Research (NRC/IAR), was used
until 2014 by the Canadian Space Agency (CSA) for Canadian investigators.

7.5.3 Japan: MU-300 and Gulfstream-II

In Japan, a MU-300 jet aircraft operated by Diamond Air Service since 1990
[18] provides parabolic flights with up to 20 s of weightlessness. Besides
creating conventional μg conditions, the parabolic flight using this MU-300
has many advantages. Since only one or two research themes are conducted in
this medium-sized aircraft, the flight maneuver can be customized flexibly so
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as to make the most suitable condition for the study. Experiments have been
conducted on rodents and cell cultures since 2007, using not only Martian
(0.38 g) and lunar (0.16 g) gravity levels but also 0.6, 0.5, 0.4, 0.3, 0.2, 0.1,
and 0.05 g [19]. Other unique studies were also realized by using partial
gravity conditions [20, 21]. A set of original parabolic trajectories was used
to avoid interference of the “pull-up” phase-induced hypergravity into the
genuine response to low gravities. After a certain time in the 1 g-level flight,
the aircraft enters into the “pull-up” phase that lasts approximately 20∼40 s
at 1.3 g, followed by a sudden descent that generates a target partial gravity
condition lasting 15∼40 s and then pulls up again into the “recovery” phase
that lasts 20 s at 1.3 g (see Figure 7.4).

Diamond Air Service operates also a jet aircraft “Gulfstream-II” since
1996 in Nagoya. The cockpit crew includes two pilots and one engineer
who support the in-flight experiments. A total of 5.5-hour flight is possible

Figure 7.4 Typical μg flight trajectories of the Gulfstream-II (top) and the MU-300 (bottom)
(Credit: Diamond Air Service).



7.6 Small Airplanes and Jets Used for Parabolic Flights 69

with 5 or 6 researchers and up to 2.4 t of payload. To date, a total of
1480 flights with MU-300 and 350 flights with Gulfstream-II have been
conducted so far, and 845 studies have been accomplished with JAXA
support.

7.5.4 Other Aircraft

Ecuador: The Ecuadorian Air Force (FAE) and the Ecuadorian Civilian Space
Agency (EXA) adapted jointly T-39 Sabreliner to perform μg parabolic flights
[22]. In 2008, two flights took place and a fluid experiment was performed.

Austria: The company Pauls Parabelflüge organized since 2002 a series of
flights in Germany, Austria, and Slovakia with several medium-sized aircraft
(Casa 212, Short Skyvan SC7, Cessna Grand Caravan, Let 410) and recently
with a glider (SARA-Mercury) yielding parabolas of 10 to 15 s of μg for
discovery flights for paying passengers and students [22].

7.6 Small Airplanes and Jets Used for Parabolic Flights

Small airplanes and jets used for parabolic flights are defined as those aircraft
used for flying single passengers and small experiments.

7.6.1 Switzerland: Swiss Air Force Jet Fighter F-5E

A jet fighter F-5E Tiger II aircraft was used in Switzerland from Emmen
Air Force Base for biological research contained in a small experimental
apparatus installed in the cannon ammunition box [23]. The military fighter
jet aircraft Northrop F-5E “Tiger II” is a light supersonic fighter aircraft
with two axial straight turbines, able to reach a maximum speed of Mach
1.64, with a maximum climb rate of 571 ft/s and a maximum altitude of
51,800 ft.

Single parabolas of up to 45 s are executed during military training flights
(see Figure 7.5). After a 1 g control phase, the parabolic maneuver starts at
13,000 ft. and at Mach 0.99 airspeed, with a 22-s climb with an acceleration
of 2.5 g up to an angle of 60◦ at an altitude of 18,000 ft., followed by a
free fall ballistic trajectory lasting 45 s of 0.05 g in all axes with an apogee
of 27,000 ft. at Mach 0.4 airspeed. The pullout is initiated when the aircraft
reached 60◦ nose down with an acceleration of 2.5 g (up to 3.5 g) and lasts for
approximately 13 s. Access time is 30 min before takeoff, and retrieval time
is 30 min after landing.
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Figure 7.5 The F-5E Tiger II jet fighter aircraft and parabolic flight characteristics (from
[22]).

7.6.2 Other Aircraft

Spain: In Barcelona, the Universitat Politecnica de Catalunya with the Aero
Club Barcelona Sabadell proposes since 2007 parabolic flights on board a
Mudry Cap10B aircraft, a two-seat training aerobatic aircraft. Up to ten
parabolas of 5 to 8 s of μg each, with pull-ups and pullouts up to 3.5 g, can
be performed by researchers and students with small experiments (typically
30 × 20 × 20 cm, max. 10 kg).

Belgium: In the early 1990s, a two-seat Fouga Magister from the Brustem
base of the Belgian Air Force was used, as part of aerobatics training, to
perform parabolic flights of duration between 15 and 24 s. It was used to
conduct fluid physics and technology development experiments from the
University of Brussels [24].

7.7 Conclusions

Aircraft parabolic flight maneuvers are a very useful tool to investigate
gravity related phenomena, whether in complete weightlessness or at partial-
g levels. As any small or large airplane could basically be used to undergo a
parabolic trajectory, it is important to choose carefully which aircraft would
be best suited for scientific investigations, in terms of quality and duration
of reduced gravity level but also ease of access and technical support from
the integration team. In this respect, this section introduced the main aircraft
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used throughout the world to conduct research in reduced gravity. This survey
is probably not exhaustive as no information could be obtained on similar
parabolic flight program for reduced gravity research and practical training
from emerging space-faring nations like China, India, Brazil, and possibly
other countries.
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8.1 Introduction

To compensate gravity magnetically, one generates at all points within an
object—at the molecular scale—magnetic forces that counterbalance the force
of gravity. This form of magnetic levitation, distinct from levitation of a
ferromagnet or superconductor, or flotation, exploits the fact that a diamagnetic
or paramagnetic medium is subjected to a magnetic body force in a non-
uniform magnetic field. Suitable magnetic field sources for levitation include
windings carrying continuous currents and in some cases permanent magnets.
The first simulations of space conditions by levitation in fluids or biologi-
cal systems were reported using water-cooled or superconducting magnets
[1–4]. Magnetic compensation of gravity has many advantages compared to
other ways to access weightlessness, such as unlimited experimentation time,
ground-based experiments, and easily adjustable level of simulated gravity.
It is the only way to directly compensate gravity at the molecular level,
on the ground. Partial gravity compensation allows simulation of the grav-
ity on Moon or Mars [5]. Here, we discuss the accuracy with which
one can compensate gravity using magnetic levitation, for fluids and for
biology.
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8.2 Static Magnetic Forces in a Continuous Medium

8.2.1 Magnetic Forces and Gravity, Magneto-Gravitational
Potential

Windings carrying electrical currents with a volume density J (A m−2) or
magnetized magnetic media [magnetization density M (A m−1)] generate
a magnetic field of excitation H (A m−1). Experimentally, one measures
the magnetic flux density B (T or Wb m−2). In free space, B = μ0H where
μ0 = 4π × 10−7 H m−1 is the vacuum permeability. The relations between
these quantities are, in stationary (time-independent) conditions, as follows:

curl (H) = J ; div (B) = 0 (8.1)

in a current-free domain:
curl (H) = 0 (8.2)

A magnetic field H applied to any homogeneous material (solid or fluid)
produces a magnetization density:

M (H) = χH . (8.3)

The dimensionless magnetic susceptibility χ can be positive (paramagnetism)
or negative (diamagnetism). We will take into account non-hysteretic media
with χ considered as a constant when the magnetic field varies. That is neither
ferromagnetic media nor colloidal suspensions of particles, namely ferrofluids.

In these media, the flux density is as follows: B = μ0 (H + M ) =
μ0 (1 + χ)H, where μ0(1 + χ) is the medium magnetic permeability.

The above relations give unique solutions for H and B, given distributions
for J and M. However, the “designers” of a levitation magnet have to solve
the “inverse problem”: Which configurations of J and M can create given
distributions of H and B inside a finite 3D domain? This problem has
numerous possible solutions.

A magnetic energy is associated with the magnetization that appears in
materials. If the field H varies spatially, the magnetic energy varies spatially,
too. A magnetic material is thus subjected to a volume force that can be written
as follows:

fm =
μ0

2
χgrad(H2)

In materials that are considered for magnetic levitation, |χ| � 1, that is μ0
(1 + χ)∼μ0. Therefore, the magnetic volume force can likewise be expressed
as follows:

fm =
1

2μ0
χG (8.4)
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Table 8.1 Order of magnitude of some fluid features for magnetic compensation of gravity

Fluid (P = 1 bar, g = 9.81 m s−2) O2 (90 K) H2 (20 K)
H2O
(293 K) He (4.2 K)

Magnetic susceptibility (10−6) +3,500 –1.8 –9.0 –0.74
Density (kg m−3) 1,140 71 998 125
G1 (T2 m−1) +8 –990 –2,720 –4,140

where G = grad (B2). The principle of magnetic gravity compensation is based
on relation (8.4). The magnetic force must be opposite to the force applied by
gravity g (m s−2): fG = ρg.

Therefore, the condition of magnetic compensation at any point within a
medium of susceptibility χ and density ρ is

grad(B2) = −2μ0
ρ

χ
g = G1 (8.5)

where (χ/ρ) (m3 kg−1) is the mass susceptibility. It is also useful to consider
the total resulting potential energy ΣL (J m−3), named magneto-gravitational
potential (MG potential), at a given height z (m) [3].

ΣL =
χB2

2μ0
− ρgz

From relation (8.5), Table 8.1 gives some algebraic values of G1 needed
to compensate gravity for various fluids commonly used in aerospace
engineering.

8.2.2 Magnetic Compensation Homogeneity

There is a fundamental constraint for magnetic compensation of gravity.
A given B distribution leads to a unique force distribution, but an arbitrary
force distribution cannot be obtained. Indeed, in a 3D domain, small with
respect to the size of Earth, the terrestrial acceleration is independent of
position, that is G should be uniform to satisfy (8.5). Since magnetic flux
density B obeys (8.1) and (8.2), G cannot be simultaneously nonzero and
uniform in the whole 3D domain [6]; it follows that it is impossible to obtain
perfect compensation of gravity at every point in space! However, there exist
magnetic field distributions where compensation is perfect in several points,
or along a vertical segment line, or on a horizontal plane. It follows from the
previous theorem that it is impossible to magnetically compensate any force
field with a zero divergence. But it has been shown theoretically [7] that for
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diamagnetic materials, gravity can be compensated exactly, in the whole 3D
domain with translational invariance, by combination of both magnetic and
centrifugal forces Ω (note than div (Ω) �= 0). No experimental verification
of this last property has been carried out yet. In the absence of Ω, we define
a (dimensionless) inhomogeneity vector ε which represents the relative error
between the G produced by the magnet and that required for perfect gravity
compensation G1,

ε =
G − G1

G1

Here, G1 is the algebraic value of G1; that is, G1 is positive for paramagnetic
materials and negative for diamagnetic ones (G1 is written G1 up to the end
of the section). The quality of the compensation can be directly visualized
by mapping the vector field ε. Indeed, the latter represents the residual
acceleration Γ = gε, which can be interpreted as an effective gravitational
field Γ. In order to use magnetic compensation method, one first has to
define what approximation to the exact compensation is needed inside the
working zone.

8.3 Axisymmetric Levitation Facilities

Levitation devices are usually made of axisymmetric windings. An analysis is
first developed for a single vertical-axis solenoid and then extended to more
complex systems.

8.3.1 Single Solenoids

Figure 8.1 shows the magnetic compensation obtained using a solenoid current
I high enough to for the magnetic force to balance gravity at two points, one
stable (+) and one unstable (×), on the solenoid axis. In the right-hand panel,
I is larger than in the left, showing that the axial location of the points (+, ×),
the shape of the MG equipotentials (MGE), and the resulting acceleration ε
depend on I.

Using Taylor polynomial approximations of the relevant quantities, one
can establish relations between the components of the inhomogeneity vector
(εr and εz in cylindrical coordinates) at a point a distance R from the perfect
magnetic compensation point (+) and the norm B of the magnetic flux density
at this point for a given fluid (G1 constant). The first-order approximation in
axisymmetric levitation facilities such as the above solenoid leads to
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Figure 8.1 MGE (blue curves) and inhomogeneity ε (black arrows) in an arbitrary volume
surrounding both points of perfect compensation along the solenoid axis, for two different
currents. Dimensions are those of solenoid HyLDe used at the French Atomic Energy
Commission (CEA Grenoble) for LH2. The stable point (plus symbol) is at the bottom of
a local potential well, and the unstable point (multipication symbol) is a saddle point in the
potential.

B =
1
2

[
3 |G1| R
2εr + εz

] 1
2

It is worth noticing that R/ε varies as the square of the magnetic flux density for
a given fluid. Therefore, high magnetic field facilities are used to reach better
magnetic compensation or larger levitated volumes. This expression shows
that the levitation in a 1-mm-radius sphere, with a maximal isotropic homo-
geneity of 99 %, that is εr = εz = 1 %, requires a magnetic flux density of 5.0 T
for hydrogen (G1 = –990 T2 m−1) and 8.3 T for water (G1 = –2,740 T2 m−1).
But the shape of isohomogeneity zones near the compensation point is not
necessarily spherical: They may be ellipsoidal, as it will be shown below.
A spherical harmonic analysis of the magnetic field allows one to determine
analytically the resulting acceleration around the perfect stable compensation
point; the results are given in Figure 8.2, encapsulating the diamagnetic
compensation performance of the superconducting single solenoid HyLDe.
The Cn coefficient (C1, C2, or C3 in Figure 8.2) is the nth spherical harmonic
coefficient of the magnetic scalar potential W : Wn = CnrnPn (cos θ) where Wn

is the nth harmonic of the magnetic scalar potential inside the magnetic field
sources, r is the radius, θ is the polar angle of the spherical coordinate system,
and Pn is the nth-degree Legendre polynomial. The magnetic field derives
from this potential: H = grad(–W ). The Cn coefficients vary depending on
the origin of the coordinate system along the axis as shown in Figure 8.2.
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Figure 8.2 Variations of first three spherical harmonics (C1, C2, C3) of the scalar potential
W of the field, along the upper part of the axis of the solenoid (HyLDe) at a given current.
The red dotted line is the amplitude of the vector G (proportional to C1 times C2). On the
axis are located the first levitation point (V) and three other specific levitation points (S, E,
H). The levitations occur, respectively, at zV = 0.085 m, zS = 0.092 m, zE = 0.101 m, and
zH = 0.113 m at different current values IV, IS /IV = 1.012, IE /IV = 1.060, and IH /IV = 1.111.
The theoretical shapes of the MG potential wells surrounding the levitation points as well as
the resulting acceleration (black arrows) are plotted.

The red dotted line gives, along the solenoid axis, the vertical component
of the volume force f m, which is proportional to the square of the solenoid
current, I. At a value I = IV of the current, the first levitation point is reached
for liquid hydrogen (LH2), at a point V on the axis. For I > IV , two levitation
points exist along the axis; only the upper one is stable in the vertical direction.
Increasing the current further, one successively goes through various MG
potential well configurations around the successive stable levitation points.
The well shapes are, respectively, prolate ellipsoids (between V and S), spheres
(point S), oblate ellipsoids (between S and H), and horizontal planes (point
H). The example here is for LH2, but the same is true of other liquids, such
as water [8]. For a single solenoid, the residual forces around the stable
compensation point can only be modified if the position of this point is changed
and consequently the current too. Practically, there can be a technological
limitation due to the maximal current value, resulting from the cooling of
resistive magnets, or the critical surface of superconducting magnets. Since
the spherical harmonic coefficients of the magnetic field and so the field B at
any point in the working zone are uniquely related to the spatial derivatives
of B along the axis, for a single solenoid as well as for any axisymmetric set
of windings, the above analysis can be applied if B along the symmetry axis
is known.
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8.3.2 Improvement of Axisymmetric Device Performance

8.3.2.1 Ferromagnetic inserts
Magnetic force field distributions and thus MGE configurations can be
changed by means of ferromagnetic inserts located close to the working zone.
Figure 8.3 shows a ring-shaped insert that could be used to enlarge the 1 %
inhomogeneity levitation zone (equivalent insert has been manufactured at
CEA Grenoble, HyLDe facility). Elongation of the ellipsoidal MG well was
obtained, using this insert. If the ferromagnetic insert becomes saturated, the
norm of G (hence the magnetic force magnitude) is no longer proportional to
the square of the solenoid current.

8.3.2.2 Multiple solenoid devices and special windings design
As of 1999, multiple solenoid devices were designed to increase field, magnetic
forces, and improve magnetic compensation quality [9, 10], but without MGE
tuning. A control of the different currents in multiple coil levitation devices
should allow for continuous tuning of the MGE around perfect levitation
points. As far as we know, the best device for MGE tuning should be a
set of harmonic coils where each coil would be fed by independent current.

Figure 8.3 Comparison of magnetic compensation quality within the bore of a single
solenoid with and without insert. On the left is an overview of the system. Adding an insert
modifies the force configuration. The levitation points are changed as well as the current
needed to reach the levitation. Thus, there are two different working zones: A (no insert,
JA = 218.28 A mm−2) and B (insert, JB = 251.94 A mm−2). Working zone location and
current are defined so as to get the largest levitated volume at given homogeneity. The resulting
acceleration (black arrows) shows that levitation is stable inside both of the cells A and B.
Isohomogeneity (color curves) is provided from 1 to 5 % by step of 1 % in figures A1 and
B1. MGE iso-ΣL (blue curves) are elongated by the insert in the vertical direction as shown
in figure B2 w.r.t. figure A2.
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This multicoil device allowing arbitrary control of the first three harmonics
would enable quick variation of gravity by rapid current variation in one
coil, as well as easy adjustment of residual forces [11]. Such a design has
not been built yet. This approach leads to device design dedicated to the
creation of useful magnetic force distributions for specific applications. For
example, an axisymmetric distribution of B varying as B0 (z – z0)1/2 on the
vertical axis of symmetry, generated by an appropriate current distribution
in the windings, gives a constant norm of G along a vertical segment (but
not in a whole 2D axisymmetric domain); here, B0 and z0 are constants.
Besides axisymmetric coils, the development of saddle coils for particle accel-
erator magnets should allow for new types of levitators with a long working
zone. The general theory for axisymmetric systems can be easily transposed to
these magnets. It is worth noticing that the theoretical development presented
here can be applied to permanent magnet systems. High-coercivity magnets
are in any way equivalent to high value of surface current density (A m−1),
leading to high magnitude of G in narrow zones, near magnet edges. Such
permanent magnet systems have been designed for free-contact handling of
diamagnetic microdroplets (biomedical applications). Levitation is observed
if the integrated magnetic volume force over the whole droplet volume
counterbalances the droplet weight since the surface tension is very high at
those dimensions (levitation similar to that of a rigid body); therefore, the
quality of local compensation is not an issue.

8.4 Magnetic Gravity Compensation in Fluids

Many experiments in magnetic gravity compensation focus on fluid mechan-
ics, especially on gas bubbles, liquid drops, and diphasic fluids with or without
temperature gradient [3, 8, 12–18]. An important issue when levitating a
drop or bubble is the stability of mechanical equilibrium. Drops and bubbles
are stable when they are trapped within a well of the MG potential. Stable
diamagnetic levitation of droplets inside a vertical-axis single solenoid is
possible in the upper region of the solenoid (marked “+” on Figure 8.1).
Conversely, paramagnetic levitation of bubbles occurs in the lower part of
the solenoid, and only the lowest levitation point is stable in the vertical
direction. In stable mechanical equilibrium, the center of a vanishingly small
and spherical bubble, or droplet, is located at the local minimum of the
MG potential ΣL. For finite-sized droplets or bubbles, both its shape and
its equilibrium position depend on various parameters: surface tension of
the liquid/gas interface, the MG potential well shape, and demagnetization
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energy. The latter is due to the magnetic field modification because the
gas/liquid interface shape always tends to elongate paramagnetic bubbles or
diamagnetic droplets in the magnetic field direction. This effect has been
revealed [13] and then analyzed [14] in paramagnetic liquid oxygen. For
a diamagnetic gas/liquid interface, this effect can be neglected due to the
weakness of the magnetic susceptibility. Interface shape is then given by
equilibrium of surface tension and MG potential [8, 15]. When diamagnetic
liquids are close enough to their critical point, the interface shape tends to that
of the MGE [18]. In paramagnetic fluids, patterning effects of the liquid/gas
interface may be observed when the magnetic field is perpendicular to the
interface [19]. This effect, well known for ferrofluids, can make levitation
useless in paramagnetic diphasic systems such as liquid/gas oxygen. Thermal
exchanges have been studied in various boiling regimes [13]. Observed
phenomena, bubble size and growth rate, are far different from those under
normal gravity but rather similar to what happens in real weightlessness.
Magneto-convection can appear in paramagnetic monophasic fluid due to the
susceptibility dependency on the temperature. This effect has been observed
and investigated by means of a magnetic Rayleigh number [20]. All of these
examples of bubble shape stability, gas/liquid interface modifications, and
thermal convection demonstrate that the microgravity environment generated
by magnetic field can, in many ways, closely mimic true weightlessness.
However, the strong magnetic field can produce other effects not observed
in weightlessness. Some of these effects can be mitigated by magnet design,
through the harmonic contents of the field.

8.5 Magnetic Gravity Compensation in Biology

Since Geim and coworkers [2] demonstrated levitation of a live frog and Valles
et al. [4] studied a levitating frog’s egg in 1997, diamagnetic levitation has
been used in experiments on a variety of biological organisms, including, for
example, Paramecia [21], yeast [22, 23], Arabidopsis plants [23–25] and cell
cultures [26–28], bacteria [29–31], bone cells [32–36], a live mouse [37], and
fruit flies [38, 39].

Since the diamagnetic force is a body force, like the gravitational force,
we can write the net force acting on the object in the magnetic field in terms
of an effective gravitational field, Γ = gε = g + (χ/ρ)G/(2μ0); ε, g, and G
are as defined above. The ratio χ/ρ is constant for a homogeneous substance
such as water or a well-mixed solution. Spatial variations in Γ owing to
spatial variation of the magnetic field exert weak tidal forces on an object in
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the magnetic field: variation in Γ is typically ∼0.5 m s−2 per cm in current
experiments [8], but can be made as small as one like along a line segment
using a suitable solenoid design [40].

For biological material, χ/ρ cannot be taken as a constant: It
varies depending on the tissue type. For most soft biological tissues,
–11.0 × 10−6 < χ < –7.0 × 10−6 [41], close to the value for water,
–9 × 10−6. Iron-rich tissues have slightly more positive susceptibility owing
to the paramagnetism of the Fe ion. However, even an iron-rich organ such
as liver has susceptibility only slightly more positive than water. Table 8.2
gives the susceptibilities of a few biological materials, along with approximate
densities ρ. Variations in χ/ρ between different material types give rise to
variations in the effective gravity Γ throughout the organism, generating
physical stresses akin to the above-mentioned tidal forces. Values of ε = Γ/g at
the stable levitation point of water are given in the table, to enable comparison.
At the levitation point of the organism, determined by its mean susceptibility
(usually close to that of water) and density, the magnitude of Γ may be
slightly smaller: Experiments on freely levitating frogs’ eggs determined the
magnitude of Γ acting on three main constituents of the egg fractioned by
centrifugation—the cytosol, a protein-rich pellet, and lipids—to be 0.02 g,
0.075 g, and 0.06 g, respectively [4].

Table 8.2 suggests that relatively dense materials, such as bone and starch,
will experience a significant fraction of g even in a freely levitating organism.
Substantiating this, experiments show that a growing plant root can readily
establish the direction of real gravity when levitating [23, 25], consistent
with the theory that plants use the position of starch-rich statoliths within
the cells at the root tip to sense which way is down. The buoyancy of a

Table 8.2 Volume susceptibility χ and approximate density ρ of some biological materials

and tissues, including the magnitude of the effective gravity ε = |Γ|/g and its direction (up or
down with respect to gravity, indicated by arrows), calculated at the levitation point of water

χ (10−6) ρ (kg m−3) ε (at lev. pt. water)
Water (37 ◦C) –9.05 [41] 993 [41] 0
Cytosol of a frog’s egg –9.09 [4] 1,030 [4] 0.03↓
Stearic acid (20 ◦C) –10.0 [41] 940 [42] 0.18↑
Starch –10.1 [43] 1,530 [42] 0.27↓
Whole blood, human (deoxyg.) –7.90 [41] 1,040 [44] 0.16↓
Liver, human (healthy) –8.8 [41] 1,050 [41] 0.08↓
Cortical bone, human –8.9 [41] 1,900 [44] 0.49↓
Cholesterol –7.61 [45] 1,020 [45] 0.18↓
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statolith within a root cell is altered by the field gradient G, through the
magneto-Archimedes effect [19, 46]. The magnitude of G required to keep a
statolith neutrally buoyant within the cell is 3–4 times as large as that required
to levitate water [23]. Such differences in G required for flotation can also be
exploited for separation of biological [45] and non-biological materials [19].
Magneto-Archimedes buoyancy can also be responsible for magneto-
convection in liquid microbiological cultures [30].

In order to differentiate between effects of levitation and any other effects
of the strong magnetic field, at least two chambers containing the biological
samples are usually placed in the magnetic field, one enclosing the point
where the sample levitates and another enclosing the geometric center of the
solenoid, where G = 0. The central chamber is used to control for other
effects of magnetic field, besides levitation. Chambers may be placed at other
points in the field to simulate Martian or lunar gravity for example [5], or
to simulate hypergravity. The confinement of the chamber may be used to
restrict the range of effective gravities to which the organism is exposed and
is made as small as required for this purpose. Comparing levitating samples
with those in 2 g hypergravity can reveal the relative influence of stresses
induced by differences between Γ acting on different tissue types; if such
stresses dominate, results from levitation and 2 g would be expected to be
similar [39]. Using this technique, the movements of levitating fruit flies were
found to be consistent with those observed in true weightlessness, with no
other effects of the strong magnetic field observed [39]. In other experiments,
effects of the strong field (∼10 T) are observed, besides that of levitation; see,
for example, Refs. [31, 38, 47, 48].

The evidence emerging from experiments on a variety of different organ-
isms suggests that levitation can compensate gravity quite effectively. In
studies on frogs’eggs, for example, the authors find [4], “the reduction in body
forces and gravitational stresses achieved with magnetic field gradient levita-
tion. . . has not been matched by any other ground-based, low-gravity simula-
tion technique.” One should be aware, however, of the variation in effective
gravity between different tissue types, particularly for higher-density materials
such as bone, and that the strong magnetic field may influence the organism
through other mechanisms, which may mask the effect of altered gravity.
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9.1 Convection Analog in Microgravity

Thermal convection within fluids is ubiquitous in nature and engineering.
It plays a major role in heat transfer and is a main driver for geophysical
and atmospheric structures. This thermally driven convection is conjoined
with Archimedean buoyancy force due to the variation of the density with the
temperature T in the gravitational field 
g. In most of the fluids, the density
decreases with the temperature and its behavior can be modeled by a linear
relation for a small temperature variation: ρ(T) = ρ0[1 – α(T – Tref )], where
ρ0 = ρ (Tref ), Tref is the reference temperature, and a is the volume thermal
expansion coefficient. The Archimedean buoyancy force reads


F = − ρ0 α (T − Tref ) 
g (9.1)

Thermal convection induced by Archimedean buoyancy in the fluid layer con-
fined between two parallel horizontal plates has been widely investigated since
long time and is known as Rayleigh-Bénard convection [1]. It develops with a
critical wave number qc = 3.117, when the Rayleigh number Ra = αΔTgd3/νκ
exceeds its critical value Ra = 1707.8 (ΔT: temperature difference between
the plates, ν and κ: kinematic viscosity and thermal diffusivity of a fluid, and
d : the gap between the plates).

When gravity is absent, that is in microgravity conditions, may occur no
phenomena related to the Archimedean buoyancy. However, it is possible
to provoke thermal convection by using an electric field coupled with a
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temperature gradient applied to a fluid. This convection is often referred to as
thermo-electrohydrodynamic (TEHD) convection. In fact, a dielectric fluid in
the electric field 
E pertains to a ponderomotive force, the density of which is
given by [2]


F = ρf

E − 1

2

E2
∇ε + 
∇

[
ρ

(
∂ε

∂ρ

)
T


E2

2

]
(9.2)

where ρf is the free charge density. The first term is the Coulomb force
density, the second term is called dielectrophoretic (DEP) force density, and
the last one is the electrostriction force density. In case of incompressible fluid
motion without interface, the last term can be lumped into the pressure term
of the momentum equation. Thermo-electrohydrodynamics has been used as
an active method for heat transfer enhancement [3, 4].

9.1.1 Conditions of DEP Force Domination

The spatial distribution of free charges varies under an electric field. This
variation process occurs with a timescale τ e = ε/σ called the charge relaxation
time, where σ is the electric conductivity of the fluid. In dc electric field or ac
electric field with a frequency f < τ e

−1, free charges accumulate at locations
where σ varies in space, for example, at the surface of the fluid, and the
Coulomb force density is often dominant component in (9.2). When the electric
field is alternating at frequency f >> τ e

−1, then no free charge accumulation
occurs. If the frequency is also higher than the inverse of the viscous relaxation
timescale τν = d2/v, only the time-averaged components of (9.2) are concerned
with the electrohydrodynamics so that the Coulomb force has no influence on
it. Then, the DEP force, which always contains a static component, drives the
electrohydrodynamics. For electric field frequency f = 50 Hz, the relaxation
times τ e and τν should be larger than 0.02 s.

Assuming the linear variation of the dielectric permittivity with tempera-
ture, that is ε(T) = εref [1 – αe(T – Tref )], the dielectrophoretic force can be
reduced, after removing a gradient force component, to


F = − ρ0 αe (T − Tref ) 
ge (9.3)

where we have introduced the electric gravity given by [5, 6]


ge = ∇
[

εrefαe

E2

2ρ0α

]
. (9.4)
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The electric gravity represents the gradient of the electrostatic energy stored
in the dielectric fluid.

This TEHD convection driven by the DEP force in microgravity is the
subject of this chapter. The chapter is organized as follows: After introducing
the physical basis of the TEHD convection, we will discuss the electric
gravity in three classic shapes of capacitors and then equations governing
the convection development from the quiescent conductive state of the fluid.
The chapter will end on some results from stability analysis and open questions
and, additionally, will give a short summary on application in extended
microgravity experiments.

9.1.2 Equations Governing DEP-Driven TEHD Convection

We consider a dielectric fluid confined inside a capacitor with applied alternat-
ing voltage V(t) =

√
2 V0 · sin(2πft). The TEHD convection in microgravity

conditions may be described by mass and momentum equations coupled to
energy and electric field equations. The assumption f >> τ e

−1, τν
−1allows

for use of the time-averaged description; that is, the electric field and, hence,
the electric gravity can be averaged over a period in the governing equations.
In the Boussinesq approximation, the equations for TEHD convection read


∇.
u = 0 (9.5)

∂
u

∂t
+

(

u.
∇

)

u = − 
∇ Π + ν 
∇2
u − α (T − Tref )
ge (9.6)

∂T

∂t
+

(

u.
∇

)
T = κ
∇2T (9.7)


∇ ·
[
ε(T )
∇ϕ

]
= 0 with 
E = − 
∇ϕ (9.8)

where ϕ is the electrostatic potential.
In the energy Equation (9.7), the viscous dissipation and Joule heating

have been neglected, following the arguments developed by [7]. The reduced
pressure Π is given by

Π =
p

ρ0
− αeεref (T − Tref ) 
E2

2ρ0
−

(
∂ε

∂ρ

)
T


E2

2
. (9.9)

These equations must be solved together with appropriate boundary conditions
at surfaces Si of electrodes (i = 1, 2):
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u = 0 T = T1; φ = V0 at S1, (9.10)


u = 0 T = T2; φ = 0 at S2. (9.11)

From now on, we will consider T2 as the reference temperature, that is Tref = T2,
and correspondingly, εref will be referred to as ε2 = ε (T = T2).

9.2 Electric Gravity in the Conductive State for Simple
Capacitors

Consider a dielectric fluid at rest between electrodes in simple geometrical
configurations, that is plane, cylindrical, or spherical, with a temperature
difference ΔT = T1 – T2 and an alternative tension V0 between the electrodes
S1 and S2 (Figure 9.1). The temperature and electric fields can be computed
analytically from the Equations (9.5–9.8), whereby the electric gravity can be
derived by (9.4). Table 9.1 gives the expressions for these three configurations.

In plane capacitor, the gravity is due to the thermoelectric coupling
through the thermoelectric parameter B = αeΔT; it is always oriented along
the temperature gradient, that is 
ge ↑↑ 
∇T . In cylindrical and spherical
capacitors, the gravity is a product of two contributing factors: The first
g0 (∼r−n, n = 3 for cylindrical annulus and n = 5 for spherical shell)
comes from the inhomogeneity of the electric field due to the curvature,
and the second F(B, η, r) is the thermoelectric coupling. Moreover, the
electric gravity can be either centripetal, that is 
ge ↑↓ 
er, or centrifugal

Figure 9.1 Flow configurations: plane capacitor, cylindrical annulus, and spherical shell.
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ge ↑↑ 
er, depending upon the sign of the function F(B, η, r). The orien-
tation of the basic electric gravity in the spherical shell is summarized in
Figure 9.2. A detailed discussion of the electric gravity in cylindrical annulus
can be found in [6].

9.2.1 Linear Stability Equations and Kinetic Energy Equation

The characteristic scales can be used to introduce non-dimensional control
parameters. For timescale, we chose the viscous relaxation time τν , the gap d
between the electrodes is chosen as length scale, and ΔT is the temperature
scale. The resulting control parameters are the Prandtl number Pr = v/κ and
the electric Rayleigh number L = αeΔTgmd3/vk, where gm is the electric
gravity at the mid-gap and the thermoelectric parameter B.

The linearized equations near the quiescent conducting state (
u = 0) are
as follows:


∇.
u = 0 (9.12)

∂
u

∂t
+

(

u.
∇

)

u = − 
∇ Π + 
∇2
u − L

Pr
[
(T − T2)
g′e + θ
ge

]
(9.13)

Pr
[
∂θ

∂t
+

(

u.
∇

)
T

]
= 
∇2θ (9.14)


∇
{

[1 − B (T − T2)] 
∇φ − B θ
∇ϕ
}

= 0 (9.15)

where ϑ and φ denote the perturbation temperature and electric poten-
tial, respectively. Two components have been distinguished in the electric

Figure 9.2 Diagram of basic gravity orientation in the spherical shell. C & C means that the
gravity is centripetal and centrifugal in the inner and the outer layers, respectively.
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gravity: 
ge in the basic conductive state and 
g′e related to the perturbation
electric field. The latter arises through the thermoelectric coupling (9.15).

The equation of the perturbation kinetic energy is obtained straightforward
from the previous equations and reads [6, 8]:

dK

dt
= WBC + WPC − Dv (9.16)

where

K =
∫
V


u2

2
dV ; Pr WBG = − L

∫
V

θ
u.
gedV ;

Pr WPG = − L

∫
V

[
(T − T2) 
u.
g′e + θ
u.
g′e

]
dV.

9.3 Results from Stability Analysis

9.3.1 Plane Capacitor

The TEHD convection in a dielectric fluid between two plates in microgravity
has been investigated by many authors [9–13]. It has been found that the critical
modes are stationary and the corresponding critical values are Lc = 2128.696
and qc = 3.226, where q is the wave number of the perturbations in the plane of
invariance. These values, which have been confirmed by different authors, are
different from the critical parameters of the Rayleigh-Bénard (RB) instability:
Rac = 1707.8 and qc = 3.117, where Ra =αΔTgd3/vk is the Rayleigh number
based on the Earth’s gravity 
g. Stiles has shown that application of electric
potential to a stable configuration of fluid between two plates with an upward
temperature gradient leads to an instability with a threshold Lc that increases
with the value of –Ra [12].

Recently, Yoshikawa et al. [8] revisited the problem of TEHD in a plane
capacitor in microgravity by solving linear stability equations with considera-
tion of the feedback effect of the temperature on the electric field. They showed
that the difference in the critical parameters from the RB instability arises from
stabilizing effects of the thermoelectric feedback through the perturbation
electric gravity 
g′e; that is, WPG takes a non-negligible negative value. The
sensitivity of Lc and qc to the thermoelectric parameter B has also been found:
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Lc decreases as B exceeds the value of 0.3, while the critical wave number
increases.

In this work, they reported that just above the threshold of TEHD convec-
tion, the heat transfer coefficient is given by Nu = 1 + 0.78 (L/Lc – 1), while
for Rayleigh-Bénard convection, it is given by Nu = 1 + 1.43(Ra/Rac – 1).
This difference has been explained by the negative contribution of WPG to
the kinetic energy evolution: The thermoelectric feedback coupling impedes
convective flow.

9.3.2 Cylindrical Capacitor

The TEHD convection in annulus has interested some researchers by the
central nature of the electric buoyancy force (Table 9.1) and by its poten-
tial applications in heat transfer enhancement [3–5, 7–14]. Linear stability
studies have been developed assuming the axisymmetry of convection flow.
Sensitivity of the critical parameters to the direction of the temperature
gradient has been found [13]. However, most of these studies assumed
the small gap approximation (i.e., η ∼ 1) and neglected the thermoelectric
feedback.

In a recent study, Yoshikawa et al. [7] have released the small gap
approximation and the assumption of axisymmetry of perturbations. They
investigated the critical conditions of thermal convection for a large range of
radius ratio (0.02 < η < 0.999) with the complete feedback effect. They found
that the critical modes are non-axisymmetric stationary modes, although they
are neither toroidal nor columnal. The critical value Lc varies significantly
with η. For positive thermoelectric parameter B, the critical parameter Lc

recovers the value Rac = 1707.8 of the RB instability at large η, while it
converges to Lc of the plane electrode geometry (Figure 9.3). The computation
of the energy generation terms WBG and WPG for critical modes has led
to the conclusion that the basic electric gravity 
ge is the driving force of
the convection: The TEHD convection is analogue to the ordinary thermal
convection. The thermoelectric feedback through the perturbation gravity

g′e has stabilizing effects and it becomes significant as η → 1. The sensitivity of
the critical parameters on curvature is analogous to that of thermal convection
with centrifugal gravity in differentially heated annulus with solid rotation
[15]. The TEHD convection in cylindrical annulus was observed in the
experiment [5] for a small value of Ra and in a recent experiment on parabolic
flight [16].
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Figure 9.3 Critical electric Rayleigh number Lc for the annular geometry (B = 10−4).

9.3.3 Spherical Shell

Rayleigh-Bénard convection in spherical shells with the condition of a radially
directed gravitational buoyancy force is a general basis in geophysical flows,
for example, for convective attributes in the inner Earth’s mantle or core
[17, 18]. Spherical laboratory experiments involving this configuration of
a “self-gravitating” force field [19] will always be dominated by “natural”
gravity, which is then vertically downward rather than radially inward. One
alternative is to conduct the experiment in microgravity, thereby switching
off the vertically upward buoyancy force. Supplementary, the application of
the electric field as introduced above allows realizing a DEP-driven TEHD
experiment as Rayleigh-Bénard analogue.

Travnikov et al. [20] perform a linear stability analysis for such a setup
in microgravity environment varying the radius ratio h from 0.1 to 0.9.
As a result, the eigenvalues are real, therewith delivering the independence of
the Prandtl number (as non-dimensional parameter of the physical properties
of the liquid). A lower curvature with η → 0.9 leads to the higher critical
onset of convection Lc and higher critical l-modes (e.g., η = 0.3, l = 2;
η = 0.5, l = 4; η = 0.7, l = 7; η = 0.9, l = 12). Critical values for higher η are
closer nearby each other. This leads to the specific design of a microgravity
experiment with η = 0.5 to avoid a critical slowing down during reaching
a stable convective state. Furthermore, symmetry-breaking bifurcations by
means of simulations together with path-following techniques and stability
computations have been applied for η = 0.5 in [21]. The patterns of convection
produce different symmetries in the form of axisymmetry, octahedral, and
fivefold ones. Transition to time periodic states captures a remnant tetrahedral
pattern symmetry before irregular flow appears.
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In both studies [20, 21], the critical Lc is referenced to the outer radius ratio.
To compare it with values from the literature, we can refer to, for example,
mantle models. In a very recent work, we discuss this extensively [22]. The
main objective for the comparison is the r−5 dependency of the electric
field, which is in contrast to the geophysical models. In mantles of planetary
bodies, however, the gravity is taken to be constant, whereas hydrodynamic
convective modes in the Earth’s liquid outer core are considered with a linear
dependency. But in [21–23], we conclude that the spatial dependency is not
such of relevance and that the whole scenario from the onset of convection
via transition to chaos is generic.

9.4 Conclusion

The thermo-electrohydrodynamic convection in dielectric fluids represents a
simple way of realizing thermal convection under microgravity conditions.
The present chapter has explained the main physical mechanism underlying
this convection. The key role of the electric gravity was highlighted for
three simple geometries of capacitors. The critical parameters depend on the
geometry parameters (curvature) and on the thermoelectric parameter. For
large values of thermoelectric parameter, the perturbation gravity increases
the threshold of the thermal convection. The thermo-electrohydrodynamic
convection in dielectric oils has been observed in experiments and might
play a growing role in the heat transfer enhancement of aerospace
equipment.
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The Plateau Method
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10.1 Introduction

The Plateau method has been called from the Belgium physicist Joseph
Plateau. The method originates from an accidental event in 1840, when an
assistant leaked some oil into a container filled with a mixture of water and
alcohol. Plateau observed that the drops of oil shaped into perfect spheres in
the mixture. The densities of both water–alcohol and oil phases were indeed
matched by chance, thus cancelling by buoyancy the weight of the oil drop.

10.2 Principle

The method of density matching between two immiscible phases was origi-
nally devoted to mixture of oil (the inclusion) in fully miscible water–alcohol
mixtures (the host phase) [1–2]. Density of the water–alcohol host phase can
be finely adjusted by varying the concentration of alcohol.

This method can be directly generalized to any method of density matching
between two immiscible or partially miscible phases. Solid phases in a liquid
(host) phase can also be compensated by buoyancy. The host phase has thus
to be finely adjusted by different means as e.g. using completely miscible
mixtures with variable concentration.

In the method, weight is compensated by buoyancy such that

g�ρ = ε. (10.1)

with �ρ = ρI −ρH the difference of density between the levitated, inclusion
phase (density ρI ) and the density-varied liquid host phase (density ρH ). ε is
a constant which has to be made as small as possible. g is the Earth’s gravity
acceleration constant.
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In order to give an example, let us consider an investigation that needs a
steady milli-g environment with two phases of density difference on order
�ρ ∼ 100 kg m−3. Here, ε ∼ 1 N m−3 and the same environment in
Earth-bound situation will correspond to a steady density matching on order
�ρ ∼ 0.1 kg m−3.

The host phase is made with two components 1, 2 whose mass concentra-
tion of component 1, c, is varied to have density ρH of the host phase adjusted.
Assuming the additivity of volume, which is valid for small c, one obtains

1
ρH

=
c

ρ1
+

1 − c

ρ2
(10.2)

The accurateness of the weight compensation can also be estimated by the
value of the Bond number Bo. It compares the capillary to gravity forces
and can be expressed by comparing the typical size R of the inclusion to the
capillary length lc = ( σ

g�ρ)1/2 (σ is the interfacial tension):

Bo = (
R

lc
)
2

=
�ρR2

σ
g (10.3)

Small values of the Bond number thus correspond to a high efficiency of the
weight compensation. It is worth noting that for the same Bond number value,
one can either reduce g or Δρ such that the product g or �ρ keeps constant,
in a way similar to buoyancy reduction as in Equation (10.1).

Figure 10.1 The Plateau principle. I: inclusion phase. H: host phase, made of miscible liquids
whose density is adjusted by varying its concentration to match the inclusion density.
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Density matching has thus to be carefully and finely adjusted by varying
the concentration of a component of the host liquid. This gives a number
of constraints on the method. They are concerned with temperature, aging
due to the miscibility of one of the components with another (e.g., oil in
alcohol), preferential evaporation of one of a component, and the general
requirement of having the smallest possible variation of key parameters, for
example, hydrodynamic, thermodynamic, or optical properties when varying
concentration. To face these difficulties, a number of improvements have
been considered. They are mainly concerned with using sets of isomeric
and homologous organic compounds to match the density of pure water [3],
mixtures of isotopes (cyclohexane and deuterated cyclohexane [4], water and
heavy water [5]). These constraints have to be matched with other constraints
specific to the experiment concerning, for example, the values of surface
tension, viscosity, refractive index, etc. This method has been successfully
used in the past to study the stability of liquid bridges [6], the influence of
sedimentation on colloidal coagulation [5], or phase transition very near a
liquid–liquid critical point [4].

10.3 Temperature Constraint

In order to achieve a density control on order of 0.1 kg m−3, temperature
has to be maintained constant. Typically, the temperature density varia-
tion is on order 1 kg m−3 K−1, which means that a temperature control
on order ±0.1 ◦C is needed. Note that this temperature constraint gives
also a further limitation on the study of phenomena where larger tem-
perature variations are observed, for example boiling and thermocapillary
motion.

In order to keep levitated the inclusion phase over a larger temperature
range, one can try to also fit the temperature density variation of both inclusion
and host phases. With αi = ( ∂ρ

∂T )
p

the density thermal expansion coefficient
for component i = 1, 2), one has

ρi = ρi0 + αi (T − T0) (10.4)

Here, T0 is a reference temperature, where component density is ρi0. From
Equation (10.2), one gets the thermal derivative of the host phase:

αH = c

(
ρ

ρ1

)2

α1 + (1 − c)
(

ρ

ρ2

)2

α2 (10.5)
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Making αH = αI necessitates a careful choice of the host components to fulfill
both density matching over a large range of temperature.An example is known
in a partially miscible liquid mixture of methanol and partially deuterated
cyclohexane. The levitation of the methanol (inclusion) phase is ensured over
a large range of temperature in a cyclohexane +5.5% partially deuterated
cyclohexane mixture (host phase) as αH = –0.96 kg m−3 K−1 and αI =
–0.95 kg.m−3 K−1.

10.4 Other Constraints

In the classical Plateau method where three components are present (oil, water,
alcohol), there is a significant change of density matching with time as alcohol
either evaporates or mixes with the oil phase. To overcome this difficulty, a
number of improvements have been proposed:

Using only two immiscible liquids of equal density. A large number
of transparent organic liquid pairs immiscible with water have been listed
with their physical data in Refs. [3, 7]. Such compounds are numer-
ous, but most show some miscibility with water (e.g., dibutyl phthalate
or isobutyl benzoate). However, with only two components, fine density
adjustment can be made only by temperature changes to improve the
tuning.

Using sets of isomeric and homologous organic compounds. The com-
positional change with time can be diminished by using sets of iso-
meric and homologous organic compounds to match the density of pure
water [3].

10.5 Concluding Remarks

The Plateau method, based on density matching, is appealing by its sim-
plicity for compensating buoyancy on Earth. It is, however, limited to
mixture of immiscible liquids and to solids in liquids. A number of dif-
ficulties have to be overcome to obtain reliable data, for example, the
difference of temperature variation of host and inclusion phase densities,
weak miscibility between phases, and differential evaporation of phases.
These difficulties can in general be solved, which makes the Plateau method
a very useful and largely employed technique for compensating gravity on
Earth.
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Centrifuges
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11.1 Introduction

Research in orbital space flight is using to a large extent the fact that gravity is
compensated by the spacecraft’s free fall around the globe. Reducing gravity
to a minimum (weightlessness) has great advantages with respect to the
decrease in mechanical forces, decreased convection, buoyancy, hydrostatic
pressure, etc. Minimizing these phenomena also provides opportunities to
study processes otherwise obscured at terrestrial gravity acceleration levels
(1g) such as Marangoni convection or studies involving materials phase shift
phenomena.

The use of centrifuges in this field of research is motivated by interest in
the impact of weight on systems. One thus needs to explore the full range of
the gravity spectrum, from the theoretical zero g up until a certain maximum,
whatever that maximum is for the system under study.

When we consider physical parameters acting upon a system, the factor
weight is basically not any different from, for example, temperature or
pressure, and in order to understand how the systems respond to environmental
variables, we need to modulate them. For many systems, it is therefore
as relevant to look at hypergravity (any value above Earth 1g) as well as
hypogravity (between 1 and μg) or even near weightlessness.

Gravity generated in a centrifuge is caused by inertia where an object in
motion will move at the same speed in the same direction unless forced to
change its direction. This is exactly what a centrifuge does; it forces the object
to constantly change its direction. This causes acceleration or when compared
to acceleration brought about by, for example, the mass of Earth, artificial
gravity.
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In a constantly rotating centrifuge, the object moves with a constant
velocity. However, since the orientation is constantly changed, the object is
submitted to the centripetal acceleration ac = ω2r, where ω is the angular
velocity (rad s−1) and r the centrifuge arm radius. An object thus experiences
the centripetal force Fc = mac = mω2r.

Centrifuges/hypergravity is used in both life and physical sciences. Surely,
in the process industry and laboratories, centrifuges are widely applied to sep-
arate substances from different specific densities being it particles in liquids,
liquids with different specific densities [1] or radioisotopes [2]. Sometimes,
centrifuges are even helpful to shed light on geological historical events with
biblical significance [3]. In diamond synthesis research, both microgravity [4]
and hypergravity [5] are used and both environments have their specific
benefits.

Over the years, operating the large-diameter centrifuge (LDC)
(Figure 11.1 right [6]) at ESA-ESTEC (Noordwijk, The Netherlands), we
have performed experiments in both life and physical sciences’ domains.
These range from, for example, cell biology [7], plant [8] and animal phys-
iology [9, 10] to granular matter [11], geology/planetary sciences [12], and
fluid [13] or plasma physics [14]. In all these studies, the impact of weight
was explored from 1 up to 20g. Doing so, one could also try to explore
the influence of gravity at lower g levels by extrapolating the hypergravity
data. Such extrapolation has been proposed earlier via the so-called gravity

Figure 11.1 Two examples of research centrifuges. Left The medium-diameter centrifuge
for artificial gravity research (MidiCAR) is a 40-cm-radius system for (mainly) cell biology
research [16]. Right The large-diameter centrifuge (LDC) [6] is an 8-meter-diameter system
used for life and physical sciences and technological studies. Both centrifuges are located at
the TEC-MMG Lab at ESA-ESTEC, Noordwijk, The Netherlands.
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continuum [15]. See for a great publication on artificial gravity in human
research the book by Clément and Bukley [16].

11.2 Artifacts

11.2.1 Coriolis

One of the side effects, or artifacts, of rotating systems, like gravity generated
in a centrifuge, is the Coriolis effect. Some call it the Coriolis force, but
actually it is not a force.

These Coriolis accelerations are experienced by objects which move
within a rotating system. It is an effect of rotation that contributes to the
impurity of gravity generated by the rotating system.

aCorliolis = (2υ × ω)g

where aCoriolis is the Coriolis acceleration expressed in units of g, υ = velocity
of the moving object, and ω = angular velocity of the rotating system. When
the angular velocity is expressed in revolutions per minute (rpm),

aCorliolis = (2πυ × ω)g.

The extend of the Coriolis effect on a sample depends on the axes along
which the object moves with respect to the rotation axes. The largest impact
is when the motion of the sample occurs in a plane at a 90◦ angle with
relation to the rotation axes. The impact of the effect is relatively larger in fast
rotating systems. Therefore, one likes to work with large-diameter centrifuges
in order to keep this variable as small as possible. Two rotating systems with
different radii but spinning at similar speeds would generate the same Coriolis
accelerations on an object that moved with the same speed within such rotating
systems. For more details regarding life sciences, see, for example, van Loon
[18], and for physical sciences, see, for example, Battaile et al. [19].

Particularly, in vestibular research, the phenomena of cross-coupled angu-
lar acceleration is apparent. This occurs while a person rotates the head in
another plain than that of the rotating device. This results in an apparent
rotation in a direction unrelated to what is actually happening and is perceived
as tumbling, rolling, or yawing. The phenomenon results from simultaneous
rotation about two perpendicular axes, and the magnitude of this type of
acceleration is the product of the two. Cross-coupled acceleration is one of
the main courses of motion sickness in rotating systems. See also Antonutto
et al. [20] and Elias et al. [21].
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11.2.2 Inertial Shear Force

Another quite common artifact in rotating systems is inertial shear. This effect
is mainly experienced by samples that are attached to a flat surface fixed in
a centrifuge. Since a centrifuge, clinostat, or RPM is describing curved or
round trajectories, also the surfaces used, for example to culture cells, need to
be shaped to the same curvature as the rotating device. This means cells on a
flat surface in a large-radius rotating system experience less inertial shear as the
same cells on the same surface in a smaller-diameter system both generating
the same g-level. The laterally directed inertial shear confounds the actual
centrifugal force which acts perpendicular to a sample. This phenomenon
and artifact was identified in 2003 [22]. Although we predicted an impact of
this artifact for biological systems, no in situ evidence had been shown until
recently. It became clear that using large flat surfaces in a fast rotating system
(a clinostat) generated inertial shear forces within the cell layers studied [23].

For completeness, we need to mention that inertial shear force is, however,
not restricted to rotating system but should also be taken into account with
fast accelerating or decelerating linear systems or in vibration studies.

11.2.3 Gravity Gradient

Besides the inertial shear due to lateral forces, one also has to take into account
an artifact in the axial direction: the gravity gradient. A volume exposed to
gravity within a centrifuge experiences more acceleration further from the
center of rotation. Also here, the larger the centrifuge, the smaller the impact
of this artifact. Centrifuges are not only used on-ground but also in-flight.
In-flight systems are either used to generate an in-flight 1g control in order to
discriminate between, for example, launch and operations effects and cosmic
radiation [24]. In a facility such as the European Modular Cultivation System
(EMCS) tailored for plant studied, full-grown plants will have a huge g-
gradient of +40 and –40 % around the 1g center due to its limited radius
[24]. This also applies for the application of small-radii human centrifuges
that are currently explored as a possible in-flight countermeasure [25]. The
gravity gradient in such centrifuges can be as much as over 300 %. Again,
large radii would be the credo. A novel and challenging project explores the
possible applications for a large ground-based human hypergravity habitat
(H3) that focuses on a centrifuge diameter of some 150–200 m. In this H3

facility, where humans can live in for periods of weeks or month at constant
hypergravity, both the Coriolis and body g-gradient are reduced to a minimum
[26, 27].
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Figure 11.2 View of the outside structure that accommodates the envisaged human hyper-
gravity habitat (H3). The H3 is a large-diameter (∼175 m) ground-based centrifuge where
subjects can be exposed to higher g-levels for periods up to weeks or months. The H3 can
be used in preparation for future human exploration programs as well as for regular human
physiology research and applications [26, 27]. (Image c© BERTE bvba/van Loon et al. 2012).

11.3 The Reduced Gravity Paradigm (RGP)

Particularly, in life sciences cells, tissues or whole organisms respond to
gravity based on, most likely, their mass and mechanical properties by changes
in, for example, morphology. We see this in cells which change their growth,
morphology, and extracellular matrix when cultured at high g loads (e.g. [28]).
Also, the cytoskeleton protein actin is increased at increased g-level [29], while
actin fiber levels are decreased in real microgravity [30]. In human being, we
see an increase in vertebral disk height with decreased gravity loads [31],
while disk height decreases with an increased mechanical load [32]. But also
in plants, we see an increase in the structural component lignin at higher
g-levels compared to 1g controls [33].

Based on these observations, I would like to introduce the “reduced gravity
paradigm (RGP)”. The paradigm would provide insight on the changes seen
while going into space (from 1g to μg) based on the observations while going
from hyper-g to 1g condition.

The premise for this paradigm is that the system under study should have
reached some sort of steady state at a higher g-level before transferring to
a lower g-level. In practice, this would imply starting the experiment in a
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centrifuge and after some time stop centrifugation, or reducing the centrifugal
force to some level. The sample will adapt to the reduced g force. The
presumption is that the adaptations during this period are the same, or at
least similar, to changes seen while going into real microgravity coming from
terra firma. Basically, we use centrifuges for microgravity simulation.

A first indication for this paradigm was from a very simple cell biological
experiment we did in 2002 where we exposed bone cells to high g forces in the
MidiCAR centrifuge [34]. After some time, the centrifuge was stopped, and
the cells retrieved and fixed. They were analyzed for cell height. From these
experiments, we initially concluded that cell heights increased with increasing
g-levels. However, we expected cell heights to decrease with increasing g.
To verify this hypothesis, we also conducted a more sophisticated experiment
where we measured cell height by means of an atomic force microscope (AFM)
accommodated inside a centrifuge. Cell heights were measured while going
through three g-levels, 1, 2, and 3g [35]. The AFM data showed that the
cells were indeed flattened at higher g-levels, verifying our initial hypothesis.
However, this did not explain the initial increase in cell heights from the first
experiments. What might have happened is that the cells in the initial study
were indeed flattened at high g but displayed a kind of overshoot recovery
after stopping the centrifuge and before fixation. This response to a reduced
gravity might indicate what might happen when cells are exposed to real
microgravity.

Such experimental designs could be applied in all fields of research and
especially in life sciences where cells and tissues respond, in general, in a
more gradual manner than, for example, in purely physical sciences phe-
nomena. Prerequisite for such a “microgravity simulation”—“reduced gravity
paradigm” experiment would be that one starts to enter the reduced gravity
phase coming from a steady state at a higher g-level. The applicability of this
RGP is especially useful for relatively rapid processes. In such processes, we
can study the response to a lower g load, while on slower processes, the signals
are fainted by the present 1g environment. Many, if not all, hypergravity
studies are terminated by quickly stopping the centrifuge after which samples
are fixed and processed. One might consider to add some additional groups
to hyper-g studies and carefully study the readaptation process after the
hypergravity loads. The paradigm was introduced at the COSPAR meeting
in 2010 [36].

Besides the indication of the RGP by the cell biological experiment
mentioned earlier, there has also been a very nice indication of this paradigm
from a human physiology study. Quite some astronauts experience motion
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sickness symptoms referred to as space adaptation syndrome (SAS). Spacelab-
D1 crew members together with researchers from TNO (Soesterberg, The
Netherlands) were able to “reproduce” these specific in-flight phenomena by
exposing astronauts to a 1.5-h +3g supine centrifuge run which evoked a
sickness induced by centrifugation (SIC) [37, 38]. It appeared that this SIC
protocol very closely resembles the in-flight experience by the crew members.
So also here the immediate post-centrifuge period displays phenomena similar
or even the same as seen in real microgravity, supporting this reduced gravity
paradigm.

This RGP might also shed some light on experiments conducted in
parabolic flights where we have a series of cyclings from 1g to hyper-
g, to micro-g to hyper-g and back to 1g again. The data gathered in the
various gravity stages might be “contaminated” by the previous g history.
So measuring an effect in micro-g might be the actual effect at micro-g, but
it there might also include some contribution from the transition from ∼1.8g
to a lower g period.

There is quite some debate on the reliability of ground-based facilities
to simulate a real microgravity environment. Discussions are focused on the
one hand on fluid motions and shear stress within clinostats and RPMs and
rotating wall vessels (e.g., [39, 40]) or on the other hand on the impact of the
magnetic field in levitation studies (e.g., [41]). The advantage of the reduced
gravity paradigm is that such artifacts are not present in such studies, other
than possible post-rotation effects. The first indication of the applicability of
the RGP or “relative microgravity” in a biological study is shown in a zebra
fish study by Aceto et al. [42].
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12.1 Introduction

The aim of this section is to provide description of techniques of on-ground
microgravity simulation based on animal models such as hindlimb unloading,
casting, and denervation.

It is well known that exposure to microgravity leads to notable restrictions
in general movement and mechanical loading in astronauts. Conditions of
spaceflight together with spacecraft environment, confinement, altered diet
and altered ambient atmosphere, and relatively high radiation result in signifi-
cant alterations in normal physiological processes. Existing countermeasures,
based on physical exercises, are not able to completely substitute normal
Earth gravity loading. It is undoubtedly true that the development of new
countermeasures is a crucial step on a way to the long-term space missions.

One of the problems with spaceflight experiments is that opportunities to
carry them out are expensive and rare. That is where animal ground-based
models come into play. With ground-based models, there are no limitations
related to number of animals. What is also important is that there is no ideal
imitation of all conditions of long-term spaceflight. Even techniques such
as head-down-tilt bed-rest studies and water immersion which are generally
accepted as the gold standard imitate only some of the spaceflight conditions
[see also Chapter 13]. At the same time, parabolic flights and drop towers
provide weightlessness, but only for very short periods of time [see also
Chapter 6 and Chapter 7].

In the past, varieties of mammalian species, including monkeys, dogs, and
rabbits, were used for research purposes. Nowadays, rodents have become
one of the most used animals in all areas of scientific studies. There are
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many reasons in favor of using them instead of primates or rabbits: mice
and rats grow fast and reproduce quickly, and it is easy to house and maintain
them. Also, with rats and especially mice, it is possible to conduct uniform
studies with genetically identical animals. As it is easier for the mice to be
genetically modified, it is also easier to breed either transgenic or knockout
animals.

In order to develop an acceptable ground-based model for the simulation
and study of spaceflight aspects, NASA-Ames Research Center has formu-
lated the following requirements: experimental animals should demonstrate
physiological response similar to that during spaceflight; the model should
provide thoraco-cephalic fluid shift; the model should unload limbs without
motion restriction or paralysis, and provide ability to recover; and the model
should not be stressful for animals. Such technique would be valuable for
predicting the effects of spaceflight, studying possible mechanisms of these
effects, and developing countermeasures [1].

Nowadays, different immobilization techniques are widely used for the
simulation of mechanical unloading. Immobilization itself can be combined
with dietary or pharmaceutical intervention. Generally, methods can be
merged into two groups: conservative (bandaging, casting, hindlimb unload-
ing, and confinement) and surgical (nerve resection, denervation with botulin
toxin, spinal cord resection, and tendon resection). Immobilization provided
by casting, denervation, and tendon resection is widely used for the quick
development of disuse osteopenia or muscle atrophy. Therefore, these models
are useful for studying different countermeasures against bone or muscle
loss. However, this approach has serious limitations: surgical intervention
or casting does not mimic effects of spaceflight on cardiovascular system,
nervous system, and immune system. In addition, with the existing surgical
models, recovery from disuse is impossible or difficult. Such surgical models
may also result in inflammation, altered trophic, perfusion, and innervation of
immobilized limb [2].

Among microgravity simulation models, hindlimb unloading fits most of
the NASA requirements. It induces muscle atrophy and alterations in bone
structure similar to physiological consequences observed in humans after
spaceflight or bed rest. Other physiological changes similar to spaceflight
such as synaptic plasticity changes [3] and immune system suppression have
also been reported in this model [4]. In cardiovascular functions, rodent head-
down-tilt simulates cephalic fluid redistribution and hypovolemia. It also leads
to vessel’s structural and functional adaptations and alters baroreflex function
[5]. Putting all these factors together, it is clear why the use of tail traction in
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the hindlimb unloading model has become the technique of choice for studying
spaceflight-like changes in rats and mice.

12.2 Hindlimb Unloading Methodology

Emily R. Morey-Holton has done significant work on the development and
standardization of hindlimb unloading. The review of technical aspects of the
method produced in 2002 has been widely used as a base for microgravity
simulation studies [2]. Here we provide the description of the method based
on this review. Before the experiment, animals are acclimated to their cages
for at least two days prior to the hindlimb unloading. First, a strip of traction
tape, pre-attached to the plastic tab, is attached to the pre-cleaned tail just
above the hair line. Then, the traction tape is fixed by two strips of filament
tape placed around the base of the tail and on about half-way up the traction
tape. To protect the traction tape, gauze bandage can be wrapped around the
tail. The gauze bandage should not cover the whole tail, because the tail plays
an important role in thermoregulation. Daily health checks confirmed that the
exposed tip of the tail remained pink, indicating adequate blood flow [6]. The
animal is then attached to the top of the cage. Such way of harnessing aims to
distribute the load along the length of the tail and avoid excessive tension on
a small area.

The body of the animal makes about a 30◦ angle with the floor of a cage, and
thus the animal does not touch the grid floor with its back feet (Figure 12.1).

Figure 12.1 Hindlimb unloading model.
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At this position, 50% of rat’s body weight applies to its forelimbs. A 30◦ angle
of unloading is recommended because it provides normal weight bearing on
the forelimbs, unloads the lumbar vertebrae but not the cervical vertebrae,
and induces a cephalic fluid shift [2]. The angle and height of the animals
are checked, and then adjusted if necessary, on a daily basis. In order to use the
system on animals with different behavioral pattern and smaller size of the
body, such as mice, some adjustments to the hindlimb unloading system
are needed. These include the use of smaller cages, and inclusion of a device
to prevent mice from climbing the harness and chewing it. As the mice are
generally weaker than rats and have smaller body weight in relation to the total
weight of the unloading system, they find it difficult to freely move around the
cage and have access to food and water. Therefore, a significant adjustment
to the friction is needed between the roller and the wire.

There are some disadvantages of the method: tail examination can be
difficult due to the size of gauze bandage; animals can chew the traction
tape and release themselves; and tail can undergo inflammation or necrosis
[7]. Therefore, in the literature, several modified techniques are suggested to
harness fixation based on minimally invasive surgery. As one of the methods,
the authors have made a harness for hindlimb unloading by inserting a surgical
steel wire through intervertebral disc space of the tail. After that, the wire was
ring shaped and used for suspension. Detailed step-by-step video description
is publicly available on the Internet [7].

Similar method was proposed for long-term studies on adult rats. Contin-
uous hindlimb unloading for longer than 3 weeks can be complicated in rats
with high body weight (350 g or more). Animals come down from suspension
because of sloughing of tail skin. Even very short periods of reloading induce
changes in muscle physiology. Therefore, frequent release of animals from
suspension apparatus can compromise a study [8]. In such case, after passing
a steel cable through rat’s tail skin and wrapping it loosely with gauze, authors
used a 5-ml syringe cut in half longitudinally together with orthopedic casting
to provide strong structural integrity. This was performed to ensure that the
tail remained in a straight line with respect to the body once the animal was
hindlimb suspended [8].

These methods are principally close to the “classical” tail suspension.
Interestingly, there is a new method that uses a different unloading model.
Partial weight suspension was described in Erica B. Wagner’s paper in
2010 [9]. The main difference is that this system allows the distribution of
gravitation loading among hindlimbs and forelimbs in a desired proportion
between 10 and 80% of total weight bearing, with an accuracy of ±5%.
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Figure 12.2 Partial weight suspension model.

With such a technique, animals have linear freedom of motions; feeding and
cleaning are easy; and animals can be exposed to quadrupedal unloading for
at least three weeks Figure 12.2. Also, this system allows for a full recovery
of animals after an experiment [9].

To fix an animal in the desired position, two harnesses are used. One is
a ring of bandage put around the tail’s base. The second one is a flexible,
breathable “jacket” secured around the chest cage. The tail’s and the chest’s
harnesses are connected to adjustable chains and hollow metal rod. With
this model, researchers performed a fascinating study where they imitated
gravitational conditions of Mars planet [9]. Possible disadvantages of this
model of microgravity simulation include an absence of head-down-tilt and
physiological changes related to it.

12.3 Recommendations for Conducting Hindlimb
Unloading Study

While conducting the research on animal models, it is important to remember
that any interference of normal life activity is a stress for animals. Hindlimb
unloading, restraint stress, and social isolation cause significant perturbations
in blood pressure, heart rate levels, [5] and plasma corticosterone level [10].
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Therefore, it is recommended to use minimal restraints and avoid unneces-
sary manipulations during preparatory period and period of tail suspension.
Physiological and environmental parameters, including body weight, room
temperature, and angle of unloading, should be monitored on a daily
basis [11].

Animals from a control group should be kept in identical cages. Behavioral
or physiological modifications produced by environmental variables can cause
false results or give wrong hypothesis [11].Another important factor related to
control group is feeding. Unloaded animals lose weight during the experiment
despite easy access to food and water because of the alterations in energy
balance. The difference in weight between experimental and control groups,
both fed ad libitum, can be from 5 to 20% in adult rats [2]. Hence, it is
recommended to either feed control group with average amount of food
consumed by suspended group or reduce caloric intake for control group.
However, the latter can result in physiological and behavioral alterations
[2]. Although some authors argue that forelimbs can be used as an internal
control [2], we would advise considering possible systemic effects of hindlimb
unloading and being careful when applying it. It is also relevant to other
immobilization techniques where one of the limbs remains “unaffected” and
could be used as an internal control.

12.4 Casting, Bandaging, and Denervation

Different surgical techniques such as nerve or tendon ectomies have been
used in the past for the reproduction of microgravity effects by induction of
localized extremities disuse. For instance, commonly used sciatic neurectomy
is a visually confirmed resection of 3–4 mm of sciatic nerve that leads to
efficient denervation of all regions of the hindlimb [12]. These techniques
lead to not only irreversible immobilization and significant bone loss and
muscle atrophy but also multiple side effects.

Non-invasive methods such as casting, bandaging, and injection of
Clostridium botulinum toxin have become more popular in the recent years.
Clostridium botulinum toxin type A is a bacterial metalloprotease causing
muscle paralysis and therefore limb disuse by the inhibition of neuro-
transmitter release. The injection is done into the posterior lower limb
musculature. The major advantage of this technique compared to neurectomy
is non-invasiveness and possibility of complete recovery within several
months [13].
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Bandaging and casting are methods of immobilization based on fixation
of extremities in constant position by applying either elastic tape (bandag-
ing) or hard orthopedic plaster (casting). During bandaging procedure, a
hindlimb of anesthetized animal is immobilized against the abdomen with
few layers of elastic bandages. Ankle joints and the knee are placed in
extension, and the hip joint is placed in flexion [14]. The immobilized
limb should not touch the floor of the cage during animal’s movement. The
gravitational loading, normally distributed between both hindlimbs, rests
on the free limb. Animals are free to move and can easily reach food
and water. The bandage should be examined daily and replaced twice a
week [14].

Casting is very similar to bandaging but it allows to fix animal’s extremities
in desirable positions with precise adjustment of joint angles and muscle
straitening. This feature of casting techniques allows to get either plan-
tarflexion or dorsiflexion cast immobilization. Dorsiflexion of the ankle
joint at an angle of 35◦ by casting of a limb was used by Nemirovskaya
[15] in her study of adaptation mechanisms to microgravity in combination
with tail suspension model. Casting can be not only unilateral but also
bilateral. This model was recommended as a reliable cast immobilization
particularly for mice because small size of animals is a technical challenge
[16]. Casting is performed on anesthetized animals. The cast covers both
hindlimbs and the caudal fourth of the body. A thin layer of padding is
recommended to be placed underneath the cast to prevent abrasions. To
minimize freedom of movement of limbs, slight pressure should be applied
when wrapping the casting tape. To resist the cast against chewing on,
fiberglass material can be applied over the cast. The animals can move using
their forelimbs to reach food and water. The mice should be monitored
daily for abrasions, chewed plaster, venous occlusion, and problems with
ambulation [16].

12.5 Conclusions

Nowadays, hindlimb unloading is the only technique which imitates more
physiological alterations relevant to spaceflight than any other on-ground
model. Social isolation is not a common case for experiments conducted
in space but it is a significant source of stress for animals subjected to
unloading. This aspect should be taken into account when comparing results
from spaceflights to results from on-ground models. Future development of
hindlimb unloading could help tackle this issue.
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13.1 Introduction

Many space agencies and in some cases even individual investigator teams
around the world are involved in organizing bed-rest studies. However, the
conditions in which these studies are performed are quite diverse. Differences
lie, for example, not only in the organization and the environmental conditions
of studies (duration of studies, angle of the bed, sunlight exposure, sleep/wake
cycles, nutritional standards and control, etc.) but also in the scientific mea-
surements taken. Indeed, like in a spaceflight, several scientific experiments
are always carried out in the framework of ground-based studies. Thus, the
scientific results of such studies may be affected by all these factors, and this
complicates drawing overall conclusions and comparing results between the
different studies. Furthermore, the experimental conditions are not always
fully detailed in the scientific publications, and sometimes the authors report
their results as if their experiment was the only one conducted in the study.

Therefore, in the past ten years, efforts were gradually made by the
space agencies, the teams conducting bed-rest studies and the scientists to
standardize as far as possible the design, the format, support and conduct of
the studies. Recently, in order to achieve better standardization of bed-rest
studies in the spaceflight context, an International Academy of Astronauts
(IAA) study group was initiated, including members from most of the entities
who are actively pursuing this type of activity.

This chapter focuses on the study design and logistics of bed-rest studies
as used in the main facilities conducting studies around the world trying to
emphasize the factors affecting the results and why.
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13.2 Experimental Models to Mimic Weightlessness

The most used methods to simulate microgravity on Earth include immersion,
bed rest, chair rest, isolation, hyperbaric environments and immobilization
of animals. None of these techniques precisely duplicate near weightlessness
because gravity cannot be entirely eliminated on Earth. However, two separate
approaches, head-out water immersion and bed rest, have provided possi-
bilities for long-term exposures and produce changes in body composition
(including body fluid redistribution) and cardiovascular and skeletal muscle
characteristics that resemble the effects of microgravity [1]. The common
physiological denominator is the combination of a cephalad shift of body
fluids and reduced physical activity.

13.2.1 Bed Rest or Head-Down Bed Rest?

Toward the end of the 1960s, Soviet investigators evolved a new method of
bed rest in which the subject was positioned with the head lower than the
feet, rather than horizontal, after having analyzed subjective comments of
cosmonauts received after flight. Indeed, they complained to their medical
staff that on their return from space they had a hard time sleeping because
they had the sensation that they were slipping off the foot of the bed.
They tried to correct the situation by raising the foot of the bed until it
felt horizontal and they could get back to sleep. Every night they lowered
the foot of the bed a little until lying horizontal felt normal again. They
also suggested that the head-down-tilt position more closely reproduced the
feelings of head fullness and awareness experienced during flights. Russian
researchers took note of this observation and surmised that perhaps the head-
down position on Earth was closer to what it felt like to be in space. The
head-down bed-rest (HDBR) simulation model was born (Figure 13.1). The
first study compared responses from horizontal bed rest and –4◦ head-down
tilt. Since then, additional studies have been conducted with head-down
positions ranging from –2◦ to –15◦ and lasting for 24 hours to 370 days [2].
In general, head-down bed rest induces findings more rapidly and profoundly
than its horizontal counterpart [1]. The Soviets tested –15◦, –10◦ and –5◦ for
comfort, acceptability and magnitude of response and decided –6◦ was the
best compromise. In many ways, HDBR made it in fact more comfortable
for the subjects. They could lean over the side of the bed to eat. They could
raise their knees as well since that only increased the head-ward fluid shift. In
1977/1978 joint USA/USSR 7-day studies done both at the IMBP (Institute
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Figure 13.1 This shows the fluid shift from the lower to the upper part of the body induced
by bed rest. (A) On Earth (1 g), the main part of the blood is located in the legs. (B) In Head-
down bed rest (–6◦), the thoraco-cephalic fluid shift stimulates central volume carotid, aortic
and cardiac receptors inducing an increase in diuresis and natriuresis and a decrease in plasma
volume. (C) While standing, this venous part of the blood falls to the lower part of the body
(abdomen and legs). To come back to the heart, the blood has to go against the gravity. In that
case, less blood comes back to the heart, the blood pressure tends to decrease. As in spaceflight,
cardiovascular deconditioning characterized by orthostatic intolerance is observed at the end
of bed rest.

for BioMedical Problems) in Moscow and at ARC (Ames Research Centre)
in Moffett Field, CA, compared HDBR with horizontal bed rest and confirmed
the added value of HDBR [3].

13.2.2 Immersion and Dry Immersion

With the advent of human spaceflight in 1961, immersion in water was
used as a logical model for reducing the pull of gravity on the mass of the
body. But it soon proved impractical because remaining in water for more
than a day brought on unpleasant consequences. Therefore, this experimen-
tal model was used mainly for short-term studies and especially for fluid
regulation [4–6].

Because the Soviets wanted to investigate on the long term in preparation
of their spaceflights, they developed the dry immersion model. This model
gave the possibility to the IBMP to conduct studies up to 57 days [2, 7]. Only
a few number of these dry immersion systems were existing in Russia; today
IBMP and a private company propose these systems for some rehabilitation
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centers [8]. A recent collaboration between the French Space Agency (CNES)
and IBMP was initiated, and two of these systems have been installed at
MEDES (Toulouse, France) to develop this experimental model in Europe
and allow comparison with head-down bed rest. A first experiment is planned
for 2015.

13.3 Overall Design of the Studies

13.3.1 Duration of the Studies

Since the end of the 1960s, many bed rest studies have been conducted
lasting from several hours to a maximum of 370 days. The shortest studies
are appropriate to investigate cardiovascular changes (4 hours to 1 week)
while longer-term studies are needed to study other physiological
changes, in particular bone loss and muscle atrophy (minimum of three
weeks).

In the United States, the long-term studies were of 60, 70 or 90 d. In Russia,
120-day bed-rest studies have also been conducted and of course the 370 days
of the Moscow study went way beyond anything that had been done before
and since then.

After the first long-term bed-rest experiment performed in Europe in
2001–2002 (i.e. 90 days of head-down bed rest with human subjects), the
duration of the bed-rest studies has been standardized to 5 d for short-term,
21 d for medium-term and 60 d for long-term studies.

The IAAStudy Group has started writing guidelines for the standardization
of bed-rest studies. The length of bed rest will be categorized into 3 different
durations with associated pre- and post-bed-rest phases. The table below
describes these categories.

The bed-rest studies are divided into three phases: (1) a pre-bed-rest phase
for acclimation and baseline data collection, (2) a bed rest phase, and (3) a

Table 13.1 Categories for bed-rest study duration

Category
Pre-Bed-Rest Baseline
Data Collection (BDC)

Head-Down-Tilt
(HDT)

Post-Bed-Rest
Recovery (R)

Short-Duration Bed
Rest

5–7 days 5–14 days 3–6 days

Medium-Duration
Bed Rest

7–14 days 15–59 days 7–14 days

Long-Duration Bed
Rest

14 days (or more) 60 days (or more) 14 days (or more)
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post-bed-rest recovery phase for post-bed-rest testing and reconditioning. For
scheduling consistency, each study day is referred to with a conventional
naming system. Pre-bed-rest days began at BR-X and ended on BR-1.
Days in bed rest began at BR1. Post-bed-rest days began at BR +0 and subjects
were released on BR +X.

Obviously, the standardization of the bed-rest experiment is of major
importance both for the bed-rest phase and for the control phase (i.e. pre-
and post-bed-rest phases).

The pre-bed-rest phase to collect baseline data is of particular importance
because the deconditioning of the subjects can start during the pre-bed-rest
phase. Indeed, keeping the subjects in normal daily life condition is really
challenging, and significant changes can occur among subjects if habits are
changed too much (mainly in term of exercise level and diet). The goal of this
pre-bed-rest period is to homogenize the subjects’ pool.

13.3.2 Design of the Bed-Rest Studies

The long-term bed-rest studies use obviously a parallel design, and the
medium- or short-term bed-rest studies can have a parallel or a crossover
design. Of course, in that case the influence of confounding covariates is
reduced because each crossover subject serves as his/her own control, and
crossover designs require fewer subjects than do non-crossover designs.
Nevertheless, the washout period between the two treatment periods has to
be carefully evaluated, and the planning for sufficiently long washout periods
does require expert knowledge of the dynamics of the recovery. Then, for a test
subject, a study with a crossover design is longer and the risk of withdrawal
is higher.

13.3.3 Number of Volunteers

Determining the optimal sample size for a study assures an adequate power
to detect statistical significance. Hence, it is a critical step in the design of a
planned research protocol. Using too many participants in a study is expensive
and exposes more number of subjects to the procedure. Similarly, if the study
is underpowered, it will be statistically inconclusive and may make the whole
protocol a failure. In addition, even in well-designed and well-conducted
studies, it is unusual to finish with a dataset, which is complete for all the
subjects recruited, in a usable format. The reason could be subject factors like
subjects may fail to particular questions, physical measurements may suffer
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from technical problems, and in high-demanding studies dropouts before the
study ends are not unlikely.

Calculation of sample size requires precise specification of the primary
hypothesis of the study and the method of analysis. Usually, several protocols
are implemented on the same bed-rest study and this calculation cannot often
be done. So the bed-rest studies include usually 8–12 subjects per group.
There is always a control group used as a standard for comparison and one
or two intervention groups depending on the number of countermeasures to
be tested. The sample size in each group at the end of the study is of course
positively correlated with the statistical power of the study. In total, the number
of subjects for a study with one control and one intervention group is from 16 to
24 (i.e. 8–12 per group). Thus, a larger sample size at the beginning of the study
gives a better chance to keep greater power, especially in high-demanding
studies like long-term bed-rest studies or in crossover studies running on a
long time with a higher risk of dropouts.

13.3.4 Number of Protocols

What is specific in bed-rest studies in comparison with classical clinical trials
is the number of protocols implemented on the same study. Indeed, bed-rest
studies are complex, high-demanding and expensive studies. Usually several
protocols investigating different fields are selected to be implemented on the
same study. The planning is then a crucial issue because it is usually very tight
and the interferences between the different tests have to be anticipated and
avoided as far as possible. But amazingly, publications report the results of
each experiment as if the experiment was the only one implemented on the
study. The hypothesis that some results may have been affected by some other
tests or other activities of the subjects is almost never raised.

13.3.5 Selection Criteria

Of course the general selection criteria to be included in a bed-rest study are
in principle the same for all the studies wherever they are conducted. Potential
subjects have to be healthy and should not have any history of cardiovascular
or other major diseases, and all undergo an extensive medical examination
before being included in the study. Nevertheless, there are sometimes some
discrepancies in the main criteria like the range of ages or body mass index
(BMI) which have a matter of particular importance. The studies carried out in
the United States screen people aged 24–55 to match the age of most astronauts,
while in Europe the range was 25–45 and now 20–45. Regarding the BMI, the
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studies carried out in the United States screen people with a BMI between 21
and 30 and in Europe the range was 20–26.

In the international guidelines for standardization of bed-rest studies, the
general age range is now 20–55 years and it is stated that smaller ranges should
be defined prior to each study. The BMI has been fixed to 20–26 kg/m2. The
international recommendation for the fitness level remains vague: “in general,
it should be defined which activity level/fitness level the subjects should have
or should not have. There is a high variability of fitness levels between different
individuals”. Indeed this decision may be more or less important depending
on the main research question for each study. However, it should be taken into
account that the performance level itself prior to the study as well as the ability
to adapt to training/detraining may have a significant impact on the results of
a study, especially in the context of bed rest. It is therefore mandatory, besides
the decision whether trained or untrained subjects will be needed for the study,
to select a group of test subjects that is as homogeneous as possible regarding
their fitness level.

13.4 Directives for Bed Rest (Start and End of Bed Rest,
Conditions During Bed Rest)

13.4.1 Respect and Control of HDT Position

The conditions of the bed-rest phase and how the –6◦ HDT position is
maintained and controlled could also give rise to variability. Some reports
state that the subjects were allowed to use the bathroom or a bedside pot—
standing from squatting is an excellent orthostatic test—or sat on a bedpan on
the bed, presumably as an acceptable compromise.

13.4.2 Activity Monitoring of Test Subjects

To document compliance of the subjects with the requirements, their activity
shall be monitored. This should be done by redundant methods such as
video control, pressure sensors, by subject monitors in person or activity
measurements by an actimeter. Activity during the bed-rest period can also be
recorded with telemetric electromyography on randomized study days.

For video control, the rooms of the subjects are equipped with video
cameras. Video recording shall be continuous. To respect the subject privacy,
the cameras should point only to their upper body. The period of non-video
control should be documented in a specific form.
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13.4.3 First Day of Bed Rest

It had been the custom among those running bed-rest studies in the early days
to call ‘bed-rest day one’ (BR1) a day when subjects did not get out of bed
after waking up but continued to stay in bed. This produced a very gradual
response. When HDBR studies became popular, subjects were allowed to get
out of bed in the morning, shower and eat breakfast while the foot of the
bed was raised producing the head-down angle of –6◦ vs. horizontal position.
Subjects would then go back to bed at 9 am to begin BR1. This routine produces
a maximum possible posture change (1–0 Gz), inducing a full head-ward fluid
shift that triggers a significant and consistent sequence of events lasting about
24 hours, leading subsequently to all the changes we have become so familiar
with. If one stays in bed on awakening on BR1, and the foot of the bed is
merely raised to the –6◦ angle, the initial physiological response is dampened.
No significant cardiovascular and endocrine changes occur during the first
24 hours of bed rest that would normally accompany the maximal postural
change [3].

How the first day of BR (BR1) begins is frequently not mentioned in
published paper methodology, but can make all the difference to the time
course and magnitude of changes. This is particularly true if the duration of
the study is relatively short. There are very good scientific reasons (i.e. for
fluid shift and initial volume regulation) for using HDBR especially if on BR1
the subject goes from standing upright to head down, in other words uses the
maximum postural change to mark the beginning of bed rest [9–11].

13.4.4 Physiotherapy

Immobilization through bed rest can cause side effects, for example, neck
pain, back pain or headaches. Physiotherapy can provide relief in some cases
and should be considered by the medical doctors as treatment before using
drugs. The aim of these massages is to prevent the muscular pain and the
occurrence of thrombophlebitis. These massages will last 30 minutes and will
be planned in order to avoid interference with the scientific protocols (intensity
and frequency of these massages should be carefully handled in order not to
be considered as countermeasures).

If allowed, stretching regimen or deep breathing exercises which are one of
the most effective and easiest techniques of self-regulation have to be carefully
monitored because they can respectively affect muscle and cardiovascular
testing.
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13.5 Operational/Environmental Conditions

13.5.1 Housing Conditions and Social Environment

Housing conditions are site- or protocol specific depending on the facility
infrastructure: Participants can be accommodated one or more by room;
in this latter case, subjects are matched as roommate pairs (or more) upon
psychological criteria.

The social environment, visitors, communication with the outside world
and access to news can all become sources of comfort or irritation. During
BR studies, the participants are usually allowed to freely communicate with
each other, to watch television and video, to listen to radio, to read books and
magazines, to work on computer and to use the Internet. The main difference
between the studies regarding the social environment is based on the possibility
to receive visitors or not. In the studies conducted in Europe, at MEDES and
at DLR as well, visitors (family or friends) are not allowed for the obvious
reasons of the impact on the mood and psychology of the volunteers and
the disparity it could create between them. Confinement and the environment
could alter the physiological baseline through anxiety, loneliness, unwanted
interaction with staff or strangers or lack of privacy. All or any of these could
affect the results [3].

The other environmental conditions like temperature, pressure and humid-
ity are controlled and maintained to allow physiological comfort of the test
subjects.

13.5.2 Sunlight Exposure, Sleep/Wake Cycles

Subjects are expected to wake at lights on and to cease activity at lights
out. Depending on the facility, the standard sleep/wake schedule lights are
turned on at 06:00 or 07:00 and are turned off at 22:00 or 23:00. Nevertheless,
sometimes it is necessary to interrupt the sleep period for early-morning or
late-evening test procedures. Light/dark cycles can affect circadian rhythms
and therefore result in lack of sleep as well.

The exposure to daylight should be controlled as it elicits physiological
reactions in the human body that may influence the results of bed-rest studies.
Especially if study campaigns take place during different seasons, different
exposure to daylight may jeopardize the results of the study. The exclusive
use of artificial light would be the easiest way to control daylight. However
then, supplementation of Vitamin D would be mandatory.
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13.5.3 Diet

Dietary consistency and control is of paramount importance to the reliability
of the results. Performance conditions of bed-rest protocols depend on the
investigations performed (diet was sometimes controlled or sometimes just
monitored, depending on whether nutrition protocols were included or not).
Some studies strictly control diet, others feed subjects ad libitum.

Because nutrition is the source of energy and substrates used as precursors
for synthesizing the functional body units (cells and their core constituents,
macromolecules, proteins, DNA, etc.), and the numerous co-factors, such as
micronutrients, to support enzyme activity and detoxification/repair mecha-
nisms, nutrition is central to the functioning of the body. Conversely, poor
nutrition can compromise many of the physiological systems and also mood
and performance [12]. Dietary consistency and control is of paramount impor-
tance to the reliability of the results of any clinical studies. This is obvious
not only for metabolic studies but also for bone, muscle and cardiovascular
studies. First, the choice of the ratio of macronutrients is of crucial importance
during the control pre-bed-rest period to maintain the volunteers in situations
close to their usual daily life conditions. To achieve this aim, it is important
that the volunteers do not have very different dietary habits. The macronutrient
composition of the diet also influences the bed-rest outcomes. In a crossover
design, 60-h bed rest in eight males (2 days of washout) with either a high-
carbohydrate diet (70% of energy intake) or a high-saturated-fat diet (45%
of energy intake as fat and 60% of saturated fatty acid) [13] showed that
insulin sensitivity decreased by 24% with the high-saturated-fat diet but did
not change with the high-carbohydrate diet.

Until recently in most HDBR experiments, energy intake was adjusted
so that the body mass was clamped to the pre-bed-rest values [14, 15].
Of course during head-down bed rest (HDBR), body composition is altered
[16], muscle mass decreases due to disuse and fat mass varies according to
diet prescription. The mass clamping approach leads, however, to a positive
energy balance and an increase in fat mass without changes in body mass
[14, 17]. A positive energy balance due to overfeeding is a confounding factor
that exaggerates the deleterious effects of physical inactivity, and the effects
of overfeeding cannot be dissociated from those of simulated weightlessness.
Indeed positive energy balance during inactivity is also associated with greater
muscle atrophy and with activation of systemic inflammation and antioxidant
defense [18, 19]. Other observations suggest that nutrition may also play a
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role in the cardiovascular deconditioning syndrome as observed in Muslim
army pilots.

An adequate nutrient supply to accurately derive the true effects of bed rest
alone is of particular importance. In order to standardize bed-rest experiments
in a way that controls energy balance, one needs to adjust in real time energy
intake to energy expenditure. Two long-term bed-rest studies [20, 21] during
which the diet was tightly controlled confirmed that clamping fat mass may be
possible [22], yet more technical precision is needed. Nevertheless, measuring
daily energy expenditure remains a technical challenge, particularly when
an exercise protocol is chosen to counteract any muscle and bone atrophy
because it is more difficult to match total energy expenditure. The objective of
a very recent study conducted by European researchers at MEDES (Toulouse,
France) is to validate the minimum set of techniques mandatory to match total
energy expenditure in future studies including physical exercise.

13.5.4 Testing Conditions

Considering how important the elimination of posture change by bed rest is to
the fidelity of the results to microgravity, it is amazing that published papers
often do not mention the position in which tests are performed. Closer scrutiny
may reveal that plasma volume was measured in the seated position, or that
subjects were allowed to use the bathroom [3].

13.5.5 Medications

Other factors that may interfere with the results of a bed-rest study but that are
transparent to an investigator include clinical aspects of a study. For instance,
a mild laxative may routinely be prescribed. Those that work by drawing fluid
into the gut to soften stools may well interfere with the results. Headaches
often of a sinus nature are not uncommon. Headaches may also be triggered
by overhead lighting.
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14.1 Introduction

Clinostats are rotational devices that have been in use ever since Julius Sachs
invented a clockwork-driven device that rotated growing plants around their
growth axis at the end of the 19th century [1]. The initial clinostat systems were
mostly used in plant studies and rotated with a relatively slow frequency on the
order of one rotation per couple of hours up to about 10 revolutions per minute.
Seeds or adult plants were fixed to the clinostat within some semisolid or soil
substrates. Although mostly used to simulate microgravity, there are some
interesting adaptations of these systems made over the years. For instance,
clinorotation was combined with centrifugation to generate a partial gravity
in order to establish the gravity threshold of various systems [2–4]. In the
1960s, Briegleb [5] introduced the concept of a fast-rotating (on the order of
60 rpm) clinostat dedicated for liquid cell culture studies. Other improvements
were implemented over time, and the most recent modification resulted in the
so-called 3D clinostat [6] and the random positioning machine (RPM) [7, 8].
The widespread use of clinostats and the often-found notation that all it takes
to eliminate gravitational effects on organism is to rotate them prompt this
description of the purpose, goals, and limits of these devices. The most impor-
tant message may well be the simple statement that clinostats, albeit intended
for this purpose, do not simulate microgravity. The detailed assumptions and
consequences of rotational movements in a static force field, such as Earth’s
gravity, are often overlooked and may result in questionable or downright
incorrect statements. Since clinostats can also be used to mimic fractional
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gravitational loads, their usefulness goes beyond averaging the gravity vector
over time; they can also be used to study the effects of hypogravity.

14.2 Traditional Use of Clinostats

The most important constraints have been recognized early on and were iden-
tified as centrifugal forces (Z = rω2, product of radius and angular velocity),
phase shifts of mobile particles as a consequence of rotation (tan φ = –ω m/f,
the offset between the angular displacement of the rotating structure and the
rotation of a cellular particle), and friction experienced by a mass as a result of
rotation (Vf = g/((f /m)2 + ω2)1/2, the sedimentation of a particle as a function
of its mass and the viscosity of the medium) [9]. In addition, the direction of
rotation is relevant, and related concerns led to the development of random
positioning machines whose sole purpose is to not generate constant forces
in any particular direction. Let us consider the significance of each of these
parameters.

14.3 Direction of Rotation

The intended averaging of the gravity vector can be accomplished by rotating
an object such as a plant, bacterium, or (small) animal around a horizontal axis.
However, the direction of the object is also important. While traditionally
plants were rotated around their longitudinal axis (i.e., the shoot–root axis
is positioned horizontally), gravity averaging is also possible by rotating
the long (i.e., shoot–root) axis of a plant perpendicularly to a horizontal
axis (aka vertical clinorotation). While the extended size of this axis limits
studies to relatively short seedlings, studies have shown that plants are more
sensitive to this latter type of rotation as the growth rate decreases more than
after horizontal clinorotation [10]. Thus, the direction of rotation affects the
physiology of biological objects, especially when the biological objects
themselves are rotating such as tendrils or circumnutating stems [11].

14.4 Rate of Rotation

Rotating a physical object such as a growing plant regardless of the orientation
relative to the horizontal axis of rotation shows that the radius is not constant.
Horizontal rotation affects stems to a lesser extent than leaves that have a larger
radius than stems. Thus, the centrifugal force varies within the organism based
on the distance from the rotational axis. If a biological object (plant, seedling,
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Figure 14.1 Log/log plot of radius and angular velocity (expressed as revolutions per minute
and radians per second).The different lines define the centrifugal force induced by the respective
rate of rotation. The rectangles exemplify usable dimensions and angular velocity ranges
for slow-rotating (gray) and fast-rotating (blue) clinostats. The relative acceleration based
on angular velocity and radius is shown as g-equivalent.

or other organism) is offset from the rotational axis, the centrifugal force
is minimized (zero) only for structures that are aligned with the rotational
axis. However, because gravity may be averaged but is never eliminated,
elastic bending of the stem or leaves ensues and the center of rotation
constantly shifts. Thus, the changing weight distribution causes bending stress
and non-random mechanostimulation because structures such as leaves and
petioles have a specific load-bearing design. A similar process might occur
with mammalian cells [8]. However, simplifying the complexities of body
structure and adjusting the rotational speed such that even larger dimensions
are not exposed to more than the minimal centrifugal force require a careful
consideration of applicable rotational speeds (Figure 14.1).

14.5 Fast- and Slow-Rotating Clinostats

While the slow-rotating clinostat simply considers the overall geometry and
establishes a rotational regiment that fulfills predetermined conditions (e.g.,
centrifugal forces less than 10−3g, Figure 14.1), the fast-rotating clinostat
also considers the path of sedimentation in a fluid, typically an aqueous
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growth medium for small (<1 mm) organisms. In aqueous conditions, sedi-
mentation and (slow) rotation result in appreciable side effects such as spiral
combinations of movements stemming from sedimentation, centrifugation,
and viscosity-dependent Coriolis force gf = 2ωϕ, where g is gravity, ω is
the angular velocity, and ϕ is the angle per unit time. When the frequency of
rotation is increased, sedimentation of a particle will be less than the movement
of the liquid, leading to a reduced radius that eventually becomes smaller than
the size of the particle or a cell. Under those conditions, the rotation stabilizes
the fluid around the particle, effectively eliminating gravity effects [5, 8, 12].

Related to the fast-rotating clinostat as introduced by Briegleb is the
rotating wall vessel (RWV), which is mostly used in cell biology and tissue
engineering [13]. Basically, the RWV is a relatively large (5–20 cm diameter)
liquid-filled container that rotates around a horizontal axis at 10–20 rpm [14].
Samples within the container are prevented from settling by matching the
rotation speed to the sedimentation velocity of the sample. This velocity
depends on the specific density of the sample (cells, nodules, or others), their
volume and shape, as well as the density and viscosity of the suspending
medium. In the fast-rotating clinostat, cells rotate around their own center
and experience no direct fluid shear force; in contrast, cells and tissues in the
RWV are constantly falling within the fluid. The sedimentation velocity and
direction combined with the rotation of the fluid generate spiral trajectories
within the vessel [15]. The samples’ motion relative to the fluid generates
shear forces on a particle surface ranging from 180 to 320 mPa for 50-μm
particles [14], up to 780 mPa for 300-μm spherical particles [16]. These are
significant shear forces compared to physiologically relevant shear values, for
example, endothelial cell responses that are on the order of 500–1000 mPa
[17, 18]. Also, when the mass distribution within the particle is anisotropic,
the particle may retain its orientation with respect to the gravity vector which
is to be avoided if one wants to simulate microgravity.

14.6 The Clinostat Dimension

Tradition subdivides clinostats into 1D, 2D, and 3D (three-dimensional)
systems. Of course since even the 1D clinostat operates as a three-dimensional
system, the traditional naming is totally incorrect. Rather than referring to
dimensions, clinostats may be better described by the number of rotating axes.
Thus, a one-axis (or 1D) clinostat rotates around one axis. The orientation of
this axis determines its properties. Under the correct conditions (dimension
and rotational speed), it compensates or averages the vectorial character of
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gravity. In a vertical position, it moves an object but the gravity vector is
consistently experienced toward the basal (Earth-facing) side of the object.
Positioning the axis at an angle in between the horizontal and vertical position
results in a net proportion of Earth’s gravity such that the experienced or
virtual gravity gv is equal to the sin α (the angle from the horizontal) times g.
A simulation of Moon’s gravity (1/6 g) therefore requires an angle of about
10 degrees; Mars’ gravity (∼0.37 g) could be simulated by tilting the axis by
22 degrees. The advantage of using a single-axis clinostat lies in its simplicity
of establishing virtual conditions.

Things become considerably more complicated when more than one axis is
employed. However, a true rendition of all spatial orientation requires rotation
around the three axes of space; adapting aviation terminology, pitch, yaw, and
roll represent rotation around the horizontal (x) axis, the vertical (y) axis, and
the z axis, respectively. This definition only applies when the rotation center is
located inside the object of interest. Under these conditions, movement around
the three axes is described by the rotation matrix R* = Rx(α) Ry(β) Rz(γ),
where α, β, and γ represent pitch, yaw, and roll angles.

Rx(α) =

⎛
⎝1 0 0

0 cos α −sin α
0 sin α cos α

⎞
⎠, Ry(β) =

⎛
⎝ cosβ 0 sinβ

0 1 0
−sinβ 0 cos β

⎞
⎠,

Rz(γ) =

⎛
⎝cos γ −sin γ 0

sin γ cos γ 0
0 0 1

⎞
⎠

This complete set of operation is in contrast to the two axes used in the so-
called 3D clinostat or the random positioning machine (RPM). So what is
the justification of calling a two-axis system a 3D clinostat? The simplest
explanation relates to the ability to observe the entire three-dimensional space
by moving, for example, a camera (or head) around only two axes (up/down
and left/right). This concept was illustrated using a “ball RPM,” which consists
of a sphere resting on three support points, one of which consists of a wheel
that drives the sphere by rotating in one or several directions (e.g., vertical or
horizontal). The remaining support points are passive but omnidirectionally
rotating spheres [7]. Alternatively, two drive wheels rotate around the normal
axis of the sphere at different rates. Either system can rotate the ball in one or
more planes, thus simulating a single-axis clinostat or an RPM. Regardless of
the drive mechanisms, the distance between the surface of the sphere and the
rotational axis varies and thus centrifugal accelerations can change.
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Engaging a second drive or rotating the single drive wheel adds motion
around a second axis and the superposition leads to a movement that depends
on the relative angular velocity. If both drives operate synchronously, the plane
of rotation tilts by the cross product of Rx(α) and Ry(β). If the drives operate
asynchronously, the movement of the sphere becomes complex. If the speed of
the drivers differs but is constant, a phase angle results, and the motion
of the sphere relative to the axis of rotation and the angular velocity change.
Of course, as long as the sequence of rotational changes is known, nothing
about the motion is random and the motion is reproducible. True randomness
requires changes in the velocity of the drives that are not reproducible.
However, it is doubtful whether such subtle modifications can be perceived
by biological systems on the background of constant motion. Therefore, the
“random positioning machine” might better be renamed “variable positioning
machine.”

Different ratios of angular velocity lead to well-known Lissajous figures
projected onto the surface of the sphere with the position of the trace =
A sin(ω0t) + B cos(ω0t). The phase shift between these two parameters
determines the “tilt” of a point on the sphere surface but any rotation will
be uniform; thus, different levels of gravity can be obtained based on the
extent of the phase shift; zero corresponding to a one-axis clinostat and a
phase shift of 10 degrees simulates Moon’s gravity, as explained above. If the
frequencies change, seemingly random patterns emerge (Figure 14.2).

Current developments also look into generating partial gravity in 3D
rotating systems like an RPM. Dutch Space (Leiden, the Netherlands) pre-
sented a software-controlled partial g RPM (European Low Gravity Research

Figure 14.2 Projected traces of a surface point on a sphere that rotates with the same frequency
for two perpendicular axes (left). Changing the frequency of one axis produces a distribution
that covers the entire surface of the sphere. Calculations were performed after Kaurov [20].



14.7 Configurations of Axes 153

Association in Vatican City in 2013) and a group from Switzerland published
a comparable design [19].

14.7 Configurations of Axes

The previous example refers to two axes that rotate around a single point.
However, the arrangement of rotational axes can be more complicated. For
a single axis, no modifications are possible. Two rotational axes can be
configured according to the description of the hypothetical sphere above; that
is, they are part of a gimbal suspension. A second mode of arranging two axes
consists of arranging the second axis perpendicular to the first axis of rotation.
Such a device (Figure 14.3) has been implemented to examine the acceleration
sensitivity of shoots and roots [4]. The relative rotation of the vertical axis of
two wheels is used to turn “spokes” that extend from the center of the axis
(Figure 14.3). This arrangement allows the entire system to function as a
centrifuge if both upper and lower wheels rotate at the same angular velocity.
If the lower wheel remains fixed and the top gear rotates, the experimental
chambers that comprise the spokes rotate around their horizontal axis and are
thus clinorotated as explained above for the 1-axis clinostat. Any additional
movement by the lower wheel rotates the clinorotating chambers. This setup
was used to determine the acceleration threshold of roots and shoots to about
10−3 and 10−4 g, respectively [4].

Figure 14.3 Drawing of a gearhead that translates the relative motion of a vertical shaft into a
rotational motion of lateral axes. If the two center wheels rotate at the same rate, the horizontal
axes function as a centrifuge and only yaw rotation applies. If the horizontal wheels spin at
unequal rates, the lateral axes rotate and can drive a 1D clinostat with variable yaw and roll.
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The creative arrangement of axes can be applied to the variable positioning
system. If the lateral axes in Figure 14.3 contain a two-gimbal-supported
suspension, a constant yaw acceleration is possible that averages all other
motions relative to g. The constant yaw rotation generates a centrifugal force
that is superimposed onto (1D) clinorotation. The effect of the angular velocity
allows for the determination of a g-threshold value [4].

The data in Figure 14.1 indicate that the clinostatting of plants should not
induce effects that are related to residual gravitational effects as long as the
radius of rotation is less than the calculated values. However, recent studies
clearly indicate that the rate of rotation over the magnitude of an octave (10-
fold increase in frequency) affects induced curvature after gravistimulation.
Brassica roots that were horizontally placed for 5 min and monitored for two
hours of clinorotation between 0.5 and 5 rpm showed stronger curvature at
higher frequency although the effective radius was less than 3 cm [10]. This
observation, in addition to many others [21–25], indicates that the clinostat-
associated mechanostimulation exerts largely unknown effects that prevent
labeling clinorotation even in its most sophisticated form “microgravity
simulation.” The effects of mechanical unloading that are the hallmark of
free-fall and orbital conditions do not apply to clinorotation. Nonetheless,
the fascinating possibilities of manipulating organisms relative to the gravity
vector for various times and under various conditions are bound to shed light
on important aspects of sensory biology.
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15.1 Introduction

Vibrating a fluid corresponds to submitting it to a periodic acceleration. We
describe below how, in addition to the periodic displacements that result from
the vibration, mean movements can follow. Such movements can produce in
space the same effects as gravity do on Earth [1] or, alternatively, compensate
on Earth the gravity-induced flows as if the fluid were in space. It is this latter
aspect that we emphasize in the following.

A vibration can be decomposed into its Fourier harmonic components.
For the sake of simplicity, we thus only consider linearly polarized, harmonic
vibration whose amplitude X varies with time t as

X = a cos ωt. (15.1)

Here a is amplitude, ω = 2πf is the angular frequency, with f the frequency.
When submitted to such a vibration, homogeneous matter is subjected to
periodic displacements and acquires periodic velocity u = –aω sin ωt and
acceleration g = −ω2 X . A fluid, however, is in general not homogeneous
in density because it exhibits several phases and/or is involved in mass/heat
transfer processes where density gradients are the result of thermal gradients.
Likewise, density gradients can be caused by concentration gradients arising
from e.g. diffusive process, mixing or rejection/incorporation of solute at the
solidifying interface. External accelerations thus act on density gradients and
can couple with other gravity-induced flows. Local fluid velocity depends on
the local density by inertial effect. It results in local velocity gradients, shear
flows and Bernoulli pressure difference, especially across interfaces. Mean
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displacements, convective flows and instabilities, similar to those induced by
buoyancy, can thus follow. They combine with gravity-induced flows and can
cancel them.

Phenomena will be different according to the relative importance of
the vibration period, 1/f, and the typical hydrodynamic times, τ (viscous
relaxation, thermal diffusion, etc.). What also matters is the relative amplitude
vibration with respect to the fluid container size, e. The most interesting
situation is the high frequency and small amplitude limit, τ f � 1 and a/e � 1
where local fluid inhomogeneities undergo small vibrations around their
mean position while mean flow and interface ordering take place. Typically,
a = 0.1–2 mm and f = 1–100 Hz.

15.2 Thermovibrational Convections

Of particular importance is the effect of vibration on a fluid submitted to
a temperature gradient. The latter results in a density gradient sensitive
to the vibration. Let us thus consider a fluid submitted to a vibrational
acceleration in a thermal gradient in the Rayleigh–Bénard configuration (two
parallel plates with a temperature difference ΔT separated by distance e).
According to Gershuni and Lubimov [2], vibrational Rayleigh number
(ρ is density, p is pressure, T is temperature, DT is thermal diffusivity) is
written as:

Rav =

[
aω

(
∂ρ
∂T

)
p
ΔTe

]2

2πDT
. (15.2)

The convection threshold depends on the angle between the thermal gradient
and the vibration direction. There is no convection for a temperature gradient
parallel to the vibration. The most unstable situation corresponds to a temper-
ature gradient perpendicular to the vibration direction. Here, convection starts
when Rav is larger than a few thousands.

15.3 Crystal Growth

These thermovibrational flows can annihilate thermogravitational flow such
as buoyancy and/or thermocapillary (Marangoni) convection when an inter-
face is present, depending on the mutual orientation of vibration axis and
thermal or compositional gradient. In the system with free interface thermo-
(soluto-) capillary (Marangoni) and thermovibrational mechanisms can
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produce motion in opposite directions. This is particularly the case in a
solidification process. Appropriate combination of these mechanisms can then
be used to counteract the usual convective flows inherent in crystal growth
processes from the liquid phase.

Efficient control of heat and mass transfer during real industrial applica-
tions of crystal growth from the liquid phase can be envisaged. The possible
utilization of such a strategy for the floating zone crystal growth technique
has been addressed [3, 4].

15.4 Dynamic Interface Equilibrium

Harmonic vibrations can considerably deviate the equilibrium position of an
interface from its normally horizontal position under gravity acceleration,
g, and attain large enough angles [5]. The situation is similar with that of
simple mechanical systems under vibration. For example, a simple pendulum
of length L can be stabilized in an upside down position by vertically vibrating
its support at a frequency much larger than the natural frequency of the
pendulum, that is, when aω ≥ √

2gL [6]. When the support of the pendulum
is vibrated horizontally at frequencies much larger than the natural frequency
of the pendulum and vibrational velocity amplitudesaω higher than a threshold
value (aω ≥ √

2gL), the equilibrium position of the pendulum is no more
vertical and makes an angle with respect to the horizontal.

Vibration of a fluid interface can demonstrate similar phenomena. Using
vibration, it is possible to stabilize two-fluid configurations, generally unstable
when the vibration is absent. For example, a heavier fluid floating over a lighter
fluid under terrestrial gravity field is unstable (Rayleigh–Taylor configura-
tion) under normal conditions. Application of strong vertical vibration can
dynamically stabilize the above configuration [5]. When subjected to strong
horizontal vibration, the interface of an initially horizontal fluid interface can
attain a dynamic equilibrium at an angle to the horizontal plane.

Beyond a threshold value of vibrational velocity aω, the interface attains
an equilibrium position at an angle α with vertical (Figure 15.1). The results
depend on gravity acceleration g, vibration amplitude and frequency [5].
With L the dimension of the interface the angle can be written as

sin α =
2gL

πa2ω2
ρ�+ρv

ρ�−ρv
(15.3)

When the density difference between phases is small, the interface can
exhibit instability of Kelvin–Helmholtz type called “frozenwave” [7]. It is
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Figure 15.1 Interface position in liquid–vapor hydrogen for the vibration case a = 0.83 mm
and f = 35 Hz and gravity level 0.05g (directed vertically). The interface looks fuzzy as it
pulsates at the vibration frequency.

Figure 15.2 Experimental stability map in the plane (a, f ) for miscible liquid/liquid interface
(mixtures of water–isopropanol of different concentrations). Diamonds: no instability. Circles:
instability. The black dashed curve is a guideline for eyes between stable and unstable regions.
Inset: Typical shape of the frozen waves with horizontal vibration.
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characterized by an interface modulation perpendicular to vibration direction
that keeps immobile in the sample reference frame. This instability is also
present when two miscible liquids of similar (but nonidentical) viscosities
and densities are present [8]. While it was shown experimentally that surface
tension can be nonzero between miscible liquids [9], its value is, however,
quite small. From the experimental results [8], the values of the critical
amplitude were determined as a function of critical frequency as shown in
Figure 15.2. In this phenomenon, gravity is in competition with vibrational
effect as surface tension does not play a role.
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Terrestrial analogue environments are places on Earth with geological or
environmental conditions that are similar to those that exist on an extrater-
restrial body [1]. The purpose of using these terrestrial analogue sites for
planetary missions can be divided into four basic categories: (i) to learn
about planetary processes on Earth and elsewhere; (ii) to test methodologies,
protocols, strategies, and technologies; (iii) to train highly qualified personnel,
as well as science and operation teams; and (iv) to engage the public, space
agencies, media, and educators [1, 2]. A recent ESA study, CAFE—Concepts
for Activities in the Field for Exploration [3], resulted in a catalogue of all
planetary analogue sites used and currently in use [4]. This catalogue contains
in-depth descriptions of each of these field sites, including location, geological
context, environmental information, and infrastructure, and is currently the
most extensive and up-to-date catalogue. A very comprehensive overview
of analogue sites grouped per planetary surface feature can be found in [5].
Current analogue activities focus on five planetary bodies: the Moon, Mars,
Europa and Enceladus, andTitan. Below we highlight a few planetary analogue
sites for these five bodies summarized from [5], as well as field-testing
campaigns and semipermanent field-testing bases.

16.1 Planetary Analogues

16.1.1 The Moon

The lunar surface features that can be studied in terrestrial analogues are
craters, lava fields, and the lunar dust. The Vredefort dome in South Africa
was studied as an analogue for the fine-grained granulite facies rocks that were
returned from the Moon by the Apollo astronauts [6]. Most lunar analogue
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sites, however, are chosen to study mission concepts and test instruments.
This already started with the Apollo astronaut training in the Lava Mountains,
California [7], and the volcanic fields around Flagstaff, Arizona. Specific
prerequisites here are aridity, low temperature, and the presence of abrasive
dust. Another example of a lunar analogue is the Haughton Impact Structure
in Canada [8].

16.1.2 Mars

Most analogue sites are devoted to Mars. These analogue sites can be divided
into three categories: early Mars, middle Mars, and present Mars. Early Mars is
here defined as roughly the first billion years of its lifetime, when liquid water
was still presumed to be present on the surface. Example analogue sites are the
Pilbara region in Australia as an analogue for flood basalts, water-related min-
erals, and preservation of early life [9], Rio Tinto in Spain as an analogue for
past rivers, iron oxides, and sulfates [10], and Yellowstone as an analogue for
silica-rich soils, hydrothermal activity, and extremophiles [11]. Middle Mars is
defined as the second billion years where a large drop in temperature and loss
of water led to a global cryosphere and subsurface ice. The Antarctic Dry
Valleys [12] and Antarctic permafrost [13] serve as analogues for the Polar
Layered Deposits and the Northern Highlands as well as for potential life
preserved in ice deposits. Iceland [14] and the Bockfjord Volcanic Complex on
Svalbard, Norway [15], serve as analogues for subglacial volcanism. Present
Mars starts about 2.5 billion years ago and is characterized by a hyperarid
climate. The Antarctic Dry Valleys are a good analogue for present-day Mars
and is the closest terrestrial analogue to Mars. Additionally, the Atacama
Desert [16], the Egyptian Desert [17], and the Hawaiian volcanoes, for
example, Mauna Kea [18], are well-studied Mars analogue sites.

16.1.3 Europa and Enceladus

Both Europa and Enceladus are characterized by a planet-wide ocean covered
with a thick ice-crust. Hydrothermal activity at the ocean floor is hypothesized
as an energy source to keep the oceans liquid. Analogue sites for all three parts
of planets can be found on Earth. Ocean floor analogues can be found in the
hydrothermal vents of Lost City on the Mid-Atlantic Ridge [19] and the high-
pressure low-temperature environments of the Mariana Trench in the Pacific
Ocean [20]. Mono Lake in California, USA, and the Dead Sea in Israel are
analogues for the alkaline and saline brine oceans expected on these icy moons.
Lake Vostok on Antarctica is one example of a surface ice analogue [21].
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16.1.4 Titan

Like the Earth, Titan has a thick atmosphere and diverse geology with land and
lakes. These lakes, however, are composed of hydrocarbons, making terrestrial
tar fields good analogues for the Titan surface, for example, Pitch Lake in
Trinidad and Tobago [22].

16.2 Semipermanent Field-Testing Bases

Long-term field-testing campaigns with some more permanent infrastructure
are established to provide a base for multidisciplinary field research as well
as for the development of new technologies for planetary missions. Most
of these sites are very much technology and mission development focused;
however, they do offer the opportunity to carry out scientific campaigns as
part of the technology-driven frameworks. These sites include the Aquarius
Undersea Research Station at the Florida Keys established in 1993 and host to
114 underwater missions up to 2012, primarily studying coral reefs [23]; the
Haughton-Mars Project Research Station at Devon Island, Canada, focusing
on “developing new technologies, strategies, and operational protocols geared
to support the future exploration of the Moon, Mars, and other planets” [8, 24];
the Pavilion Lake Research Project, a “science and exploration effort to explain
the origin of freshwater microbialites in Pavilion Lake, British Columbia,
Canada” [25]; the Pacific International Space Center for Exploration Systems
(PISCES) at Hawai’i [26, 27]; the Ibn Battuta Centre for exploration and
field activities in Morocco, established in 2006 to support the exploration
of Mars and others planets, and to provide opportunities for scientists and
the public for experiencing the exploration on Earth and in the Solar System
[28]; and the recently (2013) established Boulby International Subsurface
Astrobiology Laboratory, BISAL, in the UK, the world’s first permanent
subsurface astrobiology lab, focusing on deep subsurface geochemistry and
biology, as well as instrument testing for robotic and human planetary
missions [29].

16.3 Field-Testing Campaigns

Long-term field-testing campaigns have been established to provide a frame-
work for planetary instrument and mission testing. The Desert Research and
Technology Studies (Desert RATS) field-testing campaigns started in 1997
in support of future manned mission scenarios. The Desert RATS campaigns
have taken place in various locations, including Mauna Kea, HI, and Black
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Point Lava Flow, AZ. These locations were selected based on their physical
resemblance of lunar and martian surface. The scope of these campaigns has
varied widely over the years from testing single space suit configurations to
multi-day integrated mission scenarios [30]. Even though the focus is mainly
on technology-related testing, integrating science into these technology-driven
scenarios and getting scientists and engineers to communicate is an important
aspect. The NASAExtreme Environments Mission Operations campaigns [31]
started in 2001 and 16 missions have been undertaken since then. NEEMO
uses theAquarius Station, since the station habitat and its surroundings provide
a convincing analogue for space exploration. Like Desert RATS, NEEMO
is rather technology and mission oriented. The Arctic Mars Analog Svalbard
Expedition (AMASE) at Svalbard, Norway [32], is an astrobiology- and Mars-
focused science and technology campaign taking place on Svalbard, Norway.
This campaign is specifically focused on the understanding of Svalbard in an
astrobiological context. Technology that is taken along is tested in support of
the science and not the other way around, as is merely the case in, for example,
Desert RATS and NEEMO.
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Characteristics of space analogue environments with regard to human per-
formance concern the crew adaptation in a socio-psychological context and
in a temporal dynamics. Isolation, confinement and time are major features
on Earth to reproduce an extra-terrestrial environment for manned mission
simulations. In the current space missions (low Earth orbit, LEO) and in the
perspective of interplanetary missions (near-Earth asteroid, Moon, Mars), men
and women will have to adapt to social constraints (crew size, multinationality,
mixed-gender) and spatial restrictions (volume, multi-chambers, life-support)
on short-term, medium-term and long-term durations. The crewmembers also
will have to perform intra-vehicular activities (IVA) and extra-vehicular activ-
ities (EVA). For training, preventing and optimizing such tasks, simulations
of living and working together in isolated and confined environments, and
simulations of operating with a space suit on geological surfaces are the new
requirements.

During the two decades (1991–2011), space simulators (confinement)
and analogue settings (isolation) were adequately developed on Earth with
the ultimate goal of walking on Mars. Time periods extended up to
500 days. Space analogue environments are located worldwide (Canada,
United States, Russia, Europe, Antarctica and Arctic). Mission durations
in space analogue environments cover days, weeks and years. Isolation
and confinement facilities implemented for such simulations are listed in
Table 17.1.

Over a 7-day duration, the Canadian Astronaut Program Space Unit Life
Simulation (CAPSULS) was an Earth-based initiative that simulated a typical
space shuttle or space station mission [1]. CAPSULS provided the Canadian
astronaut participants with space mission training. The facility was a solid
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steel hyperbaric chamber that was comprised of two primary modules, the
habitat module and the experiment module, which were connected by a
smaller transfer chamber. During the simulation, crew inside monitored and
controlled life-support parameters (temperature, humidity, pressure of oxygen,
carbon dioxide, nitrogen and water vapor). CAPSULS involved national
(Canadian) mixed-gender and small-size crew for short-term simulations.
They emphasized social and personality issues of adaptation.

Over a 6- to 12-day duration, NASA Extreme Environment Mission
Operations (NEEMO) project was an analogue mission that sent groups of
astronauts, engineers and scientists to live in Aquarius, the world’s only
undersea research station [2]. The Aquarius habitat and its surroundings
provide a hostile environment with the risk of decompression sickness in
depth immersion. NEEMO crewmembers, named Aquanauts, experienced
some of the same challenges that they would on a distant asteroid or on Moon.
During NEEMO missions, the aquanauts simulated living on a spacecraft
and tested spacewalk techniques. Crew size was equivalent to a real space
crew. Like CAPSULS, there were mainly national (USA) but mixed-gender
crew and for short-term simulations. Underwater condition had the additional
benefit to simulate a microgravity environment by buoyancy. The peculiarity

Figure 17.1 Tara expedition in Arctic (Image c© F. Latreille/Tara expédition).
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of NEEMO is that crewmembers participated in undersea sessions of EVA and
used autonomous life-support systems during IVA (Kanas et al. 2010).

Over a 15-day duration, Mars Research Desert Station (MDRS) was one
of four stations planned by the International Mars Society [3] which has
established a number of prototype Mars Habitat Units around the world.
MDRS is a 2-deck facility providing a comprehensive living and working
environment for a Mars or Moon crew. The upper deck includes sleeping
quarters, a communal living area, a small galley, exercise area and hygiene
facilities with closed-circle water purification. The lower deck includes the
primary working space for the crew: small laboratory areas for carrying out
geology and life science research, storage space for samples, airlocks for
reaching the surface of planets, and a suiting-up area where crewmembers pre-
pare for surface operations. MDRS also involved small-size but multinational
and mixed-gender crews, for longer-term simulations. They thus emphasized
cultural issues. The specificity is EVA while walking in a desert landscape
mimicking a Mars landscape.

Over a 28-day duration, Isolation Study for the European Manned Space
Infrastructure (ISEMSI) was one of three European campaigns implemented
as precursor flights regarding medium-term orbital stays [4]. ISEMSI was a
confined habitat in multi-chamber facilities composed of 6 modules. Two small
modules served as sleeping chambers, the larger module served as working
and living chamber, one module was used as sanitary, one module acted as a
transfer lock and storage and one module was a rescue chamber fully equipped
to maintain life-support functions under pressure. As in NEEMO and MDRS,
the crew size was as expected for space mission and space exploration but

Figure 17.2 Concordia station in Antarctica (Image c© IPEV).
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with only male crewmembers. ISEMSI campaign was specifically designed
for psychological and physiological issues on long-duration manned space
mission.

Over a 60-day duration, Experimental Campaign for the European Manned
Space Infrastructure (EXEMSI) prolonged ISEMSI campaign, thus doubling
the time spent in a confined habitat. The overall facility consisted of two main
modules serving respectively as the habitat and the laboratory module for
carrying out scientific investigations and teleoperations, completed with two
transfer and storage modules [5]. The living quarters containing bunks and a
table were used for sleeping, eating and leisure time. In the panel of confined
and isolated settings, ISEMSI had the smallest volume and the smallest crew
size. It differed from NEEMO and MDRS because it provided only IVA but
promoted further advances on long-duration manned space mission.

Over a 135-day duration, Human Behavior in Extended Spaceflight
(HUBES) prolonged ISEMSI and EXEMSI campaigns and was definitely
considered as a space simulator for extended periods [6]. The confined habitat
was designed as a unique module, thus sharing living area, working area
and storage area in a small volume compared to CAPSULS. HUBES had
the benefit to reproduce real mission aboard the Mir orbital station and crew
transfer flight considering the very small crew size consisting of Russian and
male-only crewmembers. HUBES was a ground-based simulation aimed at
comparing and validating psychological issues in crew selection, training,
monitoring and in-orbit support flight.

Over a 4-month duration, Flashline Mars Arctic Research Station
(FMARS) hosted a long-duration mission that quadrupled the in situ sim-
ulation of both confinement and isolation. Its geographic location, the polar

Figure 17.3 Mars Desert Research Station in Utah/USA (Image c© Ethospace).
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desert, is the largest uninhabited island in the world [7]. The 24-h daylight is
analogous to that of a polar Moon or Mars mission. FMARS and MDRS have
the same Mars Habitat Unit. The difference is the simulation of Mars-Earth
latency to a 20-min delay and the tightly life-support since water use was
restricted and monitored. However, the facility was not hermetically locked
as enforced during NEEMO mission. Important analogue features of FMARS
were EVAs and the hostile surroundings in Arctic. The multinational and
mixed-gender composition of the crew properly simulated future isolated and
confined crews who would land on asteroids, Moon or Mars.

Over a 110 to 240-day duration, Simulation for Flight of International
Crew on Space Station (SFINCSS) was devoted to determine the extent
to which monotony may impair individual performance, physical rate and
transcultural crew performance. The facilities consisted of either one main
chamber or two chambers; separated groups lived on a schedule typical for
Mir station crews then on a fixed work–rest schedule mimicking International
Space Station (ISS) assembly operations [8]. Specific feature of SFINCSS
was the participation of several small-size and multinational crews. Lessons
learned from ISEMSI, EXEMSI, HUBES and SFINCSS provided an overview
of issues involved in the design and habitability of simulators and simulation
campaigns.

Figure 17.4 Mars-500 experiment in Moscow/Russia (Image c© Ethospace).
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Over an 8-month duration, Concordia South Pole station hosted winterers
in high isolation and confinement conditions approaching those found in
very long-term interplanetary flights. The facility consisted of two cylindrical
structures designed as a space architecture [9]. Antarctica is the farthest and
most hostile environment on Earth because of the lowest outside temperatures,
the windy and sunny conditions that require the crew being strictly isolated
and confined for safety reasons. The inner volume of habitat is very large
compared to all other space simulators. Concordia station is furnished with
a life-support system analogous to that implemented onboard the European
Columbus module in the ISS. Such extreme environment addresses socio-
psychological and medical issues of a relatively large-size and binational
(French and Italian) crew.

Over a 507-day duration, Tara expedition in Arctic was a polar schooner
that once embedded in the ice, drifted on the pack until reaching the free
oceanic waters [10]. Tara was not originally devoted to space researches but
the drift was analogous to a flight to Mars and return to Earth. The very small
volume of habitat and the very hostile surrounding in North Pole were actually
relevant features of a confined and isolated environment. The crewmembers,
named Taranauts, experienced continuous polar night (the sun disappeared
for more than 4 months) and continuous polar day for more than 3 months,
like at Concordia. The large-size crew was multinational and mixed-gender
and composed of scientists, technicians, medical doctor, artist, photographer,
sailor and diver. The heterogeneity of the crew was specific to Tara expedition.
The dangerous nature of such mission in real conditions addressed stress and
coping issues.

Over a 520-day duration, Mars-500 experiment was the longest designed
analogue Mars mission of the world [11]. This experiment was conducted
entirely in confinement scheduled on a 250-day interplanetary flight from
Earth to Mars, a 30-day Mars orbital stay and surface operations, and a
240-day interplanetary flight from Mars to Earth. Furthermore, a 20-minute
delay communication was simulated with unexpected tests of loss of com-
munication. Mars-500 facilities were composed of four hermetically sealed
chambers for ensuring life-support functions: the habitable module, the med-
ical module, the storage module and the Mars-landing module. They were
connected to an external module: Martian surface simulator. The Marsionauts
were only males but involved Russian, European and Chinese cultural back-
grounds. They were separated into orbital crew and landing crew, the latter
one simulating EVAs while walking on the Mars surface. Mars-500 provided a
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unique insight into human factor and cultural factor issues for future explorers
of distant planets. The emphasis was on crew autonomy.

Over a 730-day duration, Biosphere 2 was a concept similar to the housing
structure on extra-terrestrial environment. It was the longest experience in the
field. The facilities were built to mainly be an artificial, materially closed
ecological system and to explore human colonization of other planets. The
wide landscape integrated fauna, flora, mountain area, desert area, water area
and any atmospheric parameters in order for the crew to survive. The crew
was specifically composed on a male/female quota. Biosphere 2 project was
a full-scale life-support model and the adaptation of crews to isolated and
confined environment beyond two years opened new issues for creating new
ground-based simulations devoted to space science.

Other older settings about polar missions at Vostok and Mac Murdo,
for instance, are permanent Antarctic stations which particularly emphasized
the isolation parameter whereas submarine missions were relevant to the
confinement parameter. Designing and building environments for humans in
outer space is the main challenge to ensure and study isolated and confined
crews’ behavioral health [12]. New programs are being launched today.
Several 7-day missions in the Human Exploration Research Analog (HERA)
habitat at NASA Johnson Space Center in Houston, Texas, are planned to
emulate what might be required on a mission to an asteroid. The current
Hawaii Space Exploration Analog and Simulation (HI-SEAS) in a sealed
Dome near Mauna Loa volcano is conducted for the next 8 months, to train
for what conditions would be like on Mars.

In the future, the replication of such protocols would be needed for salient
scientific outcomes. We could consider a continuous study, on a permanent
site, within a unique facility, with a crew change every 500 days.
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18.1 Introduction

In the late 1800s, physics appeared too much as a field that had reached its
limit. It was thought that given enough perseverance everything could be
understood, based on established laws like electromagnetics, mechanics and
hydrodynamics.

Then came a revolution—new fields, for example, quantum mechanics,
relativity, elementary particles and later deterministic chaos, nanophysics,
changed the way the world was perceived.

As is so often (practically always in research) the case, these fundamental
discoveries raised more questions than they could answer, and new branches
of research emerged.

Now after about 100 years, there is a conviction that the next “big frontier”
is Biology—understanding cells, cell interactions, the genome, proteins,
enzymes, etc. There is clearly a lot of truth in this and physics has played
an important part in making this possible by developing the fundamentals
of electron microscopy, cryotomography, etc.—the tools needed to make
advances in biology possible.

But is physics at its fundamental level really understood today? Has
the discovery of the Higgs Boson tied up the missing link in elementary
particle physics and field theory? Are there serious questions still unanswered
or is physics now entering an era of incremental advances with no major
breakthrough to be expected?

In this section, we will summarize some of these outstanding major issues,
the approaches made towards tackling these and, in particular, the role played
by microgravity and space research.
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18.2 The Topics

Some of the most intriguing issues in fundamental physics today are the
following:
1. On cosmic scales

• The incompatibility of quantum mechanics and general relativity
• Quantum entanglement and action at a distance
• The nature of “dark matter” and “dark energy”
• Constancy of “fundamental constants” in time and space
• Compatibility of inertial and gravitational mass
• Physics inside black holes
• Origin of the universe—quantum gravity

2. On more everyday scales

• Nature of the onset of cooperative phenomena
• Atomistic understanding of fluids
• Origin and onset of instabilities
• Origin and onset of turbulence
• Limits of hydrodynamics—transition to nanofluidics
• Phase transitions (equilibrium/non-equilibrium)
• Critical point phenomena
• Renormalization group theory at the particle level

In other words, the behavior and self-organization of matter at the indi-
vidual particle level appears to be one of the most interesting regions of
contemporary research. This is driven not only by the pure quest of knowledge,
but there are also application interests involved as systems get smaller and
smaller.

Where does “Space” and in particular “microgravity” enter in our quest to
learn more about these fundamental issues? And why is it important to probe
these topics further?

To provide an answer to the second question is to look at history. Without
quantum mechanics, we would not have semiconductors, computers of a qual-
ity provided by the smart phone processors would occupy an indoor basketball
court, most medical diagnostic and therapeutic devices (e.g., tomography,
pacemakers and hearing aids) would not exist—too large and prohibitively
expensive—and many other devices we have become used to, like satellite
navigation (which would be useless within hours without knowledge of
general relativity), lasers, smart phones and telecommunication, would still
be science fiction. So to conclude, every major physics breakthrough has the
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potential at some point in the future to become utilized for the benefit of
humanity (but also for our detriment, if used wrongly). But this is common
wisdom, and the ethics of utilizing or refraining from utilizing knowledge
is always going to be with us—whether it is throwing a stone, deploying an
atomic bomb or manipulating the genome. Whatever it is, if enough research
is done to understand the consequences, then well-founded decisions are
possible. If the understanding is faulty, decisions are very likely faulty, too.

So basic research is necessary and (mostly) beneficial if used correctly.
The answer to the second question, “Where does space research play an

important or even a decisive role in fundamental physics?” will be summarized
next with a few examples. There is not enough scope in this chapter for a
complete treatment of all the interesting topics, so some selection has to be
made.

18.3 Fundamental Physics in Space

We have listed some of the major outstanding questions in fundamental physics
above. Now the utilization of the special conditions offered by space has to
be evaluated. Experiments in space are difficult and costly, so the return (in
terms of knowledge) has to be correspondingly great. Otherwise the economic
reality will soon overcome the scientists’ dreams.

• Space offers a world without gravity. Since gravity is one of the funda-
mental topics, this fact alone makes space a very attractive proposition
for new and novel experiments that cannot be performed on Earth.

• Space is huge. Distance is of great relevance in many fundamental
experiments, so here again space provides an attractive environment.

• Space is undisturbed. On Earth many environmental effects “con-
taminate” measurements, especially as the precision gets increasingly
important.

It is not surprising, therefore, that proposals for utilizing the unique
space environment have received a strong support throughout the scientific
community. Highly rated fundamental research topics are as follows:

• Quantum communication
• Wave-particle duality
• Quantum gases/Bose–Einstein condensation (BEC)
• Atom interferometry
• Constancy of fundamental constants
• Critical point studies in colloids and complex plasmas
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• Solidification of colloids in space: Structure and dynamics of crystal, gel
and glassy phases

Such a broad and technologically novel approach using the special
conditions for research offered by space—promising giant steps in our under-
standing of physics—was last seen at the beginning of the twentieth century.
Today the “enabling factor” is the availability of research under microgravity
conditions, in particular the ISS.

One of the major puzzles—perhaps even the major puzzle in physics—
is the incompatibility between “General Relativity Theory” and “Quantum
Theory”. Both theories have been tested and verified to typically 1 part in
1010 quantitatively, and must be regarded as very sound. Nevertheless, they
are incompatible. A great deal of research effort is spent to understand this,
but so far no convincing explanation is forthcoming. One possible resolution
of this puzzle is self-gravity, which could destroy the particle wave function.
Experiments to test this (e.g., massive particle interferometry, massive BEC
interactions) need microgravity.

Another major question concerns the fundamental constants, for example,
the gravitational constant, the fine structure constant, Planck’s constant, the
elementary charge, the proton/electron mass and speed of light. Are these
“constants” really universally constant, or do they vary with time on time
scales (and accordingly length scales) of the age of the universe? A possibility
to test this requires enormously precise and stable clocks. These are usually
based on atomic or optical processes. Comparisons can provide new thresholds
of constancy or perhaps even measure possible time effects. Stable clocks
require microgravity.

Then there is the issue of “gravitational mass” and “inertial mass”, as
discussed in the famous “equivalence principle.” Are they really the same?
And how precisely can we measure the predicted gravitational redshift? Such
experiments can only be conducted in space if we wish to push the limits of
detection to new records.

And last but not least, there is the topic of “mesoscopic quantum states”
and the issue of the “wave–particle duality”. On the one hand, this concerns
Bose–Einstein condensates of comparatively huge (billions of elementary)
masses, the interactions between such mesoscopic quantum states and the
possible effect of self-gravitation and quantum entanglement. Such massive
BECs require microgravity in order to grow (and cool) them. On Earth, they
cannot be trapped long enough. On the other hand, one would like to investigate
wave properties of large particles using modern versions of the “double-slit”
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experiment. Since the de Broglie wavelength of particles is inversely pro-
portional to their mass and proportional to their velocity, going to larger
particles requires lower velocities (and consequently longer time scales while
the particles are moving)—an impossible constraint to maintain on Earth under
gravity.

18.3.1 Fundamental Issues in Soft Matter and Granular Physics

“Soft matter” is a name given by the 1991 Nobel Prize Laureate Pierre-Gilles
de Gennes to a class of substances (e.g., polymers, colloids, gels and foams)
that exhibit macroscopic softness and whose structure and dynamics is not
governed by quantum effects (e.g., mesoscopic and supramolecular materials
and material assemblies). “Soft matter” describes a broad interdisciplinary
field covering physics, chemistry and biology, with applications as disparate
as paints, new and extreme materials, functionalized (bio) surfaces, etc. Two
“recent additions” to this field of soft matter are “complex plasmas” and
“granular matter”.

The need for experiments in space again stems from the gravity-free
environmental conditions. Under microgravity, some systems are easier to
produce, and fragile structures can survive longer. Processes such as con-
vection are absent and therefore cannot inhibit delicate structure formation.
Finally, there is the topic of self-organization and dynamical processes at the
atomistic level.

Experiments in complex plasma physics have been conducted on the ISS
since the very beginning, a period covering 14 years so far. During this long
time, the research focus has evolved considerably.

In the early years, the emphasis was on researching the properties of
this “new state of matter”—the structure of plasma crystals, propagation of
waves, domain boundaries, dislocations, crystallization fronts, melting, etc.—
all at the “atomistic” level of the motion of individually resolved interacting
microparticles, with a temporal resolution fine enough to investigate the
dynamics all the way into the range of, for example, the Einstein frequencies
in crystals, thus providing access to a physical regime that was previously not
accessible for studies at this level. In the last few years, it has been realized that
“active” experiments can provide an even bigger and more ambitious scope.
The focus now includes the following (remember all studies at the most basic
“atomistic” level):

• Fundamental stability principles governing fluid and solid phases.
• Non-equilibrium phase transitions (e.g., electro-rheology).
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• Phase separation of binary liquids.
• The principles of matter self-organization.
• Universality concepts at the kinetic level in connection with critical

phenomena (with the long-term aim of understanding the kinetic origin of
renormalization group theory, as developed by a Nobel Laureate Kenneth
Wilson)

• The physics (structure and dynamics) on approaching the onset of
cooperative phenomena in “small” nano-systems.

• The kinetic origin of turbulence.
• Non-Newtonian physics effects.

So far it has been demonstrated that complex plasmas—with their unique
properties of visualization of individual particles and comparatively slow
(10−2 s) dynamic time scales—can contribute enormously to all these areas
of research. On Earth, these studies are complemented by two-dimensional
systems since gravity forces acting on the (comparatively heavy) micropar-
ticles lead to flat membrane-like assemblies. Two-dimensional studies are of
great interest too, so that this complementarity is very valuable. The tasks
ahead are to utilize existing and new laboratories on the ISS for dedicated
experiments to study these basic strong coupling phenomena and to link
the observations to the complementary 3D research carried out in complex
fluid studies. The two fields—complex plasmas and complex fluids—may
be thought of as different states of soft matter (relating to the “gaseous”
or “plasma” state and “liquids” respectively) with correspondingly different
properties.

In most of the research topics in dust physics, microgravity provides a
unique even essential environment. For one thing, interstellar, protostellar
and planetary ring dust phenomena occur under weightlessness (so it appears
reasonable to also use such conditions in experiments) but in addition, some
processes require adequate observation time and controlled environments
that cannot be achieved in the Earth’s gravitational field.

At first glance, it seems strange for “granular matter”—close packed
assemblies of near-identical and/or size distributed particles—to be resear-
ched in space under microgravity conditions, especially when vibrations are
employed to create an artificial gravity. What is mostly not realized is the
enormous scope of granular matter in industry (sand, gravel, grains, etc.
are the most obvious, and on the finer scale are toner particles, colloids,
paints, etc.) and the surprisingly complex issues involved in size sorting,
storage, stability, transport, filling, etc. Size sorting can be achieved under



References 191

gravity by, for example, vibration, and the larger particles then migrate to the
surface—somewhat counterintuitive since they are heavier.

In order to study the processes involved in granular matter physics to
understand and model them for the benefit of better and more controlled
application on Earth, it is imperative to vary the parameters influencing these
processes. One of these parameters, on Earth a constant, is gravity. In space,
gravity is absent (or very small). This has several benefits for fundamental
studies:

• bigger particles can be used
• time scales for experiments are larger
• the role of fluctuating forces (e.g., vibration) can be studied without

“interference” by a macroscopic directed force
• processes can be studied under controlled and variable conditions
• reliable models can be developed that can benefit industrial processes

While all of this seems very “application oriented,” there is also a
fundamental aspect to this research. This has to do with the self-organization
of “hard sphere” matter. In complex plasmas and complex fluids, we
discussed strongly interacting systems with a soft interaction potential (a
Debye–Hückel potential in the case of complex plasmas) on the one hand
and an overdamped hard sphere potential (complex fluids) on the other hand.
Granular matter closes a “systemic gap” by providing a virtually undamped
hard sphere system. In this sense, a new regime of parameter space becomes
available for studying self-organization processes.
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19.1 Introduction

The investigations in fluid physics aim at predicting the new behavior of fluids
in space and explaining intriguing observations. Fluids (gas, liquid) are present
everywhere, that is why many problems of fluid physics are also discussed in
the other fields of research discussed in this Book. Fluid behavior is actually
markedly different in the space environment than on Earth. Instead of being
submitted to the steady Earth gravitational acceleration, fluids in space have to
face low gravity and time-dependent acceleration. Forces, as capillary forces,
which are usually small or negligible and are generally ignored on Earth,
become dominant and lead to unexpected and counterintuitive behavior. Oth-
ers, as buoyancy forces, disappear or are greatly reduced, making other pro-
cesses (diffusion, thermocapillary motion) prevailing on buoyancy-induced
convection.

In the following, we give an overview of the main fields of research. More
information can be found in the references and books [1–3].

19.2 Supercritical Fluids and Critical Point Phenomena

The critical point is the starting point of a new state for gas and liquids.
Here pressure and temperature become high enough such that liquid and gas
mix together as a dense gas, a “supercritical fluid”. In the vicinity of the
critical point, all fluids behave in a similar manner. Studying one fluid enables
the properties of all fluids to be deduced, this is the so-called critical point
universality. Kenneth G. Wilson got the Nobel Prize in 1982 for this discovery.
The study of pure fluids near their critical point and, to a lower extent,
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Table 19.1 Main parameters in fluid physics
Number Definition Meaning Others
Capillary Ca = σ

ηV
capillary velocity/
fluid velocity

η: dynamic (shear) viscosity;
V: fluid velocity

Peclet Pe = V L
D

fluid velocity/
diffusion

D, diffusion coefficient
(thermal or solutal)

Marangoni Ma = σT ΔTL
ηD

surface tension forces/
viscous forces

σT , surface tension thermal
derivative; ΔT, temperature
difference; D, thermal
diffusivity; L, characteristic
length

Weber We = ρLV 2

σ
inertial energy/
capillary energy

ρ, fluid density

liquid mixtures near their dissolution critical point exhibits several exceptional
features: very large compressibility, making fluids become compressed under
their own weight on Earth, very large thermal expansion, thus even minute
temperature gradients produce large density gradients. The fluid becomes
subjected to strong turbulent convective flows even under extremely small
temperature difference. Vapor–liquid phase transition is mostly governed by
buoyancy, bubbles (or droplets) being convected upward (or downward).
When nearing the critical point, the Bond number tends to zero; the closest to
the critical point, the largest the influence of gravity.

The large sensitivity of near-critical fluids emphasizes the effects. Then,
the utilization of the weightless environment allows data to be obtained very
near their critical point. This close vicinity enables several investigations to
be made [3–5].

19.2.1 Testing Universality

Pure fluids, binary liquids or polymer blends all belong to the same universality
class as the Ising system for the ferromagnetism transition. A number of
important properties as susceptibility and specific heat obey, asymptotically
close to the critical point, universal scaling laws with universal exponents.

19.2.2 Dynamics of Phase Transition

Domains of one phase nucleate and grow at the expense of the other phase.
The process, once buoyancy has been suppressed, has been shown to obey
universal master laws.
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19.2.3 New Process of Thermalization

The “Piston effect” has been discovered. In a closed sample submitted to
a temperature rise or heat flux at a border wall, temperature rises very
rapidly due to the adiabatic heating by the expansion (heating) or contrac-
tion (cooling) of the thermal boundary layer [3]. In contrast to the critical
slowing down of the thermal diffusion, this process is all the more rapid
as the critical point is neared, leading to “critical speeding-up” instead. On
Earth, this phenomenon competes with buoyancy flows to fasten thermal
equilibration.

19.2.4 Supercritical Properties

Fluids like oxygen and hydrogen are also used in space under supercritical
conditions because they show up as a homogeneous fluid whatever the space-
craft or satellite accelerations are, including the absence of accelerations, and
in whatever way the gravity vector is oriented. In addition, supercritical fluids
show very interesting environmental properties, for instance, supercritical
carbon dioxide is a very powerful (and harmless for health and environment)
solvent of organic matter. It is also possible to burn dangerous wastes,
like ammunitions, in supercritical water in a very efficient and safe way.
Experiments in space have just started in this area [6].

19.3 Heat Transfer, Boiling and Two-Phase Flow

Heat transfer classically uses convection and phase change (condensation,
evaporation). In the latter case, two-phase flow (vapor and liquid) occurs. In
space, the absence of buoyancy can considerably lower the performances of
heat transfer. The investigations into low gravity are then concerned with the
mechanisms involved in the process: evaporation, condensation, boiling and
two-phase fluid flow.

19.3.1 Two-Phase Flows

Configurations close to an industrial process are mainly considered. A two-
phase loop experiment with capillary pumping is used [7]. Capillary forces
efficiently pump the liquid in a porous medium, preventing the use of a
mechanical device. The basic mechanisms (convection in an evaporating
phase, drop evaporation, evaporation in a porous medium) are addressed,
together with more technical investigations.
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Figure 19.1 Boiling and bubble spreading under zero gravity (SF6, MIR, 1999). (a): t = 0,
no heat flux at the wall; (b): t = 11 s under heat flux, vapor spreads at the contact line location
due to the recoil force (from Ref. [9]).

19.3.2 Boiling and Boiling Crisis

Boiling is a highly efficient way to transfer heat. Although boiling has been
studied extensively, a basic theory of boiling is still lacking, in particular
concerning the phenomena very close to the heating surface. The efficiency of
industrial heat exchangers increases with the heat flux. However, there is a limit
called critical heat flux. It corresponds to a transition from nucleate boiling
(boiling in its usual sense) to film boiling where the heater is covered by a
quasi-continuous vapor film and the heat transfer efficiency drops sharply. This
transition is called “burnout,” “departure from nucleate boiling” or “boiling
crisis”.

Starting from low-gravity investigations (Figure 19.1), a vapor recoil
mechanism for the boiling crisis has been proposed where a fluid molecule
leaving the liquid interface causes a recoil force analogous to that created
by the gas emitted by a rocket engine. At high enough heat flux, a growing
bubble can forcefully push the liquid entirely away from the heating element.
The evaporation is particularly strong in the vicinity of the contact line of a
bubble, inside the superheated layer of the liquid [8].

19.4 Interfaces

Interfaces play a key role in many areas of science and technology: evap-
oration, boiling, solidification, crystallization, combustion, foam and thin
film drainage, thermocapillary motion, rheology of suspensions and emulsion
stability. All these domains benefit from the low-gravity environment.

19.4.1 Liquid Bridges

A liquid bridge is a volume of liquid that is surrounded by another fluid and
is attached to more than one solid wall. The most studied bridge [10] is the
cylindrical bridge spanning between two coaxial solid disks. Many works
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have been devoted to statics (equilibrium shape and stability) and dynam-
ics. In this aspect, one must consider the behavior without thermal effects
(disk vibration, rotation, stretching), with thermal gradients (thermocapillary
Marangoni flows), diffusion of species (solutal Marangoni flows), phase
change (unidirectional solidification—floating zone process), electric and
magnetic effects (shape stabilization, convection suppression) and reactive
processes (cylindrical flames).

19.4.2 Marangoni Thermo-Solutal-Capillary Flows

Capillary (Marangoni) flows develop when surface tension, σ, varies along
the liquid–gas interface, from low surface tension region to high surface
tension region [11]. The gradient of surface tension induces a surface flow
that tends to drag the underlying bulk liquid with it. The gradient can be
induced by a temperature difference, inducing a thermocapillary motion
proportional to dσ/dT, or a difference in concentration, c, of a surface-active
species. In this case, the motion is proportional to dσ/dc. The resulting flow
velocity can be large, increasing or diminishing the buoyancy-induced flows
on Earth. When liquid droplets or gas bubbles are submitted to a temperature or
concentration gradient, the surface flow makes the drop or bubble move, often
rapidly.

Such Marangoni flows appear naturally during phase transition where
bubbles or drops migrate toward the hottest wall (if dσ/dT > 0) and convective
flows appear on a solid–liquid interface. This is why most of the studies have
been performed in configurations close to encountered in material sciences,
for example, in the molten zone crystallization process (liquid bridge). There
is indeed a direct link between the quality of crystals and the flow properties in
the liquid phase. Other investigations are classically concerned with an open
tank where the free surface is submitted to a temperature gradient between
two parallel rigid walls.

19.4.3 Interfacial Transport

The dynamics aspect of adsorption of soluble surface-active species (sur-
factants) benefits from the low-gravity environment [12]. Real-time mea-
surements of liquid–liquid and gas–liquid surface tension give a better
understanding of the very nature of the interfacial transport process, in
particular diffusion in the bulk toward the interface, exchange of matter and
dilatational rheology of the interface.
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19.4.4 Foams

A liquid foam exhibits a cellular structure made up of gas bubbles surrounded
by liquid. The latter is in the form of a thin film wherever two bubbles press
tightly together. The foam is not entirely static, unless it has been solidified,
for example, polystyrene or metallic foams. As long as the liquid component
is present, the foam evolves under the action of three processes. (i) Drainage is
the motion of liquid through the foam by gravity. An equilibrium with height
is reached, with “dry” foam above and “wet” foam (more than 15% liquid
fraction) near the underlying liquid. (ii) Coarsening is the increase with time
of the bubble size. This process is due to the diffusion of gas through the thin
film as induced by the pressure difference between gas and liquid. Smaller
bubbles (larger pressure) are thus eliminated in favor of the larger bubbles
(lower pressure). (iii) Rupture. Coarsening ends by the rupture of thin films
that causes foam to collapse.

Low-gravity experiments have led to understand the wet foam properties
[13]. Some of these experiments, in addition, addressed the quite difficult
technology process of metallic foam fabrication without the additives that
weaken the materials elaborated on Earth.

19.4.5 Emulsions

Once vigorously shaken, immiscible liquids, like oil and vinegar or oil and
water, form a dispersion of small droplets of one liquid in the other phase, that
is, an emulsion. The control of the stability of emulsions is one of the most
important problems in emulsion science and technology. The main factors
are the following: (i) Aggregation. Different droplets of the dispersed phase
aggregate in clusters. (ii) Coalescence. Two or more droplets at contact fuse
together. (iii) Oswald ripening. The liquid in a small droplet diffuses to a
neighboring larger droplet due to the pressure difference corresponding to the
different radii of curvature. Although Brownian motion is effective to put very
small drops into contact, it is mainly the gravitational forces that eventually
“cream” to the surface or “settle” to the bottom.

Experiments in microgravity permit to remove the influence of gravita-
tional forces and highlight the other destabilization causes as the dynamics of
surfactant adsorption at the interface, the study of drop–drop interactions and
the dynamics of phase inversion in model emulsions (from oil in water to water
in oil). Experiments with metallic emulsions have shown that other processes
than those described just above, like Marangoni effects, can destabilize
emulsions [14].
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19.4.6 Giant Fluctuations of Dissolving Interfaces

Large spatial fluctuations in concentration can take place during a free
diffusion process, as the one occurring at the interface of liquids undergoing
a mixing process [15]. Such fluctuations of concentration (and density) are
due to a coupling between velocity and concentration fluctuations in the non-
equilibrium state. As the amplitude of the fluctuations is limited by gravity,
experiments indeed observe the fluctuations increase (“giant” fluctuations)
when gravity is not present. The experiment is performed at the interface
between two partially miscible liquids. The observation of such giant fluctu-
ations influences other types of microgravity research, such as the growth of
crystals.

19.5 Measurements of Diffusion Properties

In the concept developed by Fick law, diffusion is the tendency of species
to spread uniformly in solutions. For a binary liquid solution, a component is
always diffusing from high to low concentration points. It is a slow process, for
example, it lasts 104–105 s to homogenize a solution over 1 cm length. When
a temperature gradient is present, thermodiffusion—the “Soret effect”—takes
place, with typical times on the order of diffusion. These long characteristic
times mean that slow convection, as those encountered in Earth-bound mea-
surements, can seriously perturbate the concentration field [16]. High-quality
low-gravity measurements eliminate such disturbing motions inside the non-
homogeneous samples. Many experiments have been conducted in materials
of scientific or industrial interest as molten salts, metallic alloys and organic
mixtures. They led to values that are significantly lower than those measured
on Earth, leading to discriminate between the many different complex theories
that aim at predicting the diffusion behavior. Reliable data are also obtained
for the computer industry (solidification, crystallization of materials) and oil
companies (diffusion coefficient of crude oils).

19.6 Vibrational and Transient Effects

Most experiments which are performed under space microgravity conditions
are selected because of their sensitivity to gravity effects. They are thus also
sensitive to acceleration variations that correspond to maneuvers, leading
sometimes to unwanted sloshing motions and also to erratic or non-erratic
vibrations (“g-jitters”).
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19.6.1 Transient and Sloshing Motions

During the cutoff or re-ignition phase of a spacecraft engine, or during the
orbiting maneuvers of a satellite, the motion of two-phase fluids (e.g., oxygen
and hydrogen in equilibrium with their vapor) in the reservoirs can exhibit
severe sloshing motion that can even lead to stop the alimentation of the
engines. The physics of the problem is complicated by the fact that the liquid-
free surface is not simply flat. In addition, when the fluids and the solid
mass are comparable in magnitude, the dynamics of the system are coupled
[17]. Experiments to validate three-dimensional computational fluid dynamics
simulation have been carried out mostly on model fluids, by using scaling with
the Bond and Weber numbers, the main numbers involved in the problem. Only
very few experiments were performed in real spacecrafts’ tanks or with real
cryogenic fluids (oxygen, hydrogen).

19.6.2 Vibrational Effects

Knowledge, prediction and minimization of vibration effects are often a
necessity when dealing with the control of space experiments. Depending
on the vibration amplitude and frequency, the density inhomogeneities (due
to thermal gradients or vapor and liquid inclusions) tend to orientate parallel
or perpendicular to the vibration direction. Vibrations applied to mechanical
systems can induce destabilization or stabilization, depending on the charac-
teristic features of the vibrations (frequency, amplitude) and the direction of
vibration with respect to the density gradient orientation. Many equilibrium
and non-equilibrium phenomena can then be affected by the presence of
high-frequency vibrations.

Vibrations can easily provoke average motions in fluids with density
inhomogeneities, counterbalancing or emphasizing the gravitational flows on
Earth and inducing in space effects that are similar to those provoked by
gravity. In particular, thermal instabilities similar to the one encountered on
Earth, as the well-known Rayleigh–Bénard instabilities, can be induced by
vibrations [18]. Vibrations can then be of interest for the management of fluids
and can be considered as a mean to create an “artificial” gravity in space (see
Chapter 15).

A number of investigations have been conducted under weightlessness
during phase transition, especially near a vapor–liquid critical point [19].
Thermo-vibrational aspects have been the object of experiments with liquid
and liquid solutions [20] to evaluate the effect of vibration on the Soret
coefficients (thermodiffusion) and in homogeneous, supercritical fluids near
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their critical point where the effects are magnified. Experiments have also
been conducted in material science (solidification). They all conclude that
vibrations can induce large effects on fluid behavior.

19.7 Biofluids: Microfluidics of Biological Materials

Although the basic constituents of a biological fluid, for example blood, are of
the order of micrometers, gravity and its absence can deeply affect the behavior
of biofluids [21]. The other length scales (diameter and length of the vessel) are
indeed large. Investigations into weightlessness of vesicles, which are good
models for blood cells, show that vesicles can undergo temporal oscillations
under the influence of shear flow. These studies have also industry relevance as
micron-sized particles that are very close to blood compounds (red blood cells,
white blood cells) can be separated by a hydrodynamic focusing method (the
so-called split technique). Microgravity environment is mandatory to improve
the process.

References

[1] Monti, R. Physics of Fluids in Microgravity. London and New York:
Taylor and Francis, 2001.

[2] Seibert, G. A World Without Gravity–Research in Space for Health and
Industrial Processes. Noordwijk: ESA Publication Division, 2001.

[3] Zappoli, B., D. Beysens, and Y. Garrabos. “Heat Transfers and
Related Effects in Supercritical Fluids.” Dordrecht Heidelberg New-York
London: Springer, 2015.

[4] Barmatz M., and I. Hahn. “Critical Phenomena in Microgravity: Past,
Present, and Future.” Review of Modern Physics 79 (2007): 1–52.

[5] Shen, B., and P. Zhang. “An Overview of Heat Transfer Near the Liquid-
Gas Critical Point Under the Influence of the Piston Effect: Phenomena
and Theory.” International Journal of Thermal Sciences 71 (2013):
1–19.

[6] Pont, G., S. Barde, B. Zappoli, Y. Garrabos, C. Lecoutre, D. Beysens,
M. Hicks, U. Hegde, I. Hahn, N. Bergeon, B. Billia, R. Trivedi, and
A. Karma. “DECLIC, now and tomorrow.” Proceedings of 64th Interna-
tional Astronautical Congress (IAC), Pékin, Chine, (23–27 Sept. 2013),
IAC-13,A2,5,5,x19013.

[7] Lebaigue, O., C. Colin, andA. Larue de Tournemine. “Forced Convection
Boiling and Condensation of Ammonia in Microgravity.” Annals of [20]



202 Fluid Physics

the Assembly for International Heat Transfer Conference 13 (2006):
250–259.

[8] Nikolayev, V.S., D. Chatain, Y. Garrabos, and D. Beysens. “Experimen-
tal Evidence of the Vapour Recoil Mechanism in the Boiling Crisis.”
Physical Review Letters 97 (2006): 184503-1–184503-4.

[9] Garrabos, Y., C. Chabot, R. Wunenburger, J.-P. Delville, and D. Beysens.
“Critical Boiling Phenomena Observed in Microgravity.” Journal de
Chimie Physique 96 (1999): 1066–1073.

[10] Martinez, I., and J. Perales. “Mechanical behavior of liquid bridges in
microgravity.” In Physics of Fluids in Microgravity, edited by R. Monti,
21–45. London and New York: Taylor and Francis, 2001.

[11] Castagnolo, D., and R. Monti. “Thermal Marangoni flows.” In: Physics
of Fluids in Microgravity, edited by R. Monti, 78–125, London and
New York, NY: Taylor and Francis, 2001.

[12] Passerone, A., L. Liggieri, and F. Ravera. “Interfacial Phenomena.” In
Physics of Fluids in Microgravity, edited by R. Monti, 46–77. London
and New York: Taylor and Francis, 2001.

[13] Saint-Jalmes, A., S. Marze, H. Ritacco, D. Langevin, S. Bail, J. Dubail,
G. Roux, L. Guingot, L. Tosini, and P. Sung. “Diffusive Liquid Transport
in Porous and Elastic Materials: The Case of Foams in Microgravity.”
Physical Review Letters 98 (2007): 058303-1–058303-4.

[14] Miller, R., and L. Liggieri. Interfacial Rheology. Leiden: Brill, 2009.
[15] Vailati,A., and M. Giglio. “Giant fluctuations in a free diffusion process.”

Nature 390 (1997): 262–265.
[16] Van Vaerenbergh, S., and J.-C. Legros. In Physics of Fluids in Micro-

gravity, edited by R. Monti, 178–216. London and New York: Taylor
and Francis, 2001.

[17] Vreeburg, J.P.B., andA.E.P. Veldman. “Transient and sloshing motions in
an unsupported container.” In Physics of Fluids in Microgravity, edited
by R. Monti, 293–321. London and New York, NY: Taylor and Francis,
2001.

[18] Gershuni, G.Z., D.V. Lyubimov, “Thermal Vibrational Convection.”
New York, NY: Wiley, 1998.

[19] Beysens, D., D. Chatain, P. Evesque, and Y. Garrabos. “High Frequency
Driven Capillary Flows Speed Up the Gas-Liquid Phase Transition in
Zero-Gravity Conditions.” Physical Review letters 95 (2005): 034502-
1–034502-4.



References 203

[20] Mialdun, A., I.I. Ryzhkov, D.E. Melnikov, and V. Shevtsova. “Experi-
mental Evidence of Thermovibrational Convection in Low Gravity.”
Physical Review Letter 101 (2008) 084501-1–084501-4.

[21] Mader, M., C. Misbah, and T. Podgorski. “Dynamics and Rheology
of Vesicles in a Shear Flow Under Gravity and Micro-Gravity.” Micro-
gravity Science and Technology 18 (2006): 199–2003.



http://taylorandfrancis.com


20
Combustion

Christian Chauveau

CNRS–INSIS–ICARE, Orléans, France

20.1 Introduction

Combustion is a rapid, self-sustaining chemical reaction that releases a
significant amount of heat and as such involves elements of chemical kinetics,
transport processes, thermodynamics and fluid mechanics.

Combustion is a key element in many technological applications in
modern society. In itself, combustion is one of the most important processes
in the world economy. Combustion underlies almost all systems of energy
generation, domestic heating and transportation propulsion. It also plays a
major role at all stages in the industrial transformation of matter, ranging
from the production of raw materials to the complex assembly of industrial
products. Although combustion is essential to our current way of life, it poses
great challenges to society’s ability to maintain a healthy environment and
to preserve vital resources for future generations. Improved understanding
of combustion will help us to deal more effectively with the problems of
pollution, global warming, fires, accidental explosions and the incineration
of dangerous waste. In spite of extensive scientific research since more
than a century, many fundamental aspects of combustion are still poorly
understood.

The objectives of scientific research on microgravity combustion are
initially to increase our knowledge of the fundamental combustion phenomena
that are affected by gravity, then to use the research results to advance
science and technology related to combustion in terrestrial applications and
finally to tackle questions of security related to fires on board spacecraft. The
following review articles [1–5] are to be consulted, for those who would
be interested to look further into the role of microgravity in combustion
research.
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20.2 Why Combustion Is Affected by Gravity?

Microgravity combustion scientists undertake experiments both in ground-
based microgravity facilities and in orbiting laboratories and study how flames
behave under microgravity conditions.

Microgravity research allows the conduct of new experiments in which
buoyancy-induced flows and sedimentation are virtually eliminated. Combus-
tion usually involves large temperature increases resulting in a consequent
reduction in density, ranging from a factor of two to ten depending on
the situation. As a result of this density change, the combustion processes
in normal gravity are usually strongly influenced by natural convection.
The rise of hot gas creates a buoyancy-induced flow favoring gas mix-
ing from the fuel, oxidizer and combustion products. Under conditions of
reduced gravity, natural convection is cancelled (or greatly reduced), and
therefore the characteristics of combustion processes can be profoundly
altered.

The reduction of buoyancy-induced flows has several features that are par-
ticularly useful for fundamental and applied scientific research on combustion.
By eliminating the effects of natural convection, a quiescent environment is
created, conducive to more symmetrical results. This facilitates comparisons
with numerical modeling results and with theories. Furthermore, the elimina-
tion or drastic reduction of buoyancy-induced flows can reveal and highlight
weaker forces and flows that are normally masked, such as electrostatics,
thermocapillarity and diffusion. Lastly, the elimination of disturbances caused
by buoyancy forces can increase the duration of experiments, thus allowing
the examination of the phenomena over larger time scales.

For purposes of simplification, the numerical models developed in com-
bustion research often assumed that the mixture of the initial components
is homogeneous. Sedimentation affects combustion experiments involving
drops or particles, since the components with the highest density will be
driven down into the gas or liquid, and hence their movement relative to other
particles creates an asymmetric flow around the falling particle. The presence
of these concentration gradients in the mixture before combustion compli-
cates the interpretation of experimental results. In normal gravity conditions,
experimenters must implement devices to stabilize and homogenize dispersed
media, for example, supports, levitators or stirring devices. In microgravity,
gravitational settling is nearly eliminated, allowing the stabilization of free
droplets, particles, bubbles, fog and droplet networks for fundamental studies
on ignition and combustion in heterogeneous media.



20.3 Reduced Gravity Environment for Combustion Studies 207

To date, scientific research in combustion has shown major differences
in the structure of different flames burning either in microgravity or under
normal gravity. Besides the practical implications of these results in terms of
combustion efficiency, pollutant control and flammability, these studies have
established that a better understanding of the sub-mechanisms involved in the
overall combustion process is possible by comparing the results obtained in
microgravity with those obtained in normal gravity.

20.3 Reduced Gravity Environment for Combustion
Studies

While microgravity is the operational environment related to Earth-orbiting
space laboratories, it is important to note that “ground-based facilities”
allowing gravity reduction also serve the scientific community and enable
relevant combustion studies to be carried out. Experiments conducted in
suborbital sounding rockets, during the parabolic trajectory of an aircraft
laboratory, and free-fall drop towers, significantly complement the limited
testing opportunities available aboard the International Space Station. In
fact, the contributions of research conducted in these so-called ground-
based microgravity facilities have been essential to the acknowledged success
of microgravity combustion research. These helpful facilities allow us to
consider microgravity as a tool for combustion research, in the same way
as an experimenter can vary pressure or temperature; microgravity can also
act on the gravitational acceleration parameter. Additional contributions of
high value to microgravity combustion research come from “normal-gravity”
reference ground tests and from analytical modeling.

Some results can be cited here to illustrate how so many combustion pro-
cesses are affected by gravity. As an example of spectacular results, stationary
premixed spherical flames (i.e., flame balls), whose existence was predicted
by theory but had never been confirmed by any experiments in normal gravity,
were observed uniquely in microgravity [6]. Recently, flame extinguishment
experiment conducted on droplet combustion has demonstrated radiative and
diffusive extinction, combustion instabilities, lower flammability limits and
unexplained vaporization after visible flame extinction. This behavior ever
brought back before leads to the possible existence of cool-flame chemistry
[7]. The inhibition of flame spreading along both solid and liquid surfaces is of
primary importance in fire safety. Experimental studies have revealed major
differences between normal and reduced gravity conditions, concerning the
ignition and flame spreading characteristics of solid and liquid fuels.
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While most microgravity combustion experiments have been conducted
in dedicated and unique experimental apparatus, the recent commissioning of
the Combustion Integrated Rack (CIR) in the FCF experimental rack (Fluid
Combustion Facility) aboard the ISS should enable more investigators to have
access to this microgravity environment [8].

20.4 Conclusions

Compared to experimental combustion studies in laboratories, the number of
microgravity experiments is small. Nevertheless, important discoveries have
already emerged from microgravity combustion investigations. The numerous
facilities existing now, both “ground-based” microgravity facilities and on
board the ISS, made available to the scientific community by space agencies,
suggest that new microgravity combustion experiments will significantly
advance fundamental understanding in combustion science. It is hoped that
this will help to maintain a healthy environment and preserve vital resources
for future generations.
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21.1 Introduction

Materials science is an interdisciplinary field dealing with the properties
of matter and its applications to various areas of science and engineering.
This science investigates basically the relationship between the structure of
materials and their various properties. It includes elements of applied physics
and chemistry, as well as chemical, mechanical and electrical engineering.
With significant attention to nanoscience and nanotechnology in recent years,
materials science has been propelled to the forefront [1].

The research—from a fundamental and applied point of view—is con-
cerned with the synthesis, atomic structure, chemical element distribution
and various favorable properties of materials and structures. The basic under-
standing and optimization of properties and structures is further supported by
sophisticated computer models from the nano- to the macroscale and leads
to a manifold of applications in industrial products. Prominent examples are
found in the aerospace, automotive, biomedical, energy and microelectronics
industries.

The interactive feedback between experiments and sophisticated computer
simulations developed within the last ten years that now drives the design and
processing of materials is reaching performances never been seen in the past.
Thus, it becomes possible to control and optimize the defect and grain structure
at critical patches of components. In this regard, two major aspects are most
essential:

• the reliable determination of the thermophysical properties of metallic
melts for industrial process design in order to understand the fundamen-
tals of complex melts and their influence on the nucleation and growth
of ordered phases, together with
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• the reliable determination of the formation and selection mechanisms at
microstructure scales in order to develop new materials, products and
processes.

As a result, fresh insights into alloy solidification/processing can be gained
with the potential of producing novel materials and structures, i.e., materials
processed and designed in space [2, 3].

21.2 Scientific Challenges

Casting is a non-equilibrium process by which a liquid alloy is solidified.
The liquid–solid transition is driven by the departure from thermodynamic
equilibrium where no change can occur. From the standpoint of physics,
casting thus belongs to the vast realm of out-of-equilibrium systems, which
means that rather than growing evenly in space and smoothly in time, the solid
phase prefers to form a diversity of microstructures.

Actually, the relevant length scales in casting are widespread over 10 orders
of magnitude. At the nanometer scale, the atomic processes determine the
growth kinetics and the solid–liquid interfacial energy, and crystalline defects
such as dislocations, grain boundaries and voids are generally observed.
Macroscopic fluid flow driven by gravity or imposed by a stimulus (elec-
tromagnetic field, vibration, etc.) occurs in the melt at the meter scale
of the cast product. The characteristic scales associated with the solid-
ification microstructures are mesoscopic, i.e., intermediate, ranging from
dendrite tip/arm scale (1–100 μm) to the grain size (mm–cm). It follows that
the optimization of the grain structure of the product and inner microstructure
of the grain(s) during the liquid-to-solid phase transition is paramount for the
quality and reliability of castings, as well as for the tailoring of new advanced
materials for specific technological applications.

On this basis, the quantitative numerical simulation of casting and solid-
ification processes is increasingly demanded by manufacturers, compared to
the well-established but time-consuming and costly trial-and-error procedure.
It provides a rapid tool for the microstructural optimization of high-quality
castings, in particular where process reliability and high geometric shape
accuracy are important (see, for example, Figure 21.1 exhibiting cast structural
components and the temperature distribution during casting of a car engine
block). Any improvement of numerical simulation results in an improved
control of fluid flow and cooling conditions that enables further optimization
of the defect and grain structure as well as mechanical stress distribution.
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Figure 21.1 A wide range of fundamental events during casting of complex components,
here a car engine with varying local temperatures.

During processing from the melt crystal nucleation and growth is in most
situations the first step achieved by cooling of liquid below its thermodynamic
equilibrium solidification (liquidus) temperature. Alternatively, when the
formation of nuclei fails, or the growth of nuclei is very sluggish, there is
formation of a metallic glass at the glass transition temperature. If the crystal
nucleation rate is sufficiently low and if the growth of nuclei is sufficiently
slow over the entire range/state of the undercooled liquid below the liquidus
temperature, eventually the liquid freezes to a non-crystalline solid—a glass.

In particular, new metallic glasses that can be produced in large dimensions
and quantities now—the so-called bulk metallic glass or super metals—are
emerging as an important industrial and commercial material, superior to
conventional Ti, Al- or Fe-based alloys. They are characterized by several
times the mechanical strength (up to 5 GPa) in comparison with conventional
materials, excellent wear properties and corrosion resistance due to the lack
of grain boundaries (see Figures 21.2, 21.3).

21.3 Specifics of Low-Gravity Platforms and Facilities
for Materials Science

Fresh insight into the stable and metastable undercooled liquid state and
metallic alloy solidification can be gained with the potential of engineering
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Figure 21.2 Volume and enthalpy of a glass-forming alloy as a function temperature and
undercooling.

Figure 21.3 Atomic structure in an MD simulation of a Or-Cu glass [1].

novel microstructures. To perform these experiments, it is important to have
access to extended periods of reduced gravity.

21.3.1 Parabolic Flights

Parabolic flights generally provide about 20 seconds of reduced gravity.
For materials science experiments at high temperatures, this time is barely
sufficient for melting, heating into the stable liquid and cooling to solidi-
fication of most metallic alloys of interest in a temperature range between
10,000–2,000◦C. Surface oscillations can be excited by a pulse of the heating
field, and the surface tension and viscosity are obtained from the oscillation
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Figure 21.4 (a) Video image of a fully spherical liquid sample of a NiAl alloy in EMLobtained
on a parabolic flight for surface tension and viscosity measurements of liquid metallic alloys,
(b) Surface tension of a drop of molten Ni-75 at.% Al.

frequency and damping time constant of the oscillations, respectively.
Processing must be performed in a gas atmosphere under convective cooling
conditions. Under these conditions, however, thermal equilibrium of the melt
cannot be reached.

Using the Electromagnetic Levitator, surface oscillations of the liquid hot
drop with diameter of 8 mm (Figure 21.4a) can be, for instance, introduced
by an electromagnetic pulse and the results analyzed by a high-speed high-
resolution video camera. Among the results, Figure 21.4b shows the surface
tension as a function of temperature in the range 1050–1450◦C of liquid Ni–75
at.% Al processed under low gravity on four parabolic flights with 10 seconds
of processing time each.

21.3.2 TEXUS Sounding Rocket Processing

TEXUS sounding rockets offer a total of 320 seconds of reduced gravity which
is typically split between two different experiments. As compared to parabolic
flights, the microgravity quality is improved by far. Stable positioning and
processing of metallic specimen with widely different electrical resistivity
and density was achieved in different sounding rocket flights with an adapted
electromagnetic levitation device. In Figure 21.4, the temperature-time profile
of the Fe alloy processed successfully in TEXUS 46 EML-III is shown as an
example. However, also under these conditions thermal equilibrium or steady-
state conditions of the liquid phase cannot be attained due to the limitations
in processing time.
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21.3.3 Long-Duration Microgravity Experiments on ISS

A series of microgravity research is now commencing onboard the ISS in
a number of multiuser facilities afforded by major space agencies, such
as the European Space Agency (ESA) in the Columbus module. The short
microgravity time on parabolic flights and TEXUS sounding rocket experi-
ments necessitates forced convective cooling to solidify the specimen before
the end of the microgravity time. As a consequence, long-duration micrograv-
ity measurements are needed for accurate calorimetric and thermal transport
property measurements over a large temperature range. It can be expected that
the following properties necessary for a full and thorough analysis of solidifi-
cation processes will be performed at varying temperatures (ThermoLab-ISS
program: an international effort sponsored by several national agencies
including ESA, DLR, NASA, JAXA, SSO).

Furthermore, in Materials Science both directional and isothermal solid-
ification experiments will be performed in the Materials Science Laboratory
(MSL, see Figure 21.5) using dedicated furnace inserts, with the possibility
of applying external stimuli such as a rotating magnetic field to force fluid
low in a controlled way. The electromagnetic levitator (EML) will enable

Figure 21.5 Temperature-time profile of Fe-C alloys processed on the TEXUS 46 EML-III
sounding rocked flight with temperature scale (left) and heater and positioner voltage (right
ordinate).
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containerless melting and solidification of alloys and semiconductor samples.
The EML is equipped with highly advanced diagnostic tools (Figure 21.6).

21.4 Materials Alloy Selection

For a wide range of new products in the industrial production chain, solidi-
fication processing of metallic alloys from the melt is a step of uppermost
importance. On this basis, several types of alloys have been selected for
the following fields of usage, for example, turbine blades for land-based
power plants and for jet engines sustaining high temperatures and high
stress levels, low-emission energy-effective engines for cars and aerospace,
functional materials with improved performance, the so-called super metals
(bulk metallic glass) with ultimate strength to weight ratio and new low-weight
and high-strength materials for space exploration and future space vehicles.
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Figure 21.6 Schematic presentation of (a) the Materials Science Laboratory, and (b) the
electromagnetic levitator reaching temperatures up to 2200 C.
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Since the advent of space flight and the establishment of long-duration space
stations in Earth’s orbit, such as Skylab, Salyut, Mir, and the ISS, the upper
boundary of our biosphere has extended into space. Such space missions
expose humans and any other organisms to living conditions not encountered
on Earth.

22.1 Radiation Environment

Life on Earth, throughout its almost four billion years of history, has been
shaped by interactions of organisms with their environment and by numerous
adaptive responses to environmental stressors.Among these, radiation, both of
terrestrial and of cosmic origin, is a persistent stress factor that life has to cope
with [7]. Radiation interacts with matter, primarily through the ionization
and excitation of electrons in atoms and molecules. These matter–energy
interactions have been decisively involved in the creation and maintenance of
living systems on Earth. Because it is a strong mutagen, radiation is considered
a powerful promoter of biological evolution on the one hand and an account of
deleterious consequences to individual cells and organisms (e.g., by causing
inactivation or mutation induction) on the other.

In response to harmful effects of environmental radiation, life has
developed a variety of defense mechanisms, including the increase in the
production of stress proteins, the activation of the immune defense system,
and a variety of efficient repair systems for radiation-induced DNA injury.
Radiobiologists have long believed that ionizing radiation, such as gamma
rays, kills cells by shattering DNA. Recently, Daly [12] and Frederikson [17]
showed that proteins—not DNA—are the most sensitive targets, at least in
some radiation-sensitive bacteria. In cells, oxidatively damaged DNA repair
enzymes generated by sublethal ionizing radiation doses would be expected
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to passively promote mutations by misrepair. Oxidized proteins, however,
might also actively promote mutation by transmitting damage to other cellular
constituents, including DNA [16, 36].

22.2 Change in Gravity Environment

Microbes have the ability to sense and respond to mechanical stimuli. The
response of microbes to certain mechanical stimuli has profound effects on
their physiology [19, 38, 39, 46, 52]. The response of a cell to mechanical
stimulation, such as stretch or shear force, is called mechano-adaptation
and is important for cell protection in both prokaryotes and eukaryotes
[19, 24, 25]. A great deal of progress has been made in understanding certain
aspects of microbial mechano-adaptation, for example, mechanisms used by
bacteria to respond to changes in osmotic gradients [9, 19, 41]. Studies have
also documented that microbes can sense and respond to changes in culture
conditions when grown in the buoyant, low-fluid-shear environment of micro-
gravity [14, 26, 38, 39, 52]. It has been hypothesized that cells sense changes
in mechanical forces, including shear and gravity, at their cell surface [24, 46].

Mechanical culture conditions in the quiescent microgravity environment
of space flight are characterized by significant reductions in fluid shear [20].
This is because convection currents are essentially absent in microgravity [27].

The most commonly used microgravity simulator is the rotating wall vessel
(RWV) culture apparatus (Synthecon; Texas, USA) developed by the NASA
biotechnology group at Johnson Space Centre in Texas. This apparatus consists
of a rotor, a culture vessel, and a platform on which the vessel is rotated. The
RWV has separable front and back faces; the front face contains two sampling
ports, and the back is provided with a semipermeable membrane for aeration.
The assembled vessel is filled to capacity (zero headspace) with medium and
inoculum, and air bubbles are removed to eliminate turbulence and ensure a
sustained low-shear environment (<0.01 Pa).

In the vessel rotating around a horizontal axis, the liquid moves as a single
body of fluid in which the gravitational vector is offset by hydrodynamic,
centrifugal, and Coriolis (circular movement) forces resulting in the mainte-
nance of cells in a continuous suspended orbit. In fact, this system “confuses”
the biosystems (e.g., cells growing culture) perception of gravity’s direction.
By placing cells along the axis of rotation and spinning them perpendicular
to the gravity vector, they rotate through the vector. Because the cell spins at
a constant rate and gravity remains constant, the gravity vector is nulled from
the cell’s perspective [21]. Thus, the RWV does not generate microgravity as
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on the ISS, rather it randomizes gravity vectors and mimics the low turbulence
of a space environment. Since the RWV apparatus provides a low-shear
culture environment that simulates the aspects of space (and therefore “models
microgravity”), Nickerson et al. [39] have adopted the terminology low-shear
modeled microgravity (LSMMG) to refer to the RWV culture environment.

Albrecht-Buehler [1] suggested that reduced gravity suppresses buoyancy-
driven convection and thus limiting the mechanism of mixing of fluid to
diffusion. Along similar lines, McPherson [34] suggested that the lack of
convective mixing under reduced gravity conditions created a quiescent
environment that resulted in a “depletion zone” around a growing protein
crystal, which favored the formation of a crystal with better quality. Based
on these studies, it was hypothesized that this same type of phenomenon
might occur around a growing bacterial cell under reduced gravity conditions
[28, 45]. Similarly, a few studies have speculated that bacteria may indirectly
respond to reduced gravity conditions because of changes in their immediate
environment resulting either from changes in mass diffusion or from other
chemical alterations, such as accumulation of toxic by-products [28], or
limitations in the availability of nutrients [3–5, 52]. Gene expression studies
performed on Escherichia coli K12 under modeled reduced gravity conditions
support the hypothesis that bacteria are actively responding to the changes
in nutrient availability, imposed by the altered mass transport under these
conditions [49, 52]. Creation of zones of nutrient depletion over-time in
their immediate surroundings makes these bacteria respond in a way that
is similar to their entrance into stationary phase (starvation). Stationary phase
cells are generally characterized by the expression of starvation inducible
genes and genes associated with multiple stress responses. Microgravity-
exposed bacteria appeared, for example, better able to handle subsequent
stressors including osmolarity, pH, temperature, and antimicrobial challenge.
More recently it was reported that the fluid quiescence and reduced mixing
could enhance the accumulation of quorum sensing (QS) molecules in the
bacterium’s surroundings and thus promoting QS-related gene expression,
independently of change in cell concentration [22, 31].

Another microgravity simulator the random positioning machine (RPM)
or three-dimensional clinostat is a laboratory instrument to randomly
change the position of an accommodated (biological) experiment in three-
dimensional space [23]. The layout of the RPM consists of two frames
and experiment platform. The frames are driven by means of belts and two
electromotors. Both motors are controlled on the basis of feedback signals
generated by encoders, mounted on the motor-axes, and by “null position”
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sensors on the frames. On the RPM, the samples are fixed as close as possible
to the center of the inner rotating frame. This frame rotates within another
rotating frame. The RPM has been extensively use to study cytoskeleton
structure and motility of human cells [35, 53] and plant gravitropism [6, 23]
and more recently the RPM has been used to study bacterial cultivation [8, 13,
30–33]. Comparing LSMMG to RPM cultivation, the two simulators appeared
to induce a similar response in Rhodospirillum rubrum [31] while Pseu-
domonas aeruginosa only responded to cultivation in LSMMG compared
to the control conditions [11] and Cupriavidus metallidurans proteome was
highly affected only by RPM cultivation [30]. Therefore, one should be
cautious to conclude which of the two simulators induced the higher response
when cultivating bacteria.

The use of magnetic levitation has also been introduced to balance the
force of gravity on a levitating object [10, 50]. However, a major constrain
in using diamagnetic levitation is the requirement for large magnetic fields
gradients at the levitation point that may influence biological systems. In
addition, oxygen dissolved in the liquid culture medium is similarly attracted
by the magnetic field [2]. Since oxygen in the liquid is consumed by the
bacteria and replaced at the liquid–air interface (from the oxygen in the air
above the liquid), an oxygen concentration results, producing a corresponding
gradient in the magnetic force density that can cause convection in the liquid
medium. Therefore, for diamagnetic levitation to be a useful model of space-
related microgravity, where density-driven convective transport is absent,
paramagnetically driven convection of oxygen should be prevented.This could
be achieved by performing experiment in anaerobic conditions or in nonliquid
culture [15]. Beuls et al. [8] compared 3 microgravity simulators, LSMMG,
RPM, and diamagnetic levitation, and found no differences in the capacity
of Bacillus thuringiensis to perform plasmid transfer compared to the control
condition. In this case of Gram-positive bacterium, this ability to exchange
plasmids in microgravity, as efficiently as occurring on Earth, could be seen
as highly relevant in the frame of potentially increasing antibiotic resistances
and bacterial virulence in space [8].

22.3 Space Flight Experiments and Related Ground
Simulations

In general, one could conclude that space flight has been shown not to hinder
bacterial growth, on the contrary, it can enhance the growth of planktonic
bacterial cultures, possibly through its influences on fluid dynamics [28].
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Biofilm formation can also occur in microgravity [33, 42], an issue that, for
example, must be addressed during the design of air and water recycling
systems for long-term space flights [40].

Various experiments suggested that antibiotics are less efficient in space
flight conditions [29, 48]. Bacteria exposed to space flight stresses may become
more resistant to antibiotics over a short, introductory period, while losing
most but not all of that resistance over the long term [29]. For the future,
this possibly changing response of bacteria to antibiotics in space flight may
imply that disinfection may be problematic. In addition, it may be difficult
to treat an illness or injury with antibiotics on short-term missions, due
to the tendency of bacteria to resist them. On long-term missions, such as
periods spent on space stations or trips to other planets, it may be difficult to
predict the response of bacteria to a certain antibiotic. While most bacteria
seem to become more susceptible to antibiotics after long-term space flight
exposure [29], a few may retain resistance, leading to potential hazard for the
all crew.

Recently, Wilson et al. [54] provided the first direct evidence that growth
during space flight can alter the virulence of a pathogen; in this study,
Salmonella enterica serovar Typhimurium grown in space flight displayed
increased virulence in a murine infection model compared with identical
ground controls. Importantly, these results correlate with previous findings in
which the same strain displayed increased virulence in the murine model after
growth in the low-shear microgravity-like conditions of the RWV bioreactor
[37, 55]. In agreement with the increased virulence observed for the space
flight samples, bacteria cultured in flight exhibited cellular aggregation and
extracellular matrix formation consistent with biofilm production. More-
over, several Salmonella genes associated with biofilm formation changed
expression in flight [54].

Very few attempts were made to mimic space-ionizing radiation on ground
and compare it to actual space flight experiment involving microorganisms.
Rea et al. [43] studied the effect of ionizing radiation on photosynthetic
organisms including the cyanobacterium Arthrospira platensis that appeared
to maintain the highest photosynthetic efficiency in flight experiments. The
authors concluded that in space, the effect of ionizing radiation is enhanced
compared to that observed in ground facilities with a single beam of radiation.
Our group had a more complete approach trying to match the actual dosimetry
measurements inside the ISS meaning about 2 mGy over 10 days [18] at
the time of our space experiment involving R. rubrum on agar plates and
combining it with ground simulation of microgravity using the RPM [32].
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We could put forward the importance of medium composition and culture
setup on the response of the bacterium to space flight-related environmental
conditions but low overlap was obtained for both the microgravity simu-
lation and the ionizing radiation experiments compared to the space flight
experiments.

One must be aware that space experiments are always subject to the
inconveniences of access to space. Space biology researchers face many
limitations; include sample preparation long before the flight with pro-
longed storage, a strictly limited number of samples and repetitions, strong
acceleration during take-off, and a second storage period before recov-
ery and analysis of the samples. In addition, during space flight cells are
exposed to many more changing factors than just the reduced gravity (e.g.,
increased gravity/acceleration during launch and landing, increased radi-
ation doses, different electromagnetic fields, pressures changes, enclosed
environment) and ionizing radiation. These constraints always impose a
certain degree of caution when drawing conclusions on the effects of space
on cells and organisms [45]. It could be therefore difficult to detect the
subtle effects caused by the low dose of space radiation inside the ISS
while drastic effects on liquid samples due to change in gravity conditions
could be easily put forward. As a consequence, these studies did indicate
that the effects observed in space flight experiments are partially (poten-
tially even largely) due to the low-shear environment typical of the space
environment.

Contrary to open environments, confinement conditions can influence the
prevalence, ecology and diversity of the microbial communities via unusual
conditions of atmospheric humidity, water condensation, or accumulation of
biological residues [51]. Confined habitats such asAntarctic Concordia Station
are used as a model environment for long-duration space flights to study
human adaptation to isolated and confined extreme environmental situations
as they allow to map and monitor the dynamics of airborne bacteria over a
certain period of time. In a recent study, Shiwon et al. [44] detected resistances
of up to five antibiotics in several staphylococcal and enterococcal strains
from ISS and Concordia. On the other hand, Timmery et al. [47] identified
putative pathogens able to perform horizontal gene transfer and potentially
able to acquire new DNA and sharing genetic material in Concordia. Because
most of the microorganisms originate from the crew, continuous evaluation
of the bacterial ecological status in such confined environment was highly
recommended [47].
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23.1 Gravitational Cell Biology

The evolution of life on Earth has been subject to a range of influences, whereas
gravity was the only constant and universal force during all times of Earth’s
history. Since the last decades, a lot of evidence has been obtained suggesting
that the function of mammalian cells and of small unicellular organisms is
different under conditions of microgravity. Consequently, the question arose
of how normal gravity may play a role in “normal” cellular function and if
gravity may provide important signals for the cell. It is a common method to
investigate the effects of forces by using systems in which these forces can be
eliminated. In the case of gravity, this means that experimental environments
have to be created where no or only minor gravitational forces prevail. A
variety of platforms exist where these conditions can be achieved. Experiments
can be performed under microgravity conditions of different length varying
between seconds (drop tower or parabolic flights), minutes (sounding rockets)
until up to permanent microgravity (ISS).

23.2 Studies Under Simulated Microgravity

However, the accessibility of these platforms is limited and cannot fully cover
the needs of the research community. Therefore, platforms providing access
to simulated microgravity are of great interest because they offer almost
unlimited experimental capacity. The most frequently used ground-based
facilities for these purposes (described in detail in Chapters 8 and 14) are the
2D clinostat, the random positioning machine (RPM), the rotating wall vessel
(RWV), and the diamagnetic levitation [1]. These devices were not only used
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for experiments with unicellular organisms such as Euglena, Paramecium, or
Loxodes, but also for experiments with whole plants, animals, or plant and
animal cell cultures. Simulated gravity studies with protists showed valuable
results concerning their gravitaxis and gravikinesis [2, 3]. A comparison of
the ground-based facilities used in experiments with the protists Euglena and
Paramecium showed that simulated microgravity conditions generated by the
fast rotating 2D clinostat are well suited, whereas the organisms experience a
change in positive and negative acceleration forces when they are exposed
to simulated microgravity on the RPM [1]. Experiments using magnetic
levitation are less recommended, because of the strong effects of the magnetic
field acting on these two types of protists [1, 4, 5].

23.3 Effects of Simulated Microgravity on Algae,
Plant Cells, and Whole Plants

Simulated gravity is also used in experiments with algae, plant cell cultures,
and whole plants. In Chara, the statolith-based gravity-sensing system in the
rhizoids has been intensively investigated by 2D and 3D clinorotation as well
as by magnetic levitation [6–8]. The comparison of the experimental outcomes
showed that when Chara is used as a study object, the fast-rotating 2D clinostat
is the preferred equipment to be applied for simulated microgravity, followed
by the 3-D clinostat and the random positioning machine. In contrast, magnetic
fields were not sufficient to generate the required simulated microgravity
conditions [1].

Arabidopsis thaliana is a frequently used study object because of its
excellent characterization on the molecular level. Gene expression analysis
performed with whole plants on a 3D clinostat described the identification
of new simulated microgravity stress-induced transcription factors [9]. Inves-
tigations performed with Arabidopsis cell cultures on 2D and 3D clinostats
as well as under magnetic levitation showed altered gravity-related signaling
cascades in the undifferentiated cultured cells [10].

23.4 Mammalian Cells in Simulated Microgravity

Mammalian cell cultures are frequently employed to study the direct effects
of microgravity on the fundamental processes in the cells of our body. Cell
lines, especially with fibroblast characteristics, are often used because of the
easy handling and experiment preparations. It could be shown that under real
and simulated microgravity conditions (2D clinostat or RPM), the epidermal
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growth factor (EGF)-induced signaling pathway is affected and that cells
changed their morphology to a roundish shape due to modifications affecting
the cytoskeleton [11–13]. New experimental designs allow also for the use of
the RPM to expose cells or even small organisms to simulated partial gravity
[presented by Dutch Space (Leiden, The Netherlands) at the European Low
Gravity Research Association in Vatican City in 2013 and in reference [14]].

Numerous comparative studies between real and simulated micrograv-
ity have also been performed with semi-adherent or non-adherent cells of
the immune system. Semi-adherent NR8383 macrophages show a similar
behavior under real and simulated microgravity conditions. The macrophageal
oxidative burst reaction is one of the key functions in innate immune
response. The associated phagocytosis-mediated reactive oxygen species
(ROS) production is rapidly and reversely decreased upon reduced gravitation.
The direct comparison between ground based and investigations under real
microgravity during parabolic flights using a 2D clinostat combined with
a one-axis clinostat fitted with a photo multiplier tube showed for both
experimental setups a pronounced reduction in the ROS production and
therefore of the reactivity of the cells [15]. Comparative studies have been
also performed on U937 cells, a human myelomonocytic cell line. For both,
real and simulated microgravity, a decreased proliferation rate was observed
[16, 17]. Furthermore, a reduced locomotion was identified in monocytes
most likely due to cytoskeletal modifications such as a reduced density of the
actin filaments and impaired ß-tubulin architecture [18, 19]. T lymphocytes
also strongly react to microgravity: They show an activation failure upon
stimulation with ConA (for a review, see [20]). This effect was reproducible
under simulated microgravity conditions in the RPM [21, 22]. In line with
these results, stimulation of Jurkat T cells with PMA resulted in an increased
expression of the cell cycle-regulating protein p21Waf1/Cip1 after 15min of
2D clinorotation. Real-time PCR experiments confirmed these results on gene
expression level [23]. Importantly, differential gene expression studies from
RPM experiments revealed that impaired induction of early genes regulated
primarily by transcription factors NF-kappaB, CREB, ELK, AP-1, and STAT
after T-cell receptor cross-linking contributed to T-cell dysfunction in altered
gravity, associated with down-regulation of the PKA pathway [24].

Taken together, ground-based facilities for simulated microgravity are of
great value and should be frequently used for preparation and/or validation
of real microgravity experiments, where time and sample numbers are often
limited. Several studies could show that 2D clinostats and the random posi-
tioning machine (RPM) are suitable to perform these ground-based simulation
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experiments. However, during the experiment design phase, special attention
shall be paid on choosing the most suitable system.
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24.1 Introduction: Plants and Space Exploration

The coming enterprises of space exploration will surely require the cultivation
of plants, not only as part of Bioregenerative Life Support Systems (BLSS), but
also as a source of psychological well-being for space travelers. Considering
that gravity plays a unique role in the configuration of a normal plant devel-
opmental pattern, only comparable with the effect of light, weightlessness is
a major stress condition that should be fully understood.

More than 50 years have passed since the first experiments performed
in Space demonstrated that seed germination and plant growth can happen
under conditions of altered gravity. Although with sometimes-contrasting
results, data from experiments in real or simulated weightlessness indicate
that microgravity itself does not prevent plant growth and reproduction;
besides, the seed-to-seed cycle can be accomplished for several consecutive
generations [1]. Indeed, during the evolution, being non-migrating organisms,
plants have developed a high plasticity to adapt to changing environmental
conditions. Such a high plasticity is the basis for coping with the limiting
factors of extra-terrestrial environments. Morpho-functional changes due
to microgravity at different plant levels have been attributed to the direct
effect of microgravity on common metabolic pathways and on subcellular
processes. Moreover, the interaction between microgravity and other factors,
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either Space-related (e.g., high levels of radiation) or distinctive of BLSS
(e.g., atmospheric composition of the closed systems), can be more effective
in determining growth and reproductive aberrations than the sole altered
gravity [2].

Such environmental factors include quantity and quality of light, atmo-
sphere composition of the pressurized modules, availability of water and
nutrients, which may occur at suboptimal levels and would act synergisti-
cally to gravity alteration, enhancing the effects of gravitational stress. The
mechanism of this synergistic effect in microgravity environments is only
partially understood although a number of model systems have been success-
fully exposed to both real spaceflight and simulated microgravity conditions
[reviewed by 3]. In fact, those effects are even more obscure under fractional
gravity conditions, like the ones on Mars (0.37 g) or the Moon (0.17 g) surface.
In fractional gravity conditions, some of the mechanisms that are disturbed in
microgravity could still be affected (e.g., reduced graviresistance in cell walls)
but others would remain unaltered (e.g., still working gravitropic responses at
those gravity levels). It has been hypothesized that the two components of the
gravity vector, namely direction and magnitude, could be sensed differentially
in these conditions [4].

In terms of research, to generate on Earth a reduced-gravity environment
is also not straightforward and requires a comparable compromise between
good quality of simulation and side effects of the technology used for
microgravity simulation. For instance, magnetic levitation of samples provides
a very stable partial-gravity environment, but adds a new layer of complex-
ity due to the presence of high magnetic fields in the equation. Research
on plant gravitropic responses has also profited by experiments in hyper-
gravity conditions simulated through centrifuges [5–7]. It should be reminded
here the usefulness of hypergravity research in other biological systems
to learn about diseases as osteoporosis or sport training under overloading
environments.

The accurate identification of stress factors, and the strategy followed by
plants in their adaptation to an extra-terrestrial environment, will be necessary
for achieving a successful cultivation of plants on board of spaceships and,
in general, outside the Earth environment, which is essential to make manned
space exploration possible.

In this section, we report an overview of the current knowledge about
plant’s responses to altered gravity from molecular to the whole organism
level. In the light of long-lasting experimentation in space, or in simulated
space conditions, the influence of ionizing radiation and possible interferences
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of other environmental factors acting at suboptimal levels in ecologically
closed systems are also considered as additional stressors for the achievement
of efficient plant growth.

24.2 Cellular and Molecular Aspects of the Gravity
Perception and Response in Real and Simulated
Microgravity

24.2.1 Gravity Perception in Plant Roots: Gravitropism

Among environmental factors influencing plant growth, development, sur-
vival, and evolution, gravity is characterized by its permanent and constant
presence on Earth. It is long-time known that plants are sensitive to the
presence of the gravity vector which drives plant growth direction by a phe-
nomenon called gravitropism. The process is triggered by the displacement of
amyloplasts (statoliths) in the columella root cap cells [8].

The mechanism of plant root gravitropism involves, first, the transfor-
mation of the mechanical signal into a biochemical signal, and then, the
transduction of this signal from the site of sensing to the site of response;
this process is mediated by the phytohormone auxin and its polar transport
throughout the root length [9, 10] (Figure 24.1). This mechanism has been

Figure 24.1 Seedlings of Arabidopsis thaliana. The upper image shows the wild type and
the lower image the agravitropic aux 1.7 mutant. Seedlings of the wild type show conspicuous
gravitropic behavior, with the roots aligned in the direction of the gravity vector; however, aux
1.7 mutant seedlings show evident alterations of gravitropism with roots growing in random
directions.
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mainly elucidated by experiments consisting of changing the orientation of
growing seedlings. It was shown that a short time after seedling re-orientation,
the root changes the direction of its growth according to the gravity vector.
Root bending associated with the change in growth direction is caused by the
alteration of the auxin polar transport, leading to the lateral re-distribution of
auxin in the distal regions of the root, which eventually results in a different
rate of elongation of cells located at both sides of the root in a specific
zone (elongation zone) [11]. This morphological event is accompanied by
a substantial reorganization of gene expression [12].

An important source of information on the mechanisms of gravitropism
comes from studies performed in the absence of gravity. On Earth, real
weightlessness is obtained by free fall; however, values of the gravity vector
near zero (lower than 10−6 g) occur in long-duration missions, in spaceships
orbiting the Earth, such as the International Space Station (ISS), or, previously,
the Space Shuttle.

In early experiments in the Spacelab, it was shown that lentil root cell
statoliths did not distribute at random, but they accumulated in the proximal
region of columella cells [13]. In fact, statoliths are attached to actin filaments
by means of myosin, and this greatly affects their displacement within the
cell [14]. Otherwise, the use of starchless Arabidopsis mutants in space-
flight experiments provided support to the starch-statolith model for gravity
sensing [15].

Space experiments have provided support to the role of auxin polar
transport as a fundamental mediator of the transduction of the gravity
signal. Seedlings grown in space showed alterations in the auxin polar
transport [16], and genes related to this process have been found to be
differentially regulated in spaceflight- or parabolic-flight-grown samples
[17–19].

The intrinsic constraints of space experimentation, mostly the limitations
of the general access to spaceflights, induced the development of ground-
based devices capable of a reliable simulation of microgravity conditions.
For this purpose, devices capable of counteracting the perception of the Earth
gravity vector by plants, called clinostats, were designed and constructed.
The first classical clinostats were introduced by Sachs in 1879 and allowed to
work with simulated microgravity on Earth [reviewed by 3]. It is important
to emphasize, however, that these devices, including the most modern ones,
such as the random positioning machine (RPM), do not suppress the gravity
vector, but they only act at the level of the mechanism by which living beings
perceive it. In addition, recent technologies such as diamagnetic levitation can
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be used to produce a weightlessness environment for plants. This technology
takes advance of the major presence of diamagnetic materials in organisms
(mostly water): by producing a high gradient of magnetic field into the small
volume of the sample container in the magnet bore (a tube of around 5 cc), a
strong levitation force is produced, which is capable of counteracting gravity.
Although this technology has the advance of producing a continuous (not
averaged) effect, even detectable at the molecular level, it has the disadvantage
of adding side effects, mostly the magnetic field itself, into the equation.
On the other hand, it allows performing several partial g experiments (in
the gravity range between 0 and 2 g) at the same time and in the same
environment [3].

Ground-based facilities for microgravity simulation have demonstrated
their usefulness in gravity-related research. In some cases, differences between
the statolith position in clinostats and in space have been reported [13], but,
in general, results are largely comparable [20].

24.2.2 Effects on Cell Growth and Proliferation

Altered gravity produces changes in plant development, which are closely
associated with modifications in the activities of meristems, specifically cell
growth and cell proliferation/cell cycle. All adult plants contain meristematic
tissues, composed by populations of undifferentiated, highly proliferating
cells, capable of forming any specialized tissue at any time in the life span of
the plant. Indeed, plant development greatly depends on the balance between
cell proliferation and cell differentiation in the meristems; these phenomena
are controlled, in turn, by the auxin [21]. Results obtained in space experiments
showed altered cell proliferation rate in both lentil [22] and Arabidopsis
[23]. Under microgravity conditions, cell proliferation and cell growth appear
uncoupled, losing their coordinated progress which is called “meristematic
competence” and is the main feature of these cells under normal ground gravity
conditions [9, 23, 24].

It should be pointed out that spaceflight not only causes gravitational stress,
but it also involves additional environmental modifications with respect to the
Earth conditions, such as the confinement, the lack of gas convection, and the
cosmic radiation, which may be sensed by plants, causing additional stresses
[25]. For this reason, the results obtained in real microgravity have to be
sustained by studies carried out on ground, using the available facilities for
microgravity simulation [3] in combination with some of the stressors that
could be present in extraterrestrial habitats.
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24.2.3 Effects of Gravity Alteration on Gene Expression

A few studies on gene expression have been carried out in real or sim-
ulated microgravity, by performing an overall transcriptomic analysis of
seedlings or solid cell cultures (calluses), to search for gravity-regulated genes.
Experiments included reorientation of seedlings [12], cell cultures grown in
ground-based facilities for microgravity simulation [26, 27], and growth of
seedlings during parabolic flights [19] or in spaceflight conditions [17, 18].
These studies have revealed a complex response of plants to gravity alteration,
including changes in the expression of genes involved in general responses to
other stresses, such as drought, cold, light, and biotic stimulation by pathogens.
Heat shock-related genes, cell wall remodeling, and cell expansion genes, as
well as genes involved in oxidative burst and plant defense, are outstanding
examples of transcriptomic alterations shared by different kinds of plant
stresses, including the gravitational one, and commonly reported in different
experiments. However, in most studies, the existence of a specific response
to gravity alteration was suggested or postulated. Specific alterations affect
genes involved in the gravitropic response, such as those related to hormone
signaling, particularly auxin [17–19], and also a number of genes of unknown
function. Furthermore, there is some specificity in the process of adaptation
to spaceflight environment by different organs of the plant, which engages
different genes, even though the general strategy of response is shared in all
cases [18].An additional specific feature of gravity, as a permanent component
of the environment, is that it is capable of altering the perception and response
of living organisms to other environmental factors [26, 28].

24.3 Morpho-Functional Aspects of the Plant Response
to Real and Simulated Microgravity Environments

24.3.1 From Cell Metabolism to Organogenesis

Organogenesis is a complex phenomenon requiring a precise coordination
of cell proliferation, enlargement, and differentiation, which are regulated by
gene expression and signaling biologically active molecules. The mechanisms
linking cell division and the whole plant development have not been com-
pletely understood yet [29]. As reported above, microgravity surely affects
cell proliferation which is the first step for plant growth; in addition, cell
enlargement and differentiation can be modified in altered gravity conditions.
Most of the knowledge about the effect of microgravity on morphogenesis in
higher plants derives from experiments where seedlings, being the smallest
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yet complete form of a plant, have been used as models due to volume and
time constraints. The whole plant life cycle has been investigated only in a
few plant species characterized by small size, such as Arabidopsis spp. and
Brassica spp. [2]. Indeed, vegetal systems characterized by reduced size better
match with volume constraints in the experimental facilities in space and do
not encounter bending problems during clinorotation. The interest in studying
seedlings also derives from their high nutritional value which makes them
suitable candidates to reintegrate the crew’s diet with fresh food [30].

Morpho-anatomical changes detected in plants growing under real or sim-
ulated microgravity have been often considered primarily as the consequence
of altered cytoskeleton organization, increased production of reactive oxygen
species (ROS), and modifications in starch and phenylpropanoid metabolism.
Cortical microtubule organization has been demonstrated to be affected by
reduced or increased gravity levels in both gravisensing cells and in cells not
specialized to gravity perception in isolated protoplasts, root, and other organs
[31–33]. The alteration of spatial organization of cytoskeleton microtubules
has influence on cell growth because it not only regulates the cytoplasm
expansion, but also affects cellulose microfibrils orientation during cell wall
development, which in turn controls protoplast expansion [34, 35]. Increased
or decreased cell enlargement, sometimes ascribed to the accumulation of
ethylene in the experiment containers during spaceflight, have been related
to changes in seedling size [36]. The size of roots or hypocotyls was found
to increase, decrease, or remain unchanged in seedlings of various species
exposed to clinorotation or real microgravity (see, for example, [37, 38]).
Relatively few studies have focused on leaf development in space also with
contrasting results. Stutte et al. [39] showed that the minimal space-induced
modifications in leaf structure (e.g., reduced thickness, more dense mesophyll,
and altered chloroplast morphology accompanied by unchanged contents
in starch, soluble sugars, and lignin) of Triticum aestivum did not cause
any physiological changes. These authors suggested that severe alterations
in the (ultra)structure of tissues and organelles, found in early spaceflight
experiments, were caused by an inadequate environmental control in the
experimental chambers.

24.3.2 Indirect Effects of Altered Gravity to Photosynthesis

The maintenance of high photosynthetic rate is needed to optimize O2
production and CO2 removal in BLSS. Experiments conducted on dwarf
wheat on the ISS showed that microgravity does not alter the development
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of the photosynthetic apparatus and the efficiency of photosynthesis [39].
While no changes in chloroplasts membranes were found in flown Arabidopsis
thaliana, changes in the thylakoid structure occurred in T. aestivum and B. rapa
(reviewed in [31]). Moreover, a decrease in the electron transport rate of
photosystem I (PSI), measured in B. rapa suggested the major susceptibility
of the PSI in comparison with PSII. It has been recently highlighted that some
of the structural and physiological changes of the photosynthetic apparatus in
space should not be considered as the result of a direct effect of microgravity,
but as the consequence of starch accumulation due to the delayed long-distance
transport of photosynthetic metabolites [31, 40].

24.3.3 Constraints in the Achievement of the Seed-to-Seed
Cycle in Altered Gravity

The reproductive cycle is characterized by a succession of highly specific
phases where mitosis and meiosis, as well as cell enlargement, follow one
another in a few specialized cells. Whatever the factor affecting cell cycles
and cell growth, it can also affect one or more reproductive phases, thus
ultimately endangering seed set.

There is a common agreement that the reproductive failure claimed in the
early experiments performed in space was triggered by inefficient environmen-
tal control in the growth chambers resulting in too high humidity, accumulation
of ethylene, and insufficient carbon supply (reviewed in [2]). Problems in ven-
tilation have been considered responsible for the interruption of the plant life
cycle in different phases, such as the transition from vegetative to reproductive
stage, microsporogenesis, female gametophyte formation, anther dehiscence,
pollination, and embryo development. Recent advances in space-related
technologies allowed better control of growth chambers, thus facilitating
the completion of the seed-to-seed cycle in various model species [41, 42].
However, there is evidence that the quality of seeds produced in microgravity
is not optimal: seeds of B. rapa formed in microgravity were characterized by
smaller size and different composition of the reserves compared to controls,
probably because microgravity affects the microenvironment inside the silique
[42]. Finally, it cannot be disregarded that some reproductive phases are strictly
controlled by the coordinate activity of intracellular components, particularly
cytoskeleton, which is affected by microgravity. For example, pollen tube
development in simulated microgravity is subjected to alterations which could
reduce its capacity of fertilization [43]. To conclude, alterations in different
reproductive phases, due to direct or indirect effects of microgravity, can either
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completely interrupt the reproductive cycle or determine progressive lowering
of the reproductive success.

24.4 Plant Response to Real or Ground-Generated
Ionizing Radiation

24.4.1 Variability of Plant Response to Ionizing Radiation

Space radiation represents a major barrier to human exploration of the solar
system because of the biological effects of high-energy and charge (HZE)
nuclei [44]. The degree of damage is associated with different radiation
types. High-linear energy transfer (LET)-ionizing radiations (e.g., protons
and heavy ions) have lower penetrating capability but are more dangerous
than low-LET ones (e.g. X- and gamma-rays) for both plant and mammalian
cells [45–47].

The current knowledge about the biological effects of radiation on
photosynthetic organisms comes from experiments performed in long- and
short-duration space missions. Additional sources of information derive from
ground-based experiments conducted by means of accelerators testing differ-
ent ions and energy ranges on diverse species. Despite the high variability
in the results, which often makes data hardly comparable, a common view
is that ionizing radiation can have stimulatory effects at very low doses,
harmful consequences at middle levels, and detrimental outcomes at high
doses on plant development [46]. The severity of the effects is dependent
upon several factors including the species, cultivar, phenological phase, and
genome organization [48].

24.4.2 Effects of Ionizing Radiation at Genetic, Structural,
and Physiological Levels

Radiation-induced alterations are generally ascribed to the interaction of the
radiation itself with atoms and molecules, which causes the production of
ROS [49].

At genomic level, the structural and functional changes in the DNA are
responsible for most of the damage expressed after the exposure to ionizing
radiations. The nature of DNA modifications is variable and includes single-
base alterations, base substitutions, base deletions, chromosomal aberrations,
and epigenetic modifications. Generally, chronically irradiated samples show
a higher genomic instability compared to acutely exposed samples [50].
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Radiation-induced morpho-functional changes can be either the pheno-
typical expression of DNA aberrations or the consequence of the structural
damage of tissues. The main alterations include reduced germination, lethality,
loss of apical dominance, induction of dwarf growth, altered leaf anatomy,
sterility, and accelerated senescence [46, 51]. The degradation of cell wall
materials determines tissue softening, due to the dissolution of middle
lamellae, and the increase in seed germination, ascribed to increased water
absorption due to augmented porosity of seed teguments [52, 53].

Among processes regulating plant life, photosynthesis is one of the most
sensitive to radiation. Several components of the photosynthetic machinery
may be altered: light-harvesting complexes, electron transport carriers, and
enzymes of the carbon reduction cycle [51, 54]. The severity of damage
depends on dose; the loss of PSII functionality, and the generation of ROS
throughout the cell are observed at very high doses.

The exposure to low doses of ionizing radiation may induce radioresistance
[55]. Plants are very radioresistant compared to animals. At cellular level,
radioresistance is achieved through the occurrence of mechanical and chemical
barriers (e.g., specialized and thickened cell walls, cuticle, pubescence, and
phenolic compounds), as well as by increasing the level of ploidy [45, 56,
57]. The chronic exposure to low doses of ionizing radiation also leads to
significant differences in the expression of radical scavenging enzymes and
DNA-repair genes as well as to an increase in the activity of several antioxidant
enzymes in plant tissues [55].

24.5 Conclusions—Living in a BLSS in Space:
An Attainable Challenge

More than 50 years of experiments with higher plants in space suggest that
almost all developmental and reproductive phases can be successfully over-
come, ultimately leading to accomplish the seed-to-seed cycle for successive
generations. However, possible perturbations can happen at various levels,
from molecular to organism, thus lowering the efficiency of growth and
reproduction processes. Such perturbations can be ascribed to the interaction
between space factors and other environmental factors not acting at optimal
levels.

The incessant development of new agro-technologies is promising for
the development of BLSS with adequate environmental control to reduce the
effect of multiple stressors on plant growth. Ground-based research aiming
to the development of BLSS heads for soilless systems to minimize other
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potential stresses during plant cultivation [58]. However, in space, it is
necessary to minimize the use of resources (e.g., lighting, electric power,
water, and nutrients consumption). Consequently, a compromise needs to be
reached to minimize external supply of resources, still without overcoming the
threshold over which suboptimal levels of environmental factors may worsen
the effects of microgravity and other space factors on plants. While new agro-
technologies progress, the ground-based research with facilities simulating
weightlessness, ionizing radiation, and confined environments also needs to
advance. Such studies are necessary to elucidate the plant’s sensitivity to space
factors in the sight of wider space experimentation.
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25.1 Introduction

The main objective of this chapter is to examine bed rest as a ground-based
analog for the effects of microgravity on integrative physiological systems as
encountered in space flight. Many effects of microgravity are well-known and
are reviewed elsewhere in this volume. However, as longer space flights are
contemplated, it becomes ever more important to be able to carry out well-
controlled repeatable studies that probe these effects and allow for counter-
measure strategies to be developed to limit the negative effects of microgravity.
The bed rest study protocol, involving subjects lying in supine position over a
time interval, represents such a highly controllable experimental environment
that can provide important opportunities to examine physiological function
in response to reduced gravitational stress. Bed rest studies also allow for
relatively easy implementation and testing of countermeasures to reduce the
detrimental effects of microgravity.

25.2 Complications of Space-Based Physiological
Research

While it is in some sense obvious, it is important to emphasize that in-flight
experiments often suffer from a number of procedural complications that can
impair the utilization and application of data collected during space flight and
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Figure 25.1 Typical configuration of the 6◦ head down tilt bed rest paradigm. (Image: ESA).

which can also complicate the comparison of data collected across missions
[8]. These include the following:

• problems in experimental reproducibility such as limited size and
uncoordinated astronaut sample populations;

• variations in quality and protocol of data measurements;
• lack of coordination in measurements across missions;
• lack of opportunity to carry out variations in experimental protocols based

on new information due to restricted flight availability;
• possible usage of in-flight medication; and
• possible interference in spaceflight data from other protocols.

Therefore, there is clearly a need to have ground-based analogs of space-
flight which can be used to study spaceflight induced deconditioning and test
new and novel countermeasures.

25.3 Ground-Based Analogs of Spaceflight-Induced
Deconditioning: Bed Rest and Immersion

Commonly used ground-based analogs include bed rest studies and water
immersion. Clearly, both bed rest studies and immersion can avoid all
the above-outlined technical problems while altering various features of
gravitational loading. Water immersion involves either direct contact of the
body with water (“wet”), or with the body insulated from the water (“dry”).
An interesting review of long-term water (dry) immersion as a model for
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microgravity is given in Navasiolava et al. (2011), which also provides some
parallel comparisons to bed rest [15]. Water immersion typically allows for one
hygiene period out of immersion per day and long periods of immersion must
be carried out as dry immersion, which is somewhat complicated to implement
regarding experimental measurements and testing of countermeasures. As a
consequence, the technical problems of water immersion are more involved
than for bed rest studies. In this chapter, emphasis will be placed on bed rest
studies. Some description of the bed rest study protocol will be provided along
with discussion of the key question as to whether the results obtained from
such studies reflect those that are obtained from spaceflight. Similarities and
differences between bed rest and water immersion will also be considered
where relevant.

25.4 Types of Bed Rest, Durations, and Protocols

The first studies of bed rest related to space flight began soon after human
space travel began. A book published in 1986 entitled “Inactivity: physiolog-
ical effects” edited by Sandler and Vernikos [20] pointed to early research
as taking inactivity as a model of deconditioning and as a primary paradigm
for space flight effects [16]. Over time, a broader recognition of the many
interacting effects of microgravity on the body viewed as a whole organism
was established as was the model of simulating microgravity via head down
bed rest [12, 16, 19].

Over the years, researchers working in the area of gravitational and
spaceflight physiology have used subjects who were bed-rested in the supine
position or at various levels of head down tilt such as 5◦, 10◦, or 15◦
(referred to here as head down bed rest, HDBR). For the details of bed rest
studies that have used different angles of tilt as well as varying durations
of bed rest, the reader is referred to Sandler and Vernikos [20]. To mimic
the effects of microgravity, 6-degree head down supine body position is the
standard implementation, which acts to equilibrate the distribution of blood
and tissue volume, simulating the lack of gravitational pull to the lower
body [12, 16].

Bed rest studies can be adjusted to mimic various space flight durations
as well. Typical duration spans are short-term (5–7 days), medium-term
(21 days), and long-term studies (60–90 days). Bed rest studies can be
restricted to all male or all female studies such as a 90-day male bed rest
study in 2001/2002 and the 60-day female bed rest study WISE-2005 [12].
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Recently, there have been initiatives to introduce some standardization
in bed rest study protocols to allow for greater cross-study exploitation of
data [6, 12]. Such standardization would reduce confounding influences and
allow for the comparison of different systems or different measurements under
a common perturbation.

25.5 Physiological Systems Affected by Spaceflight
and Bed Rest

Lack of gravity poses many challenges, which can impair the function of a
number of physiological systems. On the other hand, microgravity represents
a unique window for observing the response of physiological systems because
it represents the suspension of those evolutionary challenges that shaped
such systems. Bed rest studies allow for more delicate, complex, and even
invasive measurements, which may be difficult or impossible to implement
or to accurately carry out in space such as bone marrow biopsies or complex
sonographies.

Direct information on microgravitational effects in space flight and infor-
mation from bed rest studies reenforce the understanding of effects in both
areas, and together, both sources of information can provide further novel
information on physiological system function in general and in specific
processes. For example, bed rest and spaceflight are both accompanied by
loss of plasma volume and hemoconcentration, thus leading to a higher risk of
blood clotting with potential dire consequences. We are not aware, however,
of any study that examined clotting changes during spaceflight. On the other
hand, there are several studies, which have examined the effects of physical
inactivity during bed rest on clotting [9].

Similarly, recovery from bed rest immobilization provides an important
surrogate for astronaut recovery after flight as well. Deconditioning following
either weightlessness or bed rest shares many effects and symptoms charac-
terized by orthostatic intolerance (OI) [4]. Hence, studies that reflect on the
origin of OI and the efficacy of countermeasures in the bed rest context can be
expected to translate into countermeasures in space. The review by Convertino
[4] provides useful examples of this observation. In addition, studies in
both microgravity and bed rest conditions can provide information on the
physiology and clinical problems related to OI and potential countermeasures
for patients suffering from OI.

A great deal of research related to physiological effects of microgravity in
space and simulated microgravity during bed rest has been published, and
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review articles summarizing this research have appeared as well. In this
section, we mention several reviews in specific areas as well as general
reviews, which cumulatively set the context for taking bed rest as a valid surro-
gate for space microgravity. We now discuss some key physiological systems
where important parallels can be made between the physiological effects of
microgravity and bed rest. These areas include the autonomic nervous system,
musculo-skeletal system, cardiovascular system, neuro-vestibular system,
immune system, and the renal system.

Autonomic nervous system (ANS): The ANS is involved in the control of
cardiovascular, thermoregulatory, respiratory, metabolic, gastrointestinal, and
many other systems, and gravity influences these systems not only directly
but also through feedback control mechanisms involving autonomic function
which are thus impacted by a lack of gravitational stress from multiple
sources. For example, sympathetic-vestibular links to blood pressure control
are influenced by bedrest [7] as have effects of microgravity on baroreceptor
sensitivity [1].

Musculo-skeletal system: Due to a lack of gravitational loading on the
musculoskeletal system, muscle loss and bone loss occur during bed rest and
spaceflight [10]. Indeed, bed rest has been recognized as a very useful and
appropriate model for bone loss observed in space flight and microgravity
[6, 13, 24]. The effects during bed rest on bone mineral density, bone markers,
and calcium balance, and excretion are qualitatively consistent (although of
lesser magnitude) to those deleterious effects seen in space flight [13]. Bed rest
has also been used to test countermeasures to mitigate these effects. The review
by Leblanc et al (2007) provides an extensive comparison and assessment of
bed rest and space flight data on bone loss [13].

Cardiovascular system: The bed rest model can very effectively reflect
the effects of microgravity on the cardiovascular system and in particular
cardiovascular deconditioning and orthostatic intolerance (see [4]). The effect
of reduction in plasma volume induced by microgravity impacts cardiac
function in a variety of ways and reduces baroreflex sensitivity as well [24].
Many of these effects can also be seen in HDBR (see [16]), indicating the
appropriateness of this model for studying the effects of microgravity as
well as potentially linking these effects with the deconditioning in aging
(see below).

Neurovestibular system: This system integrates mechanisms related to
posture, eye movements, spatial orientation, and higher cognitive processes
such as 3-D vision. This system also plays a role in the respiratory and
cardiovascular systems, as well as many other regulatory mechanisms such
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as circadian regulation. Weightlessness impacts vestibular function in many
ways, and HDBR may also induce related effects. The study by Dyckman
et al (2012) indicates an impact of bed rest on the vestibulo-sympathetic
response, which may influence blood pressure control and hence play a role
in orthostatic intolerance [7]. This study illustrates the point that, given the
complexity of interacting systems, the parallels between microgravity and
head down bed rest need to be carefully considered when drawing inferences
in specific scenarios.

Immune system: This complex system is certainly influenced by spaceflight
and can be be affected by many factors including stress and exposure to
radiation [6]. Bed rest studies related to immune system effects can differ
from effects seen in space [6]. Hence, it is not clear how appropriate the bed
rest model is for immune effects although it can serve as a comparison for other
models [6]. The immune system response highlights again the fact that care
must be taken when considering parallels between space flight microgravity
and bed rest.

Renal function, volume regulation and aquaporins: Body water balance is
regulated by vasopressin. Vasopressin signaling promotes water reabsorption
in the renal collecting duct by triggering redistribution of the water channels
Aquaporin-2 (AQP2) from intracellular vesicles into the plasma membrane
[23]. AQP2 is partially excreted in the urine [22] and can represent a useful
noninvasive biomarker for understanding the physiological renal response
(and adaptation) to alteration in external gravity. AQP2 excretion has been
evaluated as a biomarker of renal adaptation to microgravity in both water
immersion and HDBR models [22, 23].

In addition to the studies and reviews on specific physiological topics
referenced above, several very useful general reviews have been pub-
lished. Pavy-Le Traon et al (2007) provide a comprehensive review of
research over the last 20 years of important areas where the effects of
bed rest and microgravity overlap [16]. This review provides a convincing
case for viewing bed rest as a powerful research tool and useful ana-
log for studying the effects of microgravity. The review by Vernikos and
Schneider (2010) presents many parallels between physiological effects of
bed rest, microgravity, and aging, providing clear insight into how these
three physiological conditions can be merged and coordinated to pro-
vide a more global view of physiological function [24]. The review by
Navasiolava et al (2011) provides a comparative look of bed rest and water
immersion [15].
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25.6 Is Bed Rest a Valid Analog for Microgravity-Induced
Changes?

A key issue is the degree to which bed rest represents a useful surrogate
for microgravity, leading to knowledge reflecting the physiological responses
to microgravity in space flight and information transferable to the design of
effective countermeasures against the negative effects of microgravity. HDBR
(typically at 6◦) is the most commonly used protocol to mimic microgravity
especially for long-duration studies [5] and in relation to complex physiolog-
ical effects [6]. Horizontal supine bed rest immobilization has also been used
to simulate spaceflight induced deconditioning. While both horizontal supine
bed rest and HDBR cause deconditioning, cephalad fluid shifts, and the onset
of hemodynamic changes appear faster during HDBR (detailed in [20]).

The acceptance of HDBR as a valid surrogate for global and specific
micro-gravitational influences on human physiology emerged as a conse-
quence of carrying out many bed rest studies focusing on specific physiological
areas over a wide range of systems and comparing results to direct physiolog-
ical studies of astronauts and cosmonauts. For example, OI is an important
problem for returning astronauts [2] and bed rest subjects face similar problems
at the end of the experimental bed rest procedure. The review of the appli-
cability of bed rest data to the problem of OI after space flight given in [4]
illustrates the usefulness of the comparison between these two manifestations
of OI.

While HDBR has been widely accepted as a valid surrogate protocol
for microgravity in studying physiological systems, it is important to note
that the information from bed rest studies needs to be carefully assessed in
its application to microgravity given that bed rest is not a perfect parallel
for microgravity. For example, some research suggests that certain immune
system responses are affected by stresses seen in space flight rather than
as a direct result of microgravity [17, 24]. Hence, specific immune system
effects may not always arise in bed rest-simulated microgravity [6] (see also
discussion above on immune system).

In addition, physiological responses can vary between ground-based
analogs. As mentioned above, AQP2 excretion has been evaluated as a
biomarker of renal adaptation to microgravity in both water immersion and
HDBR models [22, 23]. These studies revealed that while AQP2 excretion
is probably not a good biomarker to monitor renal fluid regulation during
acute water immersion, it could instead represent a reliable and informative
parameter during prolonged bed rest and possibly under chronic adaptation
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to microgravity in space. Specifically, it has been found that bed rest induces
a biphasic response in AQP2 excretion which is in agreement with expected
fluid redistribution in microgravity: in the early phase the decrease in AQP2
excretion is paralleled by an increase in hematocrit due to reduction in plasma
volume, whereas the subsequent increase in AQP2 excretion is paralleled
by a partial restoration of hematocrit likely due to an AQP2-mediated water
reabsorption in an attempt to restore normal plasma volume. The increase in
AQP2 excretion may be consequent to an increase in vasopressin (because of
reduced plasma volume) as also observed in astronauts during microgravity.
These results make urinary AQP2 excretion a reliable biomarker of renal
water handling during prolonged bed rest and more appropriate in ground
based models to mimic chronic adaptation to microgravity.

Confounding factors and interrelated effects that could differ between the
microgravity of space and the simulated microgravity of bed rest (or water
immersion) may be very difficult to analyze. For example, vestibular control
depends on position, orientation, movement, vision, and gravitational signals,
and interacting effects may be very complex as seen in a study of vestibular-
sympathetic response and its relation to OI in short-term and long-term bed
rest [7]. One needs to clearly establish whether, when and how effects differ
between a fixed supine position mimicking microgravity compared to moving
astronauts experiencing direct microgravity. Indeed, differences can arise in
the physiological effects among the three situations of true microgravity,
HDBR, and water immersion. For example, each of these three situations
involves differing influences on tissue and vascular distribution of fluids
[19]. Hence, for effective modeling of microgravity effects (or the effects of
aging for that matter), one needs to consider whether any differences between
true microgravity and microgravity surrogates can be ignored when drawing
parallels for the specific phyiological mechanisms under study and when these
differences may distort conclusions.

25.7 Bed Rest: A Testing Platform for Application
of Countermeasures to Alleviate Effects
of Microgravity—Induced Deconditioning

Countermeasures to microgravitational effects can be designed and incorpo-
rated in bed rest studies to test many potential approaches including such
novel methods as short-arm centrifuge, [3] which in addition can incorpo-
rates ergometric exercise [14]. Such methods can be tested for preventing
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or reducing spaceflight deconditioning impairing cardiovascular, bone
metabolism, musculoskeletal, autonomic, and other system functions. Infor-
mation derived from tests of possible countermeasures for spaceflight decon-
ditioning will be critical for microgravity exposures of long duration as will
be encountered, for example, during a mission to Mars. An example of
analysis related to deconditioning and aerobic exercise during bed rest can
be found in Lee et al (2010) [14], and the implementation of centrifugation
as a countermeasure implemented via bed rest is illustrated in Clément and
Pavy-Le Traon (2004) [3]. Combined exercise and nutrition countermeasures
have been discussed in Schneider et al (2009) [21].

25.8 Perspectives

In addition to the direct application to space flight, bed rest and other
immobilization studies have been designed and carried out to study many
other physiological conditions related to a diverse set of situations such as
hospital demobilization after surgery or injury, coma, paralysis, as well as to
study the effects that arise due to aging. It is important to note that there is a
potential for developing a powerful synergy of information relating broader
bed rest problems and the problem of microgravity. In particular, there are clear
potential parallels between microgravity, aging, and immobilization [24].

Bed rest (and water immersion) are global models for the effects of
microgravity, influencing a number of systems simultaneously. This is an
important advantage but it is also possible to consider models of microgravity
that influence individual systems or specific system levels. For example,
specialized devices have been used for studying the effects of reduced gravity
at the cellular level [11]. Hence, one always needs to keep in mind the research
goals when considering appropriate surrogates for physiological effects of
microgravity and space flight.
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Behavior, Confinement, and Isolation

Carole Tafforin

Ethospace, Toulouse, France

With long-term space missions, behavioral scientists agree that the personal
and interpersonal adaptive processes became of prime importance for crew
performance in isolation and confinement. Anecdotal reports from crews
of the Russian orbital station (Mir) and the International Space Station
(ISS) indicated such psychosocial issues. The crewmembers thus have to
adapt to a wide range of environmental factors: reduced and closed space,
life-support restriction, group density, delayed communication, far from
civilization, lack of variety of food, lack of natural light and surrounding,
lack of privacy, and monotony of daily life. These include factors related to
space crew heterogeneity: interpersonality, crew demographics, value, culture,
and language background. Effective procedures for selection, training, and
psychological support will help to determine the outcome of next space
missions and space explorations. Psychosocial adaptation to a Mars mission
is a new challenge [1] and involves temporal factor in a novel way. Time has
definitely an impact on behavior. For simulating those factors, generating on
Earth an extra-terrestrial environment would help in getting better knowledge
of human factors with a focus on the behavior of confined and isolated
crews.

Researches specifically relevant to confined crews concern undersea
habitats including submarines campaigns and closed-tanks experiments in
multi-chamber facilities (i.e., the space simulators).

The current results in Capsule habitats state a positive psychology in terms
of salutogenic adaptation [2] although inter-individual conflicts, changes of
mood, high levels of tension/anxiety, depression and mental disturbances
due to deprivations, dangers, and stresses were detected. They have an
impact on coping style, efficiency at work, motivation to the mission goal,
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cognitive functioning, crew cohesion, and crewmember’s well-being as a
result.

During NEEMO1 missions for instance, the individuals that lived inside
the divers’ undersea habitat with strict life-support and worked outside for
testing equipment in buoyancy, experienced a powerful training that have an
enduring value, a benefic effect, and an optimized success for their allotted
space missions. High crewmember autonomy would become the norm for
future exploratory missions [3].

During submarine missions, the crew is confronted to additional envi-
ronmental properties: crowding, schedule per quarters, absence of day/night
cues, no communication with Earth, no information on underway position, and
prolonged dangerous operations. The rigorous and very long crew training that
occurs before military deployments and the presence of strong hierarchical
rules lead to behavioral stereotypes and over-learned technical responses [4]
that do not permit uncertain outcomes in the adaptive process.

Closed tank experiments were justly designed with the aim of studying
the crewmembers’ behavioral strategies of adaptation. Ethological investiga-
tions made during ISEMSI2, EXEMSI3, and HUBES4 experiments described
changes in social behavior over time and according to the environmental situ-
ation [5]. Within large or open areas, interindividual distances were constant.
In reduced habitats, the frequency of personal distances, according to Hall’s
classification, decreased and the frequency of public distances increased with
high levels of social distance and body mobility from the initial period to the
final period of confinement. Over the campaigns, living and working together
in closed tanks were more and more stressful and the long-term adaptive
process was not still achieved after 135 days. In the SFINCSS5 experiment,
comparing one group confined for 240 days and two groups for 110 days,
differences in culture and attitudes toward gender were factors identified
as having a major impact on the intergroup relationship [6]. Other results
indicated coping behaviors. Environmental stresses were identified altering
well-being and human performance inside the multi-chamber facilities.

The Mars-500 experiment offered an exceptional paradigm that promoted
further advances on crew behavior not only in confinement but also in extended
time period and in high autonomy. Summarized results from multidisciplinary

1NASA Extreme Environment Mission Operations.
2Isolation Study for European Manned Space Infrastructure.
3EXperimental campaign for European Manned Space Infrastructure.
4HUman Behavior in Extended Space flight.
5Simulation of Flight International Crew on Space Station.
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approaches [7] showed a progressive reduction in physical activities during
the course of the simulation, disturbances in sleep quality and quantity,
changes in patterns of language within the high autonomy phase and during
Mars landing period, increased perceived homogeneity in personal values,
consistency in the most salient personal goals, gain of positive strengths
from demanding situation, and increased loneliness particularly at the end
of 520-day confinement. An ethological monitoring of the crew globally
pointed out time effects, cultural preferences and individual differences in the
crew’s actions, interactions, expressions and communications during Mars-
500 experiment. A personal account by the crewmembers who experienced
this simulated interplanetary flight reported, for some of them, difficult periods
when few contacts were arriving from outside, and for all of them, the lack
of connection with nature, the lack of fresh and variety of food, and the
importance of communication channels. Psychological crew support pro-
gram, implemented as countermeasure in the experiment, provided efficient
communication sessions.

Such studies have demonstrated the interest to extend ground simulations
of the psychosocial environment encountered during very long-duration stays
in isolation and confinement. This conducted to a focus on the isolation factor.

Researches specifically relevant to isolated crews concern polar regions
stays in Antarctica and in Arctic and dessertic lands (i.e., the analogue
environments).

The most salient data collected from numerous winterovers in South Pole
stations led to propose four characteristics regarding psychosocial adaptation
to isolation in extreme settings: adaptation is situational, adaptation is social,
adaptation is cyclic, and adaptation is salutogenic according to Palinkas cited
in [8]. However, a significant increase in depressed mood was emphasized
in men and women who spent a year at Mac Murdo Station and Amundson-
Scott station in Antarctica [9], for example. All-female crews are rare and
mixed-gender expeditions were developed. This provides evidence of the
heterogeneous groundwork of a crew to cope, regulate, and adapt for a
better equilibrium in isolation conditions. Considering multi-cultural crews,
cross-cultural comparisons have provided some findings that suggest a char-
acteristic personality trait profile in the Antarctic expeditioner [10] that may
be considered in the future to select space explorer.

Studies performed at the FMAR6 in Devon Island, indicated differences
between individual coping styles across time. Stress decreased for females

6Flashline Mars Arctic Research Station.
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while it increased for males who demonstrated higher levels of excitement,
tiredness, and loneliness [11]. The results concluded that simulations of
prolonged real isolation and hostile natural environment appear to provoke
true demands for adaptation that actually approaches interplanetary missions.
Depending on weather conditions, the crew stays for short-term (mimicking
Moon landing) or for long-term missions (mimicking Mars landing). In both
cases, the adaptation is situational.

As test beds for field operations, studies at the MDRS7 in Utah desert
investigated crew selection protocols, tested key habitat design features,
replicated space food packages, compared mission crews with backup crews,
analyzed the high workload on crew vigilance, and examined communications
in multi-lingual crews, among other investigations. Preliminary works on
language skills revealed that verbal and nonverbal expressions were influenced
by the cultural background such as native language, by their respective roles
within the crew and the crewmembers’ spirit [12]. They contributed to show
that the adaptation is social.

The most recently built station in Polar Regions was Concordia at Dome
C. This South Pole base serves as research laboratories with a particular
interest on space life sciences. The crews who stay there are considered as
winterers but also as interplanetary crewmembers because of similarities with
the personnel composition, architectural structure, and temporal scale. With an
emphasis on the long-duration factor, ethological observations made weekly
during a collective activity at meal times, allowed to describe and quantified
certain profiles of social behavior according to the mission day. Interesting data
were on the collective attendance and collective time. The results showed for
instance, periodic changes in the number of winterers attending the meals,
over three periods of 13 weeks each (Figure 26.1) and cyclic variations in
the time spent altogether at meals, every 7 weeks (Figure 26.2). A Mars
mission scenario on different crew organizations over time could be applied
in real mission. These findings further demonstrated that the adaptation is
cyclic.

With the opportunity of Tara expedition in Arctic, the environmental
properties became more and more stressful because of the combined isolation
and confinement factors in synergy with the associated periods of winterover
totalizing 507 days in duration like a Mars mission. Preliminary results
[13] showed that the irregularity of collective time and the variations of
inter-individual positions were behavioral indicators that would prevent the

7Mars Desert Research Station.
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Figure 26.1 Collective attendance at the morning meal, midday meal and evening meal, at
Concordia station in Antarctic, according to the days (mission DC2, 2006).

Figure 26.2 Collective time at the evening meal, at Concordia station in Antarctic, according
to the days (mission DC2, 2006).
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monotony of daily life. A complete study is in process. It should support the
statement that the adaptation is salutogenic.

These examples highlight the key issues relevant to researches on isolated
and confined crews’behavior in order to provide the space crews with the best
quality of life and success of missions. A synthesis on psychology of space
exploration exhaustively reviewed contributions in the area [8].

Future researches might include further studies on cognitive issues in
terms of new crewmember’s representation of the crew and in terms of new
crewmember’s representation of the outsight.
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All the means that have been considered in this book exhibit advantages and
inconvenience for recreating the space conditions on Earth. In order to help
the reader to discern what the best means are for a given investigation, we have
listed and summarized in Table these means, their advantages, and drawbacks
for particular studies.

Despite the inconveniences and artifacts present for the various ground-
based systems, a wealth of knowledge has been emerged from such facilities.
These studies either were published as self-standing experiments or were
reported as part of the preparatory process of an in-flight experiment. In any
case, it is recommended to verify, in due time, any ground-based microgravity
or radiation simulation observation by in-flight studies. Often, also ground-
based hypergravity studies add to our overall understanding of the effect of
weight onto systems.
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Table Main advantages and unconvenients of the current means used to recreate space
conditions on Earth

Mean Advantages Inconveniences
Drop tower High micro-g quality Time (∼9 s)

Parabolic flight (plane) Easy access Time (∼20 s)
Human subjects g-jitter (10−2 g)

Tunable g

Parabolic flight High micro-g quality Time (2–14 min.)
(sounding rocket) Tunable g

Magnetic levitation Long Term g-compensation depends
Easy access on sample size

Possible biological effects

Plateau method Easy Liquid mixtures only

Centrifuge Easy access g-gradients
Human subjects inertial shears

Tail suspension Easy access Animal stress
Only rodents

Bed rest Easy access Subset of organ systems
Clinostat/ Easy Limited volumes

RPM Fluid shear / movement
stress

Vibrations Easy Temperature gradient

Radiation Easy Limited particle spectrum/
energies

Analogs Easy Only subset of actual
Human subjects flight stress

Atmosphere chambers Easy Size/radiation spectrum
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