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PLANCK SCIENTIFIC COLLABORATION (ESA)

presented to Jean-Loup Puget, the Principal Investigator of the High Frequency Instrument (HFI).

"for obtaining important constraints on the models of inflationary stage of the Universe and level of primordial non-Gaussianity; measuring with unprecedented sensitivity gravitational lensing of Cosmic Microwave Background fluctuations by large-scale structure of the Universe and corresponding B-polarization of CMB, the imprint on the CMB of hot gas in galaxy clusters; getting unique information about the time of reionization of our Universe and distribution and properties of the dust and magnetic fields in our Galaxy."

Planck ESA’s mission, was designed to image the temperature and polarization anisotropies of the CMB over the whole sky, with unrivalled angular resolution and sensitivity, pushing the technology to unprecedented limits. In the framework of the highly precision experimental cosmology the legacy Planck results on testing theories of the early universe and the origin of cosmic structure, has provided a major source of information crucial to many cosmological and astrophysical issues. Planck carried out two instruments:

- the High Frequency Instrument (HFI), Principal Investigator: Jean Loup Puget;
- the Low Frequency Instrument (LFI), Principal Investigator: Nazzareno Mandolesi.

The instruments were complementary and using different technology to cross check independently final results and systematic errors. They worked together to produce the overall mission results. The Planck space mission (ESA) has been a wonderful example of Team effort in a large international collaboration, involving scientific, technical and managerial aspects. The unprecedented accuracy of the Planck measurements have established new standards in the determination of fundamental cosmological parameters, as well as new insight in Galactic and extragalactic astrophysics. The Planck full-sky maps in temperature and polarization will remain a lasting legacy for at least dozen years to come. More than 100 papers signed by Planck collaboration have already 30 000 citations in scientific literature. The success of Planck HFI and LFI would not have been possible without the contribution of a large number of talented and dedicated scientists and engineers from many countries of Europe, USA and Canada. HFI was designed to produce high-sensitivity, multi-frequency measurements of the diffuse radiation permeating the sky in all directions in the frequency range of 84 GHz to 1 THz cooled at 100 mK. The instrument consisted of an array of 52 bolometric detectors placed in the focal plane of the telescope. LFI, a microwave instrument, was designed to produce high-sensitivity, multi-frequency measurements of the microwave sky in the frequency range of 27 to 77 GHz. The instrument consisted of an array of 22 tuned radio receivers located in the focal plane of the telescope, cooled at 20 K.
**HANSEN EXPERIMENTAL PHYSICS LABORATORY AT STANFORD UNIVERSITY**

Presented to [Leo Hollberg](#), HEPL Assistant Director

"to HEPL for having developed interdepartmental activities at Stanford University at the frontier of fundamental physics, astrophysics and technology"

**Brief History of Stanford’s HEPL and Ginzton Laboratories**

In 1947, working in the Stanford Physics Department’s Microwave Lab, Physics Professor, William W. Hansen and his research team, along with Assistant Professor of Physics and microwave expert, Edward L. Ginzton, completed development on the world’s first traveling wave electron linear accelerator. Dubbed the Mark I (see photo) it generated a 1.5 million electron volt (MeV) beam. Hansen’s entire report to the U.S. Office of Naval Research (ONR) that funded the project was just one sentence: “We have accelerated electrons.”

This successful first step in linear electron acceleration spawned the birth of Stanford’s High Energy Physics Lab (HEPL) and Ginzton labs. In 1990, HEPL was renamed the WW Hansen Experimental Physics Lab (also HEPL). HEPL and Ginzton were setup as Stanford’s first independent labs. They were organized to facilitate cross-disciplinary research, enabling scientists, engineers, staff and students to work towards common research goals using cutting edge lab equipment and technologies on medium-scale projects. For the past 70 years, the HEPL and Ginzton Labs have spearheaded Stanford’s leadership in cross-disciplinary physics and become nurturing homes to a variety of physics-based, research projects: including the following examples:

**Robert Hofstadter’s Nobel Prize & Later Work**

In 1961, Stanford Professor Robert Hofstadter was awarded the Nobel Prize for his HEPL Mark III Linear Accelerator work on nuclear form factors (nucleons). In the 1980s, Hofstadter became interested in astrophysics and helped design the EGRET telescope in the NASA Compton Gamma Ray Observatory (CGRO).

**Gravity Probe B (GP-B)**

In 1959, Physics Department Chair, Leonard Schiff, became interested in using gyroscopes in a satellite to measure the Earth’s geodetic effect and the miniscule frame-dragging effect predicted by Albert Einstein’s general theory of relativity. Schiff discussed this project with Stanford cryogenic physicist, William Fairbank, and gyroscope expert, Robert Connors (Aero-Astro department).

In 1962, Fairbank invited post-doc, Francis Everitt, to join the research effort. The team sent a proposal to NASA’s Office of Space Sciences requesting funding to develop gyroscopes and a satellite to carry out this unprecedented test. It took 40 years of R&D at Stanford and other places to create and ready the cryogenic satellite and all of its cutting-edge technologies for launch. In 1975, Leonard Schiff moved the GP-B program to HEPL, breathing new life into the lab. In 1981, Francis Everitt became Principal Investigator, a position he still holds. In 1984, Brad Parkinson became Project Manager and a Co-PI, along with Co-PI’s John Turneaure and Daniel DelBro. On 20 April 2004, GP-B launched from Vandenberg AFB into a polar orbit. Data collection began on 28 August 2004 and lasted 50 weeks. Data analysis took five years in order to remove confounding factors in the data. The final results, published in PRL on 31 May 2011, yielded highly accurate geodetic and frame dragging measurements, with 0.28% and 19% margins of error, respectively.

**GPS Spinoffs from GP-B**

In the 1990s, Brad Parkinson’s research on GPS solutions for positioning the GP-B satellite led to two revolutionary spin-off projects: 1) Wide Area Augmentation System (WAAS) provides highly precise positioning accuracy and integrity for navigation and the automatic landing of airplanes and 2) Precision Farming adding GPS technology to tractors has enabled the automation of many aspects of farming and has spawned a $1 billion/year industry.

**Fermi Gamma Ray Space Telescope (GLAST)**

Stanford Physics Professor, Peter Michelson, is a former HEPL Director and the Principal Investigator for the Large Area Telescope (LAT) on board NASA’s Fermi Gamma Ray Space Telescope, the successor to CGRO/EGRET. Launched on 11 June 2008, Fermi has been highly successful mapping the gamma-ray sky. Under Michelson’s guidance, HEPL’s collaborations with Italy are noteworthy. The development of cryogenic bar detectors of gravitational waves, in collaboration with Edoardo Amaldi and his colleagues, established new stringent upper limits to the gravitational waves incident on the Earth. Likewise, the Fermi LAT was developed by a collaboration between Italian INFN and ASI NASA, and international partners in France, Japan, and Sweden, and used tracking detectors developed, integrated, tested, and qualified for the mission by Italy. GP-B provided the first evidence of frame-dragging on a spinning, superconducting gyroscope. The Fermi detector offers the potential of seeing, through the GeV emission in the Binary Driven Hypernova subclass of long GRBs, the emission from a newly born Black Hole, originating in the induced gravitational collapse of a supernova hypercritically accreting on a binary neutron star companion.

**Robert Byer’s LIGO and ACHIP Projects**

Robert Byer, former Stanford Dean of Research and former HEPL Director, nurtured the GP-B, GPS and Fermi programs to success during his tenure. He is currently an Applied Physics Professor specializing in lasers and optics. His LIGO Group provided seismic isolation, coatings and materials for the LIGO observatories. His ACHIP project is developing a particle accelerator on a microchip—bringing the HEPL/Ginzton Labs full circle to Hansen’s 1947 research.
Professor **LYMAN PAGE**

"for his collaboration with David Wilkinson in realizing the NASA Explorer WMAP mission and as founding director of the Atacama Cosmology Telescope"

This award is given in recognition of Lyman Page’s pivotal role in transforming cosmic microwave background observations into a high-precision experimental science over the past two decades. In particular Page provided major contributions to the success of the Wilkinson Microwave Anisotropy Probe (WMAP) space mission, which delivered outstanding measurements of the CMB anisotropy and polarization pattern. He is now continuing his effort by promoting a new generation of experiments like the Atacama Cosmology Telescope to study CMB polarization to greater precision.

The CMB, the faint afterglow of the Big Bang, is the most powerful probe of the early universe. From its study, we have learned the age of the universe, its major constituents, and have characterized the fundamental fluctuations in gravity that gave rise to cosmic structure. The desire to measure the CMB ever more precisely has driven the development of extraordinary detectors and techniques which will be reviewed in the Lectio Magistralis by Lyman Page. He will describe what we might hope to learn from the CMB in the next decade, including detecting gravitational waves from the birth of the universe if they exist at sufficient amplitude.
Rashid Sunyaev gave extraordinary contributions to the understanding of physical processes in the universe which identified new and uniquely informative targets for observational cosmology. In particular, the Sunyaev-Zeldovich effect, now observed in thousands of clusters of galaxies over the entire sky, has become a cornerstone of cosmology and extragalactic astrophysics, so much so that it is now considered a research field in its own right. Furthermore, Sunyaev’s studies of processes in the early universe responsible for angular anisotropy and frequency distortions of the cosmic microwave background have left a profound and lasting legacy for cosmology. In particular, Sunyaev and Zeldovich predicted the presence of acoustic peaks in the CMB angular fluctuation power spectrum and the existence of baryonic acoustic oscillations. He is currently the project scientist leading the scientific team of the international high-energy astrophysics observatory Spektr-RG being built under the direction of the Russian Space Research Institute.
Professor **SHING-TUNG YAU**

"for the proof of the positivity of total mass in the theory of general relativity and perfecting as well the concept of quasi-local mass, for his proof of the Calabi conjecture, for his continuous inspiring role in the study of black holes physics"

Shing-Tung Yau has made fundamental contributions to differential geometry which have influenced a wide range of scientific disciplines, including astronomy and theoretical physics. With Richard Schoen, Yau solved a longstanding question in general relativity by proving that the combined total energy of matter and gravitational field in an asymptotically flat universe is positive. In 1982 Yau was awarded the Fields Medal, the highest award in mathematics, and in 1994 he shared with Simon Donaldson the Crafoord Prize of the Royal Swedish Society in recognition of his development of nonlinear techniques in differential geometry leading to the solution of several outstanding problems.

Another outstanding achievement of Yau is his proof of the Calabi conjecture which allowed physicists to show that string theory is a viable candidate for a unified theory of nature. Furthermore in 2008 Yau (with M.T. Wang) introduced the concept of “quasi-local mass” in general relativity which can be of help to get around the old conundrum — the non-locality of the energy density in relativistic gravity.

During his scientific career Yau had more than 50 successful PhD students. At present he is a professor of mathematics at Harvard University where along with research he continues many pedagogical activities. For example, he has created the "Black Hole Initiative", an interdisciplinary center at Harvard University involving a collaboration between principal investigators from the fields of astronomy (Sheperd Doeleman, Avi Loeb and Ramesh Narayan), physics (Andrew Strominger), mathematics (Shing-Tung Yau) and philosophy (Peter Galison). This "Black Hole Initiative" is the first center worldwide to focus on the study of the many facets of black holes.

MG16 in 2021 will mark the 50th anniversary of the mass-energy formula for black holes based on the Kerr metric. This timing is an omen that Yau and his school will soon further enlarge our knowledge of this formula with their powerful mathematical analysis.
PREFACE

The Marcel Grossmann Meetings on Recent Developments in Theoretical and Experimental General Relativity, Astrophysics and Relativistic Field Theories have always had the goal of bringing together scientists from all over the world enabling them to share recent developments in general relativity and cosmology, paying attention to the interplay between physical predictions and mathematical foundations.

More than 800 scientists met at the University of Rome “la Sapienza” for the Fifteenth Marcel Grossmann Meeting (MG15) during the week of July 1–7, 2018 to discuss theoretical topics and the status of the experimental testing and observations of Einstein’s theory of gravitation together with the broad spectrum of gravitational physics related phenomena. The topics discussed ranged from classical and quantum aspects of gravity, relativistic astrophysics, branes and strings, inflation theory, the thermal history of the Universe, to more concrete astrophysics experiments, observations, and modeling, reviewing the current state of the art in theory, observations, and experiments related to relativistic gravitation.

The meeting featured 39 plenary talks during the six mornings of the meeting, plus 6 public lectures given by experts in gravitation and cosmology. 73 parallel sessions, some of which were split over multiple days, kept participants busy with the crucial support of 33 students from Sapienza who managed the coordination of each parallel session and offered technical help.

Three scientists and two collaborations were presented with Marcel Grossmann awards. These were: Lyman Page, Rashid Alievich Sunyaev, Shing-Tung Yau, the Planck Scientific Collaboration (ESA) represented by Jean-Loup Puget, and the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, represented by Leo Hollberg.

The detailed program of plenary and public talks is as follows:

Shing-Tung Yau (Harvard University): Quasi-local mass at null infinity
Malcolm J. Perry (University of Cambridge): Black hole entropy and soft hair
Thomas Hertog (KU Leuven): A smooth exit form eternal inflation
Jean-Luc Lehners (Max Planck Institute for Gravitational Physics): No smooth beginning for spacetime
Ivan Agullo (Louisiana State University): Loop quantum cosmology and the cosmic microwave background
Elena Pian (IASF Bologna): Kilonovae: the cosmic foundries of heavy elements
Nial Tanvir (University of Leicester): A new era of gravitational-wave / electromagnetic multi-messenger astronomy
Tsvi Piran (Hebrew University of Jerusalem): Mergers and GRBs: past present and future
Stephan Rosswog (Stockholm University): Neutron star mergers as heavy element production site
David Shoemaker (MIT LIGO Laboratory): LIGO’s past and future observations of black hole and neutron star binaries

Yu Wang (ICRANet): On the role of binary systems in GW170817/GRB170817A/AT2017gfo

Hao Liu (University of Copenhagen): An independent investigation of gravitational wave data

Stefano Vitale (University of Trento): Gravitation wave astronomy in ESA science programme

Takaaki Kajita (University of Tokyo): Status of KAGRA and its scientific goals

Masaki Ando (University of Tokyo): DECIGO: Gravitational-Wave observations from space

Jun Luo (Sun Yat-Sen University): TianQin: a space-borne gravitational wave detector

Jo Van Den Brand (Dutch National Institute for Subatomic Physics Nikhef, and VU University Amsterdam): Gravitational wave science and Virgo

Ernst Maria Rasel (Leibniz Universität Hannover): Science fiction turns into reality: Interferometry with Bose-Einstein condensates on ground and in space

Manuel Rodrigues (Université Paris Saclay): The first results of the MICROSCOPE test of the equivalence principle in space

Victoria Kaspi (McGill University): Fast radio bursts

Bing Zhang (University of Nevada): From gamma-ray bursts to fast radio bursts: unveiling the mystery of cosmic bursting sources

Jean-Loup Puget (CNRS): The Planck mission

Jorge Armando Rueda Hernandez (ICRANet): Binary-driven hypernovae and the understanding of gamma-ray bursts

Remo Ruffini (ICRANet): The essential role of the nature of the binary progenitors for understanding gamma ray bursts

Heino Falcke (Radboud University Nijmegen): Imaging black holes now and in the future

Luc Blanchet (Institut d’Astrophysique de Paris): Post-Newtonian theory and gravitational waves

Jean-Loup Puget (Université Paris): From Planck to Atacama Cosmology Telescope

Razmik Mirzoyan (Max Planck Institute for Physics): Gamma-ray and multimessenger highlights with MAGIC

Elisa Resconi (Technical University Munich): Neutrino astronomy in the multimessenger era

Francis Halzen (University of Wisconsin-Madison): IceCube: opening a new window on the universe from the South Pole

James Lattimer (Stony Brook University): The history of R-process

Ralph Engel (Karlsruhe Institute of Technology): What have we learned about ultra-high-energy cosmic rays from the Pierre Auger Observatory?
Paolo De Bernardis (Sapienza - University of Rome):

Fabio Gargano (INFN Bari): DAMPE and its latest results

Markus Arndt (University of Vienna): Experiments to probe quantum linearity at the interface to gravity & complexity

Tobias Westphal (University of Vienna): Micro-mechanical measurements of weak gravitational forces

Shu Zhang (Institute of High Energy Physics, Chinese Academy of Sciences):

Lorenzo Amati (INAF - OAS Bologna): Cosmology and multi-messenger astrophysics with Gamma-Ray Bursts

Elisabetta Cavazzuti (ASI): GeV LAT observations from GRBs and active galactic nuclei

Remo Ruffini (ICRANet): Concluding Remarks

Roy Kerr (University of Canterbury): Towards MG16

Public Lectures

Jeremiah Ostriker (Columbia University): Ultra-light scalars as cosmological dark matter

Malcolm Longair (University of Cambridge): Ryle and Hewish: 50 and 100 year anniversaries [Radio astrophysics and the rise of high energy astrophysics]

Lyman Page (Princeton University): Measuring the Cosmic Microwave Background

Marc Henneaux (Université Libre de Bruxelles): The cosmological singularity

Anne Archibald (Newcastle University): Does extreme gravity affect how objects fall?
Concluding remarks by Prof. Remo Ruffini

For over more than four decades the Marcel Grossmann Meetings have been fostering the interaction between mathematics, relativistic field theories and observations in physics and astrophysics and has witnessed the birth and exponential growth of various new subfields within astrophysics. This has also occurred in 2018 during the MG15 (see Fig. 1), which has seen the participation of approximately one thousand participants from 71 different countries (see Fig. 2). In MG15, as is clear from the above program, we have seen considerable progress in theory on topics ranging from models of quantum gravity to the mathematical structure of Einstein’s equations.
In particular, an MG15 individual award was given to Prof. Rashid Sunyaev, as a member of the relativistic astrophysics school of Zel’dovich-Sunyaev (see Fig. 3) and to Prof. Shing-Tung Yau, as a representative of the Chinese-American school of differential geometry and general relativity (see Fig. 4).

This has been accompanied by extensive developments in the exploration of the cosmic microwave background with announcements of the final results of the Planck satellite that followed earlier predecessors, like WMAP. In this sense, particularly meaningful have been the MG15
Awards presented to Prof. Jean-Loup Puget, who has successfully accomplished the ESA Plank mission (see Fig. 5) and to Prof. Lyman Page, one of the main participants of the glorious NASA WMAP mission, successfully lead by David Wilkinson (see Fig. 6). I was very fortunate to be in Princeton as an assistant professor at the time WMAP was initially conceived.

X-ray astrophysics gradually successfully evolved from the first rockets of Riccardo Giacconi discovering Scorpius X-1 using well tested Geiger counters, moving on to larger missions using X-ray mirrors in the Einstein Observatory, in XMM and on to the NASA Chandra mission, each new mission introducing new technologies based on previous successes. The
Chandra data on GRB 170817A were amply discussed in the MG15 meeting. Analogously, starting from the earlier gamma ray detectors on the Vela satellite, gamma ray astrophysics reached maturity with the Compton Observatory with the BATSE instruments on board. These two fields joined their separate expertise together in the hybrid Beppo SAX satellite. Equally impressive was the transition from Beppo SAX to the Neil Gehrels Swift Observatory and the Fermi Gamma-Ray Space Telescope that followed EGRET and opened up the field of high energy gamma-ray astrophysics, adding further successes to this ongoing story. One of the most significant contributions to the success of the Fermi mission has been the LAT detector, jointly led by the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, which received the MG15 institutional award, presented to Prof. Leo Hollberg (see Fig. 7).

More recently we are witnessing the birth of TeV astrophysics springing from the ground-based MAGIC, HESS and Whipple telescopes, as well as neutrino astrophysics associated with underground (ICE Cube) and underwater laboratories. New tantalizing results concerning the spectrum and composition of cosmic rays have been reported by the Alpha Magnetic Spectrometer experiment on the international space station. All of these...
together mark the gradual development of the largest observational effort in history, well recorded in these MG meetings (see Fig. 8). Today relativistic astrophysics is offering us the possibility of utilizing all of these multi-wavelength observations simultaneously in the study of GRBs and active galactic nuclei. Indeed the description of the distinct temporally discrete episodes for the GRB 130427A, one of the most complex astrophysical objects ever observed, requires the simultaneous knowledge of observations from all of these various wavelengths. This exponential growth in all these areas of astrophysics has been accompanied by attempts at data acquisition of gravitational wave signals arriving on the Earth. After the failure of the initial attempt by Misner and Weber in 1972, the new attempt by LIGO-VIRGO was discussed extensively in this MG15 meeting.

![Fig. 8. From the left to right: Leo Hollberg, Rashid Sunyaev, Shing-Tung Yau and Remo Ruffini during the MG15 official awards ceremony.](image)

Indeed in addition to the many topics discussed in the plenary lectures, there was a special session dedicated to kilonova and gravitational waves chaired by Enrico Costa on July 3 and a session on gravitational waves chaired by Claus Lämmerzahl on July 4. Many intense discussions took place at the meeting, both in the plenary and parallel sessions, bringing together different points of view, at times controversial, which stimulated a large number of articles published in leading scientific journals in the months following the meetings. The impossibility of finding these discussions in these proceedings is simply explained: it is due to the incomprehensible decision by Sapienza University not to renew the collaboration agreement with ICRANet. What is incomprehensible is that both the research and teaching activities of ICRA and ICRANet are
recognized internationally at a worldwide level, in more than 70 nations. Locks were put on the ICRA Offices (see Fig. 9).

Fig. 9. Remo Ruffini shows to Barry Barish the locked offices of ICRA at Sapienza University.

The preparation of the proceedings was halted. It was not possible to follow up with post-conference interactions and the impossibility of access to our offices and interact with our students. The invited lecturers, clearly indicated in the conference program and some of the world leaders in their fields who had just presented their extremely interesting lectures stimulating widespread interest, mostly chose to publish their results in international journals giving rise to some of the most highly cited articles in recent times. Only a minority were published here. This was also the case for some of the ICRA-ICRANet lectures, which appeared in:


The dialogue we had started at MG15 undoubtedly had a very stimulating effect on the community which have been followed up and expanded upon in the subsequent MG16 meeting in 2021. Paradoxically, the moments of greatest difficulty for ICRA members have coincided with the flow of new ideas which promoted the steps forward towards the final identification of some fundamental laws of black hole electrodynamics. The very night ICRA offices were locked up and its electronic communications cut, we had submitted a paper to The Astrophysical Journal for publication containing the first fundamental steps for identifying the “inner engine” of GRBs as discussed in talks in this conference. After one year and four months a judge ordered Sapienza to return the ICRA offices.

I am looking forward to a renewed successful collaboration with Sapienza University, enjoyed for more than three decades, to pursue a new common “path” for the rapidly expanding knowledge of the largest distant objects in our Universe. There is still room for improvement: now that the differences have been identified in published articles, a joint effort on an attentive scientific analysis on both sides can lead to the understanding of the nature of these differences and to jointly converge to common solutions. For this to occur, dialogue and not obstruction of office space is needed. As soon as these clarifications will be achieved, we will be able to proceed in a broad scientific effort of common topics of interest in Einstein’s theory, in relativistic astrophysics, ranging from the astrophysics of black holes, neutron stars, dark matter and primordial cosmology, observing the rules of basic academic relations.

I am grateful to all members of the IOC and to Carlo Luciano Bianco, Nathalie Deruelle, Rahim Moradi, Tsvi Piran, Jorge Rueda and Narek Sahakyan for advice and discussion.

Remo Ruffini  
Chair of the MG International Organizing Committee  
Director of ICRANet  
President of ICRA  
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PART A
Radio Astronomy and the rise of high energy astrophysics:
Two anniversaries

Malcolm Longair
Cavendish Laboratory,
University of Cambridge,
Cambridge, UK

This essay celebrates the 100th anniversary of the birth of Martin Ryle and the 50th anniversary of the discovery of pulsars by Jocelyn Bell and Antony Hewish. Ryle and Hewish received the 1974 Nobel Prize in Physics, the first in the area of astrophysics. Their interests strongly overlapped, one of the key papers on the practical implementation of the technique of aperture synthesis being co-authored by Ryle and Hewish. The discovery of pulsars and the roles played by Hewish and Bell are described. These key advances were at the heart of the dramatic rise of high energy astrophysics in the 1960s and led to the realisation that general relativity is central to the understanding of high energy astrophysical phenomena.

Keywords: Martin Ryle, Antony Hewish, Jocelyn Bell-Burnell, earth-rotation aperture synthesis, high energy astrophysics, radio sources, neutron stars, supermassive black holes

1. Two Anniversaries

2018 is a cause for celebration in the high energy astrophysical community. The two anniversaries are the centenary of the birth of Martin Ryle (1918-1984) and the 50th anniversary of the announcement of the discovery of pulsars in 1968, associated with the names of Antony Hewish and Jocelyn Bell-Burnell. They were all members of the Radio Astronomy Group in the Cavendish Laboratory. I was present as a graduate student and research fellow through the exciting period from 1963 to 1970.

Martin Ryle and Antony Hewish were awarded the Nobel Prize in Physics in 1974, the first to be awarded in astrophysics. The citation reads:

‘for their pioneering research in radio astrophysics: Ryle for his observations and inventions, in particular of the aperture synthesis technique, and Hewish for his decisive role in the discovery of pulsars.’

Their experimental work was central to the realisation that high energy particles and strong magnetic fields play a major role in modern astrophysics and that general relativity is essential in order to understand high energy astrophysical phenomena.

2. The Origins of Radio Astronomy and the Impact of the Second World War

The story begins in 1933 with the discovery of radio waves from our Galaxy by Karl Jansky who was working at the Bell Telephone Laboratories. The discovery arose
from the need to understand sources of radio interference in radio communications. Grote Reber followed up Jansky’s discovery with his own home-made radio telescope. By 1940, he had succeeded in making the first map of the radio emission from the Galaxy, the results being published in the *Astrophysical Journal.*² Little attention was paid to this work by professional astronomers. The only paper was a discussion which showed that the spectrum of the radiation found by comparing Jansky’s and Reber’s intensity measurements could not be the thermal emission of hot gas clouds.³

Immediately after the Second World War, astronomy was about to be changed out of all recognition as compared with the pre-War era. The contributory causes can be summarised as follows:

- The opening up of the whole of the electromagnetic spectrum for astronomical observation was facilitated by huge advances in radio and electronic techniques as well as by the availability of rockets from which observations could be made from above the Earth’s atmosphere.
- Investment in pure science increased dramatically as the benefits of basic research for defence purposes and for the benefit of society were appreciated.
- Scientific electronic computation began in earnest and would provide the means for advancing all scientific disciplines dramatically.
- Astronomy became one of the ‘Big Sciences’.

These all contributed to many of the great and unexpected astronomical discoveries of the succeeding years.⁴

After the Second World War, a number of University Groups began to investigate the nature of the cosmic radio emission discovered by Jansky. The principal groups involved were at Cambridge, Manchester and Sydney, all of them led by scientists who came from a background in radar. The science of radio communication and detection developed at a great pace during the War under the combined pressures of defending the UK from incoming enemy aircraft and rockets and developing air-borne radar and radio location techniques. The Cambridge efforts were led by Martin Ryle who assembled a brilliant team of young physicists to attack these problems. The Radio Astronomy Group was remarkably tight-knit and everyone contributed to the various technical challenges.

Two of these were of particular importance. The first was the need to achieve higher angular resolution and sensitivity of the antennae and receiver systems. The second was the need to understand the origin and nature of the ‘twinkling’ or ‘scintillation’ of the radio sources. Ryle and Hewish worked on both problems, as can be appreciated from a list of some of their joint papers.

---

Immediately after the Second World War, there was very little money, but Ryle and his colleagues were able to make very good use of surplus war equipment, including high quality radio antennae, a large amount of coaxial cable and other items brought back to the UK as German war booty. It was quickly understood that the way to achieving the goals of higher angular resolution and greater sensitivity was to use radio interferometry and, in particular, to implement the techniques of aperture synthesis in which both the amplitude and phase of the interferometric observations are preserved. Martin Ryle’s contribution of genius was the practical implementation of Earth-rotation aperture synthesis which resulted in both high angular resolution and high sensitivity images of the radio sky.

Optical telescopes reflect the light of a distant object from a parabolic mirror which has the property that the signals from a distant object reflected from all parts of the mirror surface travel the same distance to the focus. The radio astronomers realised that the reflecting surfaces do not need to be part of the same surface.
the path lengths to the focus from the source are the same, the interferometric data provide the necessary amplitude and phase information to begin the reconstruction of the image on the sky. To ensure that the waves travel the same distance, delay lines needed to be introduced so that the signals from the two telescopes were combined in phase. Increasing the number of antennae increases the number of possible pairings of antennae, the short baselines providing the large-scale structure and the long baselines the fine detail.

These techniques were exploited in a series of radio interferometers constructed, first of all, at the Rifle Range site just behind the Cambridge University Rugby Ground and then at the Lord’s Bridge Observatory which was opened in 1957 once the full significance of radio astronomy for astrophysics and cosmology had become apparent. Radio astronomy hit the headlines in 1955 with the first results of the Second Cambridge (2C) Survey. The dramatic result was that there is a large excess of extragalactic radio sources at large distances, implying that these objects had evolved strongly with cosmic epoch. This was initially a controversial result but it led to the need for deeper surveys and the continued development of radio interferometric techniques. The first large interferometer on the Lord’s Bridge site was the 4C radio telescope completed in about 1960. The surveys of the Northern sky carried out by the telescope showed convincingly the evolutionary nature of the radio source population. These radio surveys were carried out with fixed telescopes which mapped the sky by allowing the Earth’s rotation to provide a scan of the sky above the telescope.

To sample the two-dimensional structure of the sources, Ryle and his colleagues pioneered the concept that it is simplest to build a one-dimensional interferometer and then use the Earth’s rotation to carry one telescope about another as viewed from a point on the sky. In this way information is obtained corresponding to the annulus of a large telescope with diameter equal to the maximum separation of the elements of the interferometer. By adding together a number of baselines with different spacings, the equivalent of a single large telescope with diameter equal to the longest baseline separation can be synthesised with much improved sensitivity. Ryle and Ann Neville used the 4C telescope system in 1962 to create the first fully two-dimensional map of a region about the North Celestial Pole using the Earth-rotation synthesis technique. Every available receiver in the Observatory was needed to make the observations.

The implementation of fully-steerable aperture-synthesis radio telescopes was realised with the construction of the Cambridge One-Mile Telescope (OMT). It required a great deal of innovation in electronics, path compensation and computation. The new generation of electronic computers, the Cambridge EDSAC-1 and 2 machines, was essential to carry out the Fourier transforms to convert the interferometric data into two-dimensional maps. The Fast Fourier transform was implemented to make these computations feasible in a reasonable time.
In 1965, the first radio images from the One-Mile Telescope, the world’s first fully-steerable, general purpose, Earth-rotation aperture synthesis radio telescope (Fig. 2), were made of the radio galaxy Cygnus A and the supernova remnant Cassiopeia A. In the EDSAC control room when the first maps came out of the computer printer. The next step was to extend these techniques to higher frequencies with larger numbers of telescopes and this was achieved with the 5-kilometre (Ryle) in the early 1970s. This resulted in much higher angular resolution and sensitivity. The success of these telescopes led to the construction of even more powerful instruments such as the Very Large Array in the USA.

It is remarkable that over the 25 year period from the end of the Second World War, the sensitivity of radio astronomical observations increased by a factor of about one million and the imaging capability of the telescope system improved from several degrees to a few arcseconds, comparable to that of ground-based optical telescopes. This was Martin Ryle’s legacy to radio astronomy. After 1972, his health declined and his interest changed to wind power, sustainability and opposition to nuclear power.

The major impact of radio astrophysics upon astrophysics and cosmology in general cannot be overstated. The discovery of Galactic and extragalactic radio sources revealed the importance of relativistic astrophysics for astronomy in general. To summarise the change of perspective:

![The Cambridge One-Mile Telescope](image-url)
• Enormous energies in relativistic particles and magnetic fields were needed to account for the synchrotron radio emission of the radio sources and involved the conversion of $10^6 M_\odot c^2$ of mass into these forms of energy, at the same time ejecting them far beyond the confines of the host galaxy.

• The role of relativistic jets in powering the huge energies in relativistic particles and magnetic fields became apparent.

• The discovery of the quasars and the BL-Lac objects opened up quite new challenges for the astrophysics of these objects in all wavebands.

• The extreme variability of some of the quasars and BL-Lac objects led to the realisation that supermassive black holes had to be involved in the most extreme active galactic nuclei.

• Evidence for the cosmological evolution of extragalactic radio sources, both radio galaxies and quasars, showed that major changes had taken place in the properties of these objects over the last 75% of the age of the Universe.

These discoveries were first reviewed internationally at the first Texas Symposium on Relativistic Astrophysics held in Dallas, Texas in 1963. At the closing dinner, Thomas Gold remarked:

‘Everyone is pleased: the relativists who feel they are being appreciated, who are suddenly experts in a field which they hardly knew existed; the astrophysicists for having enlarged their domain, their empire by the annexation of another subject - general relativity.’

This was the beginning of high energy astrophysics in its modern guise.

3. The Discovery of Pulsars

The discovery of pulsars in 1967 is associated with the names of Antony Hewish and Jocelyn Bell-Burnell, but the seeds of their achievement were sown long before during the immediate post-War years. During that period, part of Hewish’s research involved understanding the nature of the scintillations of the intensities of radio sources caused by intervening moving plasma clouds. Just as stars twinkle even on the clearest nights, so point sources of radio emission are observed to scintillate, particularly at long radio wavelengths. Their cause is the deflections of radio rays when they pass through irregularities in the ionospheric plasma.

The theory of the process of scintillation was worked out in detail by Hewish in 1951 in a paper entitled ‘The diffraction of radio waves in passing through a phase-changing ionosphere’. The paper set out the theoretical background needed to understand the short-term fluctuations in the intensities of radio sources due to irregularities in an ionised plasma. The same concepts could be used to understand the physics of fluctuations due to ionospheric, interplanetary and interstellar electron density fluctuations. This theoretical paper was followed in 1952 by another entitled ‘The Diffraction of Galactic Radio Waves as a Method of Investigating the
Irregular Structure of the Ionosphere. Applying these concepts to observations of the fluctuating radio signals, Hewish showed that the scale of the irregularities ranged from 2 to 10 km, that the variation of the electron content was about $5 \times 10^9$ electrons cm$^{-2}$ and that the irregularities are at a height of about 400 km. These irregularities moved with a steady wind-like motion at a velocity of the order 100 to 300 m s$^{-1}$.

The same technique could be used to study the solar corona, the region of hot plasma surrounding the Sun. The radio source Taurus A (the Crab Nebula) was observed at varying angular distances from the Sun and the variability of the signal could be accounted for by scattering because of the presence of fluctuations of the electron density in the solar corona. In his paper of 1955 ‘The Irregular Structure of the Outer Regions of the Solar Corona’, Hewish derived the sizes and electron densities of coronal irregularities in the distance range 5 to 15 solar radii.

In 1954, Hewish had remarked in his notebooks that, if the angular sizes of the extragalactic radio sources were small enough, they would illuminate the solar corona with a coherent radio signal and so give rise to rapid time variations in their intensities. This idea was forgotten until about 1962 when Margaret Clarke showed that two of the compact 3CR radio sources ($\theta \lesssim 2$ arcsec) varied very rapidly in intensity. Hewish realised that his old idea was the answer.

By 1964, a number of radio quasars were known and some of these radio sources had small angular sizes. With Paul Scott and Derek Wills, Hewish showed that the radio scintillations were due to scattering of the radio waves by inhomogeneities in the ionised plasma flowing out from the Sun, the Solar Wind. This wind had been predicted by Eugene Parker in 1958 and observed by the Soviet Luna satellites in 1959 and by the US Mariner-2 satellite in 1962. The paper by Hewish, Scott and Wills showed how radio source scintillations could be used to map the outflowing Solar Wind.

Hewish realised that a large, low-frequency array dedicated to the measurement of the scintillations of compact radio sources would provide a new approach to the study of three important astronomical areas:

- it would enable many more quasars to be discovered,
- their angular sizes could be estimated,
- the structure and velocity of the Solar Wind could be determined.

In 1965, he designed a large array to undertake these studies and was awarded a grant of £17,286 by the UK Department of Scientific and Industrial Research to construct it, as well as outstations for measuring the velocity of the Solar Wind. To obtain adequate sensitivity at the low observing frequency of 81.5 MHz (3.7 m wavelength), the array had to be large, 4.5 acres (1.8 hectares) in area, in order to record the rapidly fluctuating intensities of bright radio sources on time-scales as short as one tenth of a second.
Jocelyn Bell joined the 4.5 acre array project as a graduate student in October 1965. She was involved in the construction of the telescope, including knocking the posts into the ground, and then became responsible for the network of cables connecting the dipoles. The telescope was commissioned during July 1967 with the objective of mapping the whole sky once a week so that the variation of the scintillation of the sources with solar elongation could be studied. The array consisted of 2,048 full-wave dipoles arranged in 16 rows of 128 elements. Each row was 470 m long and the north-south extent of the array was 45 m.

A key aspect of the array was that it had to measure the fractional scintillations of the radio sources in real time. Before the days of high speed digital computers, this was achieved by electronic processing of the incoming signals. On a strip chart, the top trace showed the intensity of the source as it passed through the beam of the telescope. This signal was then passed through a high-pass filter so that only the fluctuating component was registered in the middle trace, from which the noise power in the fluctuating component could be displayed in the bottom trace.

While the array was being constructed, Leslie Little and Hewish carried out a theoretical investigation of the strength of the scintillations as a function of heliocentric coordinates. They demonstrated how the angular sizes of the sources could be estimated from measurements of the amplitudes of the scintillations when sources were observed at different solar elongations. A key point was that the scintillations decrease to very small amplitudes when observed at large angles from the Sun.

The commissioning of the 4.5 acre array proceeded through the summer of 1967. Hewish suggested that Bell create sky charts for each strip of the sky each day, noting all the scintillating sources. If the scintillating sources were present on successive weeks at the same astronomical coordinates, they were likely to be real sources, whereas if they were simply interference, for example caused by a nearby unsuppressed tractor or motorcycle, they would not recur at the same astronomical coordinates. This was a very demanding task requiring great persistence, patience and attention to detail on Bell’s part since she had to keep up with the very high rate at which the charts were being produced by the telescope, over 200 metres per week.

The discovery of the pulsar CP 1919 was made by Bell on 6 August 1967, the story of the discovery being contained in Appendix 1 of her PhD dissertation. The remarkable feature of CP1919 was that the source scintillated at roughly the 100% level in the anti-solar direction, quite contrary to the expectations of the scintillation models of Little and Hewish. Furthermore, the source was highly variable and not always present. It was not observed again until 28 November 1968, this time with a much short time-constant in the receiver system – the pulses were detected separately for the first time. To everyone’s astonishment, the signal consisted entirely of a sequence of pulses with repetition period 1.33 sec, the period being stable to better than one part in $10^6$.

The following two months were what Hewish described as the most exciting of
his scientific career. Nothing like this had been observed in astronomy before and Hewish and his colleagues had to be absolutely certain of the correctness of the observations. It was essential to carry out follow-up observations and experiments:

- All sources of terrestrial inference had to be excluded.
- If the source was associated with extraterrestrial emissions, including the notorious ‘Little Green Men (LGM)’, the motion of a planet about the parent star would be easily detectable. The motion of the Earth about the Sun was observed, but no orbital motion of the source.
- The low frequency signals displayed dispersion, the high frequency signals arriving earlier than the low frequencies. This enabled a rough distance of 65 parsec (about 200 light years) to be estimated for the source.
- Three other similar sources were discovered by Bell including one with a period of only 0.25 seconds.

The discovery was kept under tight wraps until Hewish and his colleagues were absolutely convinced that they had discovered a new type of astronomical phenomenon. I was in the next door office to Hewish at the time and I knew nothing about what was going on until he gave a lecture about the discovery in the week before the *Nature* paper was published. The paper ‘Observation of a Rapidly Pulsating Radio Source’ was submitted for publication in *Nature* on 9th February 1968 and published on 24th February 1968.\textsuperscript{15}
Within a few months, Thomas Gold convincingly associated the pulsars with magnetised, rotating neutron stars.\cite{16} The radio pulses are caused by beams of very high energy particles emitting coherent radiation of extraordinarily high brightness temperature escaping from the poles of a magnetised rotating neutron star. When the beam passes across the line of sight to the observer, an intense burst of radio emission is observed.

Very soon after the discovery, large numbers of pulsars were discovered. By now, well over 2000 radio pulsars are known and they are of the greatest astrophysical importance as the last stable stars before collapse to a black hole ensues. The neutron stars represent matter in bulk at nuclear densities and offer many challenges for physicists and astrophysicists. Perhaps most significant was the fact that relativistic stars really exist in nature — general relativity is essential in working out their stability.

In 1972, neutron stars were discovered as the compact X-ray emitting sources in X-ray binary systems by Riccardo Giacconi and his colleagues from observations with the UHURU X-ray observatory.\cite{17} In these sources, the energy source is the accretion of matter from the normal primary star onto the poles of the neutron star.

In 1975, Russell Hulse and Joseph Taylor discovered that the pulsar PSR 1913+16 is a member of a binary neutron star system.\cite{18} This was a fabulous gift to relativists since it can be considered to be a perfect clock in a rotating frame of reference. The binary neutron star system loses energy by the radiation of gravitational waves and one of the great discoveries was the measurement of the speeding up of the binary due to this process. The remarkable agreement between theory and experiment shows that general relativity is the best theory of relativistic gravity we possess.

The discovery of the pulsars resulted in the award of the Nobel prize to Hewish in 1974. Hewish continued his research on the use of the scintillation technique to chart ‘interplanetary weather’, work which is of the considerable importance because of its impact upon the GPS system. Bell went on to become a distinguished member of the UK scientific community and has received many awards recognising her role in the discovery of pulsars, most recently the $3\,M$ Special Breakthrough Prize in Fundamental Physics in 2018 — she has generously donated this remarkable prize to the Institute of Physics to support research studentships. In June 2007, she was created Dame Jocelyn Bell-Burnell in the UK honours list. She has been President of the UK Institute of Physics and of the Royal Society of Edinburgh. She has recently been appointed Chancellor of the University of Dundee.
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We comment on the advance in measurements of the anisotropy of the CMB spanning from when Remo Ruffini was starting his academic career and watching the field’s development to the present.
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1. Ruffini and Wilkinson at Princeton

Remo Ruffini and Dave Wilkinson were faculty colleagues at Princeton in the early 1970s. Remo was working in the group established by John Wheeler on theoretical aspects of general relativity: gravitational radiation, black holes, neutron stars, and the coupling of electromagnetic and gravitational radiation process to name a few topics. Dave on the other hand was working with colleagues in Bob Dicke’s “gravity research group” on experimental aspects of gravity: tests of the equivalence principle, lunar laser ranging, pulsar timing, measurements of the CMB, and the search for primeval galaxies. Just this simple listing gives a sense for what the intellectual atmosphere must have been like. So many possibilities were just about within reach but yet beyond the limits of the empirical tests of the times. Peebles describes the environment at Princeton in these days, and what led Dicke and Wheeler, quite independently, to pursue general relativity. The topics with which Remo and Dave were engaged are, of course, at the forefront of modern physics and as exciting as ever. In the following I’ll focus on just one element of the activity in the 1970s, the cosmic microwave background (CMB), and give a brief update on the status of observations.

2. The CMB anisotropy in the 1970s

Figure 1 shows the state of measurements of the anisotropy as of 1979. It is taken from “Finding the Big Bang.” It was known that the anisotropy should be present at some level because there are galaxies and clusters of galaxies. They formed via gravitational instability and the same instability affects the CMB. But the level was uncertain and it was not known whether foregrounds or, for example, an early epoch of reionization would mask the anisotropy. The number of groups who were measuring the anisotropy was small. Those who had published results between 1965 and 1979 are shown in the figure. The year 1967, not long after the initial discovery, was particularly active, with limits coming from the “Isotropometer,”...
the first instrument designed explicitly to measure the anisotropy\textsuperscript{3,4}, “Stanford”\textsuperscript{5,6}, “Crawford Hill”\textsuperscript{7}, and “Aerospace”\textsuperscript{8}.

“White Mountain”\textsuperscript{9} was also run by the Stanford group. Conklin was searching for evidence of the CMB dipole. It was not appreciated until many years later that his was probably the first experiment to detect anomalous microwave emission\textsuperscript{10}. With “RATAN”\textsuperscript{11–13} the Soviets were limiting the anisotropy with a highly asymmetric beam while Steve Boughn published his senior thesis at Princeton, “KaDip”\textsuperscript{14}, on a search for the quadrupole. “XBal”\textsuperscript{15} was the first CMB balloon experiment for measuring the anisotropy. Additional limits came from “NRAO-P”\textsuperscript{16}, “Goldstone”\textsuperscript{17}, and “Parkes”\textsuperscript{18}. The “U2”\textsuperscript{19} experiment made a big splash because of its novel platform, a modified U2 spy plane, and a clear detection of the CMB dipole, although at least one other measurement of the dipole had already been presented at a conference\textsuperscript{20}. In addition, the U2 was a testing ground for the DMR experiment aboard COBE that discovered the anisotropy\textsuperscript{21}. “Testa-Griga”\textsuperscript{22} is of special note. It was the first experiment to use bolometers on the ground to search for the anisotropy. Today, all active CMB anisotropy experiments use bolometers. Towards the end of the decade came “GBank-R”\textsuperscript{23} and then “MIT”\textsuperscript{24,25}, a balloon-borne bolometric radiometer.

These were small experiments (or small observing programs on existing telescopes) by today’s standards. The total number of separate authors in all the sixteen different measurements spanning this fifteen-year period is about thirty. By comparison, the Planck mission began around 1996 and the number of authors on the most recent parameters paper\textsuperscript{26} is just over 175.

3. Wilkinson in the 1990s

Before the MAP collaboration formed, Dave had been thinking about a satellite to follow on from COBE. Not much more than a decade had passed since the results in Figure 1 but the field was advancing rapidly. Figure 2 shows what Dave had on his mind. One day when I was walking by his office he called out and asked if I was interested in working on a satellite project. I said “sure!” Dave formed a small group of Ed Wollack, one of his graduate students (affectionally called “Waveguide Wollack” by Ken Ganga, Michael Joyce, and José Gonzalez), Norm Jarosik, a research scientist in the group, and me. When we weren’t working on other experiments, we’d iterate on the design shown in the figure. Telling of the times, Dave called the satellite PIE, the Princeton Isotropy Experiment. The anisotropy had yet to be discovered. His vision, though, was far from “PIE in the sky.” After pursuing a few different paths\textsuperscript{2}, we ended up collaborating with the group at NASA Goddard Space Flight Center with Chuck Bennett as the PI. The Goddard group had independently been thinking about a space mission. The proposal, submitted in 1995, was a partnership between Princeton and Goddard. Although Dave passed away in 2002, he saw the first maps from the mission he
Fig. 1. Status of anisotropy measurements as of 1979. The quantity on the y-axis is \[ \delta T_\ell = (\ell(\ell+1)C_\ell/2\pi)^{1/2} \] where \( C_\ell \) is the angular power spectrum of the CMB. At the time of the measurements, different conventions were used. The original data were converted to the modern standard format as discussed in “Finding the Big Bang”\(^2\). The triangles show 1σ upper limits; the horizontal lines show the range of \( \ell \) corresponding to the limit. The smooth curve near the bottom of the plot shows the LCDM model in the same units.

had dreamed about just a decade earlier. The satellite was renamed the Wilkinson Microwave Anisotropy Probe (WMAP) in his honor.

4. The state of the art

Figure 3 shows the state of the art in anisotropy measurements from groups that have published in the past few years. Since the discovery of the anisotropy by COBE in 1992 a whole field has been born and matured. We have learned more than we ever thought, or even knew, possible in the early 1990s. Although I don’t think Dave would have been surprised by the advance in instrumentation, I think he might have been surprised at how kind Nature has been in revealing her secrets through the CMB.

There is a lot captured in Figure 3. For the temperature anisotropy (TT), Planck has the smallest error bars up to about \( \ell = 2000 \). The higher resolution ground-based ACT and SPT data fill in from \( \ell = 500 \) up to about \( \ell = 8000 \). For those in the field, there are important differences between the measurements, but if one takes a step back the agreement is a major success for the field. It is important
Fig. 2. Dave Wilkinson in front of the blackboard and his 1991 vision for a dedicated CMB satellite.

to note that the agreement is not just in the power spectrum but is in the maps. Different competing teams with different methods of analysis measure the same thing when compared. Both ACT and SPT calibrate off of the Planck maps in a range of $\ell$s near $\ell \sim 1000$.

The two lines through the TT spectrum are the WMAP and Planck basic six-parameter LCDM models. The first thing to note is their similarity. Two completely different satellites, based on different technologies, and analyzed with different methods give the same results.

Sometimes the LCDM model is characterized as just the six parameter fit to cosmological data but it is, of course, more than that. To the limits of measurement, the anisotropy is Gaussian and the fluctuations are adiabatic. In addition, the fluctuations are super horizon. As the universe expands, we sample ever more of a pre-existing sea of primordial fluctuations outside our current Hubble volume.

The Planck/WMAP agreement is especially notable because the data sets are considerably different. Although Planck was the union of two different technologies so that it could cover, importantly, from 30–800 GHz, the following will just address the HFI. On the one hand, Planck is much more sensitive than WMAP. For example the Planck 143 GHz channels, their most sensitive, have a combined instantaneous sensitivity\(^a\) of 14 $\mu$Ks\(^{1/2}\) relative to the CMB whereas for WMAP, the instantaneous

\(^a\)All quoted sensitivities are relative to the CMB and for the temperature anisotropy, as opposed to the polarization.
Fig. 3. Recent CMB anisotropy measurements. The y-axis in this plot is the square of the quantity in Figure 1. The TE spectrum is not shown. The data come from Planck, ACTPol, SPTPol, BICEP2/Keck, and Polarbear/Simons Array. Maps from ACT, SPT (and of course WMAP) are publicly available through NASA’s LAMBDA site (https://lambda.gsfc.nasa.gov) and Planck’s are available through https://wiki.cosmos.esa.int/planck-legacy-archive/index.php/CMB_maps. The \( \text{rms} \) fluctuations for the full range of \( \ell \) are TT: 113 \( \mu K \), EE 6.4 \( \mu K \), BB lensing: 0.43 \( \mu K \), and BB primordial: 0.12 \( \mu K \) for the full range for \( r = 0 \) but 0.09 \( \mu K \) for 30 < \( \ell < 160 \).

sensitivity in any band is a factor of 30 or more higher\(^2\). On the other hand, the WMAP data are much cleaner. There are no A/D non-linearities, no long detector time constants, and barely any cosmic rays or glitches to excise. The distribution of WMAP’s raw data is Gaussian\(^2\) so that the noise in the sky pixels can be characterized simply by the number of observations.

The HFI sensitivity is notable. Planck still holds the record for the single most sensitive detector that has observed the CMB\(^2\), 50 \( \mu K \! s^{1/2} \). These bolometers came through the efforts of Andrew Lange and Paul Richards, and their power was dramatically demonstrated with the Boomerang experiment\(^3\), led by Lange and La Sapienza’s Paolo deBernardis. WMAP was based on the much different broad-band coherent amplifiers developed by NRAO’s Marian Pospieszalski.

The next line down on the plot shows the EE spectrum. To minimize “clutter,” the TE spectrum is not plotted. The largest discrepancy between WMAP and Planck is on the optical depth, \( \tau \). This is a difficult parameter to pin down because it is manifest at large scales, where the foreground emission is large and instrumental systematic errors can have an outsized effect. In Figure 3 the discrepancy is seen as
the difference between the two thin solid curves at $\ell < 20$ for the EE polarization. Planck simply does not see as much low-$\ell$ power as WMAP did. The Planck value is $\tau = 0.054 \pm 0.0076^{26}$. Weiland et al.,$^{31}$ taking into account WMAP and a range of systematic errors recommends $\tau = 0.07 \pm 0.02$. Reionization is process that is begging to be measured better. Among other things our understanding of it impacts how well one can determine the sum of neutrino masses from the CMB$^{32}$.

The LCDM model has a number of built-in cross checks. The same model that fits TT predicts the TE spectrum, the EE spectrum, and the lensing BB spectrum. The physics of these spectra are different. For example, the polarization is produced in a relatively short time right around decoupling as opposed to the longer time over which the temperature anisotropies are produced. As can be seen in the plot, the EE pattern is in excellent agreement with the model that fits TT. The adjustable parameters between them are the polarization efficiency and detector angles.

In Figure 3 one can also see that the Planck TT spectrum runs out of statistical power near $\ell \sim 2300$ and the EE spectrum does so at $\ell \sim 1500$. Both ACT and SPT are more sensitive in this range. In particular, this means that with increased sensitivity the cosmological parameters can be redone using only CMB polarization. This program is in the works.

The bottom curve shows the lensing BB spectrum. The signal is produced by gravitational lensing of the CMB E-modes$^{33}$ as the CMB propagates to us from the decoupling surface through the matter fluctuations in the volume of the universe. The fluctuations in matter density arise from the same primordial power spectrum that gives rise to the TT/TE/EE CMB spectra. Thus the lensing ties together two manifestations of the primordial power spectrum. Lensing also affects TT and TE and, to within a few $\sigma$, the lensing effects agree with the those of the primary anisotropy.

The much-discussed primordial B-modes are shown on the bottom left. If they exist at measurable levels, they will give us new insights into the physics of the birth of the universe and to how gravitational waves couple to fundamental fields. The plotted data are from the BICEP2/Keck experiment$^{34}$.

5. Challenges

Between the COBE discovery in 1992 and 1995, there were half dozen groups publishing measurements of the anisotropy. Most of the results were in the form of power spectra and only a few could be confirmed through cross correlation with another experiment or through a repeated independent measurement in, say, a subsequent year. This prompted Dave Wilkinson, who often admonished the community to “show our warts,” to write “A warning label for cosmic microwave background anisotropy experiments.”$^{35}$ The abstract is still relevant:

_It is demonstrated that there may be undetected systematic errors or foreground sources lurking in measurements of anisotropy in the cosmic microwave background radiation (CMBR). The elaborate statistical analysis techniques used to identify tiny_
signals in hours of noisy data are discussed. The important errors in the results are probably not generated by Gaussian noise, but by spurious signals and unknown foreground sources that are hiding in that noise, along with whatever CMBR signal is being detected. It is likely that among the many reports of statistically significant sky signals there are some real detections of CMBR anisotropy. However, given the number of ways that results can be contaminated, and the modest level of candor and quantitative assessment of possible systematic effects in the experimental papers, theorists should treat most current “detections” with skepticism.

The field has advanced enormously since then. We routinely produce maps of the temperature anisotropy and maps of the polarization that can be compared between experiments. In contrast to reporting power spectra, maps allow one to check both the amplitude and phase of any purported signal. This gives faith in the results, but also assumes that the maps are public. There are still claims of different, beyond LCDM, phenomena at the 2-3σ level and time will tell if these turn into something real. The statistical methods are now much more sophisticated but at the same time Dave’s “tiny signals” have been redefined. In 1995, a typical error bar was $10^{-20}$ μK for $\delta \ell \sim 50$; today it is an order of magnitude or more smaller. The warning label still obtains: one must be skeptical of new unconfirmed claims based on coadding months and months of data.

The overall challenge of the measurement can be appreciated from a few numbers. On the ground, the best sites are at the South Pole and Chile. At 150 GHz, the physical temperature of the surroundings is 250 K and the atmosphere is 10 K. The $\text{rms}$ of the E-mode polarization is 6 μK. To measure this to an accuracy of 1% requires control/understanding of the environment to better than a part in $10^6$. The advances over the years have not only been in detector sensitivity but in technique. In the mid-1990s we did not know how best to extract such small signals.

The field is entering a new era. For example, when one measures B-mode polarization at large angular scales, one is measuring foregrounds. Thus understanding, measuring, and modeling polarized foregrounds has become an active area of research. So far, the only measured polarized foregrounds are from synchrotron and dust emission. In temperature these components show spatial variations in their spectra indices and they are non-Gaussian. The polarized emission comes from different regions of the interstellar medium and a definitive departure from power law behavior has not been published. Though we might get lucky in modeling them, the field is prepared for the challenge of dealing with a complicated sky. To measure primordial B-modes with $r = 0.001$ with a S/N of a few entails measuring a 10 nK level signal with a few nK precision. The lensing produces a corresponding $\text{rms}$ of roughly 65 nK. In a clean part of the sky, the $\text{rms}$ level of dust emission of the sweet spot for ground observing at $30 < \ell < 160$ is roughly 220 nK.

At smaller angular scales, gains can still be made with only modest cleaning. Figure 4 shows the dust foregrounds at 150 GHz, one of the prime observing frequencies. The top grey line is for TT. The bottom two swaths are for the polarization
Fig. 4. Foreground emission from dust at 150 GHz for different regions of sky. The top grey line is for TT and the bottom two swaths are for polarized emission in a typical off-plane (top) and a relatively clean (bottom) region. Cleaner parts of the sky exist.

in different regions. The BB foreground levels are typically a factor of two smaller than the EE levels as indicated by the width of the various bands.

6. The future

The CMB is the gift that keeps on giving. We are far from learning all we can from it. Largely driven by the different demands of measuring large and small angular scales, there are two broad classes of instruments: “small telescopes” for large angular scales, particularly primordial B-modes, and “large telescopes” for smaller angular scales corresponding to $\ell > 300$. The Polarbear/Simons Array instrument\(^b\) straddles these two broad classes.

6.1. Large angular scales

On the ground, the leading large-angular scale experiment is BICEP2/Keck which operates from the South Pole. It’s advantages are the relatively stable atmospheric conditions at the South Pole, a large array of detectors, and the nearby SPT to help

\(^b\)The Polarbear/Simons Array project is distinct from the Simons Observatory project.
delens the signal. The limitation is access to large clean, perhaps even the cleanest, areas of sky. The current results are from 400 deg$^2$. As can be seen in Figure 3, delensing will be needed before too long.

The CLASS experiment is operating in Chile with the most sensitive array yet at 40 GHz: $32 \mu$Ks$^{1/2}$. (The previous record holder was the QUIET experiment$^{36}$ at $69 \mu$Ks$^{1/2}$.) Higher frequencies are fielded and observing. Their strategy is to cover a large area of sky, currently 75%, to search for primordial B-modes and measure the optical depth$^{37}$.

The QUBIC$^{38}$ team is building a novel bolometric interferometer to search for B-modes. It will be situated in northern Argentina, not too far from the ACT/SO/PB-SA/CLASS site. This is the most novel of the current generation of experiments. It is the sort of thing I think Dave would have liked to try. Other examples of him taking a direction different from the rest of the field are his dual-horn correlation receiver experiment done with Peter Timbie$^{39}$ and his development of a mm-wave detector based on Rydberg atoms which was never published. The first of these presaged the successful compact interferometric arrays of CBI and DASI.

The Simons Observatory collaboration is in the process of building three “Small Aperture Telescopes” (SATs)$^{40}$ that will be situated in Chile. As of this writing, the first is scheduled to be fielded in 2020. In contrast to BICEP2/Keck, they will observe roughly 4000 deg$^2$. For this area, delensing is not needed to reach a sensitivity of $\sigma_r = 0.002$. (See Table 1). The CMB-S4 collaboration envisions a collection of 14 half-meter aperture receivers.

There are a number of balloon-borne experiments in various stages of development. Currently the most advanced is SPIDER$^{41}$. It has completed one balloon flight mapping 4000 deg$^2$ of the sky at 90 and 150 GHz. The preliminary in-flight net sensitivity is $7.1 \mu$Ks$^{1/2}$ at 90 GHz and $5.3 \mu$Ks$^{1/2}$ at 150 GHz. The LSPE$^{42}$, EBEX-IDS$^{43}$ (next generation EBEX$^{44}$), and PIPER$^{45}$ experiments (with first flight in Oct. 2017) are in various stages of testing. There are also some recent proposals for measuring the optical depth from balloons. During the conference, La Sapienza’s OLIMPO experiment was launched. While its science goal is the characterization of SZ clusters, it has advanced detector technology relevant to B-mode measurements. In particular, it gave the first demonstration of KID detectors in a space environment$^{46}$.

Space is the ultimate environment for CMB measurements. For a measurement as important B-modes, a new satellite mission is a natural and arguably necessary next step. There have been a number of proposals that have reached various stages of review. They include COrE, COre+, PRISM, PIXIE, EPIC, EPIC-IM, CMB-Bharat, PICO, and LiteBIRD. The number of proposals indicates the general realization of the importance of such a mission. One clear advantage of space is the ability to look at a wide range of frequencies to clean foreground emission as assessed, for example, by Remazeilles et al.$^{47}$. The most developed of the satellite missions is LiteBIRD, which has already passed a number of review milestones.
Table 1. Comparison of some projections for future large experiments

<table>
<thead>
<tr>
<th>Estimated first light</th>
<th>Existing</th>
<th>Simons Observatory</th>
<th>CMB-S4</th>
<th>LiteBIRD</th>
<th>PICO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular scale</td>
<td>Current</td>
<td>2021</td>
<td>2027</td>
<td>2027</td>
<td>TBD</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>0.03</td>
<td>$2 \times 10^{-3}$</td>
<td>$5 \times 10^{-3}$</td>
<td>$1 \times 10^{-3}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\sigma_{N_{ef}}$</td>
<td>0.2</td>
<td>0.05</td>
<td>0.03</td>
<td>0.06 (95% cl)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\Sigma m_\nu}$ (meV)</td>
<td>0.0076</td>
<td>100</td>
<td>30</td>
<td>26</td>
<td>15</td>
</tr>
</tbody>
</table>

Note: The current values of $\sigma$ are from BICEP2/Keck\textsuperscript{34} for the tensor to scalar ratio, $r$, and from Planck\textsuperscript{26} for the other parameters. The Simons Observatory values\textsuperscript{48} are the “goals” and include foreground cleaning. The CMB-S4 projections\textsuperscript{49} for $\sigma_{\Sigma m_\nu}$ were originally 15 meV but are here modified according to Allison et al.\textsuperscript{32}. The other projection are from the LiteBIRD\textsuperscript{50} and PICO\textsuperscript{51} projects. See references for constraints on additional parameters.

6.2. Small angular scales

At angular scales where one can measure multiple SZ clusters as well as the high $\ell$ part of the CMB ($200 < \ell < 8000$) the two major telescopes are ACT and SPT. There are both in their third generation of receiver and continue to produce great science. ACT, of which I am a part, has mapped half the sky with receivers that have a combined sensitivity, for just two of three arrays, of about $8 \mu \text{Ks}^{1/2}$ at 90 GHz and $11 \mu \text{Ks}^{1/2}$ at 150 GHz\textsuperscript{52} in nominally good (pwv=1.3 mm) observing conditions. In other words, they exceed the sensitivity of Planck even though they are observing through the atmosphere.

The next generation of large telescopes are already in the works. The Simons Foundation has made a significant award for a new effort, called the Simons Observatory\textsuperscript{c}, to be built in Chile. Not only are there the three SATs mentioned above, but there will be a new 6-m telescope based on the CCAT-prime design\textsuperscript{53}. The telescope and the associated receiver are currently under construction. The currently scheduled delivery date for the telescope is late 2020. There are yet further plans for additional large telescopes under the CMB-S4 umbrella. Table 1 shows projections for what these new efforts aim to achieve.

The CMB field is alive and growing. There is steady progress on new techniques and on improving the detector sensitivity. The more we learn, the more we know what we can learn. Through the CMB, and the CMB combined with other observations, we are piecing together an interlocking picture of the universe that combines high energy theory, particle physics, general relativity, and a host of exciting astronomical phenomena. The potential for discovery is high and the future prospects exciting.

\textsuperscript{c}See https://simonsobservatory.org for more details.
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We give a brief review of the definition of the Wang-Yau quasilocal mass and discuss the evaluation of which on surfaces of unit size at null infinity of an axi-symmetric spacetime in Bondi-van der Burg-Metzner coordinates.

1. Introduction

As is well known, it is not possible to find the mass density of gravity in general relativity. The expression for the mass density would have to consist of first derivatives of the metric tensor which are zero in suitable chosen coordinates at a point. But we still desire to measure the total mass in a spacelike region bounded by a closed surface. The mass due to gravity should be computable from the intrinsic and the extrinsic geometry of the surface. It has been considered to be one of the important questions to find the right definition. Penrose gave a talk at the Institute for Advanced Study in 1979 and listed it as the first one in his list of major open problems. The quantity is called quasilocal mass.

Many people including Penrose, 25 Hawking, 16 Brown-York, 5 Hawking-Horowitz, 17 Bartnik 2 and others worked on this problem and various definitions have been given. Several important contributions have also been made by Bartnik, 1 Shi-Tam, 29 and Liu-Yau. 20, 21 This article discusses the Wang-Yau quasilocal mass definition discovered in 2009. 33, 34

*P.-N. Chen is supported by NSF grant DMS-1308164 and Simons Foundation collaboration grant #584785, Y.-K. Wang is supported by MOST Taiwan grant 105-2115-M-006-016-MY2, 107-2115-M-006-001-MY2, and S.-T. Yau is supported by NSF grants PHY-0714648 and DMS-1308244. This material is based upon work supported by the National Science Foundation under Grants No. DMS-1405152 and No. DMS-1810856 (Mu-Tao Wang). Part of this work was carried out when the authors were visiting the National Center of Theoretical Sciences at National Taiwan University in Taipei, Taiwan.
2. The definition of Wang-Yau quasilocal mass

Quasilocal mass is attached to a 2-dimensional spacetime surface which is a topological 2-sphere (the boundary of a spacelike region). But with different intrinsic geometry and extrinsic geometry, we expect to read off the effect of gravitation in the spacetime vicinity of the surface. Suppose the surface is spacelike, i.e., the induced metric $\sigma$ is Riemannian. An essential part of the extrinsic geometry is measured by the mean curvature vector field $H$, which is a normal vector field of the surface such that the null expansion along any null normal direction $\ell$ is given by the paring of $H$ and $\ell$.

To evaluate the quasilocal mass of a 2-surface $\Sigma$ with the physical data $(\sigma, H)$, one solves the optimal isometric embedding system (see (1) in the next paragraph), which gives an embedding of $\Sigma$ into the Minkowski spacetime with the image surface $\Sigma_0$ that has the same induced metric $\sigma$ as $\Sigma$. We then compare the extrinsic geometries of $\Sigma$ and $\Sigma_0$ and evaluate the quasilocal mass from $\sigma, H, \alpha_H$.

The physical surface $\Sigma$ with physical data $(\sigma, H)$ gives $(\sigma, |H|, \alpha_H)$, where $|H|$ is the norm of the mean curvature vector field and $\alpha_H$ is the connection one-form determined by the mean curvature gauge. As long as the mean curvature vector field $H$ is spacelike, $|H|$ is positive and $\alpha_H$ is well-defined. Given an isometric embedding $X : \Sigma \to \mathbb{R}^{3,1}$ of $\sigma$, let $\Sigma_0 = X(\Sigma)$ be the image and $(\sigma, |H_0|, \alpha_{H_0})$ be the corresponding data of $\Sigma_0$. Let $T$ be a future timelike unit Killing field of $\mathbb{R}^{3,1}$ and define $\tau = -\langle X, T \rangle$ as a function defined on the surface $\Sigma$ where $\langle \cdot, \cdot \rangle$ is the Minkowski metric on $\mathbb{R}^{3,1}$.

The optimal isometric embedding system and the quasilocal mass can be expressed in terms of a function $\rho$ and a 1-form $j_a$ on $\Sigma$ given by

$$\rho = \frac{\sqrt{|H_0|^2 + \frac{(\Delta \tau)^2}{1 + |\nabla \tau|^2}} - \sqrt{|H|^2 + \frac{(\Delta \tau)^2}{1 + |\nabla \tau|^2}}}{\sqrt{1 + |\nabla \tau|^2}},$$

$$j_a = \rho \nabla_a \tau - \nabla_a \left( \sinh^{-1} \left( \frac{\rho \Delta \tau}{|H_0||H|} \right) \right) - (\alpha_{H_0})_a + (\alpha_H)_a,$$

where $\nabla_a$ is the covariant derivative with respect to the metric $\sigma$, $|\nabla \tau|^2 = \nabla^a \nabla_a \tau$ and $\Delta \tau = \nabla^a \nabla_a \tau$.

The optimal isometric embedding system seeks for a solution $(X, T)$ that satisfies

$$\begin{align*}
\langle dX, dX \rangle &= \sigma \\
\nabla^a j_a &= 0.
\end{align*}$$

We note that the first equation is the isometric embedding equation into the Minkowski spacetime $\mathbb{R}^{3,1}$. The quasilocal mass is then defined to be

$$E(\Sigma, X, T) = \frac{1}{8\pi} \int_\Sigma \rho.$$
(1) $\Sigma_0$ is the “unique” surface in the Minkowski spacetime that best matches the physical surface $\Sigma$. If $\Sigma$ happens to be a surface in the Minkowski spacetime, the above procedure identifies $\Sigma_0 = \Sigma$ up to a global isometry.

(2) A prototype form of the quasilocal mass which corresponds to the special case $\tau = 0$ in (2) (due to Brown-York, Liu-Yau, Booth-Mann, Kijowski) is

$$\frac{1}{8\pi} \int_\Sigma (|H_0| - |H|).$$

The positivity is proved by Shi-Tam and Liu-Yau. However, for a surface in the Minkowski spacetime, the above expression may not be zero.

The optimal isometric embedding system gives the necessary correction, so that the Wang-Yau definition is positive in general and zero for surfaces in the Minkowski spacetime.

The derivation of the Wang-Yau definition (2) relies on both physical theory and mathematical theory. From the Hamilton-Jacobi analysis of the Einstein-Hilbert action (Brown-York, Horowitz-Hawking) a surface Hamiltonian $H(\Sigma)$ is obtained and the quasilocal energy should be $H(\Sigma) - H(\Sigma_0)$ for a reference surface $\Sigma_0$ in the reference Minkowski spacetime. The precise definitions of the surface Hamiltonians still depend on the choices of a normal gauge and a timelike vector field along the surface $\Sigma$ as an observer.

On the other hand, the mathematical theory of isometric embeddings (Nirenberg, Pogorelov) is used to find the reference surface $\Sigma_0$ and a variational approach leads to a canonical gauge that anchors the choices of the gauge of the surface Hamiltonian.

In general, the optimal isometric embedding system is difficult to solve. Suppose $(X, T)$ is a solution and suppose the corresponding $\rho$ is positive, then $E(\Sigma, X, T)$ is a local minimum and the nearby optimal isometric embedding system is solvable by an inverse function theorem argument. In a perturbative configuration, when a family of surfaces limit to a surface in the Minkowski spacetime, then the optimal isometric embedding system is solvable, again subject to the positivity of the limiting mass. This applies to the case of large sphere limits and small sphere limits.

3. Quasilocal mass at null infinity

3.1. Large sphere limit at null infinity

Consider an isolated system surrounding a source. In terms of the Bondi-Sachs coordinate system $(u, r, x^2 = \theta, x^3 = \phi)$, near future null infinity $I^+$ the spacetime metric takes the form:

$$-V du^2 - 2U du dr + \sigma_{ab}(dx^a + W^a du)(dx^b + W^b du), a, b = 2, 3$$
such that each $V$, $U$, $W^a$ admit expansions in terms of integral powers of $r$ with
\[
V = 1 - \frac{2m(u, \theta, \phi)}{r} + O(r^{-2})
\]
\[
U = 1 + O(r^{-2})
\]
\[
\sigma_{ab}dx^a dx^b = r^2(d\theta^2 + \sin^2 \theta d\phi^2) + 2r(c d\theta^2 - c \sin^2 \theta d\phi^2 + 2c \sin \theta d\theta d\phi) + O(1)
\]
\[
W^a = O(r^{-2})
\]
The Bondi-Trautman mass is
\[
M_{BT}(u) = \frac{1}{4\pi} \int_{S^2} m(u, \theta, \phi), \tag{3}
\]
where $m(u, \theta, \phi)$ is the mass aspect function defined at $\mathcal{I}^+$. As a result of the vacuum Einstein equation, the mass loss formula states
\[
\frac{d}{du} M_{BT}(u) = -\frac{1}{4\pi} \int_{S^2} (e_u^a + (\xi_u)^a)^2 \leq 0. \tag{4}
\]
This important formula represents the first theoretical verification of gravitational wave/radiation in the nonlinear setting.

In Ref. 7, we evaluate the large sphere limit of quasilocal mass which recovers the Bondi-Trautman mass. At a retarded time $u = u_0$, we consider the family of large spheres $\Sigma_r$ parametrized by an affine parameter $r$. The positivity of the Bondi-Trautman mass guarantees the unique solvability of the optimal isometric embedding system (1) with a solution $X_r, T_r$. Suppose $X_r$ and $T_r$ admit expansions:
\[
T_r = T^{(0)} + \sum_{k=1}^{\infty} T^{(-k)} r^{-k}
\]
\[
X_r = r X^{(1)} + X^{(0)} + \sum_{k=1}^{\infty} X^{(-k)} r^{-k},
\]
then $T^{(0)}$ is shown to be proportional to the Bondi-Sachs energy-momentum and $T^{(0)}$ being future timelike makes $T^{(-k)}$ and $X^{(-k+1)}$ solvable inductively for $k = 1, 2, \cdots$.

3.2. Unit sphere limits at null infinity

Both the Bondi-Trautman mass and the mass loss formula are global statements about $\mathcal{I}^+$, i.e. they require the knowledge of all directions of $(\theta, \phi)$. The limit of quasilocal mass introduced in the following provides a quasilocal quantity along a single direction $(\theta, \phi)$ at $\mathcal{I}^+$.

Consider a null geodesic $\gamma(d)$ that approaches $\mathcal{I}^+$. Around each point on $\gamma(d)$, consider a geodesic 2-sphere $\Sigma_d$ of unit radius. The geometry of $\Sigma_d$ approaches the geometry of a standard unit round sphere of $\mathbb{R}^3$. 
In the limit $d \to \infty$, we obtain two quantities. The first one is $\lim_{d \to \infty} E(\Sigma_d)$ which is of the order of $\frac{1}{d^2}$ with $E(\Sigma_d) \geq 0$. The second one is obtained by exploiting the vanishing of the $\frac{1}{d^2}$ term and appears as a loop integral on the limiting surface that is of the order of $\frac{1}{d^2}$.

Several cases have been computed:

1. Linear gravitational perturbation of the Schwarzschild black hole à la Chandrasekhar. The linearized vacuum Einstein equation is solved by separation of variables and solutions of linearized waves are obtained. The optimal isometric embedding system can be solved and the quasilocal mass can be evaluated by solving

$$\Delta(\Delta + 2)\tau = \text{physical data},$$

$$ (\Delta + 2)N = \text{physical data},$$

where $\tau$ and $N$ are functions on the standard 2-sphere and $\Delta$ is the Laplace operator. All distinctive features of the waves such as frequency and mode parameters are recovered.

2. The Vaidya spacetime $^a$

$$-(1 - \frac{2m(u)}{r})du^2 - 2dudr + r^2(d\theta^2 + \sin^2 \theta d\phi^2)$$

The quasilocal mass of a unit sphere approaching null infinity is

$$E(\Sigma_d) = -\frac{1}{8\pi d^2} \int_{S^2} (\partial_u m) \sin^2(\hat{\theta}) + \text{l.o.t.} \geq 0$$

The positivity of quasilocal mass corresponds to the mass loss formula in the Vaidya case.

One may expect that the limit of quasilocal mass in the direction of $(\theta_0, \phi_0)$ will recover the value of the mass aspect function $m(u, \theta_0, \phi_0)$. But notice that the mass aspect function is not pointwise positive, only the integrated Bondi-Trautman mass is positive by Schoen-Yau$^{28}$ and Horowitz-Perry.$^{18}$ In the Vaidya case, the mass aspect is recovered from the loop integral.

4. Unit sphere limit in BVM coordinate near null infinity

The Vaidya spacetime is a model for the Einstein-null dust system. In particular, the condition $-\partial_u m \geq 0$ in (6) can be interpreted as local energy condition for matters. In order to study the contribution of quasilocal mass at the purely gravitational level, we study the null infinity of a vacuum spacetime. We discuss the case of an axi-symmetric spacetime in the Bondi- van der Burg-Metzner coordinates near null infinity. The leading terms of the spacetime metric are of the form:

$$-(1 - \frac{2M}{r})du^2 - 2dudr - 2Udud\theta + (r^2 + 2rC)d\theta^2 + (r^2 - 2rC)\sin^2 \theta d\phi^2,$$

where $M, U, C$ are functions of $u$ and $\theta$.

$^a$The mass aspect function used here differs to that of Ref. 13 by a factor of 2.
The $\frac{1}{2\pi}$ term of the quasilocal mass of a unit sphere approaching null infinity is (up to a constant factor)

$$\int_{B^3} [\left(\partial_u C\right)^2 + \det(h^{(-1)}_0 - h^{(-1)})] + \frac{1}{4} \int_{S^2} [(\text{tr}_\Sigma k^{(-1)})^2 - \tau^{(-1)}(\tilde{\Delta} + 2)\tau^{(-1)}],$$

(7)
in which $h^{(-1)}$ and $k^{(-1)}$ depend on the physical data and $h^{(-1)}_0$ and $\tau^{(-1)}$ depend on the solution of the optimal isometric embedding system. A priori, the expression may depend on all $M$, $U$, and $C$. However all occurrences of $M$ and $U$ are cancelled and the final answer only involves the function $C$ and is completely independent of the mass aspect function $M$. The expression (7) is manifestly positive by Wang-Yau’s theorem.

4.1. Final remark

Given a spacetime surface $(\Sigma, \sigma, H)$, we find the reference surface $(\Sigma_0, \sigma, H_0)$ through the optimal isometric embedding equation and evaluate the quasilocal mass. This is a nonlinear and coordinate independent theory. The procedure is canonical and is accompanied by a uniqueness statement. In particular, the definition does not involve any ad hoc referencing or normalization. The calculation of the quasilocal mass does not assume any a priori knowledge of null infinity.

The positivity of the unit sphere limit should correspond to a “quasilocal” mass loss formula, or “quasilocal gravitational radiation” at null infinity. The evaluation in the full generality of Bondi-Sachs coordinates (without assuming axi-symmetry) will appear in an upcoming paper.
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We start by looking at why we believe that black holes have entropy. According to Boltzmann, the entropy is a measure of the number of microstates of a system. We suggest here that the entropy arises from a holographic conformal field theory on the black hole horizon. Finally, we discuss some of the implications for the information paradox.

**Keywords**: Black holes. Thermodynamics, Holography. Information Paradox.

1. Introduction

Black holes were first thought about by John Michell back in 1784. He reasoned that if the escape velocity from an object like a star exceeded the speed of light, then it would give rise to an object that cannot be seen optically but whose gravitational field would betray its existence. These ideas were given substance by Einstein’s general theory of relativity and the subsequent discovery of solutions of the field equations that represented stationary black holes. One puzzling feature of stationary black holes is that they are completely characterised by just a few parameters; their mass $M$, angular momentum $J$ and electric charge $Q$. It is this observation that is the basis for the information paradox.

The thermodynamics of black holes in general relativity has a history starting in 1972. The first relevant discovery, the area theorem, was made by Hawking. He found that the area of a black hole horizon could never decrease provided the null convergence condition $R_{ab}k^a k^b \geq 0$ holds for every null vector $k^a$. Shortly after this, Jacob Bekenstein suggested that the entropy of a black hole must be proportional to the area of its event horizon. His reasoning was based on three observations. The first was that if a Kerr-Newman black hole increased its mass by an amount $dM$, then

$$dM = \frac{\kappa dA}{8\pi} + \Phi dQ + \Omega \cdot dJ$$  \hspace{1cm} (1)

where $\kappa$ is the black hole surface gravity, $A$ the area of the event horizon, $\Phi$ the electrostatic potential of the black hole and $\Omega$ its angular velocity. $\kappa$, $A$, $\Phi$ and $\Omega$ are all determined in terms of $M$, $J$ and $Q$. The second piece of evidence was that he reasoned that a black hole must have some kind of internal structure that
resulted from it method of formation. That would give rise to an entropy 

$$S = - \sum_n p_n \ln p_n$$  \hspace{1cm} (2)$$

arising from the probability of the occupation of the \( n \)-th state being \( p_n \). Finally, he showed that it was necessary for this black hole entropy to be added to the thermodynamic entropy of the rest of the universe in order to have a consistent theory of thermodynamics. This came about because otherwise dropping a box of radiation into a black hole would cause the entropy of the universe to decrease, in contradiction to the second law of thermodynamics.

His ideas were met with a certain amount of scepticism because black holes were thought to have vanishing temperature. Despite that, Bardeen, Carter and Hawking\(^{15} \) pointed out the similarities between the first law of thermodynamics and (1) and also the second law of thermodynamics and the area theorem. In 1974, Hawking\(^{16,17} \) showed that black holes had a temperature \( T_H = \frac{\hbar \kappa}{2 \pi} \).

Unlike previous work, his calculation was quantum mechanical in nature. Black holes would emit particles with a thermal spectrum at a temperature given by \( T_H \). By identifying (1) with the first law of thermodynamics, one can immediately infer that the entropy must be given by \( A/(4\hbar) \). The area theorem is thereby identified with the second law of thermodynamics. A somewhat different view of entropy was taken in Ref. 18. The idea here was to use the path integral for gravity to derive black hole entropy. Although gravity is unrenormalizable, there is no obstacle to using the path integral to lowest order as the uncontrollable divergences only occur at one loop or beyond. The action for pure gravity is, including the Gibbons-Hawking-York boundary terms\(^{18,19} \)

$$I[g,h] = \frac{1}{16\pi} \int_M R(g) \sqrt{\|g\|} d^4x + \frac{1}{8\pi} \int_{\partial M} K \sqrt{\|h\|} d^3x + C[h]$$  \hspace{1cm} (3)$$

where now \( M \) is the spacetime manifold with metric \( g \) and Ricci scalar \( R(g) \). The boundary of \( M \) is \( \partial M \) with metric \( h \) and second fundamental form \( K \). \( C[h] \) is any functional of \( h \) and is designed to make the action of flat spacetime vanish. Suppose one wants to find the partition function for a black hole spacetime. Then one wants to compute \( Z = \text{tr}(e^{-\beta \mathcal{H}}) \) where \( \beta \) is the inverse temperature and \( \mathcal{H} \) the Hamiltonian. This can be done by realising that \( e^{i\mathcal{H}t} \) is the time evolution operator and so if \( t \) is identified with \( t + i/\beta \) then \( Z \) is given by

$$Z = \int D[g] e^{-I[g,h]/\hbar} ,$$  \hspace{1cm} (4)$$

where now the integral is over all metrics \( g \) of positive definite signature and that approach flat space at infinity and are periodic in imaginary time \( t \) with period \( \beta = T_H^{-1} \).

The Schwarzschild metric is

$$ds^2 = -(1 - \frac{2M}{r})dt^2 + (1 - \frac{2M}{r})^{-1}dr^2 + r^2 d\Omega^2 ,$$  \hspace{1cm} (5)$$
where $M$ is the mass of the static black hole with horizon at $r = 2M$ and $d\Omega^2$ is the metric on the unit 2-sphere. Taking $t = i\tau$ so that the geometry is as described above gives the Euclidean metric

$$ds^2 = \left(1 - \frac{2M}{r}\right)d\tau^2 + \left(1 - \frac{2M}{r}\right)^{-1}dr^2 + r^2d\Omega^2 \quad (6)$$

Now, $r = 2M$ is a conical singularity that is resolved provided that $\tau$ is identified with period $8\pi M$. This periodicity is precisely the same periodicity expected from the Hawking calculation of the black hole temperature. Interpreting the exponential of the action as the partition function, reproduces the black hole entropy. In this calculation, the region $r < 2M$ has been removed from consideration. Implicitly this means that the internal degrees of freedom have been traced over. One is thereby led to believe that the black hole does have some kind of internal structure that cannot be probed by external observers who just look at the classical geometry. The same kind of reasoning can be applied to the Kerr-Newman metric too.

Black holes evaporate. The black hole uniqueness theorems suggest that the only properties that a stationary black hole has are just the mass, charge and spin. As a consequence, there is a tension with the ideas of quantum mechanics. If a black hole completely disappears, then the final state should be unitarily equivalent to the initial state. Obviously, there are enormous number of ways in which the black hole could form. The black hole, once it has settled down to a more or less equilibrium state, is described by just those three parameters. The Hawking radiation is thermal and characterised by the Hawking temperature. Such a final state consisting of Hawking radiation will not be unitarily related to the initial state that gave rise to the black hole. This is the information paradox. It might be that quantum mechanical information really is lost in gravitational collapse. But then, the whole edifice of quantum mechanics would need to be rethought. The incredible success of quantum mechanics would seem to discourage such a viewpoint. Alternatively, there might be something wrong with the uniqueness theorems. It is this latter possibility that we will investigate here.

In what follows, we will use covariant phase space methods to understand the nature of charges in general relativity and the consequences for the physics of black holes. The reason for using the covariant phase space method is to preserve as much as possible of the covariance of theory. Had we picked the more conventional canonical methods, we would be forced to pick a particular time coordinate which would obscure matters. Furthermore, it would it impossible to understand what happens on null surfaces such as the event horizon. Our aim now is to try to understand something about the microscopic origin of black hole entropy. The hope is that this will aid a resolution of the information paradox.

In pure general relativity, one can start with the Einstein-Hilbert action $I$ given by

$$I = \frac{1}{16\pi} \int_{\mathcal{M}} R(g) \sqrt{|g|} d^4x. \quad (7)$$
This action omits the boundary terms, but these are not germane to the discussion that follows. One finds the Einstein equation by performing a variation of the action induced by a variation of the metric $g_{ab} \rightarrow g_{ab} + h_{ab}$. This results in the variation $\delta I$ given by

$$\delta I = \int_M \left( R_{ab} - \frac{1}{2} R g_{ab} \right) h^{ab} \sqrt{|g|} d^4x + \int_{\partial M} \theta$$

The three-form on the boundary $\theta(g, h)$ is known as the presymplectic potential and has components

$$(*\theta)_a = \frac{1}{16\pi} (\nabla_b h^b_a - \nabla_a h)$$

where $h = h_{ab}g^{ab}$. In canonical general relativity, the boundary term would be thought of

$$\int_{\partial M} \sum_i p_i \delta q_i$$

where $q^i$ are the generalised coordinates, $p_i$ are the generalised momenta and $i$ represent the tensor indices of these fields.

The presymplectic density $\omega(g; h, h')$ is defined by a second variation $g_{ab} \rightarrow g_{ab} + h'_{ab}$

$$\omega(g; h, h') = \delta\theta(g, h') - \delta'\theta(g, h)$$

Finally, the symplectic form for general relativity is

$$\Omega_{\Sigma} = \int_{\Sigma} \omega$$

where $\Sigma$ is any partial Cauchy surface in the spacetime. In the language of the canonical theory, $\Omega_{\Sigma}$ would be

$$\int_{\Sigma} \sum_i \delta p_i \wedge \delta q_i.$$ 

One property that $\omega$ has is that if the background metric $g_{ab}$ obeys the Einstein equation and both $h_{ab}$ and $h'_{ab}$ obey the linearised Einstein equations, then $\omega$ is closed. Thus $\Omega_{\Sigma}$ is constant under variations of $\Sigma$ as long as the boundaries of $\Sigma$ are fixed.

In general relativity, the symmetry group is the group of diffeomorphisms. An infinitesimal coordinate transformation is specified by a vector field $\zeta^a$. This induces a variation in any tensor field given by the Lie derivative of that field. Thus, for example, the variation of the metric is given by

$$\delta g_{ab} = \mathcal{L}_\zeta g_{ab} = g_{ab} + \nabla_a \zeta_b + \nabla_b \zeta_a.$$ 

The bulk term in the variation of the action $\delta I$ is invariant under such a transformation but the boundary term is not. The infinitesimal co-ordinate transformations obey an algebra whose composition law is

$$\mathcal{L}_\zeta \mathcal{L}_\eta - \mathcal{L}_\eta \mathcal{L}_\zeta = \mathcal{L}_{[\zeta, \eta]}$$

(15)
where $\zeta$ and $\eta$ are two (smooth) vector fields and

$$\{\zeta, \eta\} = \mathcal{L}_\zeta \eta = -\mathcal{L}_\eta \zeta$$  \hspace{1cm} (16)

Suppose now that in $\Omega$ one makes $h'_{ab}$ a gauge transformation given by the vector field $\zeta$. Then $\Omega$ can be written as a boundary integral. Explicitly,

$$Q_\zeta = \frac{1}{16\pi} \int_{\partial \Sigma} F_{ab} \, dS^{ab}$$  \hspace{1cm} (17)

with

$$F_{ab} = -2\zeta_a \nabla^c h_{b[c]} - 2\zeta_c \nabla^c h_{a[b]} - h_{[a} \nabla_{b]} \zeta^c + 2h_{[c} \nabla^c \zeta_{b]}.$$  \hspace{1cm} (18)

Let $\partial \Sigma$ is a closed 2-surface $S$, for example the celestial sphere or a black hole event horizon. One would like to interpret $Q_\zeta$ as the variation in the Noether charge conjugate to $\zeta$ that is enclosed in the interior of $S$ as one moves between the metric $g_{ab}$ and $g_{ab} + h_{ab}$. There is a complication with this idea because in such a change, there might be a flux of charge crossing $S$. To take account of this possibility, one needs to examine $Q_\zeta$ and identify such terms and subtract them out. In more mathematical language, one want $Q_\zeta$ to be a function of state. As such it must be a 1-form on the infinite-dimensional phase space of the theory. This 1-form needs to be exact so that if one goes along a path $\Gamma$ between $g_{ab}$ and $g_{ab} + h_{ab}$, then $Q_\zeta$ is independent of the path $\Gamma$, and therefore dependent only the end-points of that path. The definition on $Q_\zeta$ thus needs to be modified by the addition of a suitable counterterm $Q_\zeta \to Q_\zeta + Q^c_\zeta$. Finding $Q^c_\zeta$ needs to be done on a case by case basis as has been elegantly explained in detail by Wald and Zoupas.\textsuperscript{26}

In the case that $\zeta$ were a time translation, then $Q_\zeta$ would be the quasi-local mass enclosed in $S$.\textsuperscript{28} If it were a spatial translation then the momentum. If $\zeta$ were a Killing vector, then $Q_\zeta$ would be the same as the Komar integral.\textsuperscript{29} If $\zeta$ were a supertranslation or super-rotation at null infinity, then $Q_\zeta$ would be the corresponding supertranslation or super-rotation charge. Equally, one can define charges on the black hole horizon and these are the soft charges or soft black hole hair.\textsuperscript{30}

Diffeomorphism invariance of general relativity means that the charges $Q_\zeta$ lie in some representation of group of coordinate transformations. Thus

$$\delta_\zeta Q_\eta - \delta_\eta Q_\zeta = Q_{[\zeta, \eta]}$$  \hspace{1cm} (19)

Were this relation not to hold, general coordinate invariance would be violated, in gross contradiction to our expectations of what should be true in physics. However, what we find is that this relationship does not hold for charges on black hole event horizons. Instead, we find

$$\delta_\zeta Q_\eta - \delta_\eta Q_\zeta = Q_{[\zeta, \eta]} + K(\zeta, \eta)$$  \hspace{1cm} (20)

where $K(\zeta, \eta)$ is a central extension of this algebra.\textsuperscript{31} We will now explore a particular example and move on to its interpretation.
We start from the Kerr metric in Boyer-Lindquist coordinates.

\[ ds^2 = \rho^2 \left( \frac{dr^2}{\Delta} + d\theta^2 \right) + \left( r^2 + a^2 \right) \sin^2 \theta d\phi^2 - dt^2 + \frac{2Mr}{\rho^2} \left( a \sin^2 \theta d\phi - dt \right)^2 \]  

(21)

where

\[ \Delta = r^2 - 2Mr + a^2 \]  

(22)

and

\[ \rho^2 = r^2 + a^2 \cos^2 \theta. \]  

(23)

\( M \) is the mass of the black hole and \( J = Ma \) is its angular momentum. \( \Delta = 0 \) at \( r_\pm \) with \( r_+ \) being the location of the outer horizon, \( r_- \) the location of the inner horizon and

\[ r_\pm = M \pm \sqrt{M^2 - a^2} \]  

(24)

Now we will define “conformal” coordinates \(^{32}\) and assume that the black hole is not extreme so that \( m^2 > a^2 \).

\[ w^+ = \sqrt{\frac{r - r_+}{r - r_-}} e^{2\pi T_R \phi} \]  

(25)

\[ w^- = \sqrt{\frac{r - r_+}{r - r_-}} e^{2\pi T_L \phi - t/2M} \]  

(26)

\[ y = \sqrt{\frac{r_+ - r_-}{r - r_-}} e^{\pi (T_L + T_R) \phi - t/4M} \]  

(27)

where

\[ T_L = \frac{r_+ + r_-}{4\pi a} \quad \text{and} \quad T_R = \frac{r_+ - r_-}{4\pi a} \]  

(28)

The future outer horizon is \( w^- = 0 \) and the past outer horizon is \( w^+ = 0 \). The azimuthal coordinate \( \phi \) is identified with period \( 2\pi \) and this induces an identification on \( w^+, w^-, y \) as

\[ w^+ \to e^{4\pi^2 T_R w^+}, \quad w^- \to e^{4\pi^2 T_L w^-}, \quad y \to e^{2\pi^2 (T_L + T_R) y}. \]  

(29)

The line element close to the horizon bifurcation surface \( w^+ = w^- = 0 \) is \(^{33}\)

\[ ds^2 = \frac{4\rho_+^2}{y^2} dw^+ dw^- + \frac{16M^2 a^2 \sin^2 \theta}{\rho^2} dy^2 + \rho_+^2 d\theta^2 + O(w^+, w^-) \]  

(30)

where \( \rho_+^2 = r_+^2 + a^2 \cos^2 \theta \). If one looks at the \( w^+, w^-, y^- \) plane by setting \( \theta \) to be a constant, then this line element is that of \( AdS_3/\Gamma \) with \( \Gamma \) being some discrete group. So close to the horizon bifurcation surface, the geometry of spacetime is some kind of warped product of the line segment \( \theta \in [0, \pi] \) and a deformed portion of three-dimensional anti-de Sitter space. The classic work of Brown and Henneaux\(^{31}\) shows
that in spacetimes that are asymptotic to anti-de Sitter spacetime, the diffeomorphism algebra has anomalies. One might therefore suspect that something similar happens in the case of the Kerr black hole.

Consider the diffeomorphism given by the vector field

$$\zeta_n = \epsilon_n (w^+) \partial_+ + \frac{1}{2} \epsilon'(w^+) y \partial_y$$

with

$$\epsilon_n (w^+) = 2 \pi T R (w^+) (1 + \frac{1}{2} \epsilon'(w^+) T)$$

and \(n\) being any integer. It should be noted that under the identifications of either \(w^+ \rightarrow w^+ e^{4 \pi^2 T} R\) or \(y \rightarrow ye^{2 \pi^2 (T_L + T_R)}\) that \(\zeta_n\) is invariant. This vector field is well-defined on the future horizon. These vector fields obey the Witt (or centerless Virasoro) algebra with the commutator

$$[\zeta_n, \zeta_m] = i (m - n) \zeta_{n+m}$$

Similarly, one can find a second vector field \(\tilde{\zeta}_n\) given by

$$\tilde{\zeta}_n = \tilde{\epsilon}_n (w^-) \partial_- + \frac{1}{2} \tilde{\epsilon}'(w^-) y \partial_y$$

and \(\tilde{\epsilon}\) being given

$$\tilde{\epsilon}_n (w^-) = 2 \pi T L (w^-) (1 + \frac{1}{2} \tilde{\epsilon}'(w^-) L)$$

again with \(n\) being any integer. This vector field is well-defined on the past horizon. Again, it is invariant under the identifications \(w^- \rightarrow w^- e^{4 \pi^2 T} L\) or \(y \rightarrow ye^{2 \pi^2 (T_L + T_R)}\). It too obeys the Virasoro algebra

$$[\tilde{\zeta}_n, \tilde{\zeta}_m] = i (m - n) \tilde{\zeta}_{n+m}.$$ 

Both of these vector fields are well-defined on the bifurcation surface and commute with each other there

$$[\zeta_n, \tilde{\zeta}_m] = 0.$$ 

These vector fields can be used to generate charges on the bifurcation surface. To do this we need to introduce an appropriate counterterm. This is given by

$$- \frac{1}{8 \pi} \int dS^{ab} \nabla_a (\zeta^c h^d) N_{cd}$$

where \(N_{ab}\) are the components of the volume form on the normal bundle to the horizon. There is a precisely similar expression for the fields \(\tilde{\zeta}_n\). One then finds that the charges on the bifurcation surface obey the algebra

$$[Q_n, Q_m] = i (n - m) Q_{n+m} + i n^3 J \delta_{n,-m}$$

for the right-handed algebra and

$$[\tilde{Q}_n, \tilde{Q}_m] = i (n - m) \tilde{Q}_{n+m} + i n^3 J \delta_{n,-m}$$
for the left-handed algebra. Finally, the left and right algebras commute with each other

\[ [Q_n, \tilde{Q}_m] = 0. \]  

(41)

In both cases, the central terms shown here correspond to the conventionally normalised Virasoro algebra with central charges given by \( c_L = c_R = 12J \). Thus the diffeomorphism algebra has an anomaly.

We postulate that this anomaly is cancelled by holographic degrees of freedom on the horizon expressed in terms of a two-dimensional conformal field theory. Consider for a moment the expressions for the absorption probabilities for particles incident on a Kerr black hole. Suppose we look at a particle with energy \( \delta E \) and angular momentum parallel to the black hole spin \( \delta J \). Then we observe that the absorption probability obtains a suggestive factor of

\[ |\Gamma(1 + \frac{i\omega_L}{2\pi T_L})|^2 \cdot |\Gamma(1 + \frac{i\omega_R}{2\pi T_R})|^2 \]  

(42)

where

\[ \omega_L = \frac{2M^3}{J}\delta E \quad \omega_R = \frac{2M^3}{J}\delta E - \delta J. \]  

(43)

This is precisely what is to be expected for a conformal field theory where the left-handed degrees of freedom are at a temperature of \( T_L \) and the right-handed degrees of freedom are at a temperature of \( T_R \) and one is asking for the absorption probability for particles of energy \( \omega_L \) in the left-handed sector and energy \( \omega_R \) in the right-handed sector. We take it that there are no coincidences in nature and therefore we really can attribute our observations to the existence of holographic degrees of freedom on the horizon described by a two-dimensional conformal field theory.

A general property of conformal field theories, provided the central charge is sufficiently large, was first described by Cardy. The entropy for a system with central charges \( c_L \) and \( c_R \) for the two sectors at temperatures \( T_L \) and \( T_R \) is given by

\[ S = \frac{\pi^2}{3}(c_LT_L + c_RT_R). \]  

(44)

Plugging in our expressions for \( c_L, c_R, T_L \) and \( T_R \) gives

\[ S = \frac{1}{4}A. \]  

(45)

It is hard to believe that this is a coincidence. It appears therefore we have identified the degrees of freedom responsible for black hole entropy.

Subsequent to the conference, it has been shown that the same methods reproduce the entropy for the Kerr-Newman family of black holes\(^{35}\) and for uncharged black holes in anti-de Sitter spacetime.\(^{36}\)
A key question is to ask how this affects our view of the information paradox. We have shown how to account for black hole entropy in terms of a holographic two-dimensional conformal field theory living on the black hole horizon. It is however far from clear that the states of such a theory can record all of the quantum mechanical information that is pertinent to black hole formation from ordinary matter. We are therefore left with a collection of problems that need exploration and solution before there can be any claim of solving the information paradox. We conclude this essay with a summary of outstanding issues. Does the horizon conformal field theory contain a complete description of the black hole formation process? How does the Hawking radiation encode this information so as to preserve unitary time evolution? Why is it that the black hole entropy is independent of the spectrum of elementary particles when the number of ways a black hole can be formed is highly dependent on that spectrum. For example, if there were a million different species of electron, the number of ways a black hole could form would be vastly higher than if there a single type of electron. Nevertheless, the Hawking entropy would be same.

Suppose a particle falls into a black hole. Classically, a co-moving observer sees it pass through the horizon without anything obvious happening. In the case of a Schwarzschild black hole, it will reach the singularity in a finite amount of proper time. The singularity is a boundary of spacetime and so we believe the particle to have disappeared. In the case of rotating black holes, it seems plausible that it will also inevitably reach a singularity as the inner horizon of a Kerr black hole is unstable and is presumed to become singular once any energy-momentum arrives there. However, if the particle is to leave an imprint on the state of the horizon conformal field theory, it appears to have violated the quantum no-cloning theorem. Roughly speaking, the no-cloning theorem says that you cannot duplicate the state of a particle by unitary time evolution. A number of technical assumptions go into this amongst which is a notion of locality, a dubious assumption in the case of gravitation.

Then there are some more challenging issues. What happens to the singularity? It is a classical concept and shows that classical general relativity is an incomplete theory. What happens quantum mechanically? There is no satisfactory answer at present. What are the final stages of black hole evaporation? The picture presented seems to suggest that all symmetries in nature are gauge symmetries and not global symmetries. For example in the standard model, baryon number is a global symmetry, but it is hard to see how this could be encoded in the picture presented here. There is one ambitious theory that predicts that all symmetries are gauge symmetries and that is string theory. Although string theory is successful in resolving the divergence problems of quantum gravity, and potentially geometrizing the spectrum of elementary particles, it is far from being a theory of spacetime. Hopefully, the picture here will provide a guide to the true nature of quantum gravity, but there are immense and exciting challenges to the construction of such a theory. Eventually, we hope that the construction of such a theory will lead to deep insights into the nature of our Universe.
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In these proceedings, I will review an obstruction for theories of the beginning of the universe which can be formulated as semiclassical path integrals. Hartle and Hawking’s no boundary proposal and Vilenkin’s tunneling proposal are examples of such theories. Each may be formulated as the quantum amplitude for obtaining a final 3-geometry by integrating over 4-geometries. The result is obtained using a new mathematical tool – Picard-Lefschetz theory – for defining the semiclassical path integral for gravity. The Lorentzian path integral for quantum cosmology with a positive cosmological constant is mathematically meaningful in this approach, but the Euclidean version is not. Framed in this way, the resulting framework and predictions are unique. Unfortunately, the outcome is that primordial gravitational wave fluctuations are unsuppressed.
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1. Introduction

There is an old and attractive idea that the universe could have been created out of “nothing” via a quantum creation event. More specifically, since in a closed universe all total charges are zero, there is the intuition that no conservation law can prevent such an event from happening – and since everything that is not forbidden will eventually occur, so goes the logic, such a process must be possible. One could object to this line of reasoning by saying that in the absence of time, it is not at all clear that such a process must “eventually” occur. A more pertinent line of enquiry however is to first see if such an idea can be made concrete. This has indeed been attempted, in particular with the “no-boundary” proposal of Hartle and Hawking and the tunneling wavefunction of Vilenkin. These proposals have been heuristically formulated within the path integral approach to quantisation, but now with gravity included. The idea then is that the big bang is replaced by a closed and regular geometry corresponding to the Euclidean version of de Sitter space (for an illustration see Fig. 7). Such a geometry can arise as a saddle point of the path integral for gravity with a cosmological constant \( \Lambda \), as we shall see in more detail below. What was left unspecified in these proposals is how to properly and precisely define the original path integral itself. Here Hartle and Hawking implicitly had in mind a Euclidean version of the path integral, since they hoped that this would lead to better convergence properties. Meanwhile Vilenkin stated that his proposal was to be viewed in the framework of a Lorentzian path integral. However, neither approach was made very precise, and thus the true consequences of these proposals remained somewhat heuristic.

The object of our work was to make both proposals mathematically precise. The outcome of this clarification was however rather negative: we discovered that both
proposals lead to unstable fluctuations, and that consequently the replacement of
the big bang by a smooth geometry remains an untenable proposition at present.

The present review is based on Refs. 7–11

2. Path Integral

In this overview we consider a universe with a positive cosmological constant \( \Lambda \),
described by the action

\[
S = \frac{1}{2} \int_M d^4x \sqrt{-g} (R - 2\Lambda) + \int_{\partial M} d^3y \sqrt{g^{(3)}} K,
\]

(1)

where we have set \( 8\pi G = 1 \). The second term, involving the 3-metric \( g^{(3)}_{ij} \) and
the trace of the second fundamental form \( K \) of the boundary \( \partial M \), renders the
variational principle well posed. We start by truncating the theory to the simplest
cosmologies, with line element

\[
ds^2 = -N(t)^2 dt^2 + a(t)^2 d\Omega_3^2,
\]

(2)

with \( d\Omega_3^2 \) the metric of a homogeneous, isotropic 3-sphere. Later on, we will add
gravitational wave perturbations.

The Feynman path integral for the reduced theory is

\[
G[a_1; a_0] = \int \mathcal{D}N \mathcal{D}\pi \mathcal{D}a \mathcal{D}p \mathcal{D}C \mathcal{D}\bar{P} \ e^{\frac{i}{\hbar} \int_0^T [N\pi + ap + \dot{C}\bar{P} - NH]} dt,
\]

(3)

where, in addition to \( a, N \) and the fermionic ghost \( C \), we have introduced the
conjugate momenta \( p, \pi \) and \( \bar{P} \), and the corresponding Liouville measure. Without
loss of generality, we can choose the range of the time coordinate to be \( 0 \leq t \leq 1 \).

The Hamiltonian constraint \( H(a, p; N, \pi, C, \bar{P}) = H_{EH}[a, p] + H_g[N, \pi, C, \bar{P}] \)
consists of the Einstein-Hilbert Hamiltonian \( H_{EH} \), in our case a minisuperspace
Hamiltonian, and a Batalin, Fradkin and Vilkovisky (BFV) ghost Hamiltonian \( H_g \).
The ghost term breaks time reparametrization symmetry and fixes the proper-time
gauge \( \dot{N} = 0 \). For minisuperspace models, most of the path integrals can be
performed analytically, yielding

\[
G[a_1; a_0] = \int_0^\infty dN \int_{a=a_0}^{a=a_1} \mathcal{D}a \ e^{\frac{i}{\hbar} S(N,a)} ,
\]

(4)

which has a very simple interpretation. The path integral \( \int \mathcal{D}a \ e^{\frac{i}{\hbar} S(N,a)} \) represents
the quantum mechanical amplitude for the universe to evolve from \( a_0 \) to \( a_1 \) in
a proper time \( N \). The integral over the lapse function indicates that we should
consider paths of every proper duration \( 0 < N < \infty \). Teitelboim\(^{13}\) showed that
this choice of integration domain leads to the causal ordering of the \( a_0 \) and \( a_1 \),
\( i.e. \ a_0 \) precedes \( a_1 \). This allows us to describe both an expanding \( a_1 > a_0 \) and a
contracting \( a_1 < a_0 \) universe, since the direction of the arrow of time is determined
by the Feynman propagator and not by the choice of boundary conditions.
The action in (4) reduces to
\[ S = 2\pi^2 \int_0^1 dt N \left( -3\frac{a^2}{N^2} + 3a - a^3\Lambda \right). \] (5)

We are faced with a functional integral over \( a(t) \), and an ordinary integral over the proper time \( N \). In fact, we can simplify the calculation by noticing that redefining the lapse function \( N(t) \rightarrow N(t)/a(t) \) renders the action (5) quadratic in \( q(t) \equiv a(t)^2 \), allowing the path integral over \( q(t) \) to be performed exactly\(^\text{(14)}\). In these new variables, the action (5) becomes
\[ S = 2\pi^2 \int_0^1 dt \left( \frac{3}{4N^2} \dot{q}^2 + 3N - N\Lambda q \right). \] (6)

The equation of motion and the constraint following from this action are
\[ \ddot{q} = 2\Lambda N^2; \quad \frac{3}{4N^2} \dot{q}^2 + 3 = \Lambda q. \] (7)

With boundary conditions \( q(0) = q_0 \) and \( q(1) = q_1 \), the general solution to the first equation (before imposing the constraint) is
\[ \dot{q} = \frac{\Lambda}{3} N^2 t^2 + \left( -\frac{\Lambda}{3} N^2 + q_1 - q_0 \right) t + q_0. \] (8)

Writing the full solution as
\[ q(t) = \dot{q}(t) + Q(t), \] (9)
the path integral becomes
\[ G[q_1; q_0] = \int_0^\infty dNe^{2\pi^2 i\int_0^1 Q[1]=0 DQe^{2\pi^2 i\int_0^1 dQ^2}/\hbar}, \] (10)
with
\[ S_0 = \int_0^1 dt \left( -\frac{3}{4N^2} \dot{q}^2 + 3N - N\Lambda \dot{q} \right), \quad S_2 = -\frac{3}{4N} \int_0^1 dt \dot{Q}^2. \] (11)

The path integral over \( Q \) is Gaussian and can be evaluated exactly:
\[ \int_{Q[0]=0}^{Q[1]=0} DQe^{2\pi^2 i\int_0^1 Q[1]=0 DQ^2}/\hbar = \sqrt{\frac{3\pi i}{2N\hbar}}. \] (12)

The propagator thus reduces to an ordinary integral
\[ G[q_1; q_0] = \sqrt{\frac{3\pi i}{2N\hbar}} \int_0^\infty dNe^{2\pi^2 i\int_0^1 N^{1/2}} e^{2\pi^2 i\int_0^1 S_0}/\hbar}. \] (13)

with
\[ S_0 = N^3 \frac{\Lambda^2}{36} + N \left( -\frac{\Lambda}{2}(q_0 + q_1) + 3 \right) + \frac{1}{N} \left( -\frac{3}{4}(q_1 - q_0)^2 \right). \] (14)

Equation (13) is an oscillatory integral, implying that it is only conditionally convergent. Below, we will use Picard-Lefschetz theory to show that it is indeed convergent, and to evaluate it. However, it is instructive to see that an elementary
proof of convergence may be provided, without the use of analytic continuation. We will sketch it here.

For many oscillatory integrals, convergence can be demonstrated with the Leibniz convergence test for alternating series. A real alternating series is defined as

\[ a = \pm \sum_{i=0}^{\infty} (-1)^i a_i, \quad (15) \]

with \( a_i \) positive real numbers. The Leibniz convergence test states that the series is convergent when the arguments decrease monotonically, i.e. \( a_{i+1} \leq a_i \) for sufficiently large \( i \), and the argument goes to zero in the limit of large \( i \), i.e. \( \lim_{i \to \infty} a_i = 0 \). To see the relation to oscillatory integrals, consider the integral

\[ I = \int_0^{\infty} dx \, e^{if(x)}, \quad (16) \]

for a real valued polynomial \( f \) (for the Fresnel integrals \( f(x) = x^2 \)). The real and imaginary parts of \( I \) are given by

\[ \text{Re}[I] = \int_0^{\infty} dx \, \cos(f(x)), \quad \text{Im}[I] = \int_0^{\infty} dx \, \sin(f(x)). \quad (17) \]

For simplicity we concentrate on the real part. Let us assume that the leading term of \( f \) goes like \( x^n \) in the limit \( x \to \infty \) for \( n \in \mathbb{N} \). A change of coordinates \( u = x^n \) gives the integral

\[ \text{Re}[I] = \int_0^{\infty} \frac{du}{nu^{1-1/n}} \cos(f(\sqrt[n]{u})), \quad (18) \]

and ensures that \( f(\sqrt[n]{u}) \sim u \) for large \( u \). Now let the zero crossings of the argument be given by \( z_i \) for \( i \in \mathbb{N} \). The real part of the integral can be written as an alternating series

\[ \text{Re}[I] = \left[ \int_0^{z_0} + \sum_{i=0}^{\infty} \int_{z_i}^{z_{i+1}} \right] \frac{du}{nu^{1-1/n}} \cos(f(u^{1/n})), \quad (19) \]

\[ = c \pm \sum_{i=0}^{\infty} (-1)^i \left[ \int_{z_i}^{z_{i+1}} \frac{du}{nu^{1-1/n}} \cos(f(u^{1/n})) \right], \quad (20) \]

\[ = c \pm \sum_{i=0}^{\infty} (-1)^i a_i, \quad (21) \]

without changing the order of summation, with \( c \) the integral over the interval \( (0, z_0) \), either the positive or the negative sign for \( \pm \) depending on the details of \( f \), and the positive real numbers

\[ a_i = \left| \int_{z_i}^{z_{i+1}} \frac{du}{nu^{1-1/n}} \cos(f(u^{1/n})) \right|. \quad (22) \]
The argument of the alternating series can be dominated with a simple approximation

\[ a_i = \left| \int_{z_i}^{z_{i+1}} \frac{du}{nu^{1-1/n}} \cos(f(u^{1/n})) \right| \quad (23) \]

\[ < \int_{z_i}^{z_{i+1}} \frac{du}{nu^{1-1/n}} = \sqrt{z_{i+1}} - \sqrt{z_i} = b_i. \quad (24) \]

In the limit of large \( u \) the function \( f(\sqrt[n]{u}) \) asymptotes to a function proportional to \( u \). For this reason, in the limit of large \( i \), the zero crossings of \( u \) will asymptote to a regular spacing, leading to the conclusion that for \( n > 1 \) and for sufficiently large \( i \), the coefficients \( b_i \) satisfy the conditions of the Leibniz convergence test. Since \( a_i < b_i \) for all \( i \) we conclude that \( \text{Re}[I] \) converges when \( n > 1 \). A similar argument can be given for the imaginary part of \( I \), making \( I \) conditionally convergent. This discussion applies to a more general class of integrals. When the integral function \( f(x) \) diverges as \( x^{-n} \) in the limit \( x \to 0 \) with \( n \in \mathbb{N} \), the change of coordinates \( u = x^{-n} \) leads to convergence for \( n > 1 \). More generally, when \( f \) is not a polynomial but dominates some polynomial \( x^n \) with \( n > 1 \), the oscillatory integral can be shown to converge due to cancellations from oscillations at large \( x \). Our integral above, when expressed in terms of the canonically normalised integration variable \( M \equiv N^{1/2} \), involves the asymptotic behaviour \( \sim \int dM e^{i(A^2 M^6 - q^2)/\hbar} \), and hence is manifestly convergent. In order to evaluate its value, however, Picard-Lefschetz theory is a preferable tool to which we turn our attention now.

2.1. Picard-Lefschetz theory

Picard-Lefschetz theory deals with oscillatory integrals like

\[ I = \int_D dx e^{iS[x]/\hbar}, \quad (25) \]

where \( \hbar \) is a real parameter, the action \( S[x] \) is a real-valued function and the integral is taken over a real domain \( D \), usually defined by the singularities of the integrand or, in higher dimensional or path integral cases, its partial integrals (see e.g. \( 15 \) for a more complete overview). One is typically interested in the behavior of the integral for small values of the parameter \( \hbar \): in quantum mechanical applications, taking \( \hbar \) to zero is a nice way to study the classical limit.

When faced with an integral in the form of (25), the idea of Picard-Lefschetz theory is to interpret \( S[x] \) as a holomorphic function of \( x \in \mathbb{C} \), the complex plane. Cauchy’s theorem allows us to deform the integration contour from the real domain \( D \) on the real \( x \)-axis into a contour we now call \( C \) in the complex \( x \)-plane, while keeping its endpoints fixed. In particular, we seek to deform \( C \) into a “steepest descent” contour passing through one or more critical points of \( S[x] \), i.e. points where \( \partial_x S = 0 \). By the Cauchy-Riemann equations, the real part of the exponent, \( \text{Re}[iS[x]] \), which controls the magnitude of the integrand, has a saddle point in the real two-dimensional \( (\text{Re}[x], \text{Im}[x]) \)-plane there. The steepest descent contour
through the saddle point is defined as the path along which $\text{Re}[iS[x]]$ decreases as rapidly as possible.

A simple example is provided by $S[x] = x^2$, with a critical point at $x = 0$. Writing $x = \text{Re}[x] + i \text{Im}[x]$, we have $\text{Re}[iS[x]] = -2 \text{Re}[x] \text{Im}[x]$. The magnitude of the integrand decreases most rapidly along the contour $\text{Im}[x] = \text{Re}[x]$ which is the steepest descent contour. Conversely, it increases most rapidly along the contour $\text{Im}[x] = -\text{Re}[x]$, which is the steepest ascent contour. As we shall discuss, steepest descent contours generically lead to convergent integrals, and in this case they are known as Lefschetz thimbles $J_x$.

In more detail, we write the exponent $I = iS/\hbar$ and its argument $x$ in terms of their real and imaginary parts, $I = h + iH$ and $x = u + i\bar{u}$. Downward flow is then defined by

$$
\frac{du^i}{d\lambda} = -g^{ij} \frac{\partial h}{\partial u^j},
$$

with $\lambda$ a parameter along the flow and $g_{ij}$ a Riemannian metric introduced on the complex plane. The real part of the exponent $h$ (known as the Morse function) decreases on such a flow away from its critical points, because

$$
\frac{dh}{d\lambda} = \sum_i \frac{\partial h}{\partial u^i} \frac{du^i}{d\lambda} = -\sum_i \left(\frac{\partial h}{\partial u^i}\right)^2 < 0,
$$

with the fastest rate of decrease occurring in the direction of "steepest descent", which maximises the magnitude of the gradient. Defining the latter requires that we introduce a metric.

For the simple examples we discuss here, the obvious metric $ds^2 = |dx|^2$ is sufficient. Defining complex coordinates, $(u, \bar{u}) = \{(\text{Re}[x] + i\text{Im}[x]), (\text{Re}[x] - i\text{Im}[x])\}$, the metric is $g_{uu} = g_{\bar{u}\bar{u}} = 0$, $g_{u\bar{u}} = g_{\bar{u}u} = 1/2$. Then $h = (I + \bar{I})/2$ and (26) becomes

$$
\frac{du}{d\lambda} = -\frac{\partial \bar{I}}{\partial \bar{u}}, \quad \frac{d\bar{u}}{d\lambda} = -\frac{\partial I}{\partial u}.
$$

The imaginary part of the exponent $H = \text{Im}[iS/\hbar]$ is conserved along these flows, since

$$
\frac{dH}{d\lambda} = \frac{1}{2i} \frac{d(I - \bar{I})}{d\lambda} = \frac{1}{2i} \left( \frac{\partial I}{\partial u} \frac{du}{d\lambda} - \frac{\partial \bar{I}}{\partial \bar{u}} \frac{d\bar{u}}{d\lambda} \right) = 0.
$$

Thus the integrand $e^{iS[x]/\hbar}$ – which was a purely oscillatory factor in the original integral – does not oscillate at all when evaluated along a downward flow (see Fig. 1). Instead, it decreases monotonically so that the integral converges absolutely and "as rapidly as possible." For a downward flow originating at a saddle, $\lambda$ runs from $-\infty$ at the saddle point to positive values as $h$ decreases. The Lefschetz thimble associated with a given saddle is defined as the set of downward flows leaving the saddle in this way.

Analogously, upward flows are defined via

$$
\frac{du^i}{d\lambda} = +g^{ij} \frac{\partial h}{\partial u^j},
$$
with $H$ likewise being conserved along these flows. Every critical point has an upward flow which, in analogy to the downward flow, is labelled $K_\sigma$.

Lefschetz thimbles and upward flows only intersect at a single critical point (in case of a degeneracy, a small perturbation may be added), the one where both are defined. With a suitable choice of orientation, we can write for the intersection number

$$\text{Int}(J_\sigma, K_{\sigma'}) = \delta_{\sigma \sigma'}.$$  

Our objective is to deform the original integral (25) into one evaluated over a sum of Lefschetz thimbles. That is, we would like to write

$$C = \sum_{\sigma} n_\sigma J_\sigma,$$

in a homological sense, for some integers $n_\sigma$ which may take the values 0 or $\pm 1$ when accounting for the orientation of the contour over each thimble. It follows from these equations that $n_\sigma = \text{Int}(C, K_\sigma) = \text{Int}(D, K_\sigma)$, since the intersection number is topological and will not change if we deform the contour $C$ back to the original, real domain $D$. Thus a necessary and sufficient condition for a given thimble $J_\sigma$ to be relevant is that a steepest ascent contour from the critical point $p_\sigma$ intersects the original, real integration domain $D$. In this circumstance, intuitively, there is no obstacle to smoothly “sliding” the intersection point from the real axis along $K_\sigma$ down to $p_\sigma$, and in the process deforming the original integration contour onto the the thimble $J_\sigma$. This is an argument that shows that if one starts from a real Lorentzian theory, then as long as the action is analytic one never obtains semiclassical enhancement factors such as are found in the Euclidean approach.
Once we have deformed the contour from the real axis to run through a set of thimbles associated with the contributing critical points, we have:

\[ I = \int_D dxe^{iS(x)/\hbar} = \int_C dxe^{iS(x)/\hbar} = \sum_\sigma n_{\sigma} \int_{\mathcal{J}_\sigma} dxe^{iS(x)/\hbar}. \tag{32} \]

As (32) indicates, typically more than one Lefschetz thimble contributes to the Lorentzian path integral, with given boundary conditions, even in mini-superspace quantum cosmology.

The integral taken over a thimble is absolutely convergent if

\[ \left| \int_{\mathcal{J}_\sigma} dxe^{iS(x)/\hbar} \right| \leq \int_{\mathcal{J}_\sigma} |dx| e^{\lambda(x)} < \infty. \tag{33} \]

Defining the length along the curve as \( l = \int |dx| \), the integral will converge if \( \lambda(x(l)) < -\ln(l) + A \), for some constant \( A \), as \( l \to \infty \), which is a rather weak requirement.

We have then expressed the original integral as a sum of absolutely convergent steepest descent integrals. In an expansion in \( \hbar \), we have

\[ I = \int_D dxe^{iS(x)/\hbar} = \sum_\sigma n_{\sigma} e^{iH(p_{\sigma})} \int_{\mathcal{J}_\sigma} e^{\lambda(x)} \approx \sum_\sigma n_{\sigma} e^{iS(p_{\sigma})/\hbar} [A_\sigma + \mathcal{O}(\hbar)], \tag{34} \]

where \( A_{\sigma} \) represents the result of the leading-order Gaussian integral about the critical point \( p_{\sigma} \). Sub-leading terms may be evaluated perturbatively in \( \hbar \).

### 2.2. Relevant and irrelevant saddle points

The action \( S_0 \) has four saddle points in the complex plane, which are solutions of

\[ \partial S_0 / \partial N = \Lambda^2 N_s^4 + (-6\Lambda(q_0 + q_1) + 36) N_s^2 + 9(q_1 - q_0)^2 = 0, \tag{35} \]

given by

\[ N_s = c_1 \frac{3}{\Lambda} \left[ \frac{\Lambda}{3} q_0 - 1 \right]^{1/2} + c_2 \left[ \frac{\Lambda}{3} q_1 - 1 \right]^{1/2} \], \tag{36} \]

with \( c_1, c_2 \in \{-1, 1\} \). The action evaluated at these saddle points is given by

\[ S_0^{\text{saddle}} = -c_1 \frac{6}{\Lambda} \left[ \frac{\Lambda}{3} q_0 - 1 \right]^{3/2} + c_2 \left[ \frac{\Lambda}{3} q_1 - 1 \right]^{3/2}. \tag{37} \]

Each of these four saddle points corresponds to a Lefschetz thimble \( \{\mathcal{J}_\sigma\} \), and a steepest ascent contour \( \{\mathcal{K}_\sigma\} \). Each is also associated with wedges \( J_{\sigma}, K_{\sigma} \) in which the real part of the exponent \( iS/\hbar \) is respectively lower and higher than the saddle point value. Writing the original integration contour in terms of the Lefschetz thimbles

\[ (0^+, \infty) = \sum_\sigma n_{\sigma} \mathcal{J}_\sigma, \tag{38} \]
we approximate the propagator using the saddle point approximation in the limit $\hbar \to 0$,

\[
G[q_1, q_0] = \sum_{\sigma} n_{\sigma} \sqrt{\frac{3\pi i}{2h}} \int_{J_{\sigma}} \frac{dN}{N^{3/2}} e^{2\pi i S_0 / \hbar} \\
\approx \sum_{\sigma} n_{\sigma} \sqrt{\frac{3\pi i}{2h}} e^{2\pi i S^{\text{onset}} / \hbar} \int_{J_{\sigma}} \frac{dN}{N^{1/2}} e^{\frac{4\pi}{N_0, NN} (N - N_s)^2} \left[ 1 + O\left(\hbar^{1/2}\right) \right] \\
\approx \sum_{\sigma} n_{\sigma} \sqrt{\frac{3\pi i}{2N_0 |S_0, NN|}} e^{-\frac{4\pi}{N_0, NN} |n|^2} \left[ 1 + O\left(\hbar^{1/2}\right) \right],
\]

where we defined $N - N_s \equiv n e^{i\theta}$ with $n$ real and $\theta$ being the angle of the Lefschetz thimble with respect to the positive real $N$ axis.

Earlier approaches amount to choosing a particular contour in the complex $N$ plane “by hand,” on the basis of some preconceived notions. However, the virtue of the Lorentzian path integral combined with Picard-Lefschetz theory is that the proper combination of saddle points and relative phases between them is completely fixed.

The “no-boundary” conditions were proposed by Hartle and Hawking as a theory of initial conditions for the universe\(^{1-3}\). The idea is that in the path integral one should sum only metrics whose only boundary is provided by the final spatial hypersurface (corresponding to the current state of the universe). To implement “no-boundary” conditions, we must take $q_0 \to 0$ and find a 4-metric which is regular there. This is possible for positive spatial curvature, as assumed here. The “no-boundary” condition is supplemented with the constraint equation (7) evaluated at $q = 0$,

\[
q^2 = -4N^2 \quad (q = 0).
\]

We will take the final boundary to correspond to a late time configuration, where the universe has become large, $q_1 > \frac{4}{\Lambda}$. The saddle points of the action are given by

\[
N_{s, nb1} = -\frac{3}{\Lambda} \left[ i \pm \left( \frac{\Lambda}{3} q_1 - 1 \right)^{1/2} \right], \quad N_{s, nb2} = -\frac{3}{\Lambda} \left[ i \pm \left( \frac{\Lambda}{3} q_1 - 1 \right)^{1/2} \right],
\]

with corresponding actions

\[
S_{0, nb1} = -\frac{6}{\Lambda} \left[ -i \pm \left( \frac{\Lambda}{3} q_1 - 1 \right)^{3/2} \right], \quad S_{0, nb2} = +\frac{6}{\Lambda} \left[ -i \pm \left( \frac{\Lambda}{3} q_1 - 1 \right)^{3/2} \right].
\]

Note that saddle points in the upper half plane lead to $e^{\pm 2\pi^2 S_0} \sim e^{-12\pi^2 / (\hbar \Lambda)}$, while those in the lower half plane lead to $e^{\pm 2\pi^2 S_0} \sim e^{\pm 12\pi^2 / (\hbar \Lambda)}$.

Given the saddle points, we can determine the wedges and the curves of steepest descent and ascent emanating from them. We use the fact that curves with $\text{Re}(i S_0)$
Fig. 2. For this numerical example we have chosen $\Lambda = 3, q_0 = 0, q_1 = 10$. The saddle points then lie at $\pm 3 \pm i$. Shown in the present figure are both the boundaries of wedges (lines of constant real part of the integrand/imaginary part of the action – light blue lines) and the flow lines (lines of constant real part of the action – red/green lines). More specifically, the plot shows both $\text{Abs}[\text{Im}(S(N) - S(N_s))]$ and $\text{Abs}[\text{Re}(S(N) - S(N_s))]$, where lighter colours correspond to smaller values. The four saddle points are located at the intersections of the flow lines. More details are provided in Fig. 3.

specify the boundaries of the wedges, and that $\text{Im}(iS_0)$ is constant along the flow lines to determine them numerically – see also 16. For the case of interest to us, the wedge boundaries and flow lines are shown in Fig. 2, while the directions of the flows are sketched in Fig. 3.

Note that the downward flow lines (Lefschetz thimbles) of the upper saddle points can indeed be deformed to the real $N$ line, while the downward flow lines of the lower saddle points cannot. Moreover, only saddle point 1 can be linked to the original integration contour (the positive real half line) via an upward flow, and hence the appropriate integration contour, along which the integral will be manifestly convergent, is given by the Lefschetz thimble $\mathcal{J}_1$ also indicated by the dashed orange line in Fig. 3. Saddle point 1 lies at

$$N^+_{a, nb1} = \frac{3}{\Lambda} \left[ i + \left( \frac{\Lambda}{3} q_1 - 1 \right)^{1/2} \right], \quad (43)$$

and the action evaluated on the saddle point is

$$S^+_{0, nb1} = -\frac{6}{\Lambda} \left[ -i + \left( \frac{\Lambda}{3} q_1 - 1 \right)^{3/2} \right]. \quad (44)$$
Fig. 3. A sketch of the wedges and flow lines emanating from the saddle points in the complex $N$ plane, for “no-boundary” conditions $q_0 = 0, q_1 > \frac{3}{\Lambda}$. The loci of the steepest ascent/descent flows (in black) and of the boundaries between wedges (in blue) were determined numerically in Fig. 2. Here the arrows indicate the direction of steepest descent. We have coloured the wedges such that regions $J_\sigma$ with a lower value of the magnitude of the integrand than the corresponding saddle point are green, and regions $K_\sigma$ with a higher value are red, with the exception of the yellow regions which have a value intermediate between the two saddle point values. Comparing with the adjacent colours then avoids any ambiguity. The original integration contour along the positive real axis is shown in orange, and the deformed contour which Picard-Lefschetz theory picks out as the preferred integration cycle is marked in dashed orange. Again neither the flow lines, nor the original or final integration contours, include the point at $N = 0$. Only saddle point 1 in the upper right quadrant can be linked to the original integration contour via an upward flow, and this implies that the (orange-dashed) downward flow from this saddle point is the correct Lefschetz thimble along which the path integral should be performed.

For saddle points of the form (36), we have

$$ S_{0,NN} = \frac{2c_0}{N_s} (\Lambda q_0 - 3)^{1/2} (\Lambda q_1 - 3)^{1/2}, \quad (45) $$

implying that $\text{Arg}(N_s) = -\alpha + \text{Arg} \left[ (\Lambda q_0 - 3)^{1/2} (\Lambda q_1 - 3)^{1/2} \right]$. For the “no-boundary” conditions we thus find $\text{Arg}(N_s) + \alpha = \frac{\pi}{2}$, and this implies $\theta - \frac{1}{2} \text{Arg}(N_s) = 0$. In the saddle point approximation, we thus obtain the wavefunction

$$ G_{nb}[q_1;0] \approx e^{\frac{i\pi}{4}} \frac{3^{1/4}}{2(\Lambda q_1 - 3)^{1/2}} e^{-\frac{12\pi^2}{(\hbar \Lambda)} - \frac{34\pi^2}{2(\Lambda q_1 - 3)^{1/2}}} \sqrt{\Lambda (q_1 - 3)^{3/2}} / \hbar. \quad (46) $$

Note that the real part of the classical action for the dominant saddle point is negative, as expected from the general arguments presented earlier. This concludes the explicit derivation of our result that the relevant saddle point contributes a weighting $e^{-12\pi^2/(\hbar \Lambda)}$, the inverse of the Hartle-Hawking result.
3. Unstable Perturbations

We now turn our attention to the perturbations, treated in general relativistic linear perturbation theory. The second order action for a linearized (tensor) perturbation $\phi_l$ with principal quantum number $l$ is given in terms of the background squared scale factor as

$$S^{(2)}[q, \phi; N] = \frac{1}{2} \int_0^1 \left[ q^2 \frac{\dot{\phi}_l^2}{N} - N l(l + 2) \phi_l^2 \right] dt$$

where we have re-expressed the dimensionless tensor metric perturbation $\phi_l$ in terms of the canonically normalized field $\chi_l = q \phi_l$. Note that we have orthonormalized the modes on the unit sphere (thus no prefactor of $2\pi^2$ appears in the action). Also, to avoid needless complexity in the equations we only consider a single mode. It is straightforward to amend all the formulae we derive by replacing $l(l+1)(l+2)\phi_l^2$ with $\sum_{lmn} l(l+1)(l+2)\phi_{lmn}^2$ where the $\phi_{lmn}$ are the expansion coefficients expressing the final tensor perturbation in terms of orthonormal tensor spherical harmonics on the three sphere. For ease of notation, where there is no danger of confusion, we will also usually drop the subscript $l$. Note that the perturbation of the lapse $N$ is non-dynamical in the absence of matter and may be set to zero.

If we neglect the backreaction of the linear perturbations on the background, such as is certainly reasonable for small final amplitude $\phi_1$, then we can evaluate the path integral first for $q$ and then for $\phi$, using the classical solution for the background $q$ in the action (47) for $\phi$. To integrate out the perturbations, we again just find the classical solution and use this to evaluate the classical action. The total semiclassical exponent is then given by $S^{(0)}[q_1; N] + S^{(2)}[q_1, \phi_1; N]$ and we then perform the final ordinary integral over $N$ using saddle point methods. We shall not calculate any functional determinants here, although this is perfectly possible. These should not alter any conclusions about the Picard-Lefschetz flow, nor the final semiclassical exponent, in any regime where the semiclassical expansion is valid.

The no boundary path integral on a contour $C$ is then given, in this leading semiclassical approximation, by

$$G_C[q_1, \phi_1; 0] \propto \int_C \frac{dN}{\sqrt{D(N, q_1, \hbar)}} e^{iS^{(0)}[q_1; N]/\hbar + iS^{(2)}[q_1, \phi_1; N]/\hbar},$$

where $S^{(2)}[q_1, \phi_1; N]$ is the classical action for the perturbation, in the background $\bar{q}$, satisfying $\phi(1) = \phi_1$ as well as a second condition we shall define shortly. The quantity $D(N, q_1, \hbar)$ is the functional determinant which is in principle calculable in terms of the classical modes and as a series expansion in $\hbar$.

In the leading semiclassical approximation, we can perform the path integral by the saddle point method, i.e., by solving the equations of motion and computing the classical action. The boundary condition on the perturbations at $t = 0$ is delicate
because the background geometry is sufficiently singular for a range of real values of the lapse, that the perturbations obey a singular equation of motion. We shall find that, nevertheless, for generic complex \( N \), the criterion of finite classical action selects a unique perturbation mode.

At fixed \( N \), the classical equation for \( \chi \) following from (47) is

\[
\ddot{\chi} = \left( \frac{\ddot{q}}{q} - \frac{N^2 l(l+2)}{q^2} \right) \chi .
\]

Near \( t = 0 \), this becomes

\[
\ddot{\chi} \approx -\frac{N^2 l(l+2)}{(q_1 - \Lambda N^2/3)^2} \frac{\chi}{t^2} = \frac{\gamma^2 - 1}{4} \frac{\chi}{t^2} ,
\]

from which we see \( \chi \sim t^{2(1+\gamma)} \), as \( t \to 0 \). Notice that the equation of motion for \( \chi \) is singular and this results in some unusual properties of the perturbations, as we explain below.

For small real \( N \), we take \( \gamma \) to be real and positive. Provided \( N \) is real and smaller in magnitude than a particular value \( N_- \), then both solutions for \( \chi \) are monotonic in \( t \) and both vanish at \( t = 0 \). However, only one of them has finite action so it is natural to select that one as the saddle point solution. For real \( N \) larger in magnitude than \( N_- \) but smaller than another, larger value, \( N_+ \), \( \gamma \) is imaginary and the solutions oscillate an infinite number of times as they approach \( t = 0 \). In fact, both solutions have a finite regularized action, so the finite action criterion becomes ambiguous for \( N \) in this range. Increasing the magnitude of \( N \) beyond \( N_+ \), while keeping \( N \) real, we see that \( \gamma \) becomes real once again. However, as we explain shortly, in this latter regime, there are no finite action classical solutions.

The two critical values are given by

\[
N_- = \frac{3}{\Lambda} \sqrt{2l(l+2) + q_1 \Lambda/3 - 2 \sqrt{l(l+2)(l(l+2) + q_1 \Lambda/3)}},
\]

(51)

\[
N_+ = \frac{3}{\Lambda} \sqrt{2l(l+2) + q_1 \Lambda/3 + 2 \sqrt{l(l+2)(l(l+2) + q_1 \Lambda/3)}},
\]

(52)

with geometric mean \( N_* \equiv \sqrt{N_+ N_-} = \sqrt{3q_1/\Lambda} \). It follows that we can take

\[
\gamma = \sqrt{\frac{(N_-^2 - N^2)(N_+^2 - N^2)}{(N_+^2 - N_-^2)}},
\]

(53)

defined to be real and positive for small \( N \) and defining \( \gamma \) at complex \( N \) by analytic continuation. The branch cuts needed to define the square roots are conveniently placed along the real intervals \(-N_+ < N < N_- \) and \( N_- < N < N_+ \). On the upper side of the cuts, \( \gamma \) is negative imaginary and on the lower sides it is positive imaginary. Away from the cuts, as is evident from (47), the action integral converges at \( t = 0 \) only for the mode behaving as \( t^{2(1+\gamma)} \) as \( t \to 0 \). The complete solution of (49) with this small \( t \) behavior is

\[
\chi(t) = \ddot{q}(t)\frac{t}{3q_1 + (t-1)N^2 \Lambda} \left( (3q_1 - \Lambda N^2)(1 + \gamma) + 2\Lambda N^2 t \right),
\]

(54)
and the corresponding, correctly normalized classical solution is

$$\phi(t) = \phi_1 \chi(t) \frac{q_1}{q(t)} \chi(1)$$  \hspace{1cm} (55)$$

This solution allows us to calculate the classical action from (47). With an integration by parts and using the equations of motion, we find

$$S^{(2)}[q_1, \phi_1; N] = \left[ \frac{q_1^2 \partial^2 \phi_1}{2N} \right]_0^1 = \frac{l(l+2)q_1\phi_1^2}{4N(3l(l+2)+q_1\Lambda)} \left( -3q_1 - N^2\Lambda + \gamma(N^2 - N^2) \right),$$  \hspace{1cm} (56)$$

which is real where \(\gamma\) is real, but gains a negative or positive imaginary part (meaning that the semiclassical exponent \(iS/\hbar\) gains a positive or negative real part) as \(N\) approaches the real axis from above or below the branch cuts. This behavior is illustrated in Figure 4.

![Fig. 4. The Morse function \(h = Re(iS/\hbar)\) around a branch cut, in units where \(\hbar = 1\) and for the parameters \(\Lambda = 3, q_1 = 101, l = 10, \phi_1 = 1\). At the cut, the Morse function reaches its maximum at \(N^* = 10\) coming from the upper half plane, and its minimum also at \(N^*\), though approaching the cut from below.](image)

There is one additional important consideration: for real \(N\), the background solution for the scale factor is real and quadratic in \(t\). For \(N > N^*\) (or \(N < -N^*\)) the background solution starts at \(q = 0\), then turns negative before crossing \(q = 0\) a second time, at \(t_s = 1 - \frac{q_1^2}{\Lambda N^*}\), to eventually reach \(q_1\) at \(t = 1\). Thus there is a second singularity in these real but off-shell-in-\(N\) background geometries. It is obvious from (54) that if \(\chi\) behaves as \(t^{\frac{1}{2}(1+\gamma)}\) near \(t = 0\), then it behaves as \((t_s - t)^{\frac{1}{2}(1+\gamma)}\) near \(t = t_s\). Thus, for real \(\gamma\) and \(N > N^*\) then if the action integral converges at \(t = 0\), it diverges at \(t = t_s\), and vice versa. We conclude that for \(N > N^*\) or \(N < -N^*\) no solution of the perturbation equations of motion has finite action. Hence, in performing the integration over \(N\) in the last step (48) of our calculation, however
we deform the contour $C$, we cannot allow it to cross the real $N$-axis for real $N$ beyond the outer ends of the two branch cuts.

Finally, notice that at large $|N|$ in the complex $N$-plane, the background action $\bar{S}^{(0)} \sim N^3$ dominates over the perturbation action $\bar{S}^{(2)} \sim N$. The same holds in the small $|N|$ limit, where both the background and the perturbation diverge like $1/N$ (the background and the perturbation action have opposite sign). As a consequence the asymptotic regions of convergence are preserved when we add linearized tensor perturbations.

The leading contribution of the perturbations, in the semi-classical approximation, comes from the relevant saddle point of the background. At this saddle points, the parameter $\gamma$ is precisely equal to $l+1$, meaning that the tensor modes $\phi_l$ behave as $t^{l/2}$ near the singularity, which means they are regular there. The value of the classical action at the relevant saddle point is then

$$\bar{S}^{(2)}(N^+_s) = -i\frac{\phi_1^2 q_1}{2} \frac{l(l+2)}{l+1 + i\sqrt{q_1\Lambda}/3 - 1}.$$ (57)

There are two simplifying regimes. If the wavelength on the final three-geometry, $\sim \sqrt{q_1} l^{-1}$ is well within the Hubble radius $\sqrt{3/\Lambda}$, we obtain

$$\frac{\bar{S}^{(2)}(N^+_s)}{\hbar} \approx +\frac{\phi_1^2 q_1}{2\hbar} l, \quad l \gg \sqrt{\frac{\Lambda q_1}{3}},$$ (58)

a result which is independent of $\Lambda$. In the opposite limit, we obtain the result for the “frozen” modes in the expanding de Sitter spacetime, which have passed out of the de Sitter Hubble radius and ceased to evolve. In this case, we obtain

$$\frac{\bar{S}^{(2)}(N^+_s)}{\hbar} \approx +\frac{3}{2\Lambda} l(l+1)(l+2)\phi_1^2 - i\frac{3q_1}{4\Lambda} l(l+2)\phi_1^2, \quad \sqrt{\frac{\Lambda q_1}{3}} \gg l.$$ (59)

As we can see, the relevant saddle point leads to an inverse Gaussian distribution, meaning that the tensor modes are out of control.

4. Comments

In view of the unsettling nature of our result, one may ask whether our approximations have broken down, or whether we have somehow incorrectly implemented the idea of the no-boundary proposal. In this section we will address these issues and show that our result, to the best of our knowledge, really is robust.

4.1. Backreaction

First one may wonder whether the instability which we have demonstrated only occurs for very small perturbations, and whether it will be cured for larger perturbations. The $l = 2$ modes are particularly interesting in this regard, as a possible non-linear completion of the metric exists in the form of the Bianchi IX line element

$$ds^2_{IX} = -N_p^2(t) dt_p^2 + \sum_m \left( \frac{l_m(t)}{2} \right)^2 \sigma_m^2,$$ (60)
where \(N_p\) is the physical lapse function and \(\sigma_1 = \sin \psi d\theta - \cos \psi \sin \theta d\varphi\), \(\sigma_2 = \cos \psi d\theta + \sin \psi \sin \theta d\varphi\), and \(\sigma_3 = -(d\psi + \cos \theta d\varphi)\) are differential forms on the three sphere such that \(0 \leq \psi \leq 4\pi\), \(0 \leq \theta \leq \pi\), and \(0 \leq \phi \leq 2\pi\). For ease of notation we will denote a derivative w.r.t. physical time \(t_p\) by an overdot in this section (and only in this section). Employing the original definition of Misner, we can re-write the three scale factors as

\[
\begin{align*}
  l_{1,2}(t_p) &= a(t_p) \exp \left[ \frac{1}{2} \left( \beta_+(t_p) + \pm \sqrt{3} \beta_- (t_p) \right) \right], \\
  l_3(t_p) &= a(t_p) \exp \left[ -\beta_+(t_p) \right],
\end{align*}
\]

which makes it clear that \(a\) is the average scale factor while the \(\beta\)s quantify anisotropic perturbations. In these coordinates the action becomes

\[
S = 2\pi^2 \int dt_p N_p a \left[ \frac{1}{N_p^2} \left( -3\dot{a}^2 + \frac{3}{4} a^2 \left( \dot{\beta}_+^2 + \dot{\beta}_-^2 \right) \right) - U(\beta_+, \beta_-) \right],
\]

where the full non-linear potential is given by

\[
U(\beta_+, \beta_-) = -2 \left( e^{2\beta_+} + e^{-\beta_+ - \sqrt{3}\beta_-} + e^{-\beta_+ + \sqrt{3}\beta_-} \right) + \left( e^{-4\beta_+} + e^{2\beta_+ - 2\sqrt{3}\beta_-} + e^{2\beta_+ + 2\sqrt{3}\beta_-} \right).
\]

The equations of motion for \(a, \beta_+, \beta_-\) are given by

\[
\begin{align*}
  \ddot{a} + \frac{1}{2} \frac{\dot{a}^2}{a^2} + \frac{3}{8} \left( \dot{\beta}_+^2 + \dot{\beta}_-^2 \right) - \frac{N_p^2}{6a^2} U(\beta_+, \beta_-) &= 0, \\
  \ddot{\beta}_+ + 3\frac{\dot{a}}{a} \dot{\beta}_+ + \frac{2}{3} \frac{N_p^2}{a^2} U_{\beta_+} &= 0, \\
  \ddot{\beta}_- + 3\frac{\dot{a}}{a} \dot{\beta}_- + \frac{2}{3} \frac{N_p^2}{a^2} U_{\beta_-} &= 0.
\end{align*}
\]

Expanding the last equation to linear order we obtain

\[
\ddot{\beta}_\pm + 3\frac{\dot{a}}{a} \dot{\beta}_\pm + 8 \frac{N_p^2}{a^2} \dot{\beta}_\pm = 0.
\]

A comparison with Eq. (49) confirms that the \(\beta\)s are non-linear versions of the \(l = 2\) modes - more specifically, they are non-linear versions of two \(l = 2\) modes which are such that they preserve the Bianchi IX symmetry. To match with our earlier normalization conventions, one has to re-scale

\[
\beta_\pm = \frac{1}{\sqrt{3\pi}} \phi_\pm,
\]

where \(\phi_\pm\) denote two separate \(l = 2\) modes. The structure of the potential \(U\) shows that when going beyond linear order, the equations of motion lead to direct couplings between these two \(l = 2\) modes.

In the present section we work in a gauge where \(N_p = 1\) and where one then has to determine the value of the time coordinate of the final hypersurface on which the boundary conditions \(q_0 = 0, q_1 = a^2\), \(\phi_\pm = \phi_{1\pm}\) are satisfied. This is done using the shooting method discussed in\(^{17}\). In this method, the (generally complex valued) second time derivatives of \(\phi_\pm\) at the no boundary point \(a = 0\) are adjusted using an
optimization algorithm such that at a final time $t_f$ the desired real values $q_1, \phi_{1\pm}$ are simultaneously reached. The total time interval $\int N_p dt_p = t_f$ can then also be related to the lapse function $N$ using the change of coordinates $N_p dt_p = N q^{-1/2} dt$,}

$$N = \int_0^1 N dt = \int_0^{t_f} a(t_p) dt_p . \quad (69)$$

Our results are shown in Fig. 5. For ease of comparison with linear perturbation theory, we only show results for the case where a single $l = 2$ mode (here chosen to be $\phi_{1-}$) takes on a non-trivial value on the final hypersurface. The left panel shows how the weighting of the saddle point solution (for saddles in the upper half plane) increases as the perturbation amplitude is increased. The opposite behavior is seen for the saddle points in the lower half plane. As is evident from the figure, backreaction at second order in perturbation theory is utterly negligible. Even more importantly, the effects of the instability are even stronger when non-linear terms are included, and the dominance of the upper saddle point over the lower ones occurs already for smaller values of $\phi_{1-}$ than in the linear theory. Also, as shown in the right panel, the saddle point moves faster towards the real $N$-axis in the non-linear theory. These results consolidate our analytic results, and indicate that the inclusion of non-linear terms only reinforces the instability that we have identified.
Fig. 6. We may consider a path integral over purely regular geometries, having as their only boundary a large late time universe with scale factor $a_1$. The integral can be pictured as a sum over complexified 4-spheres, bearing in mind that a complexified 4-sphere contains a Lorentzian de Sitter section. One may argue that such a restricted sum is closest in spirit to the original idea of the no-boundary proposal\textsuperscript{1,2}.

### 4.2. Sums over regular metrics

The idea of the no-boundary proposal is to sum over compact and regular metrics. However, as we have seen, in the minisuperspace example discussed so far there were many singular metrics off-shell, although the saddle point geometries were regular. One may wonder if one should restrict the sum in the path integral even further, so as to allow only regular metrics off- and on-shell. Could this lead to a different result? Following\textsuperscript{18} we can consider the simplest and most symmetric possibility, namely a sum over 4-spheres with given boundaries $a_0 = 0$ and $a_1 > 0$ and arbitrary radius,

$$a(t) = \pm r \sin \left( \frac{N_E t}{r} \right)$$

with $a_1 = \pm r \sin \left( \frac{N_E}{r} \right)$ and $\dot{a}_1 = \pm N_E \cos \left( \frac{N_E}{r} \right)$. Accordingly, one should think of $N_E$ as being fixed by the boundary conditions and the sum to be over $r$. Given that $N_E$ will in general be a complex number, we should also expect $r$ to be complex, and that the integral will be over a contour in the complex $r$ plane. As discussed in\textsuperscript{11}, in fact the relevant saddle point geometry remains the same, and the associated perturbations remain unstable. Moreover, one can also explicitly check that in this calculation backreaction effects are small, so that the instability is confirmed.

### 5. Outlook

Despite the fact that intuitively, the idea of a smooth beginning for spacetime is very attractive, and of clear aesthetic appeal, our results have shown that upon closer inspection it does not work, as it leads to unsuppressed fluctuations (see Fig. 7).
One lesson to be drawn from this result is that it is worthwhile analysing the mathematical setup of a physical theory in some detail, as heuristic arguments can be misleading in unexpected ways. Moreover, quantum gravity appears to be much more restrictive than naively thought. This is in fact an extremely encouraging thought, as it may allow us to make progress regarding the unification of quantum theory and general relativity.

Fig. 7. The beginning of the universe is depicted at the bottom, while our current state of the universe should be thought of as the boundary at the top. Left panel: The originally hoped for situation of a smooth beginning. Right panel: A detailed investigation of the path integral shows that fluctuations are unstable, and the probability for large perturbations is unsuppressed. Thus the no-boundary and tunneling proposals are untenable in their current forms.

The most important result of our investigations is probably that the Lorentzian path integral is well defined: it gives sensible results for other types of boundary conditions, in particular for classical boundary conditions\(^7\), and it is in fact simply the no-boundary condition that fails. Moreover, our analysis clearly shows that the Euclidean path integral does not exist (see Fig. 3 where one can see that integral along imaginary lapse direction necessarily diverges, either near \(N = 0\) or towards imaginary infinity). Other, intrinsically complex integration contours for the lapse were proposed in reaction to our work\(^{19,20}\), but these ultimately lead to inconsistent results\(^9,10\). Thus one may take the Lorentzian path integral as a solid basis for further investigations into quantum cosmology, allowing us to explore questions such as: what are the conditions for quantum field theory in curved spacetime to be a good approximation? Are the complex big-crunch-avoiding solutions that were found heuristically in\(^{21}\) of physical relevance or not? How severe is the trans-Planckian problem of inflation? Which assumptions must be modified in order to obtain a consistent theory of initial conditions? The search remains wide open!

Acknowledgments

My sincere thanks to Alice Di Tucci, Job Feldbrugge and Neil Turok for enjoyable and enlightening collaborations on these subjects. I would also like to thank Sebastian Bramberger, Juan Diaz Dorronsoro, Jonathan Halliwell, Thomas Hertog, Oliver Janssen, Alex Vilenkin and Yannick Vreys for stimulating discussions. The
author gratefully acknowledges the support of the European Research Council in the form of the ERC Consolidator Grant CoG 772295 “Qosmology”.

References

The role of redundancy in blind signal estimation for multiple gravitational wave detectors

Hao Liu

The Niels Bohr Institute & Discovery Center, Blegdamsvej 17, Denmark
Key laboratory of Particle and Astrophysics, Institute of High Energy Physics, CAS, 19B YuQuan Road, Beijing, China.
E-mail: liuhao@nbi.dk

James Creswell, Sebastian von Hausegger, and Pavel Naselsky

The Niels Bohr Institute & Discovery Center, Blegdamsvej 17, Denmark
E-mail: james.creswell@nbi.ku.dk, s.vonhausegger@nbi.dk and naselsky@nbi.dk

Andrew D. Jackson

The Niels Bohr International Academy, Blegdamsvej 17, DK-2100 Copenhagen, Denmark
E-mail: jackson@nbi.dk

In this work, we extend our previous blind GW signal estimation method\(^1\) to the case of multiple detectors and show that, with a full use of redundancy, it gives promising results, e.g. a faster decay of fluctuations than that expected from the central limit theorem. This method, whose design explicitly accounts for redundancy in multiple measurements, considerably improves the efficiency of signal extraction in a multi-detector network.

1. Introduction

Given that detector noise is several orders of magnitude larger than expected gravitational wave (GW) signals from black hole mergers, the analysis of LIGO’s data is challenging. This is one reason why LIGO consists of two independent detectors separated by 3000 km. It is reasonable to divide the task into three relatively distinct parts. These include event detection, waveform extraction, and the identification of its physical origin. Here, we will be concerned with the two final steps in this process, focusing on black hole mergers like GW150914. Since thermal and seismic effects lead to substantial low frequency noise and since quantum noise is dominant at high frequencies, it is possible to reduce the effects of noise by band-pass filtering (or equivalent operations) to a restricted frequency range e.g., 30 – 300 Hz. LIGO extracts waveforms by comparing the data from the Livingston and Hanford detectors with (suitably time-shifted) elements of a bank of templates describing the merger of two black holes with various masses, spins and initial conditions. A satisfactory level of agreement would then lead to the acceptable conclusion that the data is not inconsistent with a black hole merger. An equally satisfactory conclusion would be that, if the event is due to a black hole merger, it has the parameters corresponding to the best-fit template. However, in our view, the far stronger conclusion that such agreement proves that the event actually is due to a black hole merger with the corresponding parameters is unwarranted.
Moreover, there are disturbing features in the noise associated with LIGO’s events. Although this noise is complex, its two essential characteristics are clear and unambiguous. First, LIGO noise is neither stationary nor Gaussian. In fact, both stationarity and Gaussianity are implicitly assumed in the Bayesian likelihood analysis as a diagonal approximation for the noise covariance matrices for both the Hanford and Livingston detectors. Second, the LIGO “residuals” (defined as the cleaned data minus the best-fit template) for the two detectors should not be correlated. In fact, the residuals associated with GW150914 are strongly correlated when shifted by the same time lag as the template itself and considerably larger than the expected level of “accidental” correlations for LIGO data. Since the Hanford (H) and Livingston (L) detectors are assumed to be completely independent except for a possible GW signal, this correlation in the residuals tells us that a template-based analysis does not provide a reliable description of the common signal seen by the H and L detectors.

Template-based analyses have a strong tendency to be self-fulfilling, this alone should be sufficient to emphasize the importance of maintaining a clean separation between the extraction of a signal and attempts to divine its physical origin.

In order to make optimal use of the independence of the H and L detectors and to quantify the uncertainties in previously extracted waveforms, we have constructed a template-free method that includes minimization of residual correlations in order to determine a “best common signal” for GW150914. Since the residual for an individual detector is a complicated function of time (or frequency), there are many ways to realize the desired absence of correlations. This means that our algorithm yields a family of best common signals that enable us to estimate the probability, \( p \), that the best common signal is a black hole merger template. For GW150914, we find \( p = 0.008 \). It is unclear whether this small probability is indicative of inadequacies in the gravitational wave templates, imperfect knowledge of the acceptance of the instruments, or of a completely different physical explanation — either astrophysical or terrestrial — of this event. As the amplitude of the signal becomes smaller with respect to the noise level, the relative width of the envelope of best common solutions obtained by this method grows and eventually covers the line of zero signal. The signal to noise ratio (SNR) for other possible black hole merger events is smaller than that found for GW150914, and we find that all of these subsequent events are consistent with a best common signal of precisely zero.

The fact that LIGO does not make use of the only relevant information available about noise properties (i.e., the fact that L and H residuals must be uncorrelated) also suggests that their analysis does not optimally exploit the benefits of redundancy that should accrue from two independent measurements of the same signal. Since the power of redundancy becomes clearer as the degree of redundancy is increased, our primary concern in this paper is to extend the results of Ref. 1 to the case of an arbitrary number of GW detectors. We emphasize that this approach is not merely a pedagogic exercise. There is considerable current discussion about adding additional detectors to the GW network. Since the effects an additional
detector can have on the accuracy of signal attraction depends sensitively on the
degree to which redundancy is exploited, we believe that the present work can be of
practical relevance in deciding the extent to which such an investment is justified.

We begin in section 2 by presenting simple schematic models that illustrate the
dramatic differences found when analyzing multi-detector events with or without
consideration of the effects of redundancy. These models will provide a gauge of
the extent to which redundancy is realized in practice. The extension of our earlier
model for the blind estimation of the common signal to the case of many detectors
will be described in section 3 along with the results of realistic simulations. Finally,
section 4 contains a discussion based on these results.

2. The value of redundancy and its price

We all have an intuitive understanding of the important role that redundancy can
play in the accurate determination of a signal transmitted in the presence of noise.
When told an important telephone number in a noisy environment, our immediate
reaction is to ask for it to be repeated. Hearing the same number twice greatly
increases our confidence that it has been transmitted correctly. Clearly, redun-
dancy is equally important in a scientific context, and it was surely one of the
primary reasons that LIGO wished to have multiple GW detectors. In the analysis
of GW170814, LIGO makes use of the Virgo detector as a consistency check for
the results from Hanford and Livingston.\textsuperscript{6} The additional information from Virgo
improves the false-alarm rate compared to the two detector case. In general, the
SNR of the LIGO/Virgo network is defined as a sum in quadrature of the individual
detector SNRs, i.e.\textsuperscript{7}

\[ \rho_{\text{network}}^2 = \sum_{i=1}^{M} \rho_i^2. \]  

(1)

The precondition for this definition is ideal detector noise uncorrelated between
detectors, with off-diagonal terms of the noise covariance matrix neglected. Fur-
thermore, the addition of detector SNRs in this way fails to properly exploit redun-
dancy, because the network SNR can be dominated by the SNR of a single detector.
A high network SNR does not necessarily imply agreement between detectors.

Our aim in this section is to provide a better understanding of both the power
of redundancy and the price that must be paid to obtain it.

We first consider a schematic but instructive example of redundancy in which
there are two independent measurements of a common signal consisting of \( N \) pieces
of data. In the absence of noise, the two measured signals will be identical to one
another and to the true signal. Now, simulate noise by assuming that there is a
probability, \( p \), that any given piece of genuine data, \( d_i \), has been replaced by noise
\( n_i \) (with \( n_i \neq d_i \)). The probability that both of the measured signals are free of
errors and therefore correct is evidently \( (1 - p)^{2N} \), which vanishes exponentially
as the signal becomes more complex (i.e., \( N \to \infty \)). It is necessary, however, to
consider the possibility of false positives, for which the signals are not correct in spite of being identical. To investigate this question, assume that the probability that two randomly drawn pieces of noise are identical is $q$. (E.g., If the $n_i$ are randomly drawn digits between 0 and 9, $q = 1/9$.) The probability that the two signals will be identical (either genuinely or accidentally) is

$$\sum_{m=0}^{N} (1-p)^{2(N-m)}p^{2m}q^m \frac{N!}{(N-m)!m!} = \left[(1-p)^2 + p^2q\right]^N. \quad (2)$$

Thus, the probability that identical results of the two measurements will actually be correct is

$$\left[(1-p)^2 + p^2q\right]^N. \quad (3)$$

The extension of this problem to the case where there are $M$ detectors is straightforward. In this case, all $M$ detectors see the same event. The probability that all of the measured signals are free of errors (and therefore measured correctly) is evidently $(1-p)^{MN}$, which clearly decreases exponentially with increasing $M$. The generalization of Eq. 2 describing the probability that these $M$ signals will be identical (but not necessarily correct) then becomes

$$P = \left[(1-p)^M + p^M q^{M-1}\right]^N, \quad (4)$$

and thus the probability that identical results for all $M$ measurements will actually be the correct signal is

$$P = \left[\frac{(1-p)^M}{(1-p)^M + p^M q^{M-1}}\right]^N. \quad (5)$$

To illustrate this result, consider the transmission of an 8-digit telephone number in a noisy environment. For this case, assume $N = 8$, $p = 1/4$, and $q = 1/9$ and consider the cases of $M = 2, 3,$ and 4 detectors. The probability that identical (but not necessarily correct) results will be obtained for all $M$ measurements is approximately 0.01, 0.001, and 0.0001, respectively. The probabilities that these identical results will be false are 0.0935, 0.00365, and 0.000135, respectively. The exponential decrease of this error is evident and emphasizes the dramatic improvement in accuracy that results from $M$ identical measurements of the same signal. Unfortunately, it also reminds us that the probability of actually obtaining $M$ identical signals also decreases exponentially with $M$.

The preceding example might seem to indicate that redundant measurement of a given signal will lead to signal detection and extraction with a confidence that grows to 1 exponentially with the redundancy $M$. We now wish to consider a second example to illustrate that this is not necessarily the case. To this end, consider $M$ independent measurements each of which for simplicity consists of a common signal, $s$, and an independent realization of $N$ pieces of random noise.
The data obtained at detector $k$ is thus $d^{(k)} = s + n^{(k)}$. We wish to extract $s$ from this data without making unwarranted assumptions about the noise such as stationarity and/or Gaussianity. Given this strong constraint, the only assumption that can be made is that the measurements in the various detectors are genuinely independent and that there are therefore no correlations in their noise realizations.

To be concrete, we will imagine that cross-correlations are given as the Pearson cross-correlation to be adopted below.

In these circumstances, it might seem natural to approximate the best common signal as the average record

$$S = \frac{1}{M} \sum_{k=1}^{M} d^{(k)} = s + \frac{1}{M} \sum_{k=1}^{M} r^{(k)}. \tag{5}$$

Given this guess, we can re-express the individual data strings as $d^{(k)} = S + \rho^{(k)}$ where the residuals are given as

$$\rho^{(k)} = \frac{1}{M} \left[ (M-1)r^{(k)} - \sum_{j \neq k} r^{(j)} \right]. \tag{6}$$

For sufficiently large $N$, it is reasonable to make the approximation that the cross-correlators $C(s, r^{(k)}) = 0$ for all $k$ and $C(r^{(j)}, r^{(k)}) = 0$ for all $j \neq k$. This leads to the result that

$$C(s, S) = \frac{1}{\sqrt{1 + 1/M}} \approx 1 - \frac{1}{2M} \quad \text{and} \quad C(\rho^{(j)}, \rho^{(k)}) = -\frac{1}{M-1}. \tag{7}$$

It is true that $S$ converges to the exact result $s$ and that the correlations between the residuals, $\rho^{(k)}$, vanish as expected in the limit of large $M$. Unfortunately, these convergence rates, which are an elementary consequence of the central limit theorem, are far too slow to be useful. The fact that all of the $M(M-1)/2$ correlators between the residuals have the same value of $-1/(M-1)$ is also unphysical. Thus, the assumption that the signal can be approximated by Eq. 5 is unjustified. For the case $M = 2$, the cross-correlator $C(s, S)$ has the unsatisfactorily small value of $\sqrt{2/3}$, and there is a perfect anti-correlation between the residuals with $C(\rho_1, \rho_2) = -1$.

As noted in our earlier work, similarly large and unphysical correlations in the residuals determined by LIGO for GW150914 suggest the existence of problems with the corresponding GW signal.

\footnote{Note that this is the model used for Bayesian analysis of the LIGO events.}

\footnote{For two vector records of length $N$, we first shift the records so that each has average value zero and rescale them so that the scalar product of each vector with itself is 1. The Pearson cross-correlation is then the scalar product of these shifted and rescaled vectors and will have a value between $-1$ and $+1$.}

\footnote{The presence of correlations in the Hanford and Livingston residuals determined in original template-based analysis of GW150914 raises questions about this analysis. It is important for others to confirm the existence of these correlations. This can be done using the publicly available data, as described on our webpage: http://www.nbi.ku.dk/gravitational-waves/residual_correlations_notebook.html}
The two examples presented in this section can serve as a measure of the extent to which the benefits of redundancy have been realized by a given method of signal extraction. When redundancy is not exploited, we find that the extracted signal converges to the true signal with an error that vanishes slowly (i.e., like $1/\sqrt{M}$) as the degree of redundancy increases. In contrast, a maximal implementation of redundancy leads to an exponentially decreasing error rate as a function of $M$. This test will be applied in practice in the following sections of this paper. It should be noted, however, that this increased confidence level has a relatively high price. As we have seen, the probability that an event will pass the redundancy test also vanishes exponentially with $M$. Thus, if event rates are too low, it may be impossible to realize fully the benefits of redundancy. We stress that the examples here are highly schematic and are intended to illustrate the general fact that the benefit of multiple independent measurements depends sensitively on the way these measurements are analyzed. They do not tell us to how the benefits of redundancy can be maximally realized in the case of GW data. We consider one such approach in the following section.

3. Application of the blind estimation method to multiple GW detectors

3.1. Basis of the blind estimation method: cross-correlation and Fisher transformation

We briefly review our previous work on blind estimation. The strain signal detected by LIGO in the $i$-th detector is assumed to be

$$X_i(t) = a_i \cdot h(t) + N_i(t), \quad (8)$$

where $X_i(t)$ is the total strain data, $N_i(t)$ is the noise, and $a_i \cdot h(t, \Delta \tau_i, \Delta \theta_i)$ is the gravitational wave signal with given amplitude $a_i$, time lag $\Delta \tau_i$ and phase shift $\Delta \theta_i$, which contain both contributions from projection and detector acceptance. As mentioned in Ref. 1, we pre-match detector data to roughly remove the contributions of $\Delta \tau_i$ and $\Delta \theta_i$ (this can be done precisely with, e.g., an EM-counterpart), and then the equation becomes

$$X_i(t) = a_i \cdot h(t) + N_i(t). \quad (9)$$

For a blind estimation, we also need to further derive the residual noise, for which we consider two data sets $X_1$ and $X_2$ of length $N$ (e.g. cleaned strain data from two independent detectors) which contain a common signal $A$. The amplitude of $A$ could potentially be different in each detector, either due to projection or detector acceptances. For convenience, we assume that $X_1$, $X_2$, and $A$ have been shifted to have zero average values and normalized to have variance unity. Then the Pearson cross-correlation coefficient of two such vectors, $C_{X_1X_2}$, is simply the inner product $S_{X_1X_2}$ given by

$$C_{X_1X_2} = \langle X_1 X_2 \rangle = S_{X_1X_2}.$$
The residuals are defined as
\[ R_i = X_i - A \cdot \frac{S_{AX_i}}{S_{AA}} = X_i - A \cdot S_{AX_i}. \] (11)

As mentioned above, the amplitude of the term \( A \) (i.e. \( S_{AX}/S_{AA} \)) can be different for two detectors. By construction, the correlations of both \( R_1 \) and \( R_2 \) with \( A \) are zero.

The criterion for determining the blind estimate of \( A \) is to maximize the \( C_{AX_i} \) while simultaneously minimizing the cross-correlation between the residuals \( C_{R_1 R_2} \). Note that the residuals \( R_1 \) and \( R_2 \) are not automatically normalized.

For familiarity and simplicity, we obtain approximate Gaussianity of the resulting correlations by using the Fisher transformation:
\[ Z_{XY} = \frac{1}{2} \log \left( \frac{1 + C_{XY}}{1 - C_{XY}} \right). \] (12)

### 3.2. Extension of the likelihood approach

In our previous work,\(^1\) a blind GW-template estimation was done by considering the likelihood that a given initial guess, \( A \), is the common signal observed by two detectors (\( X_1 \) and \( X_2 \)) as
\[ \log(L) = Z^2_{AX_1} + Z^2_{AX_2} - kZ^2_{R_1 R_2}, \] (13)

where \( Z_{AX_1} \) and \( Z_{AX_2} \) represent the similarity between \( A \) and the detector data as measured by the Pearson cross correlation, \( Z_{R_1 R_2} \) represents the similarity between the residuals from the two detectors, and \( k \) is a constant factor determining the relative weight of the two contributions. The likelihood function is designed to be maximized at higher \( Z^2_{AX_1} \) and \( Z^2_{AX_2} \) and lower \( Z^2_{R_1 R_2} \). The initial guess \( A \) is then improved by a random walk approach until the likelihood reaches an oscillatory region (see Fig. 2 of Ref. 1). The oscillatory region is used to estimate the range of fluctuation for each pixel as shown in Figs. 4 and 5 of Ref. 1.

The above method was initially designed for the GW150914 event for which there were only two detectors in the network. A natural extension of the method is to apply it to multiple detectors, so the likelihood function becomes:
\[ \log(L) = \sum_{i=1}^{M} (Z_{AX_i})^2 - k \sum_{i=1}^{M-1} \sum_{j=i+1}^{M} Z_{R_i R_j}, \] (14)

where \( M \) is the number of detectors, \( X_i \) is the data from the \( i \)-th detector, \( A \) is the blind estimate of the signal, and \( R_i \) is the residual after removing this estimate from the \( i \)-th detector. With this modified likelihood function, the blind estimation method presented in Ref. 1 can be extended to the case of multiple detectors.
Also note that this kind of likelihood approach is different from a likelihood approach that assumes either a known covariance matrix or a known theoretical model, or even both. Here, neither the covariance matrix nor the theoretical model is assumed, and one starts only from basic ideas about “correlated signals and uncorrelated noise”. Thus the likelihood approach here is totally blind, i.e. it makes minimal assumptions. This is unlike template-free methods currently in use by LIGO, such as BayesWave and oLIB, which begin with the assumption of a stationary Gaussian noise model.\textsuperscript{11,12} Finally, we note that if there is any reliable additional information, such as a known correlation between two of the detectors, or an especially low SNR in one of the detectors, then such information can also be added to Eq. 14 by changing the weights of the corresponding terms.

### 3.3. Test and results

To test the performance of the blind estimation method for the case of multiple detectors, we run a simulation as follows: We select the GW150914 waveform template as the input “real signal”, and inject it into genuine strain data taken $2, 3, \ldots, M + 1$ seconds after the GW150914 event to simulate the data from multiple detectors. Here, we are mainly interested in the trend of how the error of estimation decreases with increasing number of detectors. Thus, for convenience, we assume identical projections and similar noise levels for all detectors (see also Sec 3.1 of Ref. 1). In practice, when multiple detectors have different projections and signal-to-noise ratios, the overall performance will become worse. For simplicity, we will neglect these concerns here.

For comparison, we adopt a reference estimator of the common signal that is simply the average of the data from the individual detectors and further assume that the detector noise is Gaussian. The estimated error will then scale like $1/\sqrt{M}$. We shall compare the performance of our method with this reference.

As mentioned above, the range of fluctuations is an immediate result from the oscillations of the likelihood function caused by chance correlations. In the simulation here, we select the 10th and 90th percentiles of the fluctuation range and use their difference as a measure of the range of fluctuation for each pixel. This quantity is averaged over the entire time range of the event as the final estimator of the uncertainty of blind estimation:

$$E_M = \langle S_{90}(t) - S_{10}(t) \rangle_M .$$  \hspace{1cm} (15)

The result of the simulation described above is given in Fig. 1 where it is apparent that the blind estimation (black) performs better than the $1/\sqrt{M}$ reference (red). This result is not surprising because the $1/\sqrt{M}$ reference is obtained by simple averaging without consideration of the residual correlations. In other words, an estimation method that considers both the correlations between signal and data (first term in Eq. 14) and the correlations between residuals (second term in Eq. 14) will certainly give better results than simple averaging.
The range of fluctuation defined by Eq. 15. The horizontal axis shows the number of detectors, and the vertical axis shows the estimator of uncertainty, $E_M$, calculated using the convention that strain data is shifted to have zero mean and normalized to have variance unity. The black line is the performance of the multi-detector blind estimation method, and the red line is the expectation of the central limit theorem that scales as $1/\sqrt{M}$ given by simple averaging, which has been normalized to the black line at $M = 3$.

We also show the input signal and the range of error obtained from blind estimations for the extreme example of 32 detectors in Fig. 2. We include, for test purposes, a slight variation of the above method in which the first term in Eq. 14, $\propto Z_{AX_i}^2$, is dropped. One can see that even without this seemingly essential term, one still gets unbiased estimations of the “real signal”. Only the error of estimation is larger.

The error of the estimated common signal can also be evaluated by comparison to the real signal $h(t)$. Three cases are considered: the simple average of multiple detectors, $B_1(t)$; the average of the blind estimations, $B_2(t)$; and the average of blind estimations calculated only using the residual correlation terms in Eq. 14, $B_3(t)$. For each of the three cases, we determine the deviation from the real signal $h(t)$ as

$$\delta_1 = B_1(t) - h(t)$$
$$\delta_2 = B_2(t) - h(t)$$
$$\delta_3 = B_3(t) - h(t),$$

and calculate the standard deviations as $\sigma_1$, $\sigma_2$ and $\sigma_3$ respectively. For a given number of detectors, we calculate two ratios

$$r_{12} = \sigma_1/\sigma_2$$
$$r_{13} = \sigma_1/\sigma_3,$$

which are defined such that larger values correspond to better performance than simply averaging. Our blind estimation method is expected to give smaller uncertainties than simple averaging, thus we should see $r_{12} > 1$. Larger values of $r_{12}$ indicate better results given by the blind estimation. On the other hand, we expect
Fig. 2. The real input template (black) and the 10%–90% range of uncertainty (see Eq. 15) given by the blind estimation for the case of 32 detectors. Upper: using the whole likelihood, as in Eq. 14. Lower: same as the upper panels but only the residual terms are used. Left: the full time range. Right: only the second half.

that a blind estimation only using the correlations of the residuals is worse than simple averaging, but it should still be a reasonable estimation, thus $r_{13}$ should be less than 1 but not much lower.

In Fig. 3, we show $r_{12}$ and $r_{13}$ as functions of the number of detectors. The ratio $r_{12}$ lies around 1.2–1.4, indicating that simple averaging gives a 20%–40% larger error than blind estimation. Also, $r_{13}$ is about 0.8–0.9, indicating that, even from only regarding the residual–residual terms of the likelihood, one can still get a reasonably good estimation of the real input signal. Therefore, Figs. 2 and 3 suggest that to only compare template to data and ignore residuals is an inefficient use of experimental resources. We also see from Fig. 3 that, if the number of detectors is less than 10, then the blind estimation method is significantly better than simple averaging. With increasing $M$, however, the improvement of the method slows. This is possibly due to the finite record length. Since in the near future, the number of GW detectors will not exceed 10, a blind estimation method such as this one is especially important.
Fig. 3. The ratios $r_{12}$ (black) and $r_{13}$ (red) as functions of the number of detectors. $r_{12} > 1$ means our blind estimation gives lower estimation error than a simple averaging, while $r_{13}$ close to 1 means even without using the template–data term, one can still get a reasonably good estimation of the potential common signal using the same blind estimation method.

4. Discussions

The aim of the present paper is two-fold. On the one hand, an exploration of the role of redundancy in the analysis of LIGO data can help better to understand the reliability of events already observed. On the other, it can offer some guidance regarding the most fruitful way to analyze data in the coming multi-detector era of gravitational wave science. It is our firm conviction that template-based analysis alone is in principle circular and thus fundamentally flawed. Clearly, a bank that only contains templates for black hole mergers can never detect anything other than black hole mergers. The best that one can hope for is to claim that an event is not inconsistent with black hole merger and then make the best case possible that other possible origins — terrestrial as well as astrophysical — can be excluded. Rather, we are convinced that data analysis should begin with the template-free extraction of a best common signal that can later be compared with specific physical models. This conviction led to the development of the blind signal estimation initially presented in Ref. 1 and extended here. This method enabled us to determine the probability that the best common signal could be described by a gravitational wave template. Unfortunately, this probability is remarkably low. The probability that the common signal is LIGO’s original published template was found to be $4 \times 10^{-6}$. The best GW template was found to have substantially higher masses (38 and 48 solar masses) and high spins (0.96 and $-0.85$, respectively). While better than the published template, the probability that it was the best common signal still had the unacceptably small value of 0.008. It should be noted that GW150914 is by far the strongest event seen. A similar template-free analysis of all other putative gravitational wave events is consistent with a common signal of zero.

Gravitational wave signals are characteristically much smaller than measured data indicating that the noise is much stronger than the signal. Thus, a reliable
blind analysis of GW data requires detailed knowledge of the origin and nature of detector noise. Unfortunately, it is generally acknowledged that this noise is neither Gaussian nor stationary. In order to make a reliable detection of a GW signal, it is essential that there be no correlation between the residuals observed at individual detectors. This obvious requirement lies at the heart of the justification for incurring the expense of performing redundant measurements of a given signal with two or more independent detectors. We have thus provided simple schematic examples to show that the accuracy of detection can be improved exponentially with an increasing degree of redundancy. This stands in sharp contrast to the far slower convergence expected from a simple average of the measured signals. These results are supported by simulations based on a realistic gravitational wave form and real LIGO noise data. These results indicate the important role played by the residual correlations in the data analysis. Indeed, it is possible to obtain a reasonably good estimation of the injected signal by using only these terms. In summary, these results provide a strong reminder of the importance of exploiting redundancy in the analysis of both present and future gravitational wave data and suggest that this can be accomplished by including the suppression of residual correlations in the construction of a satisfactory likelihood function.
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KAGRA is an interferometric gravitational-wave detector with 3-km arms constructed at Kamioka, Gifu, Japan. One of the key features of KAGRA is the cryogenic mirrors for the 3 km arm cavities. KAGRA plans to begin the operation before the end of 2019. KAGRA plans to join the network observation of global gravitational wave interferometers.
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1. Introduction

The gravitational wave astronomy has begun with the detection of gravitational waves (GWs) in the past three years. LIGO Scientific Collaboration and Virgo Collaboration have reported mergers of binary black holes\(^1,2\) and a merger of binary neutron stars\(^3\). These observations have already proved that the gravitational waves are very important for the understanding of the Universe.

2. Overview of KAGRA

KAGRA\(^4\) is a laser interferometer with 3 km arms, constructed in Kamioka, Gifu, Japan, and was in its final installation phase as of August 2018. After the conference, in April 2019, the construction has been completed. KAGRA is located underground for smaller seismic noise. KAGRA will use 4 cryogenic mirrors for the 3 km arm cavities to reduce thermal noise around the detector’s most sensitive band at around 100 Hz. The KAGRA collaboration is an international collaboration with more than 200 collaborators.

The optical configuration of KAGRA is similar to LIGO and Virgo, with 3 km arm length and various optical cavities in the arms and recycling systems. Each mirror is suspended by vibration isolation system. Depending on the requirement on the vibration isolation of the mirrors, there are essentially 4 types of vibration isolation systems. For example, the arm cavity mirrors are suspended by a 13.5-meter-long vibration isolation system. Figures 1 and 2 show the interferometer configuration and 4 types of vibration isolation systems.
Fig. 1. Schematic of the KAGRA interferometer. All the mirrors shown are suspended inside the vacuum tanks with four types of vibration isolation systems.

Fig. 2. Vibration isolation system for mirrors. The location of these systems are shown in Fig. 1.
Four cryogenic mirrors are suspended by Type-A system (see Fig. 2). The top part is a room temperature system and the bottom part is cryogenic. Figure 3 shows the details of the cryogenic payload.

3. Status of KAGRA

The KAGRA project was approved by the Japanese government in 2010. The excavation of the underground facility including the $3\text{km} \times 3\text{km}$ arm tunnels was finished in March 2014. The installation of vacuum tubes for the $3\text{km} \times 3\text{km}$ arms was completed in February 2015. KAGRA had the initial $3\text{km}$ interferometer operation in the spring of 2016 with the simplest configuration. Then in the spring of 2018, interferometer operation with one cryogenic mirror was carried out. As of summer, 2018, the construction of the KAGRA interferometer was in the final stage. The construction was finished in April 2019. KAGRA is in the middle of the interferometer commissioning as of May 2019.

4. Plan of KAGRA

LIGO and Virgo began the third observation run (O3) in April 2019. O3 is expected to continue until the end of March 2020. Therefore, KAGRA plans to join O3 before the end of 2019. After joining O3, KAGRA would like to fully join the later observation runs (O4, O5 and later).
Figure 4 shows the sensitivity of KAGRA as a function of time\(^5\). It is estimated that the sensitivity of KAGRA during O3 will be limited (8–25 Mpc) because of the short time for the commissioning and noise hunting before joining O3.

Fig. 4. The expected sensitivity of KAGRA as a function of time\(^5\).

5. Scientific merits

It is well known that the scientific merit should be maximized if the operations of the interferometers are coordinated. Therefore, KAGRA plans to join the global network of gravitational wave interferometers, starting in O3.

Let us assume that we need at least 3 interferometers in operation to get scientific results, such as the determination of the source direction. Assuming that each interferometer has the duty cycle of 80\%, the probability of the 3-detector coincidence in operation is 51\% for 3 interferometer configurations. If there are 4 interferometers including KAGRA, the 3-detector coincidence in operation should be improved to 81\%. Clearly adding the 4\(^{th}\) interferometer (namely, adding KAGRA) has a significant impact on the effective observation time of the interferometers.

Initially there were only 2 LIGO interferometers. During that period the accuracy of the source localization was limited. Adding Virgo had a significant impact on the source localization. Since KAGRA is located far from both LIGO and Virgo, KAGRA’s operation is expected to make the source localization and waveform reconstruction more precise.
Finally, it should be mentioned that KAGRA is located in the same mountain as Super-Kamiokande. Therefore, if a supernova explodes in our Galaxy, KAGRA and Super-Kamiokande should observe gravitational wave and neutrinos signals, respectively. These data can be analyzed without worrying the relative timing, which is a merit of KAGRA.

6. Summary

KAGRA is a unique GW interferometer with the underground site and the cryogenic technology. KAGRA has finished the installation in April 2019, and plans join O3 in late 2019. We would like to contribute to the global network of gravitational wave interferometers and contribute to the science of gravitational wave astronomy.
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In this talk, I give a brief introduction to the TianQin project, which aims to start space-based gravitational wave detection in the 2030s. My main focus will be on the background, the preliminary concept, the scientific objectives, the development of key technologies, the current progress and the international collaboration of the project.

Keywords: TianQin; Gravitational waves; Space-based gravitational wave detection.

1. Introduction

Discussions leading to the TianQin project started in 2013 when a team of scientists from the Sternberg Astronomical Institute, Moscow State University, joined our team at the Huazhong University of Science and Technology (HUST) to discuss ideas for future gravitational experiments in space. The focus of the discussion gradually shifted to a feasible gravitational wave mission in space from China. The name “TianQin” was proposed during a meeting in March 2014, followed by the first international workshop on the TianQin science mission in December 2014. A systematic development of the TianQin project was initiated in Sun Yat-sen University (SYSU) in early 2015. The paper summarizing the preliminary mission concept of TianQin was submitted to Class. Quant. Grav. on September 1, 2015, 13 days before LIGO detected its first gravitational wave signal.

The name of the planned detector (which will be consisted of three satellites), TianQin, is the phonetic spelling of two Chinese characters that, when put together, mean a harp in space. By choosing this name, the detector is metaphorically seen as a musical instrument in space to be played by nature with gravitational waves.

In this talk, I shall give a brief introduction to the TianQin project, including the background (section 2), the preliminary concept (section 3), the scientific objectives (section 4), the development of key technologies (section 5), the current progress (section 6) and the international collaboration (section 7) of the project.

2. Background

For more than 100 years, General Relativity has passed numerous non-trivial experimental tests, including:

- orbital precession of mercury,
- deflection of light by sun,
gravitational redshift,
Shapiro delay,
frame dragging,
gravitational lensing,

and so on. The first detection of gravitational waves by LIGO in 2015 opened a new era when General Relativity can be tested under extreme conditions where even black holes can be radically deformed.

Gravitational waves are extremely weak. In the first event detected by LIGO, GW150914, two black holes with masses 29M⊙ and 36M⊙ merged at about 1.3 billion light years away, producing gravitational waves with strength at the order $10^{-21}$ when reaching Earth. The effect of such gravitational wave is comparable to deforming the distance between the Sun and the Earth by the size of an atom! For this reason, it has taken people a whole century to detect gravitational waves after its prediction by Einstein in 1916.

Gravitational waves provide a new method to study the universe, providing crucial information on the origin and growth of stars, galaxies and the Universe itself, and on the nature of gravity and black holes. New discoveries have already been made with the few gravitational wave events detected since 2015, including:

- Showing that massive stellar mass black holes are more abundant than expected;
- Demonstrating the feasibility of multi-messenger astronomy;
- Showing that binary neutron star mergers are cosmic factories of heavy elements and are central engines of short gamma ray bursts.

Close to the frequency band of about 10Hz~10^4Hz that has already been opened up with ground based detectors, the millihertz (mHz) frequency band (which typically corresponds to the frequency range $10^{-4}$Hz~1Hz) also has many types of important astronomical and cosmological sources:

- Galactic compact binaries can produce gravitational waves with periods in the order of a few minutes;
- Systems involving massive black holes can produce gravitational waves with periods from minutes to years;
- The birth and the initial expansion of the Universe may leave detectable gravitational waves at all frequencies.

To detect gravitational waves in the mHz frequency band, we need a laser interferometer with arm lengths at the order $10^5$km or greater and to stay away from the seismic noise that has become a limiting factor below about 10Hz for ground based detectors. So the only feasible way is to put the detector in space.

The idea of using a laser interferometer in space to detect gravitational waves can be traced back to the 1970s, and the first such mission concept LAGOS was proposed in the 1980s. By far the most studied mission concept for space-based
gravitational wave detection is LISA, which envisages three spacecraft forming a regular triangle with each side measuring about 2.5 million kilometers\textsuperscript{10}. LISA has been selected as the L3 mission in the Cosmic Vision 2015-2025 programme of ESA and is expected to launch in 2034\textsuperscript{11}.

When TianQin was first proposed in 2014, it was more intended to be an experiment rather than an observatory, with the main goal to verify the prediction of gravitational waves by General Relativity\textsuperscript{1}. After the first detection of gravitational waves by LIGO, this primitive goal of TianQin has to be updated. Thanks to the fact that all laser interferometer-based gravitational wave detectors are wide band detectors, TianQin has the natural capability of being a space-based gravitational wave observatory. However, the initial goal of TianQin has allowed it to take some special features that are not shared by any other mission concept proposed. One of our task is to investigate the consequence of such special features when TianQin is to be treated as a gravitational wave observatory.

3. The preliminary concept of TianQin

A description of the mission concept of TianQin has been presented in\textsuperscript{1}. Here I only summarize some of the key features:

- TianQin will be consisted of three satellites, forming a regular triangle constellation;
- The TianQin satellites will be on nearly identical geocentric orbits with radii at the order $10^5$ kilometers;
- The plane of the TianQin constellation is nearly perpendicular to the ecliptic (the original reason was to let the plane face the ultra-compact binary system RX J0806.3+1527, so as to maximize the response of TianQin to this particular source).

The adoption of geocentric orbits brings some advantages for TianQin: the transfer time for the TianQin satellites to enter the scientific operation orbits is at the order of dozens of days and TianQin foresees little difficulty with communicating with Earth.

However, the same geocentric orbits also bring some extra challenges. Firstly, TianQin is facing a complicated celestial dynamical environment for being close to Earth and Moon, which directly leads to the question that if TianQin can even find such orbits that are suitable for gravitational wave detection. For TianQin, a candidate orbit need to satisfy the following constraints in order not to interfere with gravitational wave detection:

- The distance between any two satellites need to be very stable, e.g. varying less than 1% throughout the mission lifetime;
- The relative velocity between any two satellites need to be small, e.g. being less than 10m/s during scientific observation time;
The angle between any pair of arms of the constellation need to be stable, e.g. varying no more than 0.1 degree in the short term (several months) and no more than 0.2 degree in the long term (years).

It has been shown that an orbit satisfying all the above requirement does exist. Recent study has produced more candidate orbits with different orientations, for which all the above constraints are satisfied. Knowledge of the orbit is important for data analysis purpose. An analytical approximation has also been obtained for the orbits of the TianQin satellites, based on which the response of TianQin to gravitational waves have been calculated. The response allows us to expedite the procedure of simulating the stain data output of the detector with decent accuracy and conduct subsequent investigations on the data analysis techniques for various sources.

Secondly, all the orbits known for geocentric gravitational wave mission have their orientation nearly fixed in space. This can be seen in the many examples studied in. As a result, the telescopes used for inter-satellite laser ranging will periodically point toward the Sun. Varying solar radiation on the telescopes can lead to temperature fluctuation and temperature gradient in the satellites, causing problem for the detection of gravitational waves.

With TianQin, a solution to this problem is made possible by a particular feature of the mission: the “standing” orbital plane. The plane of the TianQin constellation is facing J0806, and the location of the latter is about 4.7\degree below the ecliptic. As a result, the plane of the TianQin constellation is nearly perpendicular to the ecliptic and it will sweep through Sun only twice a year.

When the plane of the TianQin constellation comes too close to the Sun, there will be times that the telescopes point too close to the direction of the Sun, causing problems for the observation. TianQin adopts a “3-month on + 3-month off” detection scheme (to be further optimized) to cope with the problem. The orbit of the Earth can be partitioned into four sections, each has about 3 months:

- From early June to early September and from early December to early March, sunlight is at large angles with respect to the plane of the TianQin constellation. During such times, the telescopes will be well protected from the Sunlight.
- From early March to early June and from early September to early December, sunlight is at small angles with respect to the plane of the TianQin constellation. During such times, there can be direct sunshine on the telescopes and TianQin will suspend observation.

As such, TianQin solves the problem but pays the price of having shortened observation time.
4. The scientific objectives of TianQin

The main gravitational wave sources for TianQin include Galactic compact binaries, massive black hole binary coalescence, extreme mass ratio inspirals, stellar mass black hole inspirals, possible first order phase transition in the early Universe, and possibly some unforeseen sources:

- With Galactic compact binaries, TianQin seeks to study the formation and evolution of compact Galactic binaries, to combine GW+EM observation to obtain comprehensive understanding of the Galactic binary systems.
- With massive black hole binary coalescence, TianQin seeks to discover seed black holes in the early universe, to depict massive black hole growth process, to study the surrounding environment of massive black hole merger, to test the Kerr-ness of the post-merger object, and to test deviation from General Relativity.
- With extreme mass ratio inspirals, TianQin seeks to study the dynamic environment around black holes in the nearby universe, to explore the fundamental nature of gravity and black holes, including: the multipolar structure and Kerr-ness of the central massive object, the beyond-general relativity emission channels, the propagation properties of gravitational waves, and the presence of massive fields around massive black holes.
- With stellar mass black hole inspirals, TianQin seeks to facilitate multi-band and multi-messenger observation, and to enhance parameter estimation accuracy, to provide better understanding of the system as well as the nature of gravity.
- With the waveform of a binary system, TianQin seeks to constrain the parameters that characterize the deviation of modified theories of gravity from general relativity.
- TianQin seeks to detect stochastic gravitational waves background originated from stellar mass black hole mergers or even binary neutron star mergers, and to measure or set limit on cosmic origin stochastic background (e.g., first order phase transitions).

We also expect enhanced science output if there is enough overlap in the operation times of TianQin and LISA.

5. The development of key technologies and research teams

TianQin will rely on high precision intersatellite laser interferometry to detect gravitational waves. Two test masses will be placed inside each of the three TianQin satellites. These test masses will be used as the end points for laser interferometry between the satellites. The ideal situation is that the test masses exactly follow the geodesics determined by the ambient gravitational field. In reality, however, there is environmental effect on the test masses due to electromagnetic force, particle collision and so on. So the variation of distance between the test masses and the satellite
is closely monitored and the information is used to control the satellite to follow the
motion of the test masses. For this process to work, one will need high precision
inertial sensors, micro-Newton thrusters and a dragfree control mechanism.

For the inertial sensor, a preliminary conceptual design for TianQin has been
presented in 1. TianQin requires that the resolution of the inertial sensor is at the
order $10^{-15} \text{m/s}^2/\text{Hz}^{1/2}$ in the mHz frequency band.

Our team has started working on inertial sensors since 2000. A space electro-
static accelerometer with a resolution of $4 \times 10^{-8} \text{m/s}^2/\text{Hz}^{1/2}$ and a dynamic range
of $10^{-2} \text{m/s}^2$ is being tested and functions well in flight from Nov. 2013 up to
now 18. A second space electrostatic accelerometer with a resolution of $3 \times 10^{-10}
\text{m/s}^2/\text{Hz}^{1/2}$ and a dynamic range of $10^{-5} \text{m/s}^2$ has been put to use in space from
April to Sep. 2017 19.

For intersatellite laser interferometry, TianQin requires that the displacement
measurement noise is at the order $10^{-12} \text{m/Hz}^{1/2}$ in the mHz frequency band. In
order to achieve this level of accuracy, we need technologies with laser interferometer
(including ultra-stable optical bench, laser, telescopes, and clocks and so on), and
ultra-stable temperature control of the satellite platform. A preliminary conceptual
design for the space laser interferometry for TianQin has been given in 1.

Our team has started working on intersatellite laser interferometry since 2002.
We have built a 10-m prototype of intersatellite laser ranging system in 2010 and
a resolution of 3.2 nm has been achieved 20. An ultra-precise phasemeter has been
developed in 2012 and a noise level of $1.2 \mu\text{rad/Hz}^{1/2}$ at 1Hz has been achieved 21.
Recently, a novel scheme of intersatellite laser beam acquisition has been developed.
The averaged acquisition time is 10 s for a scanning radius of 1 mrad with a success
rate of 99% 22.

Apart from that for the key payloads, satellite technology is needed to provide
ultra-stable and clean environment for the scientific payload and to form and main-
tain a highly coordinated constellation throughout the scientific observation period.
A team responsible for the satellite/system technology has been assembled in SYSU
to study the problems in this direction.

A team responsible for theoretical and data analysis has also been assembled in
SYSU.

Apart from the teams at HUST and SYSU, there are many other groups in
China that have technology background related to space-based gravitational wave
detection. There is an effort to engage all these teams in the work of TianQin.

6. Recent progress

In order to support the development of key technologies, we are constructing a few
dedicated research facilities and have started flight experiments on TianQin key
technologies.
6.1. Dedicated research facilities

As of present we are constructing three dedicated TianQin research facilities:

- The Payload Research Base, which is responsible for all key technology research and development for the project.
- A laser ranging station, which will be used to develop laser ranging capability to TianQin satellites.
- The Ground Simulation Facility, which is responsible for integrated test and research on the TianQin technologies and prototypes.

The Payload Research Base is consisted of the TianQin Research Building and a cave lab. The TianQin Research Building has about 30 thousand square meters in total area and the cave lab has about 10 thousand square meters in total area. The construction of the Payload Research Base and the laser ranging station has started on the SYSU Zhuhai campus in the end of 2017. The TianQin Research Building will be delivered by the end of 2019. The tunnel of the cave lab will be finished by the end of 2020.

The laser ranging station will be equipped with a 1.2 meter telescope, plus an education and outreach facility. The laser ranging station will be ready in the early part of 2019.

The Ground Simulation Facility is a big effort in the TianQin project. The idea is to have a facility that can simulate as close as possible the various aspects of a space-based gravitational wave mission. The facility will have the capability to simulate space environment, inertial reference, inter-satellite laser interferometry, the formation of TianQin constellation and the process of space-based gravitational wave observation. The facility will also aid in signal abstraction and data analysis. The facility will be located on the SYSU Shenzhen Campus.

6.2. Flight experiments

There are two space experiment projects going on at the moment:

- Laser ranging to the Chang’E 4 (CE4) relay satellite;
- The TQ-l experimental satellite.

Laser ranging technology will be used to help tracking the TianQin satellites. In order to bring the needed technology to mature, the TianQin project has planned a lunar laser ranging program, which involves (1) creating new generation corner cube retro-reflectors to be deployed on the surface of Moon or to be carried by high Earth orbit satellites, and (2) upgrading/constructing laser ranging stations on the ground. The CE4 relay satellite (QueQiao) has been launched on May 21, 2018 and has successfully entered a Lissajous orbit around the Earth-Moon L2 point. Our team have created a single large aperture hollow corner cube retro-reflecter (CCR) and have installed it on the QueQiao satellite. Our next step is to do laser ranging
experiment to the CCR onboard the QueQiao satellite. As part of the project, the Yunnan Observatory (located in Kunmin, China) has successfully carried out the first lunar laser range experiment in China early 2018. A new laser ranging station is also being constructed on the SYSU Zhuhai campus and is expected to become available in the spring of 2019.

We are also preparing for the first experimental satellite, TQ-1, on TianQin key technologies. The satellite will be equipped with an inertial sensor reaching the resolution level $10^{-12} \text{m/s}^2/\text{Hz}^{1/2}$ at 0.1 Hz, a laser interferometer reaching the resolution level $0.1 \text{nm}/\text{Hz}^{1/2}$ at 0.1 Hz. The mission has been approved by the China National Space Administration and is scheduled for launch in late 2019.

7. International collaboration

International collaboration is an important aspect of the TianQin project. The effort on the TianQin project is expected to span some 15 years. Due to the long duration of the effort, a core team is necessary to make sure that the project evolves as expected. Currently the core team of TianQin is consisted of two teams, located in two universities in China, Huazhong University of Science and Technology (HUST) and Sun Yat-sen University (SYSU). The team at HUST was formed in 1983 and has grown to more than 300 researchers and students by now. SYSU has established in 2016 a new center dedicated to the TianQin project, the TianQin Research Center for Gravitational Physics. The center has grown to more than 100 researchers and students by now.

The TianQin collaboration has been formally established in the end of 2018 during the fifth international workshop on the TianQin science mission.
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Analytic approximation methods in general relativity play a very important role when analyzing the gravitational wave signals recently discovered by the LIGO & Virgo detectors. In this contribution, we present the state-of-the-art and some recent developments in the famous post-Newtonian (PN) or slow-motion approximation, which has successfully computed the equations of motion and the early inspiral phase of compact binary systems. We discuss also some interesting interfaces between the PN and the gravitational self-force (GSF) approach based on black-hole perturbation theory, and between PN and the post-Minkowskian (PM) approximation, namely a non-linearity expansion valid for weak field and possibly fast-moving sources.
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1. Methods to generate gravitational wave templates

The LIGO & Virgo detectors have opened up a fantastic new avenue in Astronomy with the discovery of gravitational waves (GWs) generated by the orbital motion and merger of binary black hole and neutron star systems.1,2 This also highlights the crucial role played by analytic approximation methods in general relativity (GR), since they permit an accurate description of the two-body problem in GR, which is of direct use in the data analysis of the detectors.44

The most important method in this respect is the post-Newtonian (PN) approximation, which is an expansion when the slowness parameter $\epsilon_{\text{PN}} = v/c$ of the compact binary system tends to zero, where $v$ is the relative orbital velocity and $c$ the speed of light. For gravitationally bound systems such as compact binaries on quasi-circular orbits, the PN approximation comes along with the post-Minkowskian (PM) one, namely a non-linearity expansion around the Minkowski background, with small expansion parameter $\gamma_{\text{PM}} = Gm/(rc^2)$, where $r$ is the size of the orbit and $m$ the total mass of the source. Indeed, in the bounded case we have $\gamma_{\text{PM}} \sim \epsilon_{\text{PN}}^2$. However, the most important physical application of the PM approximation is for unbound orbits, when $\gamma_{\text{PN}}$ and $\gamma_{\text{PM}}$ are unrelated, i.e., the problem of scattering of ultra-relativistic particles ($\epsilon_{\text{PN}} \lesssim 1$) and small deviation angle. The PM approximation is sometimes called the weak-field fast-moving approximation.

Black hole perturbation theory constitutes another large body of analytic approximations in GR. In the context of compact binary systems, this approximation is important, first, for analyzing the post-merger waveform of two black holes (BHs) during the so-called ringdown phase, when the newly formed BH emits quasi-normal mode radiation, and, secondly, for describing the dynamics and
GWs of asymmetric compact binaries, i.e., endowed with an extreme mass ratio, \( \nu = m_1 m_2 / (m_1 + m_2)^2 \ll 1 \). In the latter case the perturbation method takes the more suggestive name of gravitational self-force (GSF), since it is concerned with the modifications of the background geometry of the larger BH and of the geodesic motion of the particle, due to the self field generated by the particle itself.

The domains of validity of these approximation methods, together with interesting mutual overlaps, are illustrated in Figs. 1 and 2. Also shown in Fig. 1 is some comparison with numerical relativity (NR), which succeeded at solving the long standing binary black hole challenge.\(^4\,45\,93\) At first sight it could seem that NR would be able to tackle and solve the complete problem of the inspiral, merger and ringdown for two compact objects. However, in order to monitor the early inspiral of two neutron stars, thousands of orbital cycles have to be computed with high precision. Then the computing times of NR become prohibitively long, and the precision of the NR simulation will never be competitive with that provided by the PN approximation. A fact that is of uttermost importance for building GW templates (and was not \textit{a priori} obvious several years ago\(^42\)), is that the overlap between PN and NR exists and is quite significant. On the other hand, when the
Fig. 2. Comparison between the PN and PM approximations. Gravitationally bound systems such as compact binaries on quasi-circular orbits, stand roughly on the diagonal. For such systems the PM approximation actually reduces to the PN approximation. The PM expansion is a weak-field expansion, defined with no restriction on the slowness parameter $\epsilon_{PN}$, and is mostly relevant in the case of unbound orbits, such as the ultra-relativistic (UR) scattering of two BHs.

mass ratio between the two bodies is extreme, the full NR approach is unfeasible, due to the different length scales corresponding to the very different physical sizes of the compact bodies. We shall discuss in this article the important intersections between PN and GSF as shown in Fig. 1, and between PN and PM, see Fig. 2.

The GW templates are defined as the theoretical prediction from GR, and weighted in the Fourier domain by the detector’s spectral density of noise. The templates are cross-correlated with the detector’s output, and the correlation builds up when a good match occurs between a particular template and the real signal.\(^{14}\) This technique is highly sensitive to the phase evolution of the signal, which, in PN templates of compact binary coalescence, is computed from the energy balance between the decay of the binary’s energy and (minus) the GW flux.

In principle, as there is a significant overlap between the PN and NR regimes, the templates are obtained by matching together the best PN waveform for the inspiral phase (currently known to order 3.5PN) to a highly accurate numerical waveform for the merger and ringdown phases.\(^{67}\) For low mass compact binaries, such as double neutron star systems, the detectors are mostly sensitive to the inspiral phase prior to the final coalescence, and the currently known analytical PN templates are accurate
enough for detection, at least when the compact bodies have moderate spins. Thus, the data analysis of neutron star binaries events such as GW170817, is essentially based on the 3.5PN templates.

For larger masses, like BH binary events such as GW150914, the merger occurs at lower frequency, right in the middle of the detector's frequency band. Since only a few orbital cycles before the merger are seen, the match between NR and the PN is not very good and the GW templates are essentially based on the NR results. Nevertheless it is worth pointing out that the mere zeroth-order Newtonian waveform, i.e., based on the Einstein quadrupole formula, gives a reasonably satisfying physical interpretation of the signal even for GW150914!

In practice, for the data analysis of large mass BH binary events, it is important to dispose of analytic rather than numerical templates, since the cross correlations must be performed with many templates associated by many trial parameters (masses and spins). In this case the templates are based on effective analytical methods that interpolate somehow between the initial PN and final NR phases. Two such techniques play a key role in the data analysis of the BH events. One is called the hybrid inspiral-merger-ringdown (IMR or IMR-Phenom) waveform and is constructed by matching together the PN and NR waveforms in an overlapping time interval described phenomenologically. The other technique consists of recasting the real two-body dynamics, as given by PN theory, into a simpler one-body dynamics described in a non perturbative analytic way. The so-called effective-one-body (EOB) waveform obtained in that way extends the domain of validity of the PN approximation (because it is non perturbative) and can therefore be compared and matched to the NR waveform. The IMR and EOB waveforms are extensively used in the LIGO & Virgo data analysis of the recent binary BH events.

2. State-of-the-art on equations of motion

The equations of motion (EOM) of a self-gravitating $N$-body system are written in PN like form, up to 4PN order, using one’s favorite coordinate system in GR, as

$$\frac{d\mathbf{v}_a}{dt} = A^N_a + \frac{1}{c^2} A^{1PN}_a + \frac{1}{c^4} A^{2PN}_a + \frac{1}{c^6} A^{2.5PN}_a + \frac{1}{c^8} A^{3PN}_a + \frac{1}{c^{10}} A^{3.5PN}_a + \frac{1}{c^{12}} A^{4PN}_a + \mathcal{O}\left(\frac{1}{c^{14}}\right). \tag{1}$$

The first term is of course, the usual Newtonian acceleration of $N$ “planets”,

$$A^N_a = -\sum_{b \neq a} \frac{Gm_b}{r_{ab}} \mathbf{n}_{ab}. \tag{2}$$

The historical works in GR started in the early days of this theory, and solved the problem of the EOM at the IPN level beyond the Newtonian term. This famous Lorentz-Droste-Einstein-Infeld-Hoffmann 1PN correction is fully given as

$$A^{1PN}_a = -\sum_{b \neq a} \frac{Gm_b}{r_{ab}} \mathbf{n}_{ab} \left[v_a^2 + 2v_b^2 - 4(v_a v_b) - \frac{3}{2} (n_{ab} v_b)^2 \right]$$
\[ -4 \sum_{c \neq a} \frac{Gm_c}{r_{ac}} - \sum_{c \neq b} \frac{Gm_c}{r_{bc}} \left( 1 - \frac{r_{ab}}{2r_{bc}} (n_{ab}n_{bc}) \right) \]

\[ + \sum_{b \neq a} \frac{Gm_b}{r_{ab}} \nu_{ab} \left[ 4(n_{ab}\nu_a) - 3(n_{ab}\nu_b) \right] - \frac{7}{2} \sum_{b \neq a, c \neq b} G^2 m_b m_c \rho_{ab}^2 r_{ac}^2 n_{bc}, \quad (3) \]

where we denote \( \nu_a = \frac{dy_a}{dt} \), \( \nu_{ab} = \nu_a - \nu_b \), \( r_{ab} = |y_a - y_b| \), \( n_{ab} = (y_a - y_b)/r_{ab} \) and the parenthesis indicate the usual Euclidean scalar product, e.g. \( (n_{ab}\nu_b) = n_{ab} \cdot \nu_b \).

Up to the 2PN level the system is conservative, i.e., admits the ten invariants associated with the symmetries of the Poincaré group. The first dissipative effect appears at the 2.5PN order and features the radiation reaction damping of the system by GW emission. The 2PN and 2.5PN approximations were motivated by the Hulse-Taylor binary pulsar and worked out at the time of its discovery.\[33,47,50,72,87,98\]

Later the motivation for the 3PN EOM came from the development of the LIGO & Virgo detectors and the need of accurate GW templates for inspiralling compact binaries. The 3PN EOM took some time to be fully understood and completed,\[23,30,37,54,60,69,71,73\] together with the relatively easier dissipative 3.5PN term.\[70,76,86,88\]

Three techniques have been undertaken to obtain the 4PN EOM. One is based on the Arnowitt-Deser-Misner (ADM) Hamiltonian formalism of GR in ADM coordinates,\[52,53,74,75\] and has led to complete results but for the appearance of one "ambiguity" parameter. The second technique is based on the Fokker action of GR in harmonic coordinates,\[7–10,83\] and has obtained complete results, i.e., free of any ambiguity parameter. The third one is the effective field theory (EFT),\[59,61,62,65\] which yielded partial results up to now (the terms \( \propto G^4 \) still being in progress), but is expected to also be free of any ambiguity parameter.\[90\]

In this section we describe the approach based on the Fokker action in harmonic coordinates. We start with the gravitation-plus-matter action of GR, in which the gravitational piece includes the usual harmonic gauge-fixing term, and the matter term is that of \( N \) particles without spins, and with negligible internal structure:

\[ S = \frac{c^4}{16\pi G} \int d^4x \sqrt{-g} \left[ R - \frac{1}{2} g_{\mu\nu} \Gamma^\mu_{\rho\sigma} \nabla^\nu \right] - \sum_{a=1}^N m_a c^2 \int dt \sqrt{-g} (g_{\mu\nu})_a \nu^a_{\mu} \nu^a_{\nu}/c^2. \quad (4) \]

Here \( \Gamma^\mu = g^{\rho\sigma} \Gamma^\mu_{\rho\sigma} \), and we use, for practical calculations, the Landau-Lifshitz form of the action (i.e., modulo a total divergence).

The Fokker action is obtained when we insert back into (4) an explicit PN solution of the corresponding gauge-fixed Einstein field equations, and given by an explicit functional of the particle's trajectories, i.e.,

\[ g_{\mu\nu}(\mathbf{x}, t) = g_{\mu\nu}[\mathbf{x}; y_a(t), \nu_a(t), \cdots]. \quad (5) \]

The ellipsis indicate that the metric also depends on accelerations \( a_a = \frac{d\nu_a}{dt} \), derivatives of accelerations \( b_a = \frac{da_a}{dt}, etc. \), since we do not perform any replacements of accelerations when iterating the Einstein field equations, the EOM being
considered off-shell at this stage. Substituting $\bar{g}_{\mu\nu}$ into Eq. (4) defines the Fokker action $S_F[y_a, v_a, \cdots]$, and the EOM of the self-gravitating system of particles are obtained as the (generalized Euler-Lagrange) equations

$$\frac{\delta S_F}{\delta y_a} = 0. \quad (6)$$

Once they have been constructed, the EOM can be order reduced by replacing all the higher-order accelerations by their expressions coming from the lowest-order PN equations. The Fokker action describes only the conservative dynamics, and the dissipative effects have to be added separately in the EOM. Note that the Fokker action is equivalent to the EFT action in the “tree-level” approximation, in which we neglect quantum loops.

An interesting feature of the local (near zone) 4PN dynamics is that there is an imprint of GW tails propagating at infinity. The tails are secondary non-linear waves caused by backscattering of linear waves onto the space-time curvature generated by the total mass $M$ of the source. Part of the effect can be seen as a tail-induced modification of the leading 2.5PN radiation reaction force at the relative 1.5PN order.\textsuperscript{16,18,21} However, associated with this dissipative piece, there exists also a conservative effect which thus enters into the 4PN conservative dynamics. Its contribution to the Fokker action reads as\textsuperscript{7,52,62,65}

$$S^\text{tail}_F = \frac{G^2M}{5c^8} \int_{-\infty}^{+\infty} dt I^{(3)}_{ij}(t) \int_0^{+\infty} d\tau \ln \left(\frac{\tau}{\tau_0}\right) \left[I^{(4)}_{ij}(t - \tau) - I^{(4)}_{ij}(t + \tau)\right]. \quad (7)$$

Here $I_{ij} = \sum_a m_a y_a^i y_a^j$ is the Newtonian quadrupole moment of the system (the angular brackets refer to the symmetric-trace-free projection), the superscript $(n)$ denotes multiple time derivatives, and $\tau_0$ is an arbitrary constant. To leading order the total mass $M$ reduces to $\sum_a m_a$, but at higher order it should involve the contribution of the gravitational binding energy of the particles. An elegant rewriting of Eq. (7) is with the Hadamard “Partie finie” (Pf) integral,

$$S^\text{tail}_F = \frac{G^2M}{5c^8} \int_0^{\infty} dt \int_{\tau_0}^{+\infty} d\tau' \ln \left(\frac{\tau'}{\tau_0}\right) I^{(3)}_{ij}(t) I^{(3)}_{ij}(t'). \quad (8)$$

Due to this conservative tail contribution, the 4PN dynamics is non-local in time, and this entails subtleties in the derivation of the invariants of motion, which have been recently fully elucidated.\textsuperscript{9,41,52,53}

The calculation crucially relies on the systematic use of dimensional regularization (DR), to cure both ultra-violet (UV) divergences due to the model of point particles adopted to describe the compact objects, and infra-red (IR) divergences that start appearing precisely at the 4PN order and are associated with GW tails. We are here borrowing DR from EFT and quantum field theory, and we use it in the classical $N$-body problem as a mean to preserve the diffeomorphism invariance of GR. For this reason we conjecture that DR is the only known regularization technique able to successfully solve the problem of EOM in high PN approximations.
In an initial calculation (valid for two particles, $N = 2$), we used DR for UV divergences but a variant of the Hadamard regularization (HR) for IR divergences.\cite{7,9} Based on some trial calculations, using various types of regularizations, we conjectured that the results of different IR regularizations will physically differ by at most two parameters called ambiguities and denoted $\delta_1$ and $\delta_2$.\cite{9} This finding was in agreement with an earlier suggestion.\cite{53} Modulo unphysical shifts of the trajectories, the two offending ambiguity terms in the Fokker Lagrangian ($S_F = \int dt L_F$) turn out to appear at the difficult $G^4$ level and be of the form

$$\delta L_F = \frac{G^4(m_1 + m_2) m_1^2 m_2^2}{\varepsilon^3 r_{12}^4} \left( \delta_1 (n_{12} v_{12})^2 + \delta_2 v_{12}^2 \right). \quad (9)$$

To determine what the values of these ambiguities are we embarked on the DR treatment of the IR divergences. Consider a typical term in the Fokker Lagrangian with non-compact support and generic function $F$, which diverges at infinity. With HR such term is treated as

$$L_F^{HR} = \text{FP} \int_{r > R} d^3 x \left( \frac{r}{r_0} \right)^B F(x). \quad (10)$$

Since we focus on IR divergences we consider only the far zone contribution $r > \mathcal{R}$, where $\mathcal{R}$ denotes an arbitrary large radius, typically the inner radius of the wave zone. The Finite Part (FP) operation is closely related to the Hadamard partie finie $\text{Pf}$, and consists of applying analytical continuation in $B \in \mathbb{C}$, expanding the integral when $B$ tends to zero, and keeping only the coefficient of the zero-th power of $B$ in that expansion (discarding any strictly positive or negative power of $B$).

On the other hand, with DR the same term is treated as

$$L_F^{DR} = \int_{r > \mathcal{R}} \frac{d^d x}{\ell_0^{d-3}} F^{(d)}(x), \quad (11)$$

where $F^{(d)}$ is the $d$-dimensional analogue of the generic function $F$ in (10), and where $\ell_0$ is the characteristic length scale associated with DR. We find that the difference between the two prescriptions is given by\cite{8}

$$L_F^{DR} - L_F^{HR} = \sum_q \left[ \frac{1}{(q - 1)\varepsilon} - \ln \left( \frac{r_0}{\ell_0} \right) \right] \int d \Omega_{2+\varepsilon} \varphi_{3,q}^{(\varepsilon)}(n) + \mathcal{O}(\varepsilon). \quad (12)$$

The functions $\varphi_{p,q}^{(\varepsilon)}$ represent the coefficients of $r^{-p-\varepsilon q}$ (with $p, q \in \mathbb{Z}$) in the expansion of $F^{(d)}$ when $r \to +\infty$ along the direction $n$. We pose $\varepsilon = d - 3$ and neglect the terms dying with $\varepsilon \to 0$. The angular integration in (12) is over the sphere in $d - 1 = 2 + \varepsilon$ dimensions. Notice that the result (12) depends only on the singular coefficients $\varphi_{3,q}^{(\varepsilon)}$ of the expansion of $F^{(d)}$ at infinity, and that the arbitrary scale $\mathcal{R}$ has disappeared from it.

The formula (12) contains an IR pole $\propto 1/\varepsilon$. In the language of the EFT, this pole comes from the “potential mode” contribution. However, we have also to take into account the 4PN tail effect given by Eq. (8) but in $d$ dimensions. In the EFT language this will correspond to the “radiation” contribution and should
also contain a pole \( \propto 1/\varepsilon \), but this time of UV type. Our explicit calculation has shown that the two IR and UV poles exactly cancel out (modulo unphysical shifts of the trajectories),\(^8,83\) in complete agreement with general arguments within the EFT.\(^90\) The 4PN tail term in \( d \) dimensions takes the same form as (8) but with the arbitrary scale \( \tau_0 \) determined by the DR scale \( \tau_{0,DR} \) as

\[
\tau_{0,DR} = \frac{2c_0}{c\sqrt{4\pi}} \exp \left[ \frac{1}{2\varepsilon} - \frac{1}{2} \frac{\gamma_E}{\varepsilon} - \frac{41}{60} \right],
\]

with \( \gamma_E \) denoting the Euler constant, and the UV pole \( \propto 1/\varepsilon \) cancelling the IR one in (12). The result (13) has been obtained thanks to a “matching” equation relating the near zone which is the domain of validity of the PN approximation, to the far zone where GW tails propagate. Finally we find that the rational fraction \(-\frac{41}{60}\) in (13), is just the one necessary and sufficient to determine the values of the two ambiguity parameters in (9) as

\[
\delta_1 = -\frac{2179}{315}, \quad \delta_2 = \frac{192}{35},
\]

therefore resolving the problem of ambiguities. The values (14) are consistent with numerical and analytical GSF calculations of the energy and periastron advance for circular orbits in the small mass ratio limit.\(^8,52,53\) Remarkably, the result (13) agrees with that of Galley \textit{et al.},\(^65\) obtained by means of a diagrammatic evaluation of the tail term in \( d \) dimensions with EFT methods. On the other hand, the lack of a consistent matching between the near and far zones in the ADM Hamiltonian formalism,\(^52,53,74,75\) and therefore a complete control of the tail term (8) including the final determination of Eq. (13), forces this formalism to be still plagued by one ambiguity parameter, denoted \( C \) in\(^52\).

3. State-of-the-art on GW generation

The two basic ingredients in the theoretical PN analysis correspond to the two sides of the energy balance equation obeyed by the binary’s orbital frequency and phase. Since the orbit will have circularized by radiation reaction at the time when the signal enters the detectors’ bandwidth there is no need to invoke the balance equation for the orbital angular momentum. Thus we just impose

\[
\frac{dE}{dt} = -F.
\]

The energy \( E \) is nothing but the Noetherian conserved energy \( E \) associated with the Fokker Lagrangian computed in the previous section. On the other hand, the GW energy flux \( F \) on the right-hand side is obtained from a GW generation formalism. From Eq. (15) one deduces the time evolution of the binary’s orbital frequency \( \omega \) and orbital phase \( \phi \) by solving

\[
\phi = \int \omega \, dt = -\int \frac{\omega \, dE}{\int F \, d\omega} \, d\omega.
\]
At the 4.5PN order, for circular orbits, the conserved energy function is given by
\[
E = -\frac{m \nu c^2}{2} x^2 \left\{ 1 + \left( -\frac{3}{4} \nu - \frac{19}{8} \nu^2 - \frac{27}{8} \right) x + \left( \frac{34445}{576} - \frac{205}{96} \nu^2 - \frac{155}{96} \nu^3 - \frac{35}{5184} \nu^4 \right) x^2 + \left( \frac{123671}{5760} + \frac{9037}{1536} \nu^2 - \frac{448}{15} \nu^3 + \frac{77}{31104} \nu^4 \right) x^3 \right\},
\] (17)

where \( m = m_1 + m_2 \) is the total mass, \( \nu = m_1 m_2 / m_2 \) is the symmetric mass ratio, \( \gamma \) is Euler's constant, and we employ for convenience the PN ordering parameter \( x = (Gm \omega c^3)^{2/3} \), defined from the orbital frequency \( \omega \) of the circular orbit, and which constitutes an invariant in a large class of coordinate systems. Notice that Eq. (17) is valid up to the 4.5PN order included, as there is no term at the 4.5PN order in the conserved energy for circular orbits.

The most complete formula for the GW flux is valid at the 3.5PN order beyond the Einstein quadrupole formula. However, the 4.5PN coefficient is also known, while the 4PN coefficient is in progress. This formula has been obtained by application of a GW generation formalism based on a Multipolar-Post-Minkowskian (MPM) expansion for the external field of an isolated source, and followed by a matching to the inner (near zone) PN field of that source. The first important step in this computation is the obtention of the multipole moments of the source, \( I_{i_1\cdots i_\ell} \) (mass type) and \( J_{i_1\cdots i_\ell} \) (current type). The most difficult of these moments (because it necessitates the highest PN precision) is the mass quadrupole moment \( I_{112} \), given at 3.5PN order for quasi-circular orbits as
\[
I_{112} = m \nu \left( A x_{(112)} + B \frac{r^2}{c^2} v_{(112)} + \frac{G^2 m^2 \nu}{c^4} C x_{(112)} \right),
\] (18)

where the terms are explicitly given by
\[
A = 1 + \gamma \left( -\frac{1}{42} - \frac{13}{14} \nu \right) + \gamma^2 \left( -\frac{461}{1512} - \frac{18395}{1512} \nu - \frac{241}{1512} \nu^2 \right) + \gamma^3 \left( \frac{395899}{13200} - \frac{428}{105} \ln \left( \frac{r}{r_0} \right) + \frac{3304319}{166320} - \frac{44}{3} \ln \left( \frac{r}{r'_0} \right) + \frac{162539}{16632} \nu^2 + \frac{2351}{33264} \nu^3 \right),
\] (19a)
\[
B = \frac{11}{21} \frac{11}{\ell} \nu + \gamma \left( \frac{1607}{378} - \frac{1681}{378} \nu + \frac{229}{378} \nu^2 \right) + \gamma^2 \left( -\frac{357761}{19800} + \frac{428}{105} \ln \left( \frac{r}{r_0} \right) - \frac{92339}{5544} \nu + \frac{35759}{924} \nu^2 + \frac{457}{5544} \nu^3 \right),
\] (19b)
\[
C = \frac{48}{7} + \gamma \left( -\frac{4096}{315} + \frac{24512}{945} \nu \right).
\] (19c)
Here the PN ordering parameter is $\gamma = Gm/r_c^2$ where $r$ is the separation distance in harmonic coordinates. Note the two constant scales entering the logarithmic terms at the 3PN order, one being the length scale $r_0$ coming from the MPM algorithm, while the other one $r'_0$ comes from the 3PN EOM in harmonic coordinates.

The second step is the relationship between the multipole moments of the source, and the so-called “radiative” multipole moments parametrizing the observable GW at future null infinity. Such relationship involves in particular the well-known tail effects and their iterations. At the 4.5PN order the radiative mass quadrupole moment $U_{1i1j}(t)$ is related to the mass quadrupole moment of the source $I_{1i1j}(t)$ by

$$U_{1i1j}(t) = I_{1i1j}^{(2)}(t) + \frac{GM}{c^3} \int_0^{+\infty} dt \int_0^{+\infty} dt' \left[ 2 \ln \left( \frac{ct}{2\nu} \right) + \frac{11}{6} \right]$$

$$+ \frac{G^2M^2}{c^6} \int_0^{+\infty} dt \int_0^{+\infty} dt' \left[ 2 \ln \left( \frac{ct}{2\nu} \right) + \frac{11}{3} \ln \left( \frac{ct}{2\nu} \right) \right] - \frac{214}{105} \ln \left( \frac{ct}{2\nu} \right) + \frac{124627}{22050}$$

$$+ \frac{G^3M^3}{c^9} \int_0^{+\infty} dt \int_0^{+\infty} dt' \left[ 4 \ln^3 \left( \frac{ct}{2\nu} \right) + \frac{11}{3} \ln^2 \left( \frac{ct}{2\nu} \right) \right] + \frac{124627}{11025} \ln \left( \frac{ct}{2\nu} \right) - \frac{428}{105} \ln \left( \frac{ct}{2\nu} \right) \ln \left( \frac{ct}{2\nu} \right)$$

$$- \frac{1177}{315} \ln \left( \frac{ct}{2\nu} \right) + \frac{129268}{33075} + \frac{428}{315} \pi^2 \right]. \tag{20}$$

For simplicity, we have not included here the non-linear memory effect which arises at 2.5PN order, as well as many instantaneous (non-tails) terms, that are relatively easy to compute. The terms at 1.5PN, 3PN and 4.5PN orders shown in (20) correspond to what can rightly be called the “tail”, the “tail-of-tail”, and the “tail-of-tail-of-tail”, respectively. The expression (20) contains still another arbitrary scale $b_0$, parametrizing the coordinate transformation between harmonic coordinates and radiative coordinates. We find that the scale $b_0$ as well as the two previous scales $r_0$ and $r'_0$ in Eq. (18) cleanly cancel out in the GW flux, expressed in terms of the invariant PN parameter $x$, which is finally given by

$$F = x^3 \left( 1 + \frac{1247}{336} - \frac{35}{12} \nu \right) x + 4\pi x^{3/2}$$

$$+ \left( \frac{4471}{9072} + \frac{9271}{504} \nu + \frac{65}{18} \nu^2 \right) x^2 + \left( \frac{8191}{672} - \frac{583}{24} \nu \right) \pi x^{5/2}$$

$$+ \left( \frac{6643739519}{69854400} + \frac{16}{3} \pi^2 - \frac{1712}{105} \gamma_E - \frac{856}{105} \ln(16x) \right)$$

$$+ \left( \frac{134543}{7776} + \frac{41}{48} \pi^2 \nu - \frac{94403}{3024} \nu^2 - \frac{775}{324} \nu^3 \right) x^3$$

$$+ \left( - \frac{16285}{504} + \frac{214745}{1728} \nu + \frac{193385}{3024} \nu^2 \right) \pi x^{7/2} + F_{4PN} x^4$$

\[
\left( 265978667519 - \frac{6848}{105} \gamma_E - \frac{3424}{105} \ln (16x) + \left[ \frac{2062241}{22176} + \frac{41 \pi^2}{12} \right] \nu \\
- \frac{133112905}{290304} \nu^2 - \frac{3719141 \nu^3}{38016} \right) \pi x^{3/2}.
\]

This is valid up to 4.5PN order, with the notable exception that the 4PN coefficient, denoted \( F_{4\text{PN}} \) in (21), is not yet known. However, from BH perturbation theory we know already the test mass limit of this coefficient, i.e., in the small mass ratio limit \( \nu \to 0 \):

\[
F_{4\text{PN}} = - \frac{323105549467}{3178375200} + \frac{232597}{4410} \gamma_E - \frac{1369}{126} \pi^2 \\
+ \frac{39931}{294} \ln 2 - \frac{47385}{1568} \ln 3 + \frac{232597}{8820} \ln x + \mathcal{O}(\nu).
\]

Of course, this nice result from BH perturbation theory will have to be confirmed by PN theory, which will also be able to provide the mass ratio corrections \( \mathcal{O}(\nu) \).

4. PN theory versus GSF theory

The conservative dynamics and GWs of compact binary systems in the extreme mass ratio limit, is the realm of the perturbative gravitational self force (GSF) theory.\(^{55,57,66,85,92,94}\) For the conservative dynamics, a comparison between GSF computations and traditional PN calculations was initiated some years ago,\(^{56}\) applying to systems that are at once slowly moving and with extreme mass ratio, see the overlap region between PN and perturbation theory in Fig. 1. In recent years the possibility for this comparison has been dramatically extended. Such progress is due in large part due to high precision numerical and analytical computations from a self force perspective,\(^{12–14,80–82,95,99}\) and to extensive analytical computations within the PN approximation.\(^{28,29,34,35,77}\)

For a particle moving on an exact circular orbit around a Schwarzschild BH (neglecting radiation reaction), one disposes of a very interesting quantity, which is the invariant associated with the helical Killing symmetry, appropriate for exact circular orbits.\(^{56}\) This invariant, denoted \( u_1^\mu \), is defined by

\[
u_1^\mu = u_1^\mu K_1^\mu,
\]

where \( u_1^\mu \) is the normalized four-velocity of the particle 1 (with mass \( m_1 \ll m_2 \)), \( K^\mu \) is the helical Killing vector (HKV) and \( K_1^\mu \) the HKV at the location of the particle. Adopting a coordinate system in which the HKV reads \( K^\mu \partial_\mu = \partial_t + \omega \partial_\phi \), where \( \omega \) is the orbital frequency of the circular orbit, the invariant reduces to the time component of the four-velocity hence its name \( u_1^t \), and we have

\[
u_1^t = \frac{1}{z_1} \left[ -(g_{\mu\nu}) \frac{v_1^\mu v_1^\nu}{c^2} \right]^{-1/2},
\]
\( v_0^0 = c \). The inverse of \( u_1^t \) appears to be a redshift \( z_1 \), and sometimes \( u_1^t \) itself is called the redshift. [For a generalization of the notion of redshift to eccentric orbits, see\(^5\).] In the exact test mass limit \( \nu = 0 \), the invariant reduces to the one appropriate to a Schwarzschild BH,

\[
u_\text{Schw} = \frac{1}{\sqrt{1 - \beta}} ,
\]

(25)

where \( y = \left( \frac{Gm_2\omega}{c^3} \right)^{2/3} \) is the frequency-related PN parameter associated with the larger BH mass \( m_2 \). The GSF part is then defined as the coefficient of the mass ratio correction beyond Eq. (25),

\[
u_1^t = \nu_\text{Schw}^t + \nu \nu_\text{GSF}^t + \mathcal{O}(\nu^2) .
\]

(26)

It is clear that with this approximation the symmetric mass ratio \( \nu = \frac{m_1m_2}{m_2} \) can be replaced by the ordinary mass ratio \( q = \frac{m_1}{m_2} \). In the PN approximation, the GSF part of the redshift factor appears to be an infinite PN series of the type

\[
u_\text{GSF}^t = \sum_{j=0}^{+\infty} \left( \alpha_j + \beta_j \ln y \right) y^{j+1}.
\]

(27)

We have included terms linear in the logarithm of \( y \), but we neglect (just for this discussion) the higher powers of \( \ln y \), that occur at large PN orders. Recall that the most general structure of the PN expansion involves any (integer) powers of the logarithm, \( \sim (\ln y)^k y^{j+1} \).

Here we report the results that have been obtained so far using the “traditional” PN approach. Recall that the PN method heavily relies on dimensional regularization (DR) to treat both UV and IR divergences, see Sec. 2. Another feature of the PN calculation is that it requires a machinery of tails and related non-linear effects, see Eq. 20. In the PN approach one computes \( u_1^t \) as a redshift in harmonic coordinates using Eq. (24), and evaluates the metric at the particle’s location with DR. In that way the GSF redshift has been obtained up to 4PN order as \(^{12,28,29,77} \)

\[
u_\text{GSF}^t = -y - 2y^2 - 5y^3 + \left( \frac{121}{3} + \frac{41}{32} \pi^2 \right) y^4 + \frac{1157}{15} + \frac{677}{512} \pi^2 - \frac{128}{5} \gamma_E - \frac{64}{5} \ln(16y) \right) y^5 + \mathcal{O}(y^6).
\]

(28)

In addition, PN theory has been able to fix the logarithmic term at the 5PN order, which is due to a subdominant tail effect, namely

\[
\beta_5 = \frac{956}{105}.
\]

(29)

while the coefficient \( \alpha_5 \) is known only from GSF methods but has not yet been checked with PN theory. The results (28)–(29) are in full agreement with direct GSF computations. This constitutes a strong confirmation of the adequation of DR for traditional PN calculations, as well as of the procedure of subtraction of the singular field which is employed by GSF theory.
A feature of the PN expansion of the redshift factor at high orders is the appearance of half-integral PN approximations, say $\frac{n}{2}\text{PN}$. At first sight these terms sound surprising because the dynamics is purely conservative (exactly circular orbits with a HKV), and we are used to the fact that half-integral PN approximations like $2.5\text{PN}$ are associated with dissipative radiation reaction. The existence of such terms in the conservative redshift factor, starting at $5.5\text{PN}$ order, has been pointed out with numerical GSF methods, and later it was proved that these terms originate from iterated non-linear tail effects, called “tails-of-tails”, $^{34,35}$

The leading $5.5\text{PN}$, next-to-leading $6.5\text{PN}$ and next-to-next-to-leading $7.5\text{PN}$ coefficients in this category have been found to be

$$\alpha_{11,2} = \frac{-13696}{525}\pi, \quad \alpha_{13,2} = \frac{81077}{3675}\pi, \quad \alpha_{15,2} = \frac{82561159}{467775}\pi,$$

(30)

while the corresponding $\beta_j$’s are zero. Notice that $7.5\text{PN}$ is arguably the highest order ever reached by traditional PN methods. Again the PN results (30) are in full agreement with numerical and analytical results derived by GSF methods.

5. PN versus PM

The post-Minkowskian approximation has been developed in many pioneering works, $^{6,11,68,89,104,105}$ Notably the gravitational scattering angle of two relativistic particles has been obtained up to $2\text{PM}$ order (quadratic in $G$). $^{103}$ Recently there has been a renewal of interest in the PM approximation. Ledvinka, Schäfer and Bičák $^{78}$ obtained a closed-form expression for the Hamiltonian of $N$ particles in the $1\text{PM}$ approximation, and new works appeared on the gravitational scattering angle and the link between the PM expansion and the EOB formalism. $^{48,49}$ Here we outline our own contribution, $^{36}$ which concerns the comparison between $1\text{PM}$ and the recent $4\text{PN}$ calculation of the EOM of compact binaries. The Fig. 2 showed the domain of validity of the PM approximation versus that of the PN expansion.

At the $1\text{PM}$ approximation the field equations for a system of $N$ particles in harmonic coordinates, deduced from the gauge-fixed action (4), read

$$\Box h^{\mu\nu} = \frac{16\pi G}{c^2} \sum_{a=1}^{N} m_a \int_{-\infty}^{+\infty} d\tau_a u^\mu_a u^\nu_a \delta^{(4)}(x - y_a),$$

(31)

where $\Box$ denotes the flat space-time d’Alembertian operator, $\delta^{(4)}$ is the four-dimensional Dirac function, $y^\mu_a$ are the particle’s worldlines and $u^\mu_a = dy^\mu_a/(c d\tau_a)$ their normalized four-velocities, with the special-relativistic proper time $d\tau_a = \sqrt{-\eta_{\mu\nu} dy^\mu_a dy^\nu_a/c^2}$. We solve Eqs. (31) by means of the standard Liénard-Wiechert procedure. Adopting a parametrization by the coordinate time $t$, i.e., such that $y^\mu_a = (ct, y_a)$, the retarded time $t^a_{\text{ret}}$ on the trajectory $a$ associated with the propagation from $a$ to the field point $x^\mu = (ct, x)$, is given by the implicit retardation equation $t^a_{\text{ret}} = t - r^a_{\text{ret}}/c$ with $r^a_{\text{ret}} = |x - y_a(t^a_{\text{ret}})|$. The solution of (31) is then

$$h^{\mu\nu}(x) = -\frac{4G}{c^2} \sum_{a} m_a \frac{u^\mu_a u^\nu_a}{r^a_{\text{ret}}(k_u)^{\text{ret}_a}},$$

(32)
where \( k^\mu_a = [x^\mu - y^\mu(t^{ret}_a)]/r^{ret}_a = (1, n^{ret}_a) \) is the Minkowski null vector between \( a \) and the field point, \((k^\mu) a^{ret}_a = k^\mu_a u^\mu_a = \gamma_a (1 + n^{ret}_a \cdot v_a/c)\) is the usual redshift factor, with \( \gamma_a = u^0_a \) the Lorentz factor and \( v^\mu_a = cu^\mu_a/\gamma_a = (c, v_a)\), the velocities being computed at the retarded time \( t^{ret}_a \).

However, we repeatedly use the fact that the accelerations are of order \( G \) and therefore their contributions in (32) will be of order \( G^2\), hence negligible with the 1PM approximation. Thus, we are allowed to assume that the four velocities \( u^\mu_a \) and Lorentz factors \( \gamma_a \) are constant. Furthermore, neglecting terms of order \( G^2\), we can solve the retardation equation to get the retarded time \( t^{ret}_a \), the distance \( r^{ret}_a \), and the direction \( n^{ret}_a\), in terms of their current values at time \( t \), i.e., the “instantaneous” distance \( r_a = |x - y_a(t)| \) and direction \( n_a = [x - y_a(t)]/r_a\). In this way, Eq. (32) becomes equivalent to

\[
h^{\mu\nu} = -\frac{4G}{c^2} \sum_a \frac{m_a u^\mu_a u^\nu_a}{r_a \sqrt{1 + (n_a u_a)^2}},
\]

which is valid at any field point except at the singular locations of the particles. Nevertheless, we can easily extend its validity to the particles by using a self-field regularization. For this purpose, it is sufficient to discard the self-field contribution from the sum of particles. An explicit self-field regularization process yielding the same result was implemented in [6]. Therefore, at the location of particle \( a \), we have

\[
(h^{\mu\nu})_a = -\frac{4G}{c^2} \sum_{b \neq a} \frac{m_b u^\mu_b u^\nu_b}{r_{ab}^2 [1 + (n_a u_a)^2]^{1/2}},
\]

where the sum runs over all particles except \( a \), we pose \( r_{ab} = |y_a - y_b| \), and denote \( n_{ab}^0 = 0 \) and \( n_{ab} = |y_a - y_b|/r_{ab} \).

The EOM of the particles is just the geodesic equation, computed at the linearized order consistent with our approximation, and we obtain

\[
\frac{d^2 u^\mu_a}{dt^2} = -\frac{1}{c} \sum_{b \neq a} \frac{Gm_b}{r_{ab}^2 [1 + (n_a u_a)^2]^{3/2}} \left[ (2 \epsilon_{ab}^2 - 1) n_{ab}^\mu + (2 \epsilon_{ab}^2 + 1) (n_a u_a) u^\mu_b + \epsilon_{ab} (n_a u_a) (n_b u_b) u^\mu_a \right].
\]

We use \( \epsilon_{ab} = -(u_a u_b) \) as a shorthand notation. Equivalently we have also the non-covariant form of the EOM (i.e., PN like form), in which we introduce the ordinary velocities and accelerations and the relevant Lorentz factors (with \( v_a = v_a - v_b \)),

\[
\frac{d^2 v_a}{dt^2} = -\gamma_a^{-2} \sum_{b \neq a} \frac{Gm_b}{r_{ab}^2 [1 + \gamma_b^2 (n_a u_a)^2/c^2]^{3/2}} \left[ (2 \epsilon_{ab}^2 - 1) n_{ab} + \gamma_b \left( -4 \epsilon_{ab} \gamma_a (n_a u_a) + (2 \epsilon_{ab}^2 + 1) \gamma_b (n_a u_a) \right) \right].
\]

At the 1PM order the EOM are conservative, thus admit conserved integrals of energy, angular momentum and linear momentum. Indeed, the radiation reaction
dissipative effects are at least 2PM, i.e., second order in $G$. The closed-form expression of the energy through 1PM reads $E = \sum_a m_a c^2 \gamma_a V$, with the first term being the usual special-relativistic expression and

$V = G \sum_a \sum_{b \neq a} \frac{m_a m_b}{r_{ab} \left[1 + \frac{1}{\gamma_b^2} (n_{ab} v_b)^2 / c^2\right]^{1/2}} \left( \frac{r_{ab}}{c^2} \left( n_{ab} v_b \right) \right)^2 + \frac{\gamma_b^2}{\gamma_a} \left( \frac{\gamma_a (2r_{ab}^2 + 1) - 4 \gamma_a n_{ab} v_b}{2} \right) \left( n_{ab} v_b \right)^2 / c^2 \right) \left( n_{ab} v_b \right)^2 / c^2 \right)^2} \right)}.

We have verified\textsuperscript{36} that Eqs. (36) and (37) perfectly reproduce the PN results in harmonic coordinates, in the case of two particles ($N = 2$) at the linear order in $G$ and up to the 4PN order.\textsuperscript{8,10}

Next we consider the Lagrangian associated with the EOM (35)–(36), for any $N$, in harmonic coordinates. The Lagrangian will be given by the special-relativistic expression plus terms of order $G$, and again, we neglect higher-order terms in $G$. In PN theory, it is known that the Lagrangian in harmonic coordinates is a generalized one, depending not only on positions and velocities $y_a, v_a$ but also on accelerations $a_a = \frac{dv_a}{dt}$.\textsuperscript{50} Such accelerations are contained in terms at least linear in $G$, so that, replacing the accelerations by the EOM would yield negligible terms of order $G^2$ at least. However, it is not allowed to replace accelerations in a Lagrangian while remaining in the same coordinate system. Such replacement is equivalent to a shift in the particles’ trajectories (or so-called “contact” transformation), i.e., the new Lagrangian is physically equivalent to the original one but written in a different coordinate system.\textsuperscript{97} Furthermore, by employing the technique of double-zero (or multiple-zero) terms, it is sufficient to consider a Lagrangian that is linear in accelerations (since the procedure can work for any PN order, and is thus formally valid at the 1PM order). Therefore, we look for a Lagrangian of the form

$L[y, v, a] = - \sum_a \frac{m_a c^2}{\gamma_a} + \lambda + \sum_a q^i_a a^i_a.$

We symbolize the functional dependence by $L[y, v, a] \equiv L[y_a, v_a, a_a]$. The terms $\lambda$ and $q^i_a$ are of order $G$ and depend only on positions and velocities, i.e., $\lambda[y, v]$ and $q^i_a[y, v]$. Denoting by $p^i_a$ and $q^i_a$ the conjugate momenta associated with the positions $y^i_a$ and velocities $v^i_a$, i.e.,

$$p^i_a = \frac{\delta L}{\delta v^i_a} = \frac{\partial L}{\partial v^i_a} - \frac{d}{dt} \left( \frac{\partial L}{\partial a^i_a} \right),$$

$$q^i_a = \frac{\delta L}{\delta a^i_a} = \frac{\partial L}{\partial a^i_a},$$

the EOM take the ordinary Euler-Lagrange form

$$\frac{dp^i_a}{dt} = \frac{\partial L}{\partial y^i_a},$$

(40)
while the conserved energy $E$ is given by the generalized Legendre transformation

$$E = \sum_a \left( p_i^a v_i^a + q_i^a a_i^a \right) - L. \quad (41)$$

In both (40) and (41) we are allowed to replace the accelerations by the EOM. For instance, the term $q_i^a a_i^a$ in $E$ will be second-order in $G$ and can be neglected at 1PM order. With (38) we obtain the EOM

$$f_i^a = \frac{\delta \lambda}{\delta y_i^a} + \ddot{q}_i^a, \quad (42)$$

where $f_i^a = m_a \pi (\gamma_i v_i^a)$ and $\frac{\delta \lambda}{\delta y_i^a} = \frac{\partial \lambda}{\partial y_i^a} - \frac{d}{dt} \frac{\partial \lambda}{\partial v_i^a}$, and the dots refer to time derivatives. The potential $V$ (such that $E = \sum_a m_a c^2 \gamma_a + V$) reads

$$V = \sum_a v_i^a \frac{\partial \lambda}{\partial v_i^a} - \lambda - \sum_a v_i^a q_i^a. \quad (43)$$

The left-hand sides of (42) and (43) are known from Eqs. (35)–(36) and (37). However, the two equations are not independent, since $f_i^a$ and $V$ satisfy the constraint

$$\frac{dV}{dt} + \sum_a v_i^a f_i^a = 0. \quad (44)$$

In order to find $L$, our strategy is to determine first a particular Lagrangian $\hat{L}$, characterized by $(\hat{\lambda}, \hat{q}_i^a)$, such that the conjugate momenta $\hat{q}_i^a$ obey

$$\sum_a v_i^a \hat{q}_i^a = 0. \quad (45)$$

To order $G$, the same equation is also satisfied by the time derivative $\dot{\hat{q}}_i^a$. Therefore, for the particular solution $(\hat{\lambda}, \hat{q}_i^a)$, the equation (43) reduces to an ordinary Legendre transformation,

$$V = \sum_a v_i^a \frac{\partial \hat{\lambda}}{\partial v_i^a} - \hat{\lambda}. \quad (46)$$

To determine $\hat{\lambda}$, we note that the potential $V$ given by (41) reduces in the limit $c \to +\infty$ to the Newtonian approximation, namely $V = U + \mathcal{O}(1/c^2)$ where

$$U = -\sum_{a<b} \frac{G m_a m_b}{r_{ab}}. \quad (47)$$

If we subtract its Newtonian limit $U$ to $V$, we get a quantity which tends to zero when $c \to +\infty$ like $\mathcal{O}(1/c^2)$. Then, it is straightforward to show that a well-behaved solution of Eq. (46) is

$$\hat{\lambda} = -U + \frac{1}{c} \int_c^{+\infty} ds \left[ V \left( y_a, \frac{v_a}{s} \right) - U(y_a) \right]. \quad (48)$$

Namely, we have to insert into Eq. (37) all the relevant factors $c$ and make the replacement of $c$ by $s$, then integrate over the “speed of light” $s$ from the physical value $c$ up to infinity. The bound $s \to +\infty$ of the integral corresponds to the
Newtonian limit and we see from the definition of the Newtonian potential (47) that the integral is convergent. The first term in Eq. (48) represents the Newtonian approximation with the correct minus sign for a Lagrangian, and the integral represents formally the complete series of PN corrections, but resummed in the PM approximation. The result (48) can be rewritten in a simpler way as the Hadamard “partie finie” (Pf) of the integral, in the same sense as was used in Eq. (8), for taking care of the divergence at infinity:

$$\hat{\lambda} = \text{Pf} \frac{1}{c} \int_{c}^{+\infty} ds V\left(y_{a}, \frac{v_{a}}{s}\right).$$

(49)

For this very simple type of divergence $\sim s^{0} + O(s^{-2})$ the Pf does not depend on an arbitrary constant, unlike in (8). The expressions (48)–(49) give a particular solution of the equation (43) but we still have to adjust $\hat{q}_{i}^{a}$ in order to satisfy the EOM, see (42). Thus, we look for $\hat{q}_{i}^{a}$ satisfying

$$\ddot{\hat{q}_{i}^{a}} = f_{i}^{a} - \delta \dot{\lambda} \delta y_{i}^{a},$$

(50)

where the right-hand side is known. To order $G$ we have been able to integrate twice this relation to determine $\hat{q}_{i}^{a}$, and that solution automatically satisfies the constraint (45) by virtue of (44).

Finally we have found a particular Lagrangian $(\hat{\lambda}, \hat{q}_{i}^{a})$. Now the general solution $(\lambda, q_{i}^{a})$ can be obtained by adding an arbitrary total time-derivative $dF/dt$, where $F$ is a function of the positions $y_{i}^{a}$ and velocities $v_{i}^{a}$. Hence the general solution (for the class of harmonic-coordinate Lagrangians that are linear in accelerations) reads

$$\lambda = \hat{\lambda} + \sum_{a} v_{i}^{a} \partial F / \partial y_{i}^{a},$$

(51a)

$$q_{i}^{a} = \hat{q}_{i}^{a} + \partial F / \partial v_{i}^{a}. \tag{51b}$$

At 1PM order the Lagrangian in harmonic coordinates irreducibly depends on accelerations, i.e., it is impossible to determine $F$ such that $q_{i}^{a} = 0$. However, we know that the accelerations in a Lagrangian can be eliminated by appropriate shifts of the trajectories. In fact, it can be shown that the particular solution $\hat{\lambda}$ found in (48)–(49) represents an ordinary Lagrangian which is physically equivalent but expressed in some shifted (non harmonic) variables.\textsuperscript{36}

Given the complicated structure of $V$ in Eq. (37), we could not find a closed form expression for the 1PM harmonic coordinate Lagrangian in the general case. However, we could easily work out the integral (48) in the PN approximation $c \to +\infty$ to any order. We start from the known 4PN expansion of the potential $V$ following from (37), and explicitly perform the integration (48) term by term, to obtain the corresponding 4PN expansion of $\hat{\lambda}$. Then, we derive the coefficient of accelerations $\hat{q}_{i}^{a}$ at 4PN order, see\textsuperscript{36} for details. Finally, we find a unique total
time-derivative, with some function $F_{\text{PN}}$ given in the form of a PN expansion, so that the Lagrangian satisfyingly agrees up to order $G$ with the published 4PN Lagrangian.\cite{8,10} Furthermore, we have pushed the analysis to the next order and obtained all the terms of order $G$ in the harmonic coordinates Lagrangian up to the 5PN order.\cite{36}

In another application, we worked out the case of equal masses for which it is possible to find a closed form expression for the Lagrangian, and we have verified that the associated Hamiltonian differs from the one obtained by Ledvinka, Schäfer and Bičák\cite{78} in the ADM Hamiltonian by a mere canonical transformation.
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Dark Matter Particle Explorer (DAMPE), the first Chinese astronomical satellite, was launched into a Sun-synchronous orbit at an altitude of about 500 km on 17 December 2015. DAMPE is a high-energy particle detector optimized for observations of cosmic ray electrons and gamma-rays up to about 10 TeV. The on-orbit performance of the detector, the calibration, and the latest results on cosmic rays and gamma-rays of DAMPE will be presented.
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1. Introduction

The DArk Matter Particle Explorer (DAMPE)\(^1\) is a particle detector launched on 17 December 2015 in a Sun-synchronous orbit at a 500 km altitude. Its main scientific goals are the study of cosmic-rays, namely electrons, photons, protons and nuclei; the observation of gamma-rays from astrophysical sources; the search for dark matter signatures, for electromagnetic counterparts of gravitational waves or neutrinos and for exotic particles. DAMPE has been designed to detect particles with energy from some GeV up to tens of TeV with an energy resolution \(\leq 1.5\%\) at 100 GeV for electromagnetic showers, an accurate angular resolution \(\leq 0.1^\circ\) at 100 GeV for gamma-rays and a field of view of 1 sr.

2. The DAMPE instrument

DAMPE is composed by four sub-detectors (Figure 1): a Plastic Scintillator Detector (PSD), a Silicon-Tungsten Tracker (STK), a BGO Calorimeter (CALO) and a Neutron Detector (NUD). The PSD has two tasks: to work as a veto for charged particles and to measure the charge number \(Z\) of incident high-energy particles. It is made by two layers of staggered scintillator bars in orthogonal arrangements, providing information on the \(x\) and \(y\) coordinates. The STK is devoted to reconstruct the particle tracks and to convert photons. It consists of 12 position-sensitive silicon detector planes (6 for the \(x\)-, 6 for the \(y\)-coordinate); 3 layers of tungsten, each 1 mm thick, are between the silicon planes 2, 3, 4 and 5 to enhance the conversion probability of gamma rays into electron-positron pairs. The BGO calorimeter is used to measure the energy deposition of incident particles and to reconstruct the electromagnetic shower profile. It is composed of 308 BGO crystal bars optically isolated from each other and arranged in 14 layers of 22 bars each; the bars of a layer are orthogonal to those of the adjacent one, to reconstruct the shower in the \(xz\) and \(yz\) views. The total depth of the calorimeter is 32 radiation lengths and 1.6 nuclear interaction lengths. The last sub-detector is the NUD, made of four
boron-loaded plastic scintillators. It is used to improve overall hadron identification efficiency.

### 2.1. The Plastic Scintillation array Detector (PSD)

The main purpose of the PSD is to provide charged-particle background rejection for the gamma-ray detection and to measure the absolute value of the charge (hereafter $Z$) of incident high-energy particles in a wide range (i.e., $Z \leq 26$). Therefore high detection efficiency, large dynamic range, and good charge resolution are required for charged particle detection of PSD.

The PSD has an active area of $82.5 \times 82.5\text{cm}^2$, which is larger than the on-axis cross-section of other subdetectors of DAMPE. The PSD consists of 82 plastic scintillators bars (EJ-200 produced by Eljen) arranged in two planes, each with a double layer configuration. Each bar is 88.4cm long with a $2.81.0\text{cm}^2$ cross-section; the signals are read out by two Hamamatsu R4443 Photomultiplier Tubes (PMTs) coupled to the ends of each scintillator bar.

The bars in the top plane are perpendicular to those in the bottom plane. The bars of the two layers of a plane are staggered by 0.8cm, allowing full coverage of the detector with the active area of scintillators without any gap. As the efficiency of a single layer is $\geq 0.95$, the PSD provides an overall efficiency $\geq 0.9975$ for charged particles. The segmented structure of the PSD allows suppressing the spurious veto signals due to the “backsplash effect”, which can lead to a misidentification of gamma rays as charged particles.

Since the PSD is used to identify cosmic-ray nuclei from helium to iron ($Z = 26$), a wide dynamic range extending up to $\sim 1400$ times the energy deposition of a minimum ionizing particle (MIP) is required. To cover such a broad range with good energy resolution, a double dynode readout scheme for each PMT has been
implemented. Signals from the dynode with high gain cover the range from 0.1 MIPs to 40 MIPs, while those from the dynode with low gain cover the range from 4 MIPs to 1600 MIPs; the overlap region can be used for cross-calibration. The dynode signals are coupled to the VA160 ASIC chip developed by IDEAS. This chip integrates the charge sensitive preamplifier, the shaper and the holding circuit. The performance of the PSD has been tested with the relativistic heavy ion beams at CERN. In this test, the primary Argon beam of 40 GeV/n was sent onto a 40 mm polyethylene target, and the secondary fragments with A/Z = 2 were selected by beam magnets, thus allowing to study the PSD response to all the stable nuclei with Z = 2/18. Fig. 2 shows the reconstructed charge spectra for different ions (Z ≥ 2) from one PSD module within the beam spot. In this figure, the Helium contribution has been removed for clarity (the He fraction is much higher than that of other ion species). The signals from both sides of each module are used (geometric mean) and the quenching effect has been corrected based on the ion response from the same test.

![Fig. 2. Reconstructed charge spectra of PSD for nuclei with A/Z = 2, generated by a 40 GeV/n 40Ar beam. The helium peak has been removed for clarity.](image)

### 2.2. The Silicon-Tungsten tracKer-converter (STK)

The DAMPE STK is designed to accomplish the following tasks: precise particle track reconstruction with a resolution better than 80 µm for most of the incident angles, measurement of the electrical charge of incoming cosmic rays, and photon conversion to electron-positron pairs.

It is composed of six position-sensitive double (X and Y) planes of silicon detectors with a total area of about 7m². Multiple thin tungsten layers have been inserted in the tracker structure in order to enhance the photon conversion rate while keeping negligible multiple scattering of electron/positron pairs (above ∼ 5 GeV). The total thickness of STK corresponds to about one radiation length, mainly due to
the tungsten layers. The STK detector is equipped with a total of 768 single-sided AC-coupled silicon microstrip detectors (SSD). Four SSDs are assembled together with a wire bonded strip-to-strip connection to form a silicon detector ladder. The total strip length along a ladder is about 37 cm. The ladders are glued on the seven support trays to form the 12 STK silicon layers. Each silicon layer consists of 16 ladders. The silicon ladders on the bottom surface of each tray are placed orthogonally with respect to the ones of the top surface of the lower tray, in order to measure the X-Y coordinates of the incident particles. The silicon microstrip sensors produced by Hamamatsu Photonics have a size of $95 \times 95 \times 0.32 \text{ mm}^3$ and each SSD is segmented in 768 strips. The strips are $48 \mu m$ wide and $93.196 \text{ mm}$ long with a pitch of $121 \mu m$.

The signal shaping and amplification is performed by six VA140 ASIC chips (produced by IDEAS)

The ions charge identification power of STK was evaluated with a dedicated test conducted on single ladder unit at CERN with a lead beam. The particle charge can be identified by looking at the mean value of the signal associated with the track. Due to the non-linearity of the VAs above a signal of 200 fC, the identification of ions above Oxygen with the STK becomes non-trivial and on-going work is under preparation to improve the charge identification power (see Fig. 3).

![Fig. 3. STK signal mean distribution for nuclei produced by a lead beam on target, after removing $Z=1$ particles. The signal mean, with current reconstruction procedures, allows for the identification of ions until Oxygen.](image)

### 2.3. The BGO calorimeter (BGO)

The BGO calorimeter onboard DAMPE has three primary purposes: (1) measuring the energy deposition of incident particles; (2) imaging the 3D profile (both longitudinal and transverse) of the shower development, and provide electron/hadron discrimination; (3) providing the level 0 trigger for the DAMPE data acquisition.
system. Each crystal is readout by two Hamamatsu R5610A-01 PMTs mounted on both ends (named S0 and S1, respectively): the left/right light asymmetry provides a measurement of the position of the energy deposit along the bar. The signals are read out from three different dynodes (dy2, dy5, dy8), thus allowing to cover a very large dynamic range of energy deposition. The PMTs are coupled to the crystals with optical filters, which attenuate the scintillation light produced in the BGO. The filter on S1 has a $5 \times$ attenuation factor with respect to the one on S0. The signals are sent to VA160 chip which is composed of a charge sensitive pre-amplifier, a CR-RC shaping amplifier and a sample-hold circuit. The ground calibration of BGO has been performed using both the data collected in a beam test campaign at CERN and cosmic ray data collected from ground. The calibration procedure includes the measurement of the pedestals, the evaluation of the calibration constants from the MIP peaks, the evaluation of the dynode ratios, and the measurement of the bar attenuation lengths.

The data shown in the figure was obtained during the beam test campaigns performed at CERN. The linearity of reconstructed energy is better than 1%, and the energy resolution is better than 1.2% at the energies above 100 GeV (see Fig. 4).

![Energy resolution for gamma rays and electrons/positrons at normal incidence (solid line) and at 30° off-axis angle (dashed line). DAMPE beam test results (with electrons) are over-plotted](image)

2.4. The NeUtron Detector (NUD)

The main purpose of the NUD is to perform electron/hadron identification using the neutrons produced in hadronic showers initiated in the BGO calorimeter. In fact, for given initial particle energy, the neutron content of a hadronic shower is expected to be one order of magnitude larger than that of an electromagnetic shower. Once
the neutrons are created, they are quickly thermalized in the BGO calorimeter, and the total neutron activity over a few microseconds is measured by NUD.

It consists of four $30 \times 30 \times 1.0 \text{cm}^3$ blocks of boron-loaded plastic scintillator (Eljen Technologies EJ-254), with 5% boron concentration by weight which has the natural $^{10}\text{B}$ abundance of 20%. Each scintillator is wrapped with a layer of aluminum film for photon reflection, anchored in aluminum alloy framework by silicone rubber.

The scintillators are embedded with wavelength shift fibers for optical transmission in order to reduce the fluorescence attenuation and increase photon collection efficiency, and then the signals are read out by corner-on Hamamatsu R5610A-01 PMTs.

Preliminary estimates, based on on-orbit calibration data, show that a rejection power is $\sim 12.5$ for incoming particles with BGO energy deposit above 800 GeV.

3. On-orbit performance

3.1. Trigger rate

The on-orbit trigger rate depends on the flux of the cosmic rays. It is lower in the equatorial regions but higher in the polar ones due to the Earth’s magnetic field bending effect.

Four different triggers have been implemented: Unbiased trigger, MIP trigger, High Energy trigger and Low Energy trigger. They are “OR-ed” to generate the global trigger signal for the detector.

The Unbiased trigger requires signals in the two top BGO layers exceeding a low threshold of $\sim 0.4 \text{MIPs}$ in each hit BGO bar. The MIP trigger aims to select particles crossing all the BGO layers. The High Energy trigger selects events with energy depositions in the top four BGO layers exceeding a high threshold of $\sim 10 \text{MIPs}$ in each hit BGO Bar. The Low Energy trigger is similar to the High Energy one, but with a lower threshold of $\sim 2 \text{MIPs}$. A periodic signal of 100 Hz is also implemented in the trigger board for pedestal calibration.

The Unbiased, MIP and Low Energy triggers are pre-scaled with the ratios of 512 : 1, 4 : 1, 8 : 1, respectively, when the satellite is in the low latitude region ($\pm 20^\circ$). At high latitudes, the MIP trigger is disabled and the pre-scaler ratios of Unbiased and Low Energy triggers are set to 2048 : 1 and 64 : 1, respectively.

The expected average rate of global triggers is about 70 Hz in flight (the rate of High Energy triggers is 50 Hz, the rate of Unbiased triggers is about 2.5 Hz) (see Fig. 5 and 6)

The DAQ systems work in an “event by event” mode, and a 3 ms time interval is set to acquire each event so that the dead time is fixed to 3 ms as a consequence.

About 15 GB of raw and control data are transmitted to ground each day and, after off-line processing, 85 GB of reconstructed data is produced. The yearly data production is 35 TB.
3.2. STK Alignment

The position resolution of the STK silicon sensors is better than 70 μm. At the same time, the construction precision of the mechanical assembly of STK is about 100 μm. To maximally profit from the position resolution capabilities of the silicon detectors, alignment parameters are introduced to correct for shifts and rotations of each silicon sensor with respect to its position in the nominal instrument design. Alignment corrections are calculated based on the data and then used in the reconstruction procedure to correct the coordinates of particle hits.

Given the mechanical stability of the tracker structure and the limited temperature variation of the detector, the alignment parameters are updated every two weeks to ensure optimal tracking performance. We estimate the effective position resolution for protons in the x and y internal tracker planes, after the alignment procedure is applied, to be $47\pm2$ μm for events arriving at normal incidence ($\leq 10^\circ$), $41\pm2$ μm for intermediate inclinations and $45\pm3$ μm at high incidence angles ($\geq 45^\circ$) (see Fig. 7).
3.3. Absolute energy calibration

A method to determine the absolute energy scale of DAMPE has been developed within the Collaboration\textsuperscript{2}. In fact, cosmic-ray electrons and positrons below a certain rigidity are bent back to space by the Earth’s magnetic field and this causes a clear cutoff in their spectrum. This cutoff was calculated using the geomagnetic field model IGRF-12\textsuperscript{3} and back-tracking the particle trajectories in the magnetic field, yielding a value of about 13 GeV, which was compared with the measured cutoff in the interval of McIlwain $L$ parameter between 1.0 and 1.14. A correction factor of 1.2\% to be applied to DAMPE data was obtained (Fig. 8).

For a complete review of the on-orbit calibration of all the sub detectors please refer to\textsuperscript{12}.

4. Measurement of the all-electron spectrum

The behavior of the spectrum of the cosmic electrons and positrons (CREs) at very high energies is related to some of the most relevant questions of physics and astrophysics\textsuperscript{4,5}, and its study is one of the main goals of DAMPE, that can extend its measurements up to about 10 TeV with an acceptance of 0.3 m$^2$sr and an energy resolution of $\sim$1\% for energies above 100 GeV.
To study CREs, the particle identification (PID) and the separation from protons are crucial and can be carried out in several ways, based on the sub-detectors response and on the event topology. In our main analysis, a dedicated parameter, called $\zeta$, was computed from the lateral shower development size and the energy deposition in the last layer of the BGO. Its capability to discriminate electrons from protons was validated with beam tests at CERN: for 90% electron efficiency, the hadron background is $\sim$2% at 1 TeV and $\sim$10% at 5 TeV. Other PID strategies have been investigated within the Collaboration: for example, machine learning algorithms and neural networks showed to be very effective and are currently used in new analyses.

The CRE spectrum (Fig. 9) has been measured by DAMPE from about 20 GeV up to about 5 TeV. The main feature is a spectral break at $\sim$1 TeV, so a smoothly broken power law, with $\gamma$ varying from 3.1 to 3.9, fits DAMPE data. The next step is to improve the statistics and search for spectral structures that may be related to possible sources such as nearby pulsars, or dark matter.

5. Measurement of cosmic protons and nuclei spectra

Among DAMPE’s tasks, the measurement of the charge of the incident cosmic rays plays a relevant role. The scientific goal is to improve the direct measurement of the cosmic rays spectrum from a few GeV up to 100 TeV — a region that is poorly investigated — thanks to the very good calorimetric and geometric characteristics of the instrument. The capabilities of the PSD and the STK to measure the charge of ions nuclei have been evaluated and tuned with a beam test campaign at the CERN SPS, in which many tests have been performed with Lead and Argon beams that produced ion fragments with a wide range of charge number $Z$. Once in orbit, the PSD has measured the charge from protons to Iron ions with a resolution ranging from 0.2 to 0.4, while the STK has measured the charge from protons to Oxygen ions. Fig. 10 shows the cosmic rays charge spectrum after two years of on-orbit data taking.
Fig. 9. The all-electron spectrum measured by DAMPE, compared with results by HESS, AMS-02, Fermi and CALET.

Fig. 10. The cosmic rays charge spectrum measured by DAMPE after two years of data taking.

Also, the fluxes of protons and Helium ions (Fig. 11) as a function of the kinetic energy are being measured. The preliminary results show good agreement with the PAMELA and AMS-02 data for $E - k < 200$ GeV. With the accumulation of data, the region from 1 TeV up to 100 TeV is being analyzed by DAMPE with high precision and new results are expected soon.
Fig. 11. The preliminary fluxes of CR protons (left) and Helium (right) measured by DAMPE, compared with previous results by PAMELA\textsuperscript{14}, AMS-02\textsuperscript{15}, ATIC-2\textsuperscript{16} and CREAM\textsuperscript{17}. The error bars represent statistical errors and the grey bands show the systematic errors.

6. Photons

DAMPE is also able to detect high-energy cosmic gamma rays. The photon selection is a challenging task since the background of charged particles has fluxes much higher than the galactic gamma-ray emission: the minimum rejection power required at 100 GeV is $10^5$ for protons and $10^3$ for electrons. The rejection techniques are based on the event topology. Protons are mainly suppressed using the PSD response and the shower profile in the BGO calorimeter, with a contribution from the NUD, while electrons are mainly rejected using the PSD response and the first plane of the STK. Also, innovative procedures, like neural networks and “random forest” classifiers\textsuperscript{19}, are under test and show excellent particle identification performance. An average number of 150 photons is identified daily by DAMPE. The major sources are resolved with a good angular resolution and their positions agree with those measured by the Fermi-LAT.

DAMPE can also observe the time behavior of variable sources. For instance, Fig. 12 shows the phase profile of the Geminga pulsar while Fig. 13 shows the short-term variability of the CTA 102 blazar.
Finally, DAMPE participates to the multi-messenger observation of high-energy cosmic phenomena: for example, it has observed the extragalactic source TXS 0506+056 which is the possible origin of the 290 TeV muon neutrino detected by IceCube in September 2017 \cite{2017ApJ...849L...6A}.

7. Summary

DAMPE is working extremely well since December 2015. Its geometric factor is about 0.3 m$^2$sr for electrons, its Si-W tracker reaches a 40 µm spatial resolution and a 0.15° angular resolution and its 32 $X$-0 deep BGO calorimeter provides, at energies above 100 GeV, \(~1\%\) energy resolution for cosmic gamma rays and \(~40\%\) for hadrons. Absolute energy calibration is performed using the geomagnetic cutoff.

The all-electron spectrum has been precisely measured up to TeV energies and a spectral break has been directly measured at \(~1\) TeV; improved precision of
this spectrum may shed light on nearby sources, anisotropies, dark matter. Proton, Helium and nuclei measurements are ongoing with good preliminary results. Photon detection capability has been assessed; more statistics are being collected to profit the excellent energy resolution at high energy.
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Binary driven hypernova (BdHN) models long gamma-ray burst (GRBs) as occurring in the binary systems involving a carbon-oxygen core (CO$_{\text{core}}$) and a companion neutron star (NS) or a black hole (BH). This model, first proposed in 2012, succeeds and improves upon the fireshell model and the induced gravitational collapse (IGC) paradigm. After nearly a decade of development, the BdHN model has reached a nearly complete structure, giving explanation to all the observables of long bursts into its theoretical framework, and has given a refined classification of long GRBs according to the original properties of the progenitors. In this article, we present a summary of the BdHN model and the physical processes at work in each of the envisaged Episodes during its occurrence and lifetime, duly contextualized in the framework of GRB observations.
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1. Introduction

<table>
<thead>
<tr>
<th>Class</th>
<th>Type</th>
<th>Number</th>
<th>In-state</th>
<th>Out-state</th>
<th>$E_{p,1}$ (MeV)</th>
<th>$E_{\text{iso}}$ (erg)</th>
<th>$E_{\text{iso, GeV}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary Driven Hypernova</td>
<td>I</td>
<td>329</td>
<td>CO$_{\text{core}}$-NS</td>
<td>vNS-BH</td>
<td>$\sim 0.2-2$</td>
<td>$\sim 10^{52}-10^{53}$</td>
<td>$\gtrsim 10^{52}$</td>
</tr>
<tr>
<td>(BdHN)</td>
<td>II</td>
<td>(30)</td>
<td>CO$_{\text{core}}$-NS</td>
<td>vNS-NS</td>
<td>$\sim 0.01-0.2$</td>
<td>$\sim 10^{50}-10^{52}$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>(19)</td>
<td>CO$_{\text{core}}$-NS</td>
<td>vNS-NS</td>
<td>$\sim 0.01$</td>
<td>$\sim 10^{48}-10^{50}$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>5</td>
<td>CO$_{\text{core}}$-BH</td>
<td>vNS-BH</td>
<td>$\gtrsim 2$</td>
<td>$&gt; 10^{54}$</td>
<td>$\gtrsim 10^{53}$</td>
</tr>
</tbody>
</table>
GRBs occur in binary systems of two main classes, binary driven hypernovae (BdHNe) and binary mergers (BMs), observationally corresponding to long and short GRBs. In BdHNe, the long GRB is generated by a type Ic SN explosion of an evolved star occurring in presence of a close-by NS or BH companion. This article is dedicated to the BdHN systems. In BMs, the short GRB is generated from the merger of two compact stars, mostly from the NS-NS systems, and for low energetic short GRBs, the binary white dwarfs could be the progenitors, see Rueda et al.\textsuperscript{19,20} and references therein.

The progenitor of a BdHN is a binary system composed of a carbon-oxygen core (CO\textsubscript{core}) and a magnetized neutron star (NS) companion in a tight orbit (period of the order of a few minutes). In some cases, the companion might be a stellar-mass BH (see below). We focus here on the more frequent case of a NS companion. At the end of its thermonuclear evolution, the iron core of the pre-SN star (the CO\textsubscript{core}) undergoes gravitational collapse, forming a new NS (hereafter $\nu$NS) at the SN centre. In the $\nu$NS formation process, a strong shockwave of kinetic energy $\sim 10^{51}$ erg expands outward and when it emerges (SN breakout) expels the CO\textsubscript{core} outer layers as the SN ejecta. Part of the ejecta is subsequently accreted onto the companion NS and also onto the $\nu$NS by fallback. There are different possible fates for the NS due to the hypercritical accretion process\textsuperscript{1,2,4}. For short binary periods ($\lesssim 5$ min), the NS reaches the critical mass for gravitational collapse and forms a BH. We call this subclass BdHN of type I (BdHN I). Thus, a BdHN I leads to a new binary composed of a $\nu$NS originated by the SN, and a BH originated by the collapse of the NS companion. For longer binary periods, the hypercritical accretion onto the NS is not sufficient to bring it to the critical mass, and a more massive NS (MNS) is formed. This subclass is named BdHN of type II (BdHN II). A BdHN II leads to a new binary composed of a $\nu$NS and a massive NS. For very long binary periods, the accretion energy is significantly lower than the above types, and only the hypernova is observed. We call this subclass of sources of type III (BdHN III). In addition, we have BdHN type IV (BdHN IV) for the progenitors of a CO\textsubscript{core} and a companion BH.

Having given the physical picture and the classifications of BdHNe, we will present in the following sections the theory and associated observables of the BdHNe. The BdHN starts from the final evolution of the binary stars, including the SN and the accretion of the SN ejecta onto the companion star, to the formation of BH and the particle acceleration mechanisms processing therein, then to the generated relativistic outflow propagates and interacts with the SN ejecta and the interstellar medium (ISM) giving rise to the emissions.

2. Binary Accretion

For the binary accretion and the forming of BH, we refer to the theoretical work of Becerra et al.\textsuperscript{1–4}, Cipolletta et al.\textsuperscript{6}, Fryer et al.\textsuperscript{7,8}, Rueda & Ruffini\textsuperscript{15} and the observational papers of Izzo et al.\textsuperscript{9,10}, Ruffini et al.\textsuperscript{26,34}, Wang et al.\textsuperscript{37}. 
Fig. 1. Snapshot of the SPH simulation of the binary accretion. The initial binary system consists of a CO core ($M_{\text{rm core}} \approx 25M_\odot$) and an NS ($2M_\odot$) with an initial orbital period of about 5 min. The upper panel shows the mass density on the equatorial plane of the binary at different times of the simulation, while the lower panel corresponds to the plane orthogonal to the equator. At $t = 40$ s, particles captured by NS can be seen forming a kind of tail behind them, then these particles form a circle around NS, and at $t = 100$ s a thick disk is observed. At $t = 180$ s, NS starts to accrete the surrounding matters. After about one initial orbital period, at $t = 250$ s, a disk-like structure has formed around the two stars. This figure is cited from Becerra et al.\textsuperscript{3}.

Rueda & Ruffini\textsuperscript{15} has been the first article to consider accretion of SN ejecta onto a very close-by companion star of the binary period of minutes, and it gave the physical picture and the theoretical architectures of a simple one-dimensional model that calculates the Bondi-Hoyle-Lyttleton hypercritical accretion rate. Fryer et al.\textsuperscript{8} numerically simulated for the first time the BdHN hypercritical accretion. Following the collapse of the CO core of forming an SN, of which the ejecta falling onto the Bondi-Hoyle surface of the companion with an accretion rate \( > 10^{-2}M_\odot \text{s}^{-1} \), these one-dimensional numerical simulations give the density and the velocity profiles till the NS reaches the critical mass of BH in tens or hundreds of seconds. Becerra et al.\textsuperscript{2} went one step further performing two-dimensional numerical simulations and incorporating angular momentum transport from the SN ejecta to the NS of hypercritical accretion. Those simulation show that under some conditions outflow is necessarily formed because of the excess of angular momentum. Fryer et al.\textsuperscript{7} demonstrated that most BdHN with tight orbits (i.e. BdHN I) remain bound after the explosion and accretion, even when a large fraction of mass (over half of the total binary mass) is lost, and a large kick velocity is induced. Becerra et al.\textsuperscript{1} performed the first three-dimensional numerical simulations of the BdHNe process,
Fig. 2. Light curve of prompt emission of GRB 180728A observed by Fermi-GBM. It contains two pulses. The first pulse ranges from $-1.57$ s to $1.18$ s. The second pulse rises at $8.72$ s, peaks at $11.50$ s, and fades at $22.54$ s. This figure is quoted from 37.

Fig. 1. Light curve of prompt emission of GRB 180728A observed by Fermi-GBM. It contains two pulses. The first pulse ranges from $-1.57$ s to $1.18$ s. The second pulse rises at $8.72$ s, peaks at $11.50$ s, and fades at $22.54$ s. This figure is quoted from 37.

which were further upgraded and improved in Becerra et al. 3 via smoothed-particle-hydrodynamics (SPH) simulations, see e.g. in figure 1. A wide selection of initial parameters and several NS equations of state have been there tested. It was there evaluated the outcome of the NS and the $\nu$NS after the hypercritical accretion, namely whether they reach or not the mass-shedding limit, or gravitationally collapses to a BH, or become a more massive and fast-spinning NS. The development of accretion theory and simulations has led to clarifying the physical processes below the Bondi radius: the dominant pressure is supported by the random pressure of the infalling matter, the magnetic pressure is negligible. Such a pressure provides a very high temperature of 1–10 MeV, generating a large abundance of neutrinos and photons. The photons are trapped within the inflowing material, as its diffusion velocity is slower than the inflow velocity. The escape of neutrinos takes away most gravitational energy from the accreted flow, allowing the hypercritical accretion to continue for a given period of time. Becerra et al. 4 further investigated the neutrino flavour oscillations that occur during the propagation of neutrinos emitted from the surface of a neutron star. The final neutrino flow is composed of $\sim 55\%$ ($\sim 62\%$) of $\sim$ MeV electronic neutrinos for the normal (inverted) neutrino mass hierarchy. In addition, Cipolletta et al. 6 present the numerical calculation and give useful fitting formulas for the location, binding energy and angular momentum of the last stable orbit of test particles around rotating NSs in full general relativity. The results
of this work allows to estimate in full general relativity the amount of energy and angular transferred by the accreting matter to an accreting, rotating NS.

Let us now dive into one specific example. GRB 180728A well demonstrates the binary accretion scenario by its two pulses in the prompt emission\textsuperscript{37}, see figure 2. At a given time, the CO core collapses, forms a $\nu$NS, and produces an SN explosion. A powerful shockwave is generated and emerges from the SN ejecta. A typical SN shockwave carries $\sim 10^{51}$ erg of kinetic energy, which is partially converted into electromagnetic radiation with an efficiency of $\sim 10\%$. Thus, the energy of $\sim 10^{50}$ erg is consistent with the total energy of the first pulse, which lasts $\sim 2$ s and contains $\sim 8 \times 10^{49}$ erg in keV-MeV photons. The second pulse rises at $\sim 10$ s and subsides at $\sim 10$ s, with a luminosity $\sim 2 \times 10^{51}$ erg s$^{-1}$. The distance of the binary separation can be estimated by the delay time between these two pulses, i.e. $\sim 10$ s. Because of the SN ejecta front shell moves at $\sim 0.1c$, we estimate the distance of the binary separation to be about $3 \times 10^{10}$ cm. By given the binary separation and some typical initial parameters, our simulation shows the total mass accreted is $\sim 10^{-2} M_\odot$, most of the mass is accreted in $\sim 10$ s with an accretion rate of $\sim 10^{-3} M_\odot$ s$^{-1}$. These results are consistent with the second pulse whose total energy is $\sim 10^{51}$ erg, considering an increase in efficiency of $\sim 10\%$, and the luminosity of $\sim 10^{50}$ erg s$^{-1}$ in 10 s duration. The spectrum of the second pulse contains a thermal component which again hints the action of the accretion process. A time-resolved analysis of the thermal component suggests that a mildly relativistic source is expanding and radiating. This radiation is interpreted as an adiabatic expansion heat outflow from the accretion region. The Rayleigh-Taylor convective instability plays a role in the initial accretion phase, driving matter out of the accreting NS with a final velocity of the order of the speed of light. As the matter expands and cools, the temperature evolution from the theory is again consistent with the observations. This kind of thermal emission of BdHN was first found in\textsuperscript{9,10}. GRB 180728A offers a good example of BdHN II, and for BdHN I, which has a tighter binary separation, see also the case of GRB 130427A as an example\textsuperscript{26,37}.

3. The Inner Engine and the GeV Emission

We have introduced the inner engine theory for the explanation of the GRB high-energy (GeV) emission observed in some BdHN I after the prompt emission phase. We here summarize the inner engine properties following the calculations presented in Campion et al.\textsuperscript{5}, Moradi et al.\textsuperscript{14}, Rueda & Ruffini\textsuperscript{16}, Ruffini et al.\textsuperscript{32}; see also Liang et al.\textsuperscript{11}, Moradi et al.\textsuperscript{12,13}, Ruffini et al.\textsuperscript{29,33}.

Once the NS reaches the critical mass, a fast-rotating BH forms which contains sufficient rotational energy ($> 10^{54}$ erg) to power a GRB. Ruffini et al.\textsuperscript{32} proposed an efficient way to extract energy from the newborn, Kerr BH.

The inner engine is composed of this newborn rotating BH, surrounded by the magnetic field inherited from the collapsed NS\textsuperscript{17}, and the ionized very low density of
Fig. 3. The electromagnetic field lines of Wald solution. The blue lines indicate the magnetic field lines, and the purple lines indicate the electric field lines. \textbf{left}: The magnetic field is parallel to the spin of the Kerr BH, so parallel to the rotation axis. The electric field lines are inward for the polar angle $\theta < \sim \pi/3$, so the electrons are accelerated away from the BH. For $\theta > \pi/3$, the electric field lines are outward, so the protons are accelerated away from the BH. \textbf{right}: The magnetic field is antiparallel to the rotational axis of the Kerr BH. The electric field lines are outward for the polar angle $\theta < \sim \pi/3$, so the protons will be accelerated away from the BH. The electric field lines are inward for $\theta > \pi/3$, so the electrons will be accelerated away from the BH. This figure is quoted from Ruffini et al.\textsuperscript{32}.

matter ($\sim 10^{-14} \text{ g cm}^{-3}$) of the SN ejecta\textsuperscript{22}. For an aligned magnetic field with the angular momentum of the Kerr BH, an electric field is induced by gravitomagnetic interaction as described by the Wald solution\textsuperscript{35}; see figure 3. The medium around the BH provides a sufficient amount of ionized particles that are accelerated to ultrarelativistic energies by the induced electric field, thereby emitting synchrotron and curvature radiation at expenses of the BH rotation energy.

The synchrotron radiation emitted from the accelerated charged particles has been calculated for different polar angles, see figure 4. Along the polar axis, the electric and magnetic fields are aligned, so there are no radiation losses and electrons can reach energies as large as $\sim 10^{18}$ eV, becoming a source of ultrahigh-energy cosmic rays (UHECRs). At larger angles, where electrons propagate across the magnetic lines producing synchrotron photons in the GeV energy domain.

The parameters of the inner engine, namely the BH mass and spin, and the surrounding magnetic field strength have been inferred from the following conditions: 1) the Kerr BH extractable energy accounts for the observed GeV radiation energetics in BdHN I, 2) the synchrotron radiation luminosity explains the observed
GeV luminosity, and 3) the emitted GeV photons can indeed scape from the system without suffering from magnetic pair production. The case of GRB 130427A has been analyzed in Ruffini et al.\textsuperscript{32} and GRB 190114C in Moradi et al.\textsuperscript{14}. For instance, in GRB 190114C the accelerated electrons radiate $1.8 \times 10^{53}$ erg in GeV photons via the synchrotron mechanism, and this procedure lasts for years following a power-law decay of light-curve with power-law index $-1.2$. The mass and spin of the BHs came precisely what expected from the gravitational collapse of the fast rotating NS by accretion, and the strength of the magnetic field surrounding the BH turns out to be a few $10^{10}$ G. Therefore, the intensity of the induced accelerating electric field is undercritical in this BdHN I episode. The above magnetic field strength lower than expected to be inherited from the NS, and that could be the result from a screening process during the GRB prompt emission by electron-positron pairs; see the next section and Campion et al.\textsuperscript{5} for details on this interesting physical process. In a recent comprehensive analysis of all the up-to-know identified BdHN I and the GeV emission observed in some of them, it has been inferred that the GeV emission must be emitted within an angle of 60° from the BH rotation axis; see Ruffini et al.\textsuperscript{34} for details. This result is in agreement with the theoretical expectation; see Moradi et al.\textsuperscript{14}. 

![Diagram of synchrotron emission](image-url)
Another discovery of this inner engine model is that this energetic emission from GRB is not continuous but proceeds in a repetitive sequence of discrete impulse events. Since the inner engine repeats the procedure of charge (BH spin and magnetic field induce electric field) and discharge (electric field accelerates the charged particle that escape from the system), the repetition time grows slowly along with the loss of BH rotational energy. Along the emission of these discrete events the magnetic field keeps constant, but the BH spin decreases after each event by a well defined amount given by the concept of blackholic quantum described in Rueda & Ruffini. The blackholic quanta explaining the GeV emission are characterized by an energy $\Delta E_q \sim 10^{38}$ erg, emitted over a timescale $\tau_q \sim 10^{-15}$ s. The fraction of BH angular momentum extracted after each event is $\Delta J_q / J \sim 10^{-16}$, i.e. $\Delta J_q \sim 10^{33}$ g cm$^2$ s$^{-1}$. This result is indeed unexpected, and it seems to be a general property not only of GRBs but also of the supermassive Kerr BHs in active galactic nuclei; see e.g. Moradi et al. for the analysis of M87*.

4. The Prompt and the Afterglow Emission

This section gives the details of the propagation and the radiation of the relativistic outflow, based on the theoretical articles of Ruffini et al. and the observational articles of Rueda et al., Ruffini et al., Wang et al.

4.1. The Ultrarelativistic Prompt Emission (UPE) Phase

Moradi et al. investigated the ultrarelativistic prompt emission (UPE) phase of the BdHN I in which the electric field is overcritical, generating an optically thick electron-positron plasma by vacuum polarization. The plasma expands and self-accelerates to ultra-relativistic by converting its internal energy. Eventually, it reaches the transparency point and releases photons in the MeV energy domain. Campion et al. studied the channel of producing electron-positron pairs via high energy photons interacting with magnetic fields, the motion of these pairs generates a current which induces another dominant magnetic field that screens the original one.

We now focus on the relativistic electron-positron plasma that leads to the UPE phase. The hydrodynamics of this plasma have been formulated and simulated in the articles that established the fireshell model, and which have been adopted by the BdHN model. Ruffini et al. considered a Reissner-Nordstrom electromagnetic BH generates the electron-positron pairs. The system is expected to be thermalized to a plasma configuration due to the huge pair density and cross-section of the $e^+ + e^- \rightarrow \gamma + \gamma$ process. The evolution of plasma is governed by the hydrodynamic equations including, the conservation of energy-momentum, the conservation of the baryon number, the rate equation for electron-positron annihilation, and the equation of state. By integrating the equations numerically under the Reissner-Nordström metric and compared with the analytical analysis, the temperature drops...
Fig. 5. The brown, dark blue, orange, green, and bright blue dots correspond to the bolometric light curves of GRB 160625B, 160509A, 130427A, 190114C, and 180728A, respectively. The thick lines are energy injection from the NS spin-down, which energizes the late-time afterglow (white background), while in the early time (blue background) the remaining kinetic energy of the outermost shell of the SN ejecta plays a dominant role. This figure is quoted from Rueda et al. 17.

as the internal energy are converted to kinetic energy. The plasma Lorentz factor is accelerated to several hundred, and the radiation releases when reaching the transparency radius. Ruffini et al. 24 adopted a more realistic baryonic environment where the plasma propagates. Baryons are incorporated into the hydrodynamic equations. It is clear by solving the equations that the Lorentz factor of plasma keeps increasing in the beginning until engulfing the baryons, a drop of Lorentz factor occurs, then it goes up again and finally reaches saturation. Ruffini et al. 25 systematically reviewed the creation and annihilation of the electron-positron pairs, thermalization, oscillation and their applications in GRB observations. The plasma penetrates the low-density region of the SN ejecta, see Becerra et al. 1 and Ruffini et al. 30 for details, then propagates in the ISM, and radiates, accounting for the prompt emission. For the observations, the light-curve and spectrum of the prompt emission have been successfully fitted by solving the hydrodynamic equations plus a density profile of the circumburst medium. Izzo et al. 10 offers an example of GRB 090618, of which the system starts by $\sim 2.5 \times 10^{53}$ erg electron-positron plasma. The plasma propagates in the circumburst density of 0.6 cm$^{-3}$, and collides with dense clouds of mass $\sim 10^{24}$ g at the distance of 10$^{15}$ cm to 10$^{16}$ cm. The plasma finally self-accelerates up to transparency reaching a Lorentz factor $\sim 500$, thereby producing the observed emission.
We refer the reader to the most recent analysis of the UPE phase in BdHN I presented in Moradi et al., where the physical origin of the UPE phase has been scrutinized taking as a proxy GRB 190114C. The UPE phase of GRB 190114C is observed in the rest-frame time interval $t_{\text{rf}} = 1.9 - 3.99$ s, by the Fermi-GBM in 10 keV–10 MeV energy band. Thanks to the high signal-to-noise ratio of Fermi-GBM data, a time-resolved spectral analysis of the UPE emission has evidenced a sequence of similar blackbody plus cut-off power-law spectra (BB+CPL), on ever decreasing time intervals. In it, the inner engine operates in an overcritical electric field regime. The electron-positron pair electromagnetic plasma in presence of a baryon load, a PEMB pulse, is therein originated from a vacuum polarization quantum process. This initially optically thick plasma self-accelerates, giving rise at the transparency radius to the MeV radiation observed by Fermi-GBM. For the first time, it has been quantitatively shown how the inner engine, by extracting the rotational energy of the Kerr BH, produces a series of PEMB pulses. Therefore, a quantum vacuum polarization process sequences with decreasing time bins occurs. We compute the Lorentz factors, the baryon loads and the radii at transparency, as well as the value of the magnetic field in each sequence. It has been therefore found there is an underlying fundamental hierarchical structure, linking the quantum electrodynamics regime of the UPE to the classical electrodynamics regime of the GeV emission after the UPE. The PEMB pulses of the UPE have been found to be characterized by the emission of blackholic quanta of energy $\sim 10^{45}$ erg, over a timescale $\sim 10^{-9}$ s.

Let us summarize GRB 190114C. The initial magnetic field left over by the collapse of the accreting NS and rooted in the surrounding material is very strong ($\sim 10^{14}$ G), so it induces a sizeable electric field that surpasses the critical value near the horizon. The overcritical electric field transfers its energy to the electron-positron pairs by the vacuum polarization and is later emitted as the UPE phase of $2.5 \times 10^{53}$ erg. The magnetic field becomes then screened to a few $10^{10}$ G in a few seconds, consequently the size of the region above the BH horizon with overcritical electric field (the dyadoregion) shrinks, and its energy stored becomes insignificant. This marks the end of the UPE phase and after it, the above inner engine mechanism by which the induced electric field accelerate electrons within a few horizon radii becomes the main channel of taking away the BH rotation energy in form of GeV photons.

4.2. The Afterglow Emission Phase

Another part of the plasma hindered by the SN ejecta accelerates the SN outermost shell to mildly-relativistic velocities. The breakout of the plasma (shockwave) from the outermost shell at $\sim 10^2$ s radiate photons of keV energies which explain the observed X-ray flares. The synchrotron emission in the outermost shell accounts for the early afterglow X-ray emission. Rotational energy from the $\nu$NS rotational is injected into the SN ejecta, then radiated by the synchrotron emission, accounts
for the plateau and late-time ($\sim 10^4$ s) afterglow$^{17,21,37}$. The emission of the $\nu$NS as a pulsar becomes directly observable when the synchrotron luminosity fades off below the pulsar radiation luminosity. About $\sim 15$ days (rest-frame time) after the SN explosion that triggered the BdHN, the optical emission from the nickel decay in the SN ejecta reaches the maximum, there may appear a bump on the optical light-curve.$^{26,37,38}$

Ruffini et al.$^{30}$, Wang et al.$^{36}$ statistically analyzed the X-ray flares observed in the early afterglow. A general pattern of thermal component of temperature $\sim 1$ keV was found, suggesting that the flare is generated from a mildly-relativistic expanding shell of Lorentz factor $< 4$ at a distance $\sim 10^{12}$ cm. The observation of flares is consistent with our simulation of $\sim 10^{53}$ erg of plasma impacts on the SN ejecta of a few solar masses, leading to the formation of a shock propagating inside the SN ejecta until reaching the outermost shell. The density profile and velocity profile of the accelerated ejecta are obtained. Precisely, the shockwave breaks out at $\sim 10^{12}$ cm and the outermost shell is accelerated to Lorentz factor $\sim 2–5$. This feature was also extensively studied for GRB 151027A$^{31}$. Along with the conversion of the kinetic energy of the outermost shell into radiation, the early afterglow exhibits a steep decay behaviour. Then, the energy injected from the $\nu$NS dominates the afterglow, the light-curve shows a plateau followed by a normal power-law decay, shown in figure 5. Taking GRB 180728A as an example$^{37}$, from the conversion of angular momentum, the CO$_{\text{core}}$ collapses to a fast spinning NS of initial spin period $\sim 3$ ms. Such a newborn NS allows the presence of multipolar magnetic fields, with a quadrupole magnetic field $\sim 10^{15}$ G and a dipole field $\sim 10^{13}$ G, the spin-down of the $\nu$NS injects energy into the outflowing ejecta whose synchrotron emission fits the late-time X-ray afterglow. A comprehensive analysis of the afterglow of a few long GRB afterglows within the above synchrotron mechanism of the BdHN model has been presented in Rueda et al.$^{17}$.

5. Conclusion

We can draw some general conclusions with the aid of the BdHN evolution shown in figure 6. (a) Our picture starts with a binary system consisting of two main-sequence stars of intermediate mass, say $15M_\odot$ and $12M_\odot$, respectively. (b) At a given time, the more massive star undergoes a core-collapse SN and forms an NS. (c) The system enters the X-ray binary phase. (d) The system has overcome binary interactions and common-envelope phases (not shown in the diagram) which have led to the hydrogen and helium envelopes of the ordinary star to have been stripped off, remaining a star which is rich in carbon and oxygen, referred to as CO$_{\text{core}}$. At this stage, the system is a CO$_{\text{core}}$-NS binary, which is considered as the initial configuration of the BdHN model. (e) At this stage the orbit of the binary has shrink to a period of the order of a few minutes. The CO$_{\text{core}}$ explodes into an SN (of type Ic in view of the absence of hydrogen and helium in its outermost layers), expelling several solar masses. These ejecta begin to expand, and a rapidly rotating $\nu$NS is
Fig. 6. Diagram of the evolutionary path of BdHN. Including binary evolution, SN explosion, NS accretion, BH formation, GRB prompt and afterglow emissions and SN appearance. This figure is quoted from [17].

left in the centre. (f) Depending on the initial NS mass and binary separation, the SN ejecta accretes onto the NS companion and onto the $\nu$NS, forming a massive NS (BdHN II) or BH (BdHN I; this example). At this stage, the system is a new NS and BH binary surrounded by the expanding ejecta. (g) The inner engine composed by the newborn BH, the surrounding magnetic field and ionized plasma is formed, and
its activity explains the GRB UPE phase and the subsequent GeV emission. The magnetic field in the inner engine at BH formation is overcritical, so it induces (by gravitomagnetic interaction with the BH spin) an overcritical electric field, so the UPE phase operates in an overcritical regime. A quantum electrodynamical process of vacuum polarization takes place leading to an electron-positron pair plasma pulses (PEMB pulses) that expand to ultrarelativistic velocity reaching transparency with a Lorentz factor of up to hundreds, and emitting MeV photons. The magnetic field is then screened to undercritical values by currents produced by the motion of the electron and positrons, and the inner engine classical electrodynamical process of particle acceleration emitting GeV photons by synchrotron radiation becomes the relevant process of emission. (h) The spin-down energy of the $\nu$NS injects energy into the expanding SN ejecta emitting the observed X-ray afterglow by synchrotron radiation. (i) The appearance of the energy release owing to nickel decay in the SN ejecta is observed at optical wavelengths.
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After updating the status of the measurements of the cosmic neutrino flux by the IceCube experiment, we summarize the observations of the first identified source of cosmic rays and speculate on the connection between the two observations.
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1. Detecting cosmic neutrinos

Cosmic rays have been studied for more than a century. They reach energies in excess of $10^8$ TeV, populating an extreme universe that is opaque to electromagnetic radiation\[1,2\]. We don’t yet know where or how particles are accelerated to these extreme energies, but with the observation of a distant blazar in coincidence with the direction and time of a very high energy muon neutrino, neutrino astronomy has made a breakthrough in resolving this puzzle\[3,4\]. The rationale for finding cosmic ray sources by observing neutrinos is straightforward: near neutron stars and black holes, gravitational energy released in the accretion of matter can power the acceleration of protons ($p$) or heavier nuclei that subsequently interact with gas (“$pp$”) or ambient radiation (“$p\gamma$”) to produce neutrinos originating from the decay of pions and other secondary particles. In the case of photoproduction, both neutral and charged pion secondaries are produced in the processes $p + \gamma_{bg} \rightarrow p + \pi^0$ and $p + \gamma_{bg} \rightarrow n + \pi^+$, for instance. While neutral pions decay as $\pi^0 \rightarrow \gamma + \gamma$ and create a flux of high-energy gamma rays, the charged pions decay into three high-energy neutrinos ($\nu$) and anti-neutrinos ($\bar{\nu}$) via the decay chain $\pi^+ \rightarrow \mu^+ + \nu_\mu$, followed by $\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$, and the charged-conjugate process. We refer to these photons as pionic photons. They provide the rational for multimessenger astronomy and should be distinguished from photons radiated by electrons that may be accelerated along with the cosmic rays.

High-energy neutrinos interact predominantly with matter via deep inelastic scattering off nucleons: the neutrino scatters off quarks in the target nucleus by the exchange of a $Z$ or $W$ weak boson, referred to as neutral current and charged current interactions, respectively. Whereas the neutral current interaction leaves the neutrino state intact, in a charged current interaction a charged lepton is produced that shares the initial neutrino flavor. The average relative energy fraction transferred from the neutrino to the lepton is at the level of 80% at high energies. The struck nucleus does not remain intact and its high-energy fragments typically initiate hadronic showers in the target medium.
Immense particle detectors are required to collect cosmic neutrinos in statistically significant numbers. Already by the 1970s, it had been understood that a kilometer-scale detector was needed to observe the cosmogenic neutrinos produced in the interactions of cosmic rays with background microwave photons. The IceCube project has transformed one cubic kilometer of natural Antarctic ice into a Cherenkov detector. Photomultipliers embedded in the ice transform the Cherenkov light radiated by secondary particles produced in neutrino interactions into electrical signals using the photoelectric effect; see Figs. 1 and 2. Computers at the surface use this information to reconstruct the light patterns produced to infer the arrival directions, energies and flavor of the neutrinos.

Two patterns of Cherenkov radiation are of special interest, “tracks” and “cascades.” The term “track” refers to the Cherenkov emission of a long-lived muon passing through the detector after production in a charged current interaction of a muon neutrino inside or in the vicinity of the detector. Because of the large background of muons produced by cosmic ray interactions in the atmosphere, the observation of muon neutrinos is limited to upgoing muon tracks that are produced.
by neutrinos that have passed through the Earth that acts as a neutrino filter. The remaining background consists of atmospheric neutrinos, which are indistinguishable from cosmic neutrinos on an event-by-event basis. However, the steeply falling spectrum ($\propto E^{-3.7}$) of atmospheric neutrinos allows identifying diffuse astrophysical neutrino emission above a few hundred TeV by a spectral analysis. The atmospheric background is also reduced for muon neutrino observation from point-like sources, in particular transient neutrino sources.

Energetic electrons and taus produced in interactions of electron and tau neutrinos, respectively, will initiate an electromagnetic shower that develops over less than 10 meters. This shower as well as the hadronic particle shower generated by the target struck by a neutrino in the ice radiate Cherenkov photons. The light pattern is mostly spherical and referred to as a “cascade.” The direction of the initial neutrino can only be reconstructed from the Cherenkov emission of secondary particles produced close to the neutrino interaction point, and the angular resolution is worse than for track events. On the other hand, the energy of the initial neutrino can be constructed with a better resolution than for tracks.

Two methods are used to identify cosmic neutrinos. Traditionally, neutrino searches have focused on the observation of muon neutrinos that interact primarily outside the detector to produce kilometer-long muon tracks passing through the instrumented volume. Although this allows the identification of neutrinos that interact outside the detector, it is necessary to use the Earth as a filter in order to remove the background of cosmic-ray muons. This limits the neutrino view
Fig. 3. **Left Panel:** Light pool produced in IceCube by a shower initiated by an electron or tau neutrino. The measured energy is 1.14 PeV, which represents a lower limit on the energy of the neutrino that initiated the shower. White dots represent sensors with no signal. For the colored dots, the color indicates arrival time, from red (early) to purple (late) following the rainbow, and size reflects the number of photons detected. **Right Panel:** An upgoing muon track traverses the detector at an angle of $11^\circ$ below the horizon. The deposited energy, i.e., the energy equivalent of the total Cherenkov light of all charged secondary particles inside the detector, is 2.6 PeV.

to a single flavor and half the sky. An alternative method exclusively identifies high-energy neutrinos interacting inside the detector, so-called high-energy starting events (HESE). It divides the instrumented volume of ice into an outer veto shield and a $\sim 420$-megaton inner fiducial volume. The advantage of focusing on neutrinos interacting inside the instrumented volume of ice is that the detector functions as a total absorption calorimeter, measuring the neutrino energy of cascades with a 10-15% resolution. Furthermore, with this method, neutrinos from all directions in the sky can be identified, including both muon tracks as well as secondary showers, produced by charged-current interactions of electron and tau neutrinos, and neutral current interactions of neutrinos of all flavors. For illustration, the Cherenkov patterns initiated by an electron (or tau) neutrino of about 1 PeV energy and a muon neutrino losing 2.6 PeV energy in the form of Cherenkov photons while traversing the detector are contrasted in Fig. 3.

In general, the arrival times of photons at the optical sensors, whose positions are known, determine the particle’s trajectory, while the number of photons is a proxy for the deposited energy, i.e., the energy of all charged secondary particles from the interactions. For instance, for the cascade event shown in the left panel of Fig. 3, more than 300 digital optical modules (DOMs) report a total of more than 100,000 photoelectrons. The two abovementioned methods of separating neutrinos from the cosmic-ray muon background have complementary advantages. The long tracks produced by muon neutrinos can be pointed back to their sources with a $\leq 0.4^\circ$
angular resolution. In contrast, the reconstruction of the direction of cascades in the HESE analysis, in principle possible to a few degrees, is still in the development stage in IceCube. Their reconstruction, originally limited to within $10^\circ \sim 15^\circ$ of the direction of the incident neutrino, has now achieved resolutions closer to $5^\circ$. Determining the deposited energy from the observed light pool is, however, relatively straightforward, and a resolution of better than 15% is possible; the same value holds for the reconstruction of the energy deposited by a muon track inside the detector.

Fig. 4. Summary of diffuse neutrino observations (per flavor) by IceCube. The black and grey data show IceCube’s measurement of the atmospheric $\nu_e + \bar{\nu}_e$ and $\nu_\mu + \bar{\nu}_\mu$ spectra. The magenta line and magenta-shaded area indicate the best-fit and 1σ uncertainty range of a power-law fit to the six-year HESE data. Note that the HESE analysis vetoes atmospheric neutrinos and can probe astrophysical neutrinos below the atmospheric neutrino flux. The corresponding fit to the eight-year $\nu_\mu + \bar{\nu}_\mu$ analysis is shown in red. Figure from Ref. 13.

Using the Earth as a filter, a flux of neutrinos has been identified that is predominantly of atmospheric origin. IceCube has measured this flux over three orders of magnitude in energy with a result that is consistent with theoretical calculations. However, with eight years of data, an excess of events is observed at energies beyond 100 TeV, which cannot be accommodated by the atmospheric flux; see Fig. 4. Allowing for large uncertainties on the extrapolation of the atmospheric
component to higher energy, the statistical significance of the excess astrophysical flux is \(6.7\sigma\). While IceCube measures only the energy of the secondary muon inside the detector, from Standard Model physics we can infer the energy spectrum of the parent neutrinos. The cosmic neutrino flux is well described by a power law with a spectral index \(\Gamma = 2.19 \pm 0.10\) and a normalization at 100 TeV neutrino energy of \((1.01^{+0.26}_{-0.23}) \times 10^{-18} \text{GeV}^{-1}\text{cm}^{-2}\text{sr}^{-1}\text{TeV}^{-1}\). The neutrino energies contributing to this power-law fit cover the range from 119 TeV to 4.8 PeV.

Using only two years of data, it was the alternative HESE method, which selects neutrinos interacting inside the detector, that revealed the first evidence for cosmic neutrinos\(^{17,18}\). The segmentation of the detector into a surrounding veto and active signal region has been optimized to reduce the background of atmospheric muons and neutrinos to a handful of events per year, while keeping most of the cosmic signal. Neutrinos of atmospheric and cosmic origin can be separated not only by using their well-measured energy but also on the basis that background atmospheric neutrinos reaching us from the Southern Hemisphere can be removed because they are accompanied by particles produced in the same air shower where the neutrinos originate. A sample event with a light pool of roughly one hundred thousand photoelectrons extending over more than 500 meters is shown in the left panel of Fig. 3. With PeV energy, and no trace of accompanying muons from an atmospheric shower, these events are highly unlikely to be of atmospheric origin. The six-year data set contains a total of 82 neutrino events with deposited energies ranging from 60 TeV to 10 PeV. The data are consistent with an astrophysical component with a spectrum close to \(E^{-2}\) above an energy of \(\sim 200\) TeV. In summary, IceCube has observed cosmic neutrinos using both methods for rejecting background. Based on different methods for reconstruction and energy measurement, their results agree, pointing at extragalactic sources whose flux has equilibrated in the three flavors after propagation over cosmic distances\(^{19}\) with \(\nu_e : \nu_\mu : \nu_\tau \sim 1 : 1 : 1\).

An extrapolation of this high-energy flux to lower energy suggests an interesting excess of events in the 30 – 100 TeV energy range over and above a single power-law fit; see Fig. 5. This conclusion is supported by a subsequent analysis that has lowered the threshold of the starting-event analysis\(^{20}\) and by a variety of other analyses. The astrophysical flux measured by IceCube is not featureless; either the spectrum of cosmic accelerators cannot be described by a single power law or a second component of cosmic neutrino sources emerges in the spectrum. Because of the self-veto of atmospheric neutrinos in the HESE analysis, i.e., the veto triggered by accompanying atmospheric muons, it is very difficult to accommodate the component below 100 TeV as a feature in the atmospheric background.

In Figure 5 we show the arrival directions of the most energetic events in the eight-year upgoing \(\nu_\mu + \bar{\nu}_\mu\) analysis (⊙) and the six-year HESE data sets. The HESE data are separated into tracks (⊗) and cascades (⊕). The median angular resolution of the cascade events is indicated by thin circles around the best-fit position.
Fig. 5. Mollweide projection in Galactic coordinates of the arrival direction of neutrino events. We show the results of the eight-year upgoing track analysis with reconstructed muon energy $E_\mu \gtrsim 200$ TeV (○). The events of the six-year high-energy starting event (HESE) analysis with deposited energy larger than 100 TeV (tracks ⊗ and cascades ⊕) are also shown. The thin circles indicate the median angular resolution of the cascade events (⊕). The blue-shaded region indicates the zenith-dependent range where Earth absorption of 100 TeV neutrinos becomes important, reaching more than 90% close to the nadir. The dashed line indicates the horizon and the star (⋆) the Galactic Center. We highlight the four most energetic events in both analyses by their deposited energy (magenta numbers) and reconstructed muon energy (red number). Figure from Ref. [13].

The most energetic muons with energy $E_\mu > 200$ TeV in the upgoing $\nu_\mu + \bar{\nu}_\mu$ data set accumulate near the horizon in the Northern Hemisphere. Elsewhere, muon neutrinos are increasingly absorbed in the Earth causing the apparent anisotropy of the events in the Northern Hemisphere. Also HESE events with deposited energy of $E_{\text{dep}} > 100$ TeV suffer from absorption in the Earth and are therefore mostly detected when originating in the Southern Hemisphere. After correcting for absorption, the arrival directions of cosmic neutrinos are isotropic, suggesting extragalactic sources. In fact, no correlation of the arrival directions of the highest energy events, shown in Fig. 5, with potential sources or source classes has reached the level of 3σ.

2. IceCube neutrinos and Fermi photons

The most important message emerging from the IceCube measurements of the high-energy cosmic neutrino flux is not apparent yet: the prominent and surprisingly important role of protons relative to electrons in the nonthermal universe. Photons are produced in association with neutrinos when accelerated cosmic rays produce neutral and charged pions in interactions with target photons or nuclei in the vicinity...
of the accelerator. Targets include strong radiation fields that may be associated with the accelerator as well as concentrations of matter, such as molecular clouds in their vicinity. Additionally, pions can be produced in the interaction of cosmic rays with the extragalactic background light (EBL) when propagating through the interstellar or intergalactic background. As already discussed in section I, a high-energy flux of neutrinos is produced in the subsequent decay of charged pions via \( \pi^+ \rightarrow \mu^+ + \nu\mu + \bar{\nu}\mu \) and the charge–conjugate processes.

High-energy gamma rays result from the decay of neutral pions, \( \pi^0 \rightarrow \gamma + \gamma \). Pionic gamma rays and neutrinos carry, on average, 1/2 and 1/4 of the energy of the parent pion, respectively. With these approximations, the neutrino production rate \( Q_{\nu\alpha} \) (units of \( \text{GeV}^{-1}\text{s}^{-1} \)) can be related to the one for charged pions as

\[
\sum_{\alpha} E_\nu Q_{\nu\alpha}(E_\nu) \simeq 3 \left[ E_\pi Q_{\pi\pm}(E_\pi) \right]_{E_\pi \geq 4E_\nu} .
\]

Similarly, the production rate of pionic gamma-rays is related to the one for neutral pions as

\[
E_\gamma Q_{\gamma}(E_\gamma) \simeq 2 \left[ E_\pi Q_{\pi^0}(E_\pi) \right]_{E_\pi \geq 2E_\gamma} .
\]

Note, that the relative production rates of pionic gamma rays and neutrinos only depend on the ratio of charged-to-neutral pions produced in cosmic-ray interactions, denoted by \( K_\pi = N_{\pi\pm}/N_{\pi^0} \). Pion production by cosmic rays in interactions with photons can proceed resonantly in the processes \( p + \gamma \rightarrow \Delta^+ \rightarrow \pi^0 + p \) and \( p + \gamma \rightarrow \Delta^+ \rightarrow \pi^+ + n \). These channels produce charged and neutral pions with probabilities 2/3 and 1/3, respectively. However, the additional contribution of nonresonant pion production changes this ratio to approximately 1/2 and 1/2. In contrast, cosmic rays interacting with matter, e.g., hydrogen in the Galactic disk, produce equal numbers of pions of all three charges: \( p + p \rightarrow N_\pi \left[ \pi^0 + \pi^+ + \pi^- \right] + X \), where \( N_\pi \) is the pion multiplicity. From above arguments we have \( K_\pi \simeq 2 \) for cosmic ray interactions with gas (pp) and \( K_\pi \simeq 1 \) for interactions with photons (p\( \gamma \)).

With this approximation we can combine Eqs. (1) and (2) to derive a powerful relation between the pionic gamma-ray and neutrino production rates:

\[
\frac{1}{3} \sum_{\alpha} E_\nu^2 Q_{\nu\alpha}(E_\nu) \simeq \frac{K_\pi}{4} \left[ E_\gamma^2 Q_{\gamma}(E_\gamma) \right]_{E_\gamma \geq 2E_\nu} .
\]

The prefactor 1/4 accounts for the energy ratio \( \langle E_\nu \rangle / \langle E_\gamma \rangle \simeq 1/2 \) and the two gamma rays produced in the neutral pion decay.

Note that this relation relates pionic neutrinos and gamma rays without any reference to the cosmic ray beam; it simply reflects the fact that a \( \pi^0 \) produces two \( \gamma \) rays for every charged pion producing a \( \nu\mu + \bar{\nu}\mu \) pair, which cannot be separated by current experiments.

Before applying this relation to a cosmic accelerator, we have to take into account the fact that, unlike neutrinos, gamma rays interact with photons of the cosmic
microwave background before reaching Earth. The resulting electromagnetic shower subdivides the initial photon energy, resulting in multiple photons in the GeV-TeV energy range by the time the photons reach Earth. Calculating the cascaded gamma-ray flux accompanying IceCube neutrinos is straightforward \[^{23,24}\].

As an illustration, an example of $\gamma$-ray and neutrino emission is shown as blue lines in Fig. 6 assuming that the underlying $\pi^0 / \pi^\pm$ production follows from cosmic-ray interactions with gas in the universe. In this way, the initial emission spectrum of $\gamma$-rays and neutrinos from pion decay is almost identical to the spectrum of cosmic rays (assumed to be a power law, $E^{-2.19}$ as is the case for the diffuse cosmic neutrino flux above and energy of 100 TeV), after accounting for the different normalizations and energy scales. The flux of neutrinos arriving at Earth (blue dashed line) follows this initial CR emission spectrum. However, the observable flux of $\gamma$-rays (blue solid lines) is strongly attenuated above 100 GeV by interactions with extragalactic background photons \[^{13}\].

The overall normalization of the emission is chosen in a way that the model does not exceed the isotropic $\gamma$-ray background observed by the Fermi satellite (blue data). This implies an upper limit on the neutrino flux shown as the blue dashed line. Interestingly, the neutrino data shown in Fig. 6 saturates this limit above 100 TeV. Moreover, the HESE data that extends to lower energies is only marginally consistent with the upper bound implied by the model (blue dashed line). This example shows that multimessenger studies of $\gamma$-ray and neutrino data are powerful tools to study the neutrino production mechanism and to constrain neutrino source models \[^{25}\].

The matching energy densities of the extragalactic gamma-ray flux detected by Fermi and the high-energy neutrino flux measured by IceCube suggest that, rather than detecting some exotic sources, it is more likely that IceCube to a large extent observes the same universe conventional astronomy does. Clearly, an extreme universe modeled exclusively on the basis of electromagnetic processes is no longer realistic. The finding implies that a large fraction, possibly most, of the energy in the nonthermal universe originates in hadronic processes, indicating a larger role than previously thought. The high intensity of the neutrino flux below 100 TeV in comparison to the Fermi data might indicate that these sources are even more efficient neutrino than gamma-ray sources \[^{26,27}\].

Interestingly, the common energy density of photons and neutrinos is also comparable to that of the ultra-high-energy extragalactic cosmic rays (above $10^9$ GeV) observed, for instance, by the Auger observatory \[^{28}\] (green data). Unless accidental, this indicates a common origin of the signal and illustrates the potential of multimessenger studies. A scenario where the high-energy neutrinos observed at IceCube could actually originate in the same sources could be realized as follows: the cosmic ray sources can be embedded in environments that act as “storage rooms” for cosmic rays with energies far below the “ankle” ($E_{\text{CR}} \ll 1 \text{EeV}$). This energy-dependent
trapping can be achieved via cosmic ray diffusion in magnetic fields. While these cosmic rays are trapped, they can produce γ-rays and neutrinos via collisions with gas. If the conditions are right, this mechanism can be so efficient that the total energy stored in cosmic rays below the ankle is converted to that of γ-rays and neutrinos. These “calorimetric” conditions can be achieved, for instance, in starburst galaxies\(^{29}\) or galaxy clusters\(^ {30}\).

The extragalactic γ-ray background observed by Fermi\(^ {31}\) has contributions from identified point-like sources on top of an isotropic γ-ray background (IGRB) shown in Fig. 6. This IGRB is expected to consist mostly of emission from the same class of γ-ray sources that are individually below Fermi’s point-source detection threshold (see, e.g., Ref. 32). A significant contribution of γ-rays associated with IceCube’s neutrino observation would have the somewhat surprising implication that indeed many extragalactic γ-ray sources are also neutrino emitters, while none had been detected so far. This dramatically changed when IceCube developed methods for performing real-time multiwavelength observations in cooperation with some twenty other observatories to identify the sources and build on the discovery of cosmic neutrinos to launch a new era in astronomy\(^ {33,34}\). This effort led to the identification

Fig. 6. The spectral flux (\(\phi\)) of neutrinos inferred from the eight-year upgoing track analysis (red fit) and the seven-year HESE analysis (magenta fit) compared to the flux of unresolved extragalactic γ-ray sources\(^ {31}\) (blue data) and ultra-high-energy cosmic rays\(^ {28}\) (green data). The neutrino spectra are indicated by the best-fit power-law (solid line) and 1σ uncertainty range (shaded range). We highlight the various multimessenger interfaces: A: The joined production of charged pions (\(\pi^\pm\)) and neutral pions (\(\pi^0\)) in cosmic-ray interactions leads to the emission of neutrinos (dashed blue) and γ-rays (solid blue), respectively. B: Cosmic ray emission models (solid green) of the most energetic cosmic rays imply a maximal flux (calorimetric limit) of neutrinos from the same sources (green dashed). C: The same cosmic ray model predicts the emission of cosmogenic neutrinos from the collision with cosmic background photons (GZK mechanism). Figure from Ref. 13.
of a distant flaring blazar as a cosmic ray accelerator in a multimessenger campaign launched by a 290 TeV energy neutrino detected from the constellation of Orion on September 22, 2017.3

3. The first truly multimessenger campaign

Neutrinos only originate in environments where protons are accelerated to produce pions and other particles that decay into neutrinos. Neutrinos can thus exclusively pinpoint cosmic ray accelerators, and this is exactly what one neutrino did on September 22, 2017.

IceCube detects muon neutrinos, a type of neutrino that leaves a well-reconstructed track in the detector roughly every five minutes. Most of them are low-energy neutrinos produced in the Earth’s atmosphere, which are of interest for studying the neutrinos themselves, but are a persistent background when doing neutrino astronomy. In 2016, IceCube installed an online filter that selects from this sample, in real time, very high energy neutrinos that are likely to be of cosmic origin.34 We reconstruct their energy and celestial coordinates, typically in less than one minute, and distribute the information automatically via the Gamma-ray Coordinate Network to a group of telescopes around the globe and in space for follow-up observations. These telescopes look for electromagnetic radiation from the arrival direction of the neutrino, searching for coincident emission that can reveal its origin.

The tenth such alert, IceCube-170922A, on September 22, 2017, reported a well-reconstructed muon neutrino with an energy of 290 TeV and, therefore, with a high probability of originating in an astronomical source. The Fermi telescope detected a flaring blazar aligned with the cosmic neutrino within 0.06 degrees. The source is a known blazar, a supermassive black hole spitting out high-energy particles in twin jets aligned with its rotation axis which is directed at Earth. This blazar, TXS 0506+056, had been relatively poorly studied until now, although it was identified as the highest energy gamma ray source detected by EGRET from any blazar with two photons above 40 GeV.36 The set of observations triggered by the September 22 neutrino has yielded a treasure trove of multiwavelength data that will allow us to probe the physics of the first cosmic ray accelerator. An optical telescope eventually measured its distance, which was found to be 4 billion light-years. Its large distance points to a special galaxy, which sets it apart from the ten-times-closer blazars such as the Markarian sources that dominate the extreme gamma-ray sky observed by NASA’s Fermi satellite.

TXS 0506+056 was originally flagged by the Fermi and Swift satellite telescopes. Follow-up observations with the MAGIC air Cherenkov telescope identified it as a rare TeV blazar with the potential to produce the very high energy neutrino detected by IceCube. The source was subsequently scrutinized in X-ray, optical, and radio wavelengths. This is a first, truly multimessenger observation: none of the instruments could have made this breakthrough independently. In total,
more than 20 telescopes observed the flaring blazar as a highly variable source in a high state\textsuperscript{3}. It is important to realize that nearby blazars like the Markarian sources are at a redshift that is ten times smaller, and therefore TXS 0506+056, with a similar flux despite the greater distance, is one of the most luminous sources in the Universe. It likely belongs to a special class of blazars that accelerate proton beams as revealed by the neutrino. This is further supported by the fact that a variety of previous attempts to associate the arrival directions of cosmic neutrinos with a variety of Fermi blazar catalogues failed.

Informed by the multimessenger campaign, IceCube searched its archival neutrino data up to and including October 2017 in the direction of IC170922 using the likelihood routinely used in previous searches. This revealed a spectacular burst of over a dozen high-energy neutrinos in 110 days in the 2014-2015 data with a spectral index consistent with the one observed for the diffuse cosmic neutrino spectrum\textsuperscript{4}.

Interestingly, the AGILE collaboration, which operates an orbiting X-ray and gamma ray telescope, reported a day-long flare in the direction of a previous neutrino alert sent on July 31, 2016\textsuperscript{41}. The flare occurred more than one day before the time of the alert. In light of the rapid daily variations observed near the peak emission of the TXS 0506+056 flare at the time of IC170922A, this may well be a genuine coincidence.

4. Flaring sources and the high-energy neutrino flux

The extraordinary detection of more than a dozen cosmic neutrinos in the 2014 flare despite its 0.34 redshift further suggests that TXS 0506+056 belongs to a special class of sources that produce cosmic rays. The single neutrino flare dominates the flux of the source over the 9.5 years of archival IceCube data, leaving IC170922 as a less luminous second flare in the sample. We will show that a subset of about 5% of all blazars bursting once in 10 years at the level of TXS 0506+056 in 2014, can accommodate the diffuse flux cosmic neutrino flux observed by IceCube. We already pointed out in the previous section that the energy density corresponding to this flux is similar to the one in the highest energy cosmic rays.

In order to calculate the flux of high-energy neutrinos from a population of sources, we follow\textsuperscript{42} and relate the diffuse neutrino flux to the injection rate of cosmic rays and their efficiency to produce neutrinos in the source. For a class of sources with density $\rho$ and neutrino luminosity $L_\nu$, the all-sky neutrino flux is

\[
\sum_\alpha E_\nu^2 \frac{dN_\nu}{dE_\nu} = \frac{1}{4\pi} \frac{c}{H_0} \xi_z L_\nu \rho,
\]

where $\xi_z$ is a factor of order unity that parametrizes the integration over the redshift evolution of the sources. The relation can be adapted to a fraction $F$ of sources
with episodic emission of flares of duration $\Delta t$ over a total observation time $T$:

$$\sum_{\alpha} E_{\nu}^2 \frac{dN_{\nu}}{dE_{\nu}} = \frac{1}{4\pi} c \frac{\xi_{\nu} L_{\nu}}{H_0} \rho \frac{\Delta t}{T}. \quad (5)$$

Applying this relation to the 2014 TXS 0506+056 burst that dominates the flux over the 9.5 years of neutrino observations, yields

$$3 \times 10^{-11} \text{ TeV cm}^{-2} \text{s}^{-1} \text{sr}^{-1} = \frac{\mathcal{F}}{4\pi} \left( \frac{R_H}{3 \text{ Gpc}} \right) \left( \frac{\xi_{\nu}}{0.7} \right) \left( \frac{L_{\nu}}{1.2 \times 10^{47} \text{ erg/s}} \right) \left( \frac{\rho}{1.5 \times 10^{-8} \text{ Mpc}^{-3}} \right) \left( \frac{\Delta t}{110 \text{ yr}} \right) \left( \frac{\Delta t}{10 \text{ yr}} \right), \quad (6)$$

a relation which is satisfied for $\mathcal{F} \sim 0.05$. In summary, a special class of BL Lac blazars that undergo $\sim 110$-day duration flares like TXS 0506+056 once every 10 years accommodates the observed diffuse flux of high-energy cosmic neutrinos. The class of such neutrino-flaring sources represents 5% of the sources. The argument implies the observation of roughly 100 muon neutrinos per year. This is exactly the flux of cosmic neutrinos that corresponds to the $E^{-2.19}$ diffuse flux measured above 100 TeV. (Note that the majority of these neutrinos cannot be separated from the atmospheric background, leaving us with the reduced number of very high energy events discussed in the previous sections).

As previously discussed, the energetics of the cosmic neutrinos is matched by the energy of the highest energy cosmic rays, with

$$\frac{1}{3} \sum_{\alpha} E_{\nu}^2 \frac{dN_{\nu}}{dE_{\nu}} \simeq \frac{c}{4\pi} \left( \frac{1}{2} \left(1 - e^{-j}\right) \xi_{\nu} L_H \frac{dE}{dt} \right). \quad (7)$$

The cosmic rays’ injection rate $dE/dt$ above $10^{16}$ eV is $(1 - 2) \times 10^{44} \text{ erg Mpc}^{-3} \text{yr}^{-1}$. From Eq. $\ref{eq:6}$ it follows that the energy densities match for a pion production efficiency of the neutrino source of $f_{\pi} \gtrsim 0.4$. This high efficiency requirement is consistent with the premise that a special class of efficient sources is responsible for producing the high-energy cosmic neutrino flux seen by IceCube. The sources must contain sufficient target density in photons, possibly protons, to generate the large value of $f_{\pi}$. It is clear that the emission of flares producing the large number of cosmic neutrinos detected in the 2014 burst must correspond to major accretion events onto the black hole lasting a few months. The pionic photons will lose energy in the source and the neutrino emission is not accompanied by a flare as was the case for the 2017 event; the Fermi data, consistent with the scenario proposed, reveal photons with energies of tens of GeV, but no flaring activity.

A key question is whether the neutrino and gamma ray spectra for the 2014 neutrino burst from TXS 0506+056 satisfy the multimessenger relationship introduced in section $\ref{sec:2}$. With the low statistics of the very high-energy gamma ray measurements during the burst period, the energetics is a more robust measure for evaluating the connection, especially because the source is opaque to high-energy gamma rays, as indicated by the large value of $f_{\pi}$, and the pionic gamma rays will
lose energy inside the source before cascading in the microwave photon background; for details see Ref. [43].

It is worth noting that this model for the diffuse neutrino flux clarifies why earlier attempts to associate it with blazars were unsuccessful; see Ref. [46,47]. Clearly, the time-integrated studies are not applicable to time-dependent sources. Moreover, with a subclass of more energetic sources with lower density responsible for the diffuse flux, the constraints on blazars obtained from the relation between the point source limits and the diffuse flux are mitigated. Additional issues with this limit arise from the use of point source sensitivity (defined as 90% C.L.) rather than discovery potential (defined as 5\sigma C.L.) as a constraint. The former does not provide a robust statistical measure. It has been argued that the limits from the nonobservation of a point source in time-integrated searches would suppress the contribution of blazars to the total neutrino emission because the time-averaged flux of sources is directly correlated with bursts\cite{48}. However, two points are missed in this argument. First, this argument only applies if the duty cycle of the source and the duration of the flare, supplies neutrino bursts shorter than the total time that the detector has been taking data. Second, it neglects the excess buried under the atmospheric background which might not be statistically compelling yet. For instance, in the case of TXS 0506+056, the time-integrated search reports a significance of 2.1\sigma only.

We are aware that these speculations are qualitative and that they may be premature and the hope is that multimessenger astronomy will provide us with more clues after the breakthrough event of September 22, 2017 that generated an unmatched data sample over all wavelengths of the electromagnetic spectrum on the first identified cosmic ray accelerator.

5. Summary

Getting all the elements of this puzzle to fit together is not easy, but they suggest that the blazar may contain important clues on the origin of cosmic neutrinos and cosmic rays. This breakthrough is just the beginning and raises intriguing questions. What is special about this source? Can a subclass of blazars to which it belongs accommodate the diffuse flux observed by IceCube? Are these also the sources of all high-energy cosmic rays or only of some? The TXS 0506+056 emission over the last 10 years is dominated by the single flare in 2014. If this is characteristic of the subclass of sources that it belongs to, identifying additional sources will be difficult unless more and larger neutrino telescopes yield more frequent and higher statistics neutrino alerts.

Unlike the previous SN1987A and GW170817 multimessenger events, this event could not have been observed with a single instrument. Without the initial coincident observation, IC170922A would be just one more of the few hundred cosmic neutrinos detected by IceCube and the accompanying radiation just one more flaring blazar observed by Fermi-LAT. Neutrino astronomy was born with a supernova...
in 1987. Thirty years later, this recent event involves neutrinos that are tens of millions of times more energetic and are from a source a hundred thousand times more distant.
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We review our recent theoretical results about inequivalence between passive and active gravitational masses and energy in the semiclassical variant of general relativity, where the gravitational field is not quantized but matter is quantized. To this end, we consider the simplest quantum body with internal degrees of freedom — a hydrogen atom. We concentrate our attention on the following physical effects, related to electron mass. The first one is the inequivalence between passive gravitational mass and energy at the microscopic level. Indeed, the quantum measurement of gravitational mass can give a result which is different from the expected one, \( m \neq m_e + \frac{E}{c^2} \), where the electron is initially in its ground state; \( m_e \) is the bare electron mass. The second effect is that the expectation values of both the passive and active gravitational masses of stationary quantum states are equivalent to the expectation value of the energy. The most spectacular effects are the inequivalence of the passive and active gravitational masses and the energy at the macroscopic level for an ensemble of coherent superpositions of stationary quantum states. We show that, for such superpositions, the expectation values of passive and active gravitational masses are not related to the expectation value of energy by Einstein’s famous equation, \( m \neq \frac{E}{c^2} \). In this paper, we also improve several drawbacks of the original pioneering works.
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1. Introduction

The equivalence principle (EP) between gravitational and inertial masses in combination with the local Lorentz invariance of spacetime is known to be a keystone of classical general relativity\(^1\).\(^2\). In the current scientific literature, there exists widespread discussion of whether it can survive in a possible quantum theory of gravity (see, for example, Refs. 3–5). Since quantum gravitation theory has not been elaborated yet, the EP is often studied in the framework of the so-called semiclassical approach to quantum gravity, where the gravitational field is not quantized, but matter is quantized\(^3\)–\(^5\). Note that the EP for a composite body is not a trivial notion even in general relativity in the absence of quantum effects. Indeed, as shown in Refs. 6–8, the external gravitational field is coupled not directly with the energy of a composite body but with the combination \( R + 3K + 2P \), where \( R \), \( K \) and \( P \) are the rest, kinetic and potential energies, respectively. As mentioned in Ref. 8, and considered in detail in Ref. 9, the above mentioned combination can be changed into the expected total energy if we choose the proper local coordinates, where the line interval has the Minkowski form. Therefore, in classical general relativity,
passive gravitational mass is equivalent to the inertial one for a composite body\cite{8,9}, as expected.

On the other hand, as shown in Ref. 7, active gravitational mass of a composite classical body is equivalent to its energy only after averaging the gravitational mass over time. Semiclassical analysis\cite{5} of Einstein’s field equations has demonstrated that the expectation values of active gravitational mass and energy are equivalent only for stationary quantum states of a composite quantum body. The situation is different for an ensemble of coherent quantum superpositions of stationary quantum states, where the expectation values of active gravitational mass can oscillate in time\cite{5} even for superpositions with constant expectation values of energy. The results of Ref. 5 go against the equivalence of active gravitational mass and energy even at the macroscopic level in quantum gravity, which has to modify the EP. Note that quantum effects also change the status of the EP for the passive gravitational mass of a quantum body with internal degrees of freedom. As discussed in Ref. 10, quantum effects break the equivalence of passive gravitational mass and energy at the microscopic level.

Let us consider this phenomenon in more detail. Suppose there is a hydrogen atom in its ground state, $E_1$, and we switch on the gravitational field to measure the electron mass, which is expected to be equal to $m = m_e + E_1/c^2$, where $m$ is the electron passive gravitational mass and $m_e$ is the bare electron mass. Contrary to the above mentioned common expectation, it has been shown in Ref. 10 that quantum measurements of the mass can give the following result $m = m_e + E_n/c^2$, where $E_n$ is energy of electron $nS$ orbital in a hydrogen atom, although the corresponding probabilities are very small. Note that the influence of quantum effects on the EP is even more dramatic and, as shown in Ref. 11, the equivalence between passive gravitational mass and energy is broken even at the macroscopic level. Indeed, the above-mentioned equivalence exists for the expectation values of the mass and energy only for stationary quantum states. In accordance with results of Ref. 11, the equivalence between the expectation values of passive gravitational mass and energy is broken for an ensemble of coherent quantum superpositions of stationary quantum states in a hydrogen atom. Of course, all these statements are not restricted by this atom but are common properties of any quantum body with internal degrees of freedom.

2. Goal

In Sec. 3, we discuss that there is no equivalence between passive gravitational mass and energy of electron in a hydrogen atom at a microscopic level, using the local Lorentz invariance, which defines electron wave functions in a gravitational field (we call it method-1). We start from quantum state with a definite electron energy in the absence of external gravitational field, $E_1$, and show that quantum
measurement of the mass in the field can give values different from expected one, \( m \neq m_e + \frac{E_1}{c^2} \), although the corresponding probabilities are small. In Sec. 4, we discuss the same results, using corrections to the Schrödinger equation for electron in a hydrogen atom, which contain the so-called virial term in the gravitational field. We stress the importance of the virial term for the breakdown of the above mentioned equivalence (and, thus, for the breakdown of the EP) at a microscopic level (we call this method-2). In Sec. 5, we discuss the breakdown of the equivalence between passive gravitational mass and energy (and, as a result — breakdown of the EP) at macroscopic level. We show that this equivalence survives for macroscopic ensemble of stationary quantum electron states in a hydrogen atom due to the so-called quantum virial theorem. On the other hand, it is also shown that for coherent ensembles of superpositions of stationary quantum states, the above mentioned equivalence is not survived due to the quantum virial term. During our calculations in Secs. 2–4, we use property of the local Lorentz invariance of a spacetime in general relativity as well as consider passive gravitational mass to be a quantity proportional to weight of a composite body whose center-of-mass is fixed in gravitational field by some forces of nongravitational origin. Finally, in Sec. 6, we discuss the EP between active gravitational mass and energy for electron in a hydrogen atom at macroscopic level. Our results are similar to that for passive gravitational mass. Indeed, we show that the equivalence (and, thus, the EP) survives for macroscopic ensembles of stationary quantum states, whereas for macroscopic coherent ensembles of superpositions of quantum states, the equivalence is broken. In Sec. 7, we come to the conclusion that the EP has to be seriously reformulated in the presence of quantum effects in general relativity.

3. Inequivalence of Passive Gravitational Mass and Energy at Microscopic Level (Method-1)

3.1. Electron wave function in a hydrogen atom with a definite energy in the absence of gravitational field

Suppose that, at \( t < 0 \), there is no gravitational field and electron is in a ground state of a hydrogen atom, characterizing by the following wave function:

\[
\Psi_1(r, t) = \exp\left(-\frac{i m_e c^2 t}{\hbar}\right) \exp\left(-\frac{i E_1 t}{\hbar}\right) \Psi_1(r),
\]

which is solution of the corresponding Schrödinger equation:

\[
i \hbar \frac{\partial \Psi_1(r, t)}{\partial t} = \left[ m_e c^2 - \frac{\hbar^2}{2 m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \right] \Psi_1(r, t).
\]
Here, $E_1$ is electron ground state energy, $r$ is distance between electron with coordinates $(x, y, z)$ and proton; $\hbar$ is the Planck constant, $c$ is the velocity of light.

3.2. Electron wave functions in a hydrogen atom in the presence of gravitational field

At $t = 0$, we perform the following Gedanken experiment. We switch on a weak centrosymmetric (e.g. the Earth’s) gravitational field, with position of center-of-mass of the atom (i.e. proton) being fixed in the field by some nongravitational forces. It is known that, in a weak field approximation, curved spacetime is characterized by the following interval:

$$ds^2 = -\left(1 + 2\frac{\phi}{c^2}\right)(cdt)^2 + \left(1 - 2\frac{\phi}{c^2}\right)\left(dx^2 + dy^2 + dz^2\right), \quad \phi = -\frac{GM}{R}. \quad (3)$$

Below we introduce the proper local coordinates,

$$\tilde{t} = \left(1 + \frac{\phi}{c^2}\right)t, \quad \tilde{x} = \left(1 - \frac{\phi}{c^2}\right)x, \quad \tilde{y} = \left(1 - \frac{\phi}{c^2}\right)y, \quad \tilde{z} = \left(1 - \frac{\phi}{c^2}\right)z, \quad (4)$$

where interval has Minkowski’s form:

$$d\tilde{s}^2 = -(cd\tilde{t})^2 + (d\tilde{x}^2 + d\tilde{y}^2 + d\tilde{z}^2). \quad (5)$$

Here, we stress that, since we are interested in calculations of some quantum transition amplitudes with the first-order accuracy with respect to the small parameter, $|\frac{\phi}{c^2}| \ll 1$, we disregard in Eqs. (3)–(5) and therein below all terms of the order of $\frac{\phi^2}{c^4}$. We pay attention that near the Earth’s surface the above discussed parameter is small and is equal to $|\frac{\phi}{c^2}| \sim 10^{-9}$.

Due to the local Lorentz invariance of a spacetime in general relativity, if we disregard the so-called tidal terms in the Hamiltonian [i.e. if we don’t differentiate the potential $\phi(R)$], then new wave functions, written in the local proper coordinates (4) (with fixed proton’s position), satisfy at, $t, \tilde{t} > 0$, the similar Schrödinger equation:

$$i\hbar \frac{\partial \tilde{\Psi}(\tilde{r}, \tilde{t})}{\partial \tilde{t}} = \left[m_e c^2 - \frac{\hbar^2}{2m_e} \left(\frac{\partial^2}{\partial \tilde{x}^2} + \frac{\partial^2}{\partial \tilde{y}^2} + \frac{\partial^2}{\partial \tilde{z}^2}\right) - \frac{e^2}{\tilde{r}}\right] \tilde{\Psi}(\tilde{r}, \tilde{t}). \quad (6)$$

[Note that it is easy to show that the above disregarded tidal terms have relative order of $\frac{\phi^2}{c^4 R_0^2}$, where $r_0$ is the Bohr radius and $R_0$ is distance between a hydrogen atom and center of source of gravitational field. Near the Earth’s surface they are very small and are of the relative order of $\frac{\phi^2}{c^4 R_0^2} \sim 10^{-17}$.]

We stress that it is very important that the wave function (1) is not a solution of the Schrödinger equation (6) anymore and, thus, is not characterized by definite energy and weight in the gravitational field (3). Moreover, a general solution of
Eq. (6) can be written in the proper local coordinates in the following way:

\[ \tilde{\Psi}(\tilde{r}, \tilde{t}) = \exp \left( \frac{-im_e e^2 \tilde{t}}{\hbar} \right) \sum_{n=1}^{\infty} \tilde{a}_n \Psi_n(\tilde{r}) \exp \left( -iE_n \tilde{t} \right), \]  

(7)

where the wave functions \( \Psi_n(\tilde{r}) \) are solutions\(^\text{12} \) for the so-called \( nS \) atomic orbitals of a hydrogen atom with energies \( E_n \) and are normalized in the proper local space,

\[ \int \Psi_n^2(\tilde{r}) d^3\tilde{r} = 1. \]  

(8)

[It is possible to show that only \( 1S \rightarrow nS \) quantum transitions amplitudes are nonzero in a hydrogen atom in the gravitational field (3), which corresponds only to real wave functions. Therefore, we keep in Eq. (7) only \( nS \) atomic orbitals and everywhere below disregard difference between \( \Psi_n(r) \) and \( \Psi_n^*(r) = \Psi_n(r) \).]

Note that the normalized wave function (1) can be rewritten in the proper local spacetime coordinates (4) in the following way:

\[ \Psi_1(\tilde{r}, \tilde{t}) = \exp \left[ -im_e e^2 \left( 1 - \frac{\phi}{c^2} \right) \tilde{t} \right] \exp \left[ -iE_1 \left( 1 - \frac{\phi}{c^2} \right) \tilde{t} \right] \times \left( 1 + \frac{\phi}{c^2} \right)^{3/2} \Psi_1 \left[ \left( 1 + \frac{\phi}{c^2} \right) \tilde{r} \right]. \]  

(9)

It is important that the gravitational field (3) can be considered as a sudden perturbation to the Hamiltonian (2), therefore, at \( t = \tilde{t} = 0 \), the wave functions (7) and (9) have to be equal to each other:

\[ \left( 1 + \frac{\phi}{c^2} \right)^{3/2} \Psi_1 \left[ \left( 1 + \frac{\phi}{c^2} \right) \tilde{r} \right] = \sum_{n=1}^{\infty} \tilde{a}_n \Psi_n(\tilde{r}). \]  

(10)

From Eq. (10), it directly follows that

\[ \tilde{a}_1 = \left( 1 + \frac{\phi}{c^2} \right)^{3/2} \int_{0}^{\infty} \Psi_1 \left[ \left( 1 + \frac{\phi}{c^2} \right) \tilde{r} \right] \Psi_1(\tilde{r}) d^3\tilde{r}, \]  

(11)

and

\[ \tilde{a}_n = \left( 1 + \frac{\phi}{c^2} \right)^{3/2} \int_{0}^{\infty} \Psi_1 \left[ \left( 1 + \frac{\phi}{c^2} \right) \tilde{r} \right] \Psi_n(\tilde{r}) d^3\tilde{r}, \quad n > 1. \]  

(12)

3.3. Probabilities and amplitudes

Below, we calculate quantum mechanical amplitudes (11) and (12) in a linear approximation with respect to the gravitational potential,

\[ \tilde{a}_1 = 1 + O \left( \frac{\phi^2}{c^4} \right), \]  

(13)
and
\[ \tilde{a}_n = \left( \frac{\phi}{c^2} \right) \int_0^\infty \frac{d\Psi_1(r)}{dr} r\Psi_n(r) d^3r, \quad n > 1. \] (14)

We stress that the wave function (7) is a series of wave functions, which have definite weights in the gravitational field (3). This means that they are characterized by the following definite electron passive gravitational masses:
\[ m_n = m_e + \frac{E_n}{c^2}. \] (15)

In accordance with the most general properties of quantum mechanics, this means that, if we do a measurement of gravitational mass for wave function (1) and (9), we obtain quantum values (15) with the probabilities:
\[ P_n = |\tilde{a}_n|^2, \quad \text{where } \tilde{a}_n \text{ are given by Eqs. (13) and (14)}. \]

Let us show that
\[ \int_0^\infty \frac{d\Psi_1(r)}{dr} r\Psi_n(r) d^3r = \frac{V_{1n}}{E_n - E_1}, \quad n > 1, \] (16)

where \( \hat{V}(r) \) is the so-called quantum virial operator\(^{12}\):
\[ \hat{V}(r) = -\frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r}, \] (17)

and
\[ V_{1,n} = \int_0^\infty \Psi_1(r) \hat{V}(r) \Psi_n(r) d^3r. \] (18)

To this end, we rewrite the Schrödinger equation in gravitational field (6) in terms of the initial coordinates \((x, y, z)\)
\[ (m_e c^2 + E_1) \Psi_1 \left[ \left( 1 - \frac{\phi}{c^2} \right) r \right] = m_e c^2 - \frac{1}{\left( 1 - \frac{\phi}{c^2} \right)^2} \left( \frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) + \frac{e^2}{r} \right) \Psi_1 \left[ \left( 1 - \frac{\phi}{c^2} \right) r \right]. \] (19)

Then, keeping as usual only terms of the first order with respect to the small parameter \(|\phi/c^2| \ll 1\), we obtain
\[ E_1 \Psi_1(r) - \frac{\phi}{c^2} E_1 r \frac{d\Psi_1(r)}{dr} = -\frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \Psi_1 \left[ \left( 1 - \frac{\phi}{c^2} \right) r \right] \times \left[ \Psi_1(r) - \frac{\phi}{c^2} r \left( \frac{d\Psi_1(r)}{dr} \right) \right], \] (20)

and as a result
\[ -E_1 r \left( \frac{d\Psi_1(r)}{dr} \right) = -\frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - e^2 \frac{1}{r} \left[ -r \frac{d\Psi_1(r)}{dr} \right] + \hat{V}(r) \Psi_1(r). \] (21)
Let us multiply Eq. (21) on $\Psi_1(r)$ and integrate over space,

$$
-E_1 \int_0^\infty \Psi_n(r) r \left[ \frac{d\Psi_1(r)}{dr} \right] d^3r = \int_0^\infty \Psi_n(r) \left[ -\frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \right] \times \left[ -r \frac{d\Psi_1(r)}{dr} \right] d^3r + \int_0^\infty \Psi_n(r) \hat{V}(r) \Psi_1(r) d^3r.
$$

(22)

Taking into account that the Hamiltonian operator is the Hermitian one, we rewrite Eq. (22) as

$$
E_1 \int_0^\infty \Psi_n(r) r \left[ \frac{d\Psi_1(r)}{dr} \right] d^3r = E_n \int_0^\infty \Psi_n(r) r \left[ \frac{d\Psi_1(r)}{dr} \right] d^3r
$$

$$
- \int_0^\infty \Psi_1(r) \hat{V}(r) \Psi_n(r) d^3r.
$$

(23)

Then, Eqs. (16)–(18) directly follow from Eq. (23).

As a result, the calculated amplitudes (14) and the corresponding probabilities for $n \neq 1$ can be rewritten as functions of matrix elements (18) of the virial operator (17),

$$
\tilde{a}_n = \left( \frac{\phi}{c^2} \right) \frac{V_{1,n}}{E_n - E_1},
$$

(24)

and

$$
\tilde{P}_n = |\tilde{a}_n|^2 = \left( \frac{\phi}{c^2} \right)^2 \left( \frac{V_{1,n}}{E_n - E_1} \right)^2.
$$

(25)

Note that near the Earth’s surface, where $\phi_c^2 \approx 0.49 \times 10^{-18}$, the probability for $n = 2$ in a hydrogen atom can be calculated as

$$
\tilde{P}_2 = |\tilde{a}_2|^2 = 1.5 \times 10^{-19},
$$

(26)

where

$$
\frac{V_{1,2}}{E_2 - E_1} = 0.56.
$$

(27)

It is important that nonzero matrix elements (18) of the virial operator (17) for $n \neq 1$ are also responsible for breakdown of the equivalence between active gravitational mass and energy for a quantum body with internal degrees of freedom.$^5$

4. Inequivalence of Passive Gravitational Mass and Energy at Microscopic Level (Method-2)

4.1. Schrödinger equation with a definite energy in the absence of gravitational field

As in the previous section, at $t < 0$, gravitational field is zero and electron occupies ground state in a hydrogen atom, characterizing by the wave function (1). As we
have already discussed, the wave function (1) corresponds to the 1S electron orbital and is known to be a ground state solution of Eq. (2).

4.2. Schrödinger equation in the presence of gravitational field

Let us consider the same Gedanken experiment as in Sec. 3. We switch on the weak gravitational field (3) and obtain Eq. (6) for the wave functions in the proper local spacetime coordinates (4). But, in this section, we rewrite Eq. (6) in the initial spacetime coordinates, (t, x, y, z),

\[
\frac{i\hbar}{\partial t} \Psi(\mathbf{r}, t) = \left\{ m_e c^2 - \frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \right\} \Psi(\mathbf{r}, t),
\]

(28)

where the virial operator \(12\), \(\tilde{V}(r)\), is equal to (17). From Eq. (28), it directly follows that the external gravitational field (3) is coupled not only to Hamiltonian (2) but also to the virial operator (17). It is important that the virial term (17) does not commute with the Hamiltonian (2), therefore, it breaks the equivalence of the passive gravitational mass and energy for electron in a hydrogen atom.

4.2.1. More general Lagrangian

Here, we derive Hamiltonian (28) from more general Lagrangian. Let us consider the Lagrangian of a three-body system: a hydrogen atom and the Earth in inertial coordinate system, treating gravitation (3) as a small perturbation in Minkowski’s spacetime. In this case, we can make use of the results of Ref. 7, where the corresponding n-body Lagrangian is calculated as a sum of the following four terms:

\[
L = L_{\text{kin}} + L_{\text{em}} + L_G + L_{e,G},
\]

(29)

where \(L_{\text{kin}}, L_{\text{em}}, L_G,\) and \(L_{e,G}\) are kinetic, electromagnetic, gravitational and electric-gravitational parts of the Lagrangian, respectively. We recall that, in our approximation, we keep in the Lagrangian and Hamiltonian only terms of the order of \((v/c)^2\) and \(|\phi|/c^2\) as well as keep only classical kinetic and the Coulomb electrostatic potential energies couplings with external gravitational field. It is possible to show that, in our case, different contributions to the Lagrangian (29) can be simplified:

\[
L_{\text{kin}} + L_{\text{em}} = -Mc^2 - mp c^2 - m_e c^2 + m_e \frac{v^2}{2} + \frac{e^2}{r},
\]

(30)

\[
L_G = G \frac{mpM}{R} + G \frac{m_e M}{R} + 3 \frac{G m_e M}{2} \frac{v^2}{c^2},
\]

(31)

\[
L_{e,G} = -2G \frac{M}{Rc^2} \frac{e^2}{r},
\]

(32)
where, as usual, we use the inequality \( m_p \gg m_e \), with \( m_p \) being the bare proton mass.

If we keep only those terms in the Lagrangian which are related to electron motion (as usual, proton is supposed to be supported by some nongravitational forces in the gravitational field), then we can write the Lagrangian (30)–(32) in the following form:

\[
L = -m_e c^2 + m_e \frac{v^2}{2} + e^2 \frac{r}{r} - \frac{\phi(R)}{c^2} \left[ m_e + 3m_e \frac{v^2}{2} - 2\frac{e^2}{r} \right], \quad \phi(R) = -\frac{GM}{R}.
\]  

It is easy to show that the corresponding electron Hamiltonian is

\[
\hat{H} = \left\{ m_e c^2 - \frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \right\} \left( \phi - g\tilde{R}c^2 \right) + \left( \frac{\phi}{c^2} \right) \left[ m_e c^2 - \frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} + \hat{V}(r) \right].
\]  

Note that Eq. (34) exactly coincides with electron Hamiltonian (28), obtained by us in the previous section.

4.2.2. More general Hamiltonian

Let us derive the Hamiltonian (28) and (34) from more general arguments. The so-called gravitational Stark effect (i.e. the mixing effect between even and odd wave functions in a hydrogen atom in gravitational field) was studied in Ref. 13 in the weak external gravitational field (3). Note that the corresponding Hamiltonian was derived in \( 1/c^2 \) approximation and a possibility of center-of-mass of the atom motion was taken into account. The main peculiarity of the calculations in the above-mentioned paper was the fact that not only terms of the order of \( \phi/c^2 \) were calculated, as in our case, but also terms of the order of \( \phi'/c^2 \). Here, we use a symbolic notation \( \phi' \) for the first derivatives of gravitational potential. In accordance with the existing tradition, we refer to the latter terms as to the tidal ones. Note that the Hamiltonian (3.24) was obtained in Ref. 13 directly from the Dirac equation in a curved spacetime of general relativity. As shown in Ref. 13, it can be rewritten for the corresponding Schrödinger equation as a sum of the four terms:

\[
\hat{H}(\hat{P}, \hat{p}, \tilde{R}, r) = \hat{H}_0(\hat{P}, \hat{p}, r) + \hat{H}_1(\hat{P}, \hat{p}, \tilde{R}, r) + \hat{H}_2(\hat{p}, r) + \hat{H}_3(\hat{P}, \hat{p}, \tilde{R}, r),
\]  

\[
\hat{H}_0(\hat{P}, \hat{p}, r) = m_e c^2 + m_p c^2 + \left[ \frac{\hat{P}^2}{2(m_e + m_p)} + \frac{\hat{p}^2}{2\mu} \right] - \frac{e^2}{r},
\]  

\[
\hat{H}_1(\hat{P}, \hat{p}, \tilde{R}, r) = \left\{ m_e c^2 + m_p c^2 + \left[ \frac{3\hat{P}^2}{2(m_e + m_p)} + \frac{3\hat{p}^2}{2\mu} - 2\frac{e^2}{r} \right] \right\} \left( \frac{\phi}{c^2} - g\tilde{R} \right).
\]
\[ \hat{H}_2(\mathbf{p}, \mathbf{r}) = \frac{1}{c^2} \left( \frac{1}{m_e} - \frac{1}{m_p} \right) \left[ -(\hat{g} \mathbf{r})^2 + i \hbar \hat{g} \mathbf{p} \right] + \frac{1}{c^2} g \left( \frac{s_e}{m_e} - \frac{s_p}{m_p} \right) \times \hat{\mathbf{p}} + \frac{e^2 (m_p - m_e)}{2 (m_e + m_p) c^2} \frac{\mathbf{g} \mathbf{r}}{r}, \]

\[ \hat{H}_3(\mathbf{\tilde{p}}, \mathbf{\tilde{r}}, \mathbf{r}) = \frac{3}{2} \frac{\hbar g \mathbf{P}}{2 (m_e + m_p) c^2} + \frac{3 g (s_e + s_p) \times \mathbf{P}}{2 (m_e + m_p) c^2} - \frac{(\mathbf{g} \mathbf{r}) (\mathbf{P} \mathbf{p}) + (\mathbf{P} \mathbf{r}) (\mathbf{g} \mathbf{p}) - i \hbar g \mathbf{P}}{(m_e + m_p) c^2}, \]

where \( g = -G \frac{M}{R^2} \). Note that we use the following notations in Eqs. (35)–(39): \( \mathbf{R} \) and \( \mathbf{P} \) stand for coordinate and momentum of a hydrogen atom center-of-mass, respectively; whereas, \( \mathbf{r} \) and \( \mathbf{p} \) stand for relative electron coordinate and momentum in center-of-mass coordinate system; \( \mu = m_e m_p / (m_e + m_p) \) is the so-called reduced electron mass. We point out that \( \hat{H}_0(\mathbf{\tilde{p}}, \mathbf{\tilde{r}}, \mathbf{r}) \) is the Hamiltonian of a hydrogen atom in the absence of the field. It is important that the Hamiltonian \( \hat{H}_1(\mathbf{p}, \mathbf{r}, \mathbf{R}) \) describes couplings not only of the bare electron and proton masses with the gravitational field (3) but also couplings of electron kinetic and potential energies with the field. And finally, the Hamiltonians \( \hat{H}_2(\mathbf{p}, \mathbf{r}) \) and \( \hat{H}_3(\mathbf{\tilde{p}}, \mathbf{\tilde{r}}, \mathbf{r}) \) describe only the tidal effects.

Let us strictly derive the Hamiltonian (28) and (34), which has already been semi-quantitatively derived, from the more general Hamiltonian (35)–(39). As already mentioned, we use the approximation, where \( m_p \gg m_e \), and, therefore, \( \mu = m_e \). In particular, this allows us to consider proton as a heavy classical particle. We recall that we need to derive the Hamiltonian of the atom, whose center-of-mass is at rest with respect to the Earth. Thus, we can omit the center-of-mass kinetic energy and center-of-mass momentum. As a result, the first two contributions to electron part of the total Hamiltonian (35)–(39) can be written in the following way:

\[ \hat{H}_0(\mathbf{p}, r) = m_e c^2 + \frac{\dot{\mathbf{p}}^2}{2 m_e} - \frac{e^2}{r}, \]

and

\[ \hat{H}_1(\mathbf{p}, r) = \left\{ m_e c^2 + \frac{3 \dot{\mathbf{p}}^2}{2 m_e} - \frac{2 e^2}{r} \right\} \left( \frac{\phi}{c^2} \right), \]

where we place the center-of-mass of the atom at point \( \mathbf{\tilde{R}} = 0 \). Now, let us study the first tidal term (38) in the total Hamiltonian (35). At first, we pay attention that \( |g| \simeq |\phi|/R_0 \). Then, as is well known, in a hydrogen atom \( |r| \sim \hbar /|\mathbf{p}| \sim r_B \) and \( \mathbf{p}^2 / (2 m_e) \sim e^2 / r_B \). These values allow us to evaluate the first tidal term (38) in the Hamiltonian (35) as \( H_2 \sim (r_B/R_0) (|\phi|/c^2) (e^2 / r_B) \sim 10^{-17} (|\phi|/c^2) (e^2 / r_B) \). Note that this value is \( 10^{-17} \) times smaller than \( H_1 \sim (|\phi|/c^2) (e^2 / r_B) \) and \( 10^{-8} \) times smaller than the second correction with respect to the small parameter \( |\phi|/c^2 \). Therefore, we can disregard the contribution (38) to the total Hamiltonian (35).
As to the second tidal term (39) in the total Hamiltonian, we pay attention that it is exactly zero in the case, where \( P = 0 \), considered in this review. Therefore, we can conclude that the Hamiltonian (40) and (41), derived in this section, exactly coincides with in the one that was semi-quantitatively derived by us earlier [see Eqs. (28) and (34)].

4.3. Gravitational field as a perturbation to the Hamiltonian

It is important that the gravitational field (3), under the condition of our Gedanken experiment, can be considered as the following sudden perturbation, \( \hat{U}_1(r, t) \), to the Hamiltonian (2) in the absence of gravitational field:

\[
\hat{U}_1(r, t) = \left( \frac{\phi}{c^2} \right) \left[ m_e c^2 - \frac{\hbar^2}{2m_e} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} + \hat{V}(r) \right] \Theta(t),
\]

where \( \Theta(t) \) is the so-called step function. Then, a general solution of Eq. (28) can be written in the following way:

\[
\Psi(r, t) = \exp \left( -\frac{i\tilde{m} c^2 t}{\hbar} \right) \Psi_1^1(r) \exp \left( -\frac{i\tilde{E}_1 t}{\hbar} \right)
+ \exp \left( -\frac{i\tilde{m} c^2 t}{\hbar} \right) \sum_{n>1} a_n \Psi_n(r) \exp \left( -\frac{iE_n t}{\hbar} \right),
\]

where the wave functions \( \Psi_n(r) \) are solutions for the \( nS \) orbitals in a hydrogen atom and are normalized,

\[
\int |\Psi_1^1(r)|^2 d^3r = 1; \quad \int |\Psi_n(r)|^2 d^3r = 1, \quad n > 1.
\]

[It is easy to show that perturbation (42) can result only in nonzero quantum transitions between \( 1S \) and \( nS \) electron orbitals, therefore, we keep in Eq. (43) only \( \Psi_n(r) \) wave functions which are real.]

According to the standard time-dependent perturbation theory\(^\text{12}\), the corrected wave function of ground state, \( \Psi_1^1(r) \), as well as the corrections to mass and energy of ground state in Eq. (43) can be written as

\[
\Psi_1^1(r) = \Psi_1(r) + \left( \frac{\phi}{c^2} \right) \sum_{n>1} \frac{V_{n,1}}{E_1 - E_n} \Psi_n(r),
\]

\[
\tilde{m}_e = \left( 1 + \frac{\phi}{c^2} \right) m_e, \quad \tilde{E}_1 = \left( 1 + \frac{\phi}{c^2} \right) E_1,
\]

where \( V_{n,1} \) is matrix element of the virial operator (17):

\[
V_{n,1} = \int \Psi_n(r) \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \frac{e^2}{r} \right] \Psi_1(r) d^3r.
\]

Note that the very last term in Eq. (45) corresponds to the so-called red shift in gravitational field. It is due to the expected contribution to passive gravitational
mass from electron binding energy in the atom. As to the coefficients $a_n$ with $n \neq 1$ in Eq. (43), they can be also written in terms of the virial operator matrix elements,

$$a_n = -\left(\frac{\phi}{c^2}\right)\left(\frac{V_{n,1}}{E_1 - E_n}\right),$$

(47)

and coincides with Eq. (24). Note that the wave function in (43)–(47), which corresponds to electron ground energy level in the presence of the gravitational field (3) (i.e. at $t > 0$), is a series of eigenfunctions of electron energy operator, taken in the absence of the field. Therefore, if we measure energy, in electron quantum state (43)–(47), we obtain the following quantized values for electron gravitational mass:

$$m_n = m_e + \frac{E_n}{c^2},$$

(48)

where we omit the red shift effect. From Eqs. (43)–(48), we can state that the expected Einstein’s equation, $m = m_e + \frac{E_1}{c^2}$, survives in our case with probability close to 1, whereas with the following small probabilities,

$$P_n = |a_n|^2 = \left(\frac{\phi}{c^2}\right)^2 \frac{V_{n,1}^2}{(E_n - E_1)^2}, \quad n \neq 1,$$

(49)

it is broken. The reason for this breakdown is that, the virial term (17) does not commute with the Hamiltonian (2) in the absence of gravitational field. As a result, electron wave functions with definite passive gravitational masses are not characterized by definite energies in the absence of gravitational field. It is important that our current results coincide with that obtained in Sec. 3 by a different method.

### 4.4. Experimental aspects

Here, let us describe another Gedanken experiment, where gravitational field is adiabatically switched on. To this end, we consider wave function (1) to be valid at $t \to -\infty$ and apply the following perturbation, due to the gravitational field (3), for the Hamiltonian (2):

$$\hat{U}_2(r, t) = \left(\frac{\phi}{c^2}\right)\left[m_e c^2 - \frac{\hbar^2}{2m_e} \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\right) - \frac{e^2}{r} + \hat{V}(r)\right]\exp(\lambda t), \quad \lambda \to 0.$$

(50)

Then, at $t \simeq 0$ (i.e. in the presence of the field), the electron wave function can be written as

$$\Psi(r, t) = \exp\left(-\frac{im_e c^2 t}{\hbar}\right) \Psi_1^*(r) \exp\left(-\frac{iE_1 t}{\hbar}\right)$$

$$+ \exp\left(-\frac{im_e c^2 t}{\hbar}\right) \sum_{n>1} a_n \Psi_n(r) \exp\left(-\frac{iE_n t}{\hbar}\right).$$

(51)
Application of the standard time-dependent perturbation theory\textsuperscript{12} in the case of adiabatic switching on gravitational field results in

$$\Psi_1(r) = \Psi_1(r) + \left( \frac{\phi}{c^2} \right) \sum_{n>1} \frac{V_{n,1}}{E_1 - E_n} \Psi_n(r),$$

and

$$\tilde{m}_e = \left( 1 + \frac{\phi}{c^2} \right) m_e, \quad \tilde{E}_1 = \left( 1 + \frac{\phi}{c^2} \right) E_1,$$

(52)

Thus, in adiabatic limit, the phenomenon of quantization of passive gravitational mass (15) and (48) disappears. This means that the possible experimental observation of the above mentioned phenomenon has to be done in quickly changing gravitational field. It is important that the step-like function, \( \Theta(t) \), which was used to derive Eq. (48), does not mean motion of a source of gravity with velocity higher than the speed of light. We can use the step-like function if significant change of gravitational field happens quicker than the characteristic period of quasiclassical rotation of electron in a hydrogen atom. In the case under consideration, we need the time of about \( \delta t \leq t_0 = \frac{2\pi \hbar}{E_2 - E_1} \sim 10^{-15}\text{s} \). Of course, there exist much more convenient quantum systems with higher values of the parameter \( t_0 \), where the above discussed phenomenon could be observed. We recall that all excited energy levels are quasistationary and, thus, decay with time by emitting photons. Therefore, it is much more efficient to detect emitted photons than to directly measure a weight. As to the relatively small probabilities (24) of the mass quantization, it is not too small and can be compensated by large value of the Avogadro number, \( N_A \approx 6 \times 10^{23} \). In other words, for macroscopic number of the atoms, we may have large number of emitted photons. For instance, the number of excited electrons (i.e. emitted photons) for 1000 moles of the atoms is estimated as

$$N_n = 2.95 \times 10^8 \times \left( \frac{V_{n,1}}{E_n - E_1} \right)^2, \quad N_2 = 0.9 \times 10^8.$$  

(54)

5. Inequivalence Between Passive Gravitational Mass and Energy at Macroscopic Level

In Sec. 5, we perform our Gedanken experiment, where we switch on the gravitational field (3) for \( t > 0 \), using the gravitational field as a sudden perturbation (42). We consider two different cases: macroscopic ensemble of stationary quantum states and macroscopic ensemble of coherent superpositions of stationary quantum states. In this section, we disregard small probabilities of the order of \( \frac{\phi c^2}{2\pi} \) [see Eqs. (25) and (49)] and, thus, ignore mass quantization phenomenon.
5.1. Equivalence between passive gravitational mass and energy of stationary quantum states

Suppose that, at \( t < 0 \), there is no gravitational field and we have macroscopic ensemble of hydrogen atoms with electrons being in their ground states (1). At \( t > 0 \), we perform our Gedanken experiment: we switch on gravitational field, which is treated as the perturbation (42) in inertial system. Let us for the moment consider one atom. At \( t>0 \), general solution for electron wave function is

\[
\Psi(r,t) = \exp\left(-\frac{i\tilde{m}_e c^2 t}{\hbar}\right) \Psi_1(r) \exp\left(-\frac{-i\tilde{E}_1 t}{\hbar}\right)
+ \exp\left(-\frac{i\tilde{m}_e c^2 t}{\hbar}\right) \sum_{n>1} a_n \Psi_n(r) \exp\left(-\frac{-iE_n t}{\hbar}\right).
\]

If we disregard small probabilities \( a_n \) for \( n > 1 \), which were considered in Secs. 3 and 4, we can rewrite Eq. (55) as

\[
\Psi(r,t) = \exp\left(-\frac{i\tilde{m}_e c^2 t}{\hbar}\right) \Psi_1(r) \exp\left(-\frac{-i\tilde{E}_1 t}{\hbar}\right).
\]

In accordance with the quantum perturbation theory\(^{12}\), first-order correction to energy of wave function (56) can be written as

\[
\tilde{m}_e = \left(1 + \frac{\phi}{c^2}\right) m_e, \quad \tilde{E}_1 = \left(1 + \frac{\phi}{c^2}\right) E_1,
\]

which is a well known redshift\(^1\). It is important that, in Eq. (57), there is no correction due to the quantum virial term (42) and (46). The virial term correction is zero due to the so-called quantum virial theorem\(^{12}\), which claims that for any value of \( n \), including \( n = 1 \),

\[
V_{n,n} = \int \Psi_n(r) \hat{V}(r) \Psi_n(r) d^3 r = 0.
\]

Equation (57) directly demonstrates the equivalence of gravitational mass and energy at macroscopic level.

5.2. Inequivalence between passive gravitational mass and energy for macroscopic coherent ensemble of superpositions of stationary quantum states

Suppose that, in the absence of gravitational field (i.e. at \( t < 0 \)), we have macroscopic ensemble of coherent superpositions of two wave functions, corresponding to ground state wave function, \( \Psi_1(r) \), and first excited energy level wave function, \( \Psi_2(r) \), in a hydrogen atom:

\[
\Psi(r,t) = \frac{1}{\sqrt{2}} \exp\left(-\frac{i\tilde{m}_e c^2 t}{\hbar}\right) \left[ \exp\left(-\frac{i\tilde{E}_1 t}{\hbar}\right) \Psi_1(r) + \exp\left(-\frac{iE_2 t}{\hbar}\right) \Psi_2(r) \right].
\]
Coherent ensemble of such wave functions, where the difference between phases of functions $\Psi_1(r)$ and $\Psi_2(r)$ is fixed, is possible to create by using lasers. We perform the same Gedanken experiment and, therefore, suddenly switch on the gravitational field (3) at $t > 0$ [see the corresponding perturbation (42) to the Hamiltonian (2)]:

$$U_1(r, t) = \frac{\phi}{c^2} [m_e c^2 + \hat{H}_0(r) + \hat{V}(r)] \Theta(t). \quad (60)$$

Then, if we disregard small probabilities of the order of $\frac{\phi^2}{c^2}$ [see Eq. (25)] and, thus, don’t take into account the mass quantization phenomenon (15), we can consider wave function (59) as wave function of two-level system and can use the corresponding variant of the time-dependent perturbation theory. In accordance with this theory$^{12}$, the wave functions in the gravitational field (3) can be written as

$$\Psi^1(r, t) = \exp\left(\frac{-im_e c^2 t}{\hbar}\right) \left[ \exp\left(\frac{-iE_1 t}{\hbar}\right) a_1(t) \Psi_1(r) \right. 
+ \exp\left(\frac{-iE_2 t}{\hbar}\right) a_2(t) \Psi_2(r). \right] \quad (61)$$

Using the results of the time-dependent perturbation theory, it is possible to find equations to determine the functions $a_1(t)$ and $a_2(t)$:

$$\frac{da_1(t)}{dt} = -iU_{11} a_1(t) - iU_{12} a_2(t) \exp\left[ -i \left( \frac{(E_2 - E_1)t}{\hbar} \right) \right] a_2(t), \quad (62)$$

$$\frac{da_2(t)}{dt} = -iU_{22} a_2(t) - iU_{21} a_1(t) \exp\left[ -i \left( \frac{(E_1 - E_2)t}{\hbar} \right) \right] a_1(t),$$

where

$$U_{11} = \Theta(t) \frac{\phi}{c^2} \int \Psi_1^*(r)[m_e c^2 + \hat{H}(r) + \hat{V}(r)]\Psi_1(r) d^3r = \Theta(t) \frac{\phi}{c^2} (m_e c^2 + E_1),$$

$$U_{12} = \Theta(t) \frac{\phi}{c^2} \int \Psi_1^*(r)[m_e c^2 + \hat{H}(r) + \hat{V}(r)]\Psi_2(r) d^3r = \Theta(t) \frac{\phi}{c^2} V_{12},$$

$$U_{22} = \Theta(t) \frac{\phi}{c^2} \int \Psi_2^*(r)[m_e c^2 + \hat{H}(r) + \hat{V}(r)]\Psi_2(r) d^3r = \Theta(t) \frac{\phi}{c^2} (m_e c^2 + E_2),$$

$$U_{21} = \Theta(t) \frac{\phi}{c^2} \int \Psi_2^*(r)[m_e c^2 + \hat{H}(r) + \hat{V}(r)]\Psi_1(r) d^3r = \Theta(t) \frac{\phi}{c^2} V_{21}, \quad (63)$$

where $V_{ij}$ are matrix elements of the virial operator (17). After substitution of Eq. (63) in Eq. (62), it possible to find that the function (59) is

$$\Psi^1(r, t) = \exp\left(\frac{-im_e c^2 t}{\hbar}\right) [\Psi_1^1(r, t) + \Psi_1^2(r, t)], \quad (64)$$
where
\[ \Psi_1(r,t) = \frac{1}{\sqrt{2}} \exp \left[ -i \frac{(m_e c^2 + E_1) \phi t}{c^2} \right] \exp \left( -i \frac{E_1 t}{\hbar} \right) \left[ 1 - \frac{\phi V_{12}}{c^2(E_2 - E_1)} \right] \Psi_1(r) \]
\[ + \frac{1}{\sqrt{2}} \exp \left( -i \frac{E_2 t}{\hbar} \right) \frac{\phi V_{12}}{c^2(E_2 - E_1)} \Psi_1(r), \]  
\hspace{1cm} (65) 
and
\[ \Psi_2(r,t) = \frac{1}{\sqrt{2}} \exp \left[ -i \frac{(m_e c^2 + E_2) \phi t}{c^2} \right] \exp \left( -i \frac{E_2 t}{\hbar} \right) \left[ 1 - \frac{\phi V_{21}}{c^2(E_1 - E_2)} \right] \Psi_2(r) \]
\[ + \frac{1}{\sqrt{2}} \exp \left( -i \frac{E_1 t}{\hbar} \right) \frac{\phi V_{21}}{c^2(E_1 - E_2)} \Psi_2(r). \]
\hspace{1cm} (66) 

It is possible to demonstrate that with accuracy to the first order of the small parameter, \( |\phi| c^2 \ll 1 \), the wave function (64)–(66) can be written as
\[ \Psi_1(r,t) = \frac{1}{\sqrt{2}} \exp \left[ -i \frac{(m_e c^2 + E_1)(1 + \phi) t}{c^2} \right] \left[ 1 - \frac{\phi V_{12}}{c^2(E_2 - E_1)} \right] \Psi_1(r) \]
\[ + \frac{\phi V_{21}}{c^2(E_1 - E_2)} \Psi_2(r) \]
\[ + \frac{\phi V_{12}}{c^2(E_2 - E_1)} \Psi_1(r), \]
\hspace{1cm} (67) 
where the wave function is normalized with the same accuracy:
\[ \int |\Psi_1(r,t)|^2 \Psi_1(r,t) d^3r = 1 + O \left( \frac{\phi^2}{c^4} \right). \]
\hspace{1cm} (68) 

Taking into account that we consider macroscopic coherent ensemble of superposition of quantum states (59) and (67), it is easy to calculate the expectation value of energy per one electron in gravitational field for wave function (67):
\[ \langle E \rangle = m_e c^2 \left( 1 + \frac{\phi}{c^2} \right) + \frac{(E_1 + E_2)}{2c^2} \left( 1 + \frac{\phi}{c^2} \right) + V_{12} \frac{\phi}{c^2}. \]
\hspace{1cm} (69) 
Note that the first term and the second one are expected. On the other hand, the last term contains contribution to the weight of macroscopic coherent ensemble from the virial term (17) and breaks the equivalence of passive gravitational mass and energy for quantum superposition of stationary state.

Note that so far we have considered macroscopic coherent ensemble of superposition of stationary wave functions, which is characterized by constant difference of phases, \( \alpha = 0 \), between the first and the second quantum states. If we introduce
more general macroscopic coherent ensemble,

$$\Psi(r, t) = \frac{1}{\sqrt{2}} \exp \left( -i m_e c^2 t / \hbar \right) \left[ \exp \left( -i E_1 t / \hbar \right) \Psi_1(r) + \exp \left( i \alpha \right) \exp \left( -i E_2 t / \hbar \right) \Psi_2(r) \right],$$

(70)

the expectation value of energy in the gravitational field (3) is changed,

$$\langle E \rangle = m_e c^2 \left( 1 + \frac{\phi}{c^2} \right) + \frac{(E_1 + E_2)}{2c^2} \left( 1 + \frac{\phi}{c^2} \right) + V_{12} \cos \frac{\alpha \phi}{c^2}. \quad (71)$$

It is important that Eqs. (69) and (71) directly demonstrate the breakdown of the equivalence between gravitational mass and energy at macroscopic level for coherent ensemble of superposition of stationary quantum state. On the other hand, for the noncoherent ensembles, phase \( \alpha \) is not fixed in Eq. (71) and, thus, the last virial terms quickly averages to zero.

6. Inequivalence Between Active Gravitational Mass and Energy at Macroscopic Level

In this section, we review our results\textsuperscript{5,10}, where we showed that active gravitational mass and energy were inequivalent to each other at macroscopic level for coherent ensembles of quantum superpositions of stationary states.

6.1. Active gravitational mass in classical physics

Here, we determine electron active gravitational mass in a classical model of a hydrogen atom, which takes into account electron kinetic and potential energies\textsuperscript{7}. More specifically, we consider a particle with small bare mass \( m_e \), moving in the Coulomb electrostatic field of a heavy particle with bare mass \( m_p \gg m_e \). Our task is to find gravitational potential at large distance from the atom, \( R \gg r_B \), where \( r_B \) is the the so-called Bohr radius (i.e. effective “size” of a hydrogen atom). Below, we use the so-called weak field gravitational theory\textsuperscript{1,7}, where the post-Newtonian gravitational potential can be represented as\textsuperscript{5,10}

$$\phi(R, t) = -G \frac{m_p + m_e}{R} - G \int \frac{\Delta T^{\text{kin}}_{\alpha\beta}(t, \mathbf{r}) + \Delta T^{\text{pot}}_{\alpha\beta}(t, \mathbf{r})}{c^2 R} d^3 \mathbf{r},$$

(72)

where \( \Delta T^{\text{kin}}_{\alpha\beta}(t, \mathbf{r}) \) and \( \Delta T^{\text{pot}}_{\alpha\beta}(t, \mathbf{r}) \) are contributions to stress–energy tensor density, \( T_{\alpha\beta}(t, \mathbf{r}) \), due to kinetic and the Coulomb potential energies, respectively. We point out that, in Eq. (72), we disregard all retardation effects. Thus, in the above-discussed approximation, electron active gravitational mass is equal to

$$m_a^e = m_e + \frac{1}{c^2} \int \left[ \Delta T^{\text{kin}}_{\alpha\beta}(t, \mathbf{r}) + \Delta T^{\text{pot}}_{\alpha\beta}(t, \mathbf{r}) \right] d^3 \mathbf{r}.$$  

(73)
Let us calculate $\Delta T_{\alpha\alpha}^{\text{kin}}(t, r)$, using the standard expression for stress–energy tensor density of a moving relativistic point mass:\(^1,^2\):

$$T_{\alpha\beta}^{\text{kin}}(r, t) = \frac{m_e v^\alpha(t) v^\beta(t)}{\sqrt{1 - \frac{v^2(t)}{c^2}}} \delta^3[r - r_e(t)],$$  \hspace{1cm} (74)

where $v^\alpha$ is a four-velocity, $\delta^3(\ldots)$ is the three-dimensional Dirac $\delta$-function, and $r_e(t)$ is a three-dimensional electron trajectory.

From Eqs. (73) and (74), it directly follows that

$$\Delta T_{\alpha\alpha}^{\text{kin}}(t) = \int \Delta T_{\alpha\alpha}^{\text{kin}}(t, r) d^3r = \frac{m_e [c^2 + v^2(t)]}{\sqrt{1 - \frac{v^2(t)}{c^2}}} - m_e c^2.$$  \hspace{1cm} (75)

Note that, although calculations of the contribution from potential energy to stress–energy tensor are more complicated, they are straightforward and can be done by using the standard formula for stress–energy tensor of electromagnetic field:\(^2\):

$$T_{\mu\nu}^{\text{em}} = \frac{1}{4\pi} \left[ F_{\mu\alpha} F^\nu_{\alpha} - \frac{1}{4} \eta_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} \right],$$  \hspace{1cm} (76)

where $\eta_{\alpha\beta}$ is the Minkowski metric tensor, $F_{\alpha\beta}$ is the so-called tensor of electromagnetic field. In this paper, we use approximation, where we do not take into account magnetic field and keep only the Coulomb electrostatic field. In this approximation, we can simplify Eq. (76) and obtain from it the following expression:

$$\Delta T_{\alpha\alpha}^{\text{pot}}(t) = \int \Delta T_{\alpha\alpha}^{\text{pot}}(t, r) d^3r = -2 \frac{e^2}{r(t)},$$  \hspace{1cm} (77)

where $e$ is the electron charge. As directly follows from Eqs. (75) and (77), electron active gravitational mass can be expressed in the following way:

$$m_e^a = \left[ \frac{m_e c^2}{\left(1 - \frac{v^2(t)}{c^2}\right)^{1/2}} - \frac{e^2}{r} \right] \frac{1}{c^2} + \left[ \frac{m_e v^2}{\left(1 - \frac{v^2(t)}{c^2}\right)^{1/2}} - \frac{e^2}{r} \right] \frac{1}{c^2} = m_e^\text{c} + \frac{E}{c^2},$$  \hspace{1cm} (78)

We note that the first term in Eq. (78) is the expected one. Indeed, it is the total energy contribution to the mass, whereas the second term is the so-called relativistic virial one:\(^12\). It is important that it depends on time. Therefore, in classical physics, active gravitational mass of a composite body depends on time too. Nevertheless, in this situation, it is possible to introduce averaged over time electron active gravitational mass. This procedure results in the expected equivalence between averaged over time active gravitational mass and energy:\(^7\):

$$\langle m_e^a \rangle_t = \langle \frac{m_e c^2}{\left(1 - \frac{v^2}{c^2}\right)^{1/2}} - \frac{e^2}{r} \rangle_t \frac{1}{c^2} + \langle \frac{m_e v^2}{\left(1 - \frac{v^2}{c^2}\right)^{1/2}} - \frac{e^2}{r} \rangle_t \frac{1}{c^2} = m_e^\text{c} + \frac{E}{c^2}.$$  \hspace{1cm} (79)
We point out that, in Eq. (79), the averaged over time virial term is zero due to the classical virial theorem. It is easy to show that for nonrelativistic case, our Eqs. (78) and (79) can be simplified to
\[
m_a^e = m_e + \left(\frac{m_e v^2}{2} - \frac{e^2}{r}\right) \frac{1}{c^2} + \left(\frac{2m_e v^2}{2} - \frac{e^2}{r}\right) \frac{1}{c^2},
\]
(80)
and
\[
\langle m_a^e \rangle_t = m_e + \left(\frac{m_e v^2}{2} - \frac{e^2}{r}\right) \frac{1}{c^2} + \left(\frac{2m_e v^2}{2} - \frac{e^2}{r}\right) \frac{1}{c^2} = m_e + \frac{E}{c^2}.
\]
(81)

6.2. Active gravitational mass in quantum physics

In this section, we consider the so-called semiclassical theory of gravity\(^{14}\), where, in the Einstein’s field equation, gravitational field is not quantized but the matter is quantized:
\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = \frac{8\pi G}{c^4} \langle \hat{T}_{\mu\nu} \rangle.
\]
(82)
Here, \(\langle \hat{T}_{\mu\nu} \rangle\) is the expectation value of quantum operator, corresponding to the stress–energy tensor. To make use of Eq. (82), we have to rewrite Eq. (80) for electron active gravitational mass using momentum, instead of velocity. Then, we can quantize the obtained result:
\[
\hat{m}_a^e = m_e + \left(\frac{\hat{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2} + \left(\frac{2\hat{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2}.
\]
(83)
Note that Eq. (83) represents electron active gravitational mass operator. As directly follows, the expectation value of electron active gravitational mass can be written as
\[
\langle \hat{m}_a^e \rangle = m_e + \left(\frac{\hat{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2} + \left(\frac{2\hat{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2},
\]
(84)
where third term is the virial one.

6.2.1. Equivalence of the expectation values of active gravitational mass and energy for stationary quantum states

Now, we consider a macroscopic ensemble of hydrogen atoms with each of them being in the \(n\)th energy level. For such ensemble, the expectation value of the mass (83) is
\[
\langle \hat{m}_e^a \rangle = m_e + \frac{E_n}{c^2}.
\]
(85)
In Eqs. (84) and (85), we take into account that the expectation value of the virial term is equal to zero in stationary quantum states due to the quantum virial theorem\textsuperscript{12}. Thus, we can make the following important conclusion: in stationary quantum states, active gravitational mass of a composite quantum body is equivalent to its energy at a macroscopic level\textsuperscript{5,10}.

6.2.2. *Inequivalence between active gravitational mass and energy for macroscopic coherent ensemble of quantum superpositions of stationary states*

Below, we introduce the simplest macroscopic coherent ensemble of quantum superpositions of the following stationary states in a hydrogen atom,

\begin{equation}
\Psi(r,t) = \frac{1}{\sqrt{2}} \exp\left(-i\frac{m_e c^2 t}{\hbar}\right) \left[ \Psi_1(r) \exp\left(-i\frac{E_1 t}{\hbar}\right) + \exp(i\alpha) \Psi_2(r) \exp\left(-i\frac{E_2 t}{\hbar}\right) \right],
\end{equation}

where \(\Psi_1(r)\) and \(\Psi_2(r)\) are the normalized wave functions of the ground state (1S) and first excited state (2S), respectively. We stress that it is possible to create the coherent superposition, where \(\alpha = \text{const}\) for all macroscopic ensemble, by using lasers. It is easy to show that the superposition (86) corresponds to the following constant expectation value of energy in the absence of gravitational field,

\begin{equation}
\langle E \rangle = m_e c^2 + \frac{E_1 + E_2}{2}.
\end{equation}

Nevertheless, as seen from Eq. (84), the expectation value of electron active gravitational mass operator for the wave function (86) is not constant and exhibits time-dependent oscillations:

\begin{equation}
\langle \hat{m}_a^2 \rangle = m_e c^2 + \frac{E_1 + E_2}{2c^2} + \frac{V_{1,2}}{c^2} \cos \left[ \alpha + \frac{(E_1 - E_2)t}{\hbar} \right],
\end{equation}

where \(V_{1,2}\) is matrix element of the virial operator,

\begin{equation}
V_{1,2} = \int \Psi_1(r) \left( \frac{\hat{\mathbf{p}}^2}{2m_e} - \frac{e^2}{r} \right) \Psi_2(r) \ d^3r,
\end{equation}

between the above-mentioned two stationary quantum states. It is important that the oscillations (88) and (89) directly demonstrate breakdown of the equivalence between the expectation values of active gravitational mass and energy for coherent quantum superpositions of stationary states\textsuperscript{5,10}. We pay attention to the fact that such quantum time-dependent oscillations are very general and are not restricted by the case of a hydrogen atom. They are of a pure quantum origin and do not have classical analogs.
6.3. Experimental aspects

In this section, we suggest an idealized experiment, which allows to observe quantum time-dependent oscillations of the expectation values of active gravitational mass (88). In principle, it is possible to create a macroscopic ensemble of the coherent quantum superpositions of electron stationary states in some gas with high density. It is important that these superpositions have to be characterized by the feature that each atom (or molecule) has the same phase difference between two wave function components, $\Psi_1(r)$ and $\Psi_2(r)$. In this case, the macroscopic ensemble of the atoms (or molecules) generates gravitational field, which oscillates in time similar to Eq. (88), which, in principle, can be measured. It is important to use such geometrical distributions of the molecules and a test body, where oscillations (88) are “in phase” and, thus, do not cancel each other.

7. Summary

In Conclusion, in this paper, we have discussed in detail the breakdown of the equivalence between active and passive gravitational masses of an electron and its energy in a hydrogen atom. We stress that the considered phenomena are very general and are not restricted by atomic physics and the Earth’s gravitational field. In other words, the above discussed phenomena exist for any quantum system with internal degrees of freedom and at any gravitational field. In this paper, we also have improved several drawbacks of the original pioneering works.
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1. Introduction

The past and recent surveys from radio to far-infrared have offered fundamental probes to answer to many questions of cosmology and on the formation and evolution of the cosmic structures at different scales and times. In particular, the accurate observations of cosmic microwave background (CMB) properties sanctioned

---
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the passage to the so-called precision cosmology, calling for a further progress to unravel the mysteries of the early Universe and of its evolution up to the present epoch and beyond. At the same time, the information contained in the radio sky is of increasing relevance to unveil the complexity of the early stages of stars and galaxies stored in the imprints left in the cosmic background by the 21-cm redshifted line from neutral hydrogen from the dark and dawn ages to the epoch of reionization (EoR), accessible thanks to the enormous improvement of recent and future radio projects and facilities. Sub-millimetre to infrared (IR) observations offer powerful diagnostics for a broad set of astrophysical mechanisms and conditions, also because, due to the reprocessing and the cosmic expansion, a large fraction of the optical and ultraviolet radiation from stars in galaxies comes to us at longer wavelengths. The exploitation of these surveys also revealed the close connection between our comprehension of the global properties of the Universe and the detailed understanding of the astrophysical processes operating in bounded objects and in the diffuse medium at different scales.

The structure of this paper is as follows. In Sect. 2.1 we report on some of the main cosmological results from the Planck mission, focussing on the precise determination of cosmological parameters in the Λ cold dark matter (ΛCDM) model and in some extensions, and discuss the issue of possible tensions about some parameters, first of all the Hubble constant. The estimation of a particular parameter combination based on the analysis of the diffuse thermal Sunyaev-Zeldovich (SZ) effect coming from all the galaxies clusters and the related so-called bias problem are discussed. In Sect. 3 we briefly describe recent proposals of future CMB missions and their main scientific purposes. Sect. 4 is dedicated to some specific topics in astrophysical cosmology, namely the study of CMB spectral distortions and of cosmic IR background (CIB) spectrum through the analysis of the cosmic dipole frequency behaviour aimed at constraining the (early and late) thermal and star formation histories, the cosmological evolution of neutral hydrogen at high redshifts through the analysis of the 21-cm redshifted line and the imprints of black holes high mass X-ray binaries microquasars in cosmic backgrounds. In Sect. 5 we move to extragalactic astrophysics. After a brief description of the Planck contribution in the field, we illustrate two new promising research paths, the study of early phases of galaxy evolution exploiting the strong gravitational lensing and of the cluster evolution, in relation to the prospects of future CMB experiments. We then report on an investigation of the molecular hydrogen clouds in galactic halos using Planck observations of the Doppler asymmetry in CMB radiation. We finally illustrate a wide set of open astrophysical problems that can be investigated with a future IR space mission.
2. Cosmological parameters

2.1. Planck results

The Planck satellite\(^a\), launched in 2009, was equipped with a Gregorian dual reflector telescope of 1.5m diameter, whose focal plane was able to collect the microwave photons owing to two wide band cooled receiver arrays, the Low Frequency Instrument (LFI) made up of radiometers operative at 20 K, and the High Frequency Instrument (HFI) composed of bolometers working at 100 mK. The two instruments observed the sky in 9 frequency bands, performing respectively 8 and 5 nearly all sky surveys, LFI at 30, 44 and 70 GHz and HFI at 100, 143, 217, 353, 545, 857 GHz, with telescope optical axis pointing at 85° from the spin axis\(^1,2\). Planck observed the sky from a large Lissajous orbit around the Sun-Earth L2 Lagrange point in order to offer stable observing conditions and minimize contamination from side lobe pick-up of stray radiation from the Sun, Earth, and Moon, scanning the sky while spinning at 1 rpm in almost great circles. The Planck full width half maximum (FWHM) resolution ranges from 33.3′ to 4.3′ from 30 GHz to 857 GHz, and the final sensitivity per FWHM\(^2\) resolution element span \(\sim 2 - 14 \mu K/K\) in terms of \(\delta T/T\) for frequencies \(\nu \leq 353\)GHz.

Reprocessing LFI and HFI data, the Planck Collaboration released maps in temperature at the nine frequency bands and in polarization at the seven polarization sensitive bands up to 353 GHz, and extracted Stokes \(T,Q,U\) parameter maps of CMB anisotropies on the whole sky with unprecedented sensitivity and resolution. For many investigations, the anisotropy signals of billions of pixels are compressed in several thousand of numbers, namely the correlators \(C^{XY}_\ell\), where \(X\) and \(Y\) stands for \(T,E,B\), at the multipole \(\ell \sim 180^\circ/\theta\), \(\theta\) being the angular scale of interest. A linear combination of \(Q,U\) allows us to define, in Fourier space, the pure polarization angular power spectra (APS), the so-called \(E\)-modes (gradient component) and \(B\)-modes (curl component). Together with temperature anisotropies, four APS, \(C^{TT}_\ell\), \(C^{EE}_\ell\), \(C^{BB}_\ell\), \(C^{TE}_\ell\), the latter being the temperature polarization cross correlation, were extracted. Under the assumption of random Gaussian fluctuations, the CMB APS \(C^{XY}_\ell\) contain all the relevant statistical information that was indeed mainly analyzed through Markov chain Monte Carlo methods ingesting the corresponding theoretical predictions of Boltzmann codes to derive the cosmological parameters characterizing sets of models, marginalizing also over instrument and foreground residual parametrizations\(^3\).

Cosmological results based on Planck observations were presented in three (2013, 2015 and 2018) subsequent releases. The temperature and polarization CMB APS are consistent with the standard spatially-flat six-parameter \(\Lambda\)CDM cosmology with a power-law spectrum of adiabatic scalar perturbations (denoted “base \(\Lambda\)CDM”).

\(^a\)Planck hosted instruments provided by two scientific Consortia funded by European Space Agency (ESA) member states (in particular the lead countries: France and Italy) with contributions from National Aeronautics and Space Administration (NASA), USA, and telescope reflectors provided in a collaboration between ESA and a scientific Consortium led and funded by Denmark.
Table 1. Estimation and 68% C.L. intervals for the six-parameters of the base \( \Lambda \)CDM model and five derived parameters from the 2018 Planck release of CMB APS in \( TT \) and low-\( \ell \) \( EE \) modes (second column) and in \( TT, EE \) and \( TE \) modes in combination with CMB lensing reconstruction and BAO (third column).

<table>
<thead>
<tr>
<th>Six-parameters of the base ( \Lambda )CDM model</th>
<th>( \Omega_b h^2 )</th>
<th>( \Omega_c h^2 )</th>
<th>( 100\theta_{MC} )</th>
<th>( \tau )</th>
<th>ln(10(^{10}A_s ))</th>
<th>( n_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_b h^2 )</td>
<td>0.02212 ± 0.00022</td>
<td>0.1206 ± 0.0021</td>
<td>1.04077 ± 0.00047</td>
<td>0.0522 ± 0.0080</td>
<td>3.040 ± 0.016</td>
<td>0.9626 ± 0.0057</td>
</tr>
<tr>
<td>( \Omega_c h^2 )</td>
<td>0.1206 ± 0.0021</td>
<td>0.11933 ± 0.00091</td>
<td>1.04101 ± 0.00029</td>
<td>0.0561 ± 0.0071</td>
<td>3.047 ± 0.014</td>
<td>0.9665 ± 0.0058</td>
</tr>
<tr>
<td>( 100\theta_{MC} )</td>
<td>1.04077 ± 0.00047</td>
<td>1.04101 ± 0.00029</td>
<td>0.0561 ± 0.0071</td>
<td>3.047 ± 0.014</td>
<td>0.9665 ± 0.0058</td>
<td></td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.0522 ± 0.0080</td>
<td>0.0561 ± 0.0071</td>
<td>3.047 ± 0.014</td>
<td>0.9665 ± 0.0058</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(10(^{10}A_s ))</td>
<td>3.040 ± 0.016</td>
<td>3.047 ± 0.014</td>
<td>0.9665 ± 0.0058</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n_s )</td>
<td>0.9626 ± 0.0057</td>
<td>0.9665 ± 0.0058</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derived parameters</th>
<th>( H_0 ) [km/s/Mpc]</th>
<th>( \Omega_m )</th>
<th>( \sigma_8 )</th>
<th>( 10^9A_s e^{-2\tau} )</th>
<th>Age of the Universe [Gyr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_0 )</td>
<td>66.88 ± 0.92</td>
<td>0.321 ± 0.013</td>
<td>0.8118 ± 0.0089</td>
<td>1.884 ± 0.014</td>
<td>13.830 ± 0.037</td>
</tr>
<tr>
<td>( \Omega_m )</td>
<td>67.66 ± 0.42</td>
<td>0.3111 ± 0.0056</td>
<td>0.8102 ± 0.0060</td>
<td>1.881 ± 0.010</td>
<td>13.787 ± 0.020</td>
</tr>
<tr>
<td>( \sigma_8 )</td>
<td>0.8118 ± 0.0089</td>
<td>0.8102 ± 0.0060</td>
<td>1.881 ± 0.010</td>
<td>13.830 ± 0.037</td>
<td></td>
</tr>
<tr>
<td>( 10^9A_s e^{-2\tau} )</td>
<td>1.884 ± 0.014</td>
<td>1.881 ± 0.010</td>
<td>13.830 ± 0.037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of the Universe [Gyr]</td>
<td>13.830 ± 0.037</td>
<td>13.787 ± 0.020</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Cosmological parameter results\(^4\) from the final full-mission Planck measurements\(^5\)–\(^7\) have been presented in the 2018 release, combining information from the temperature and polarization maps and the lensing reconstruction and including the information from baryonic acoustic oscillations (BAO) (see Tab. 1).\(^8\)

Compared to the 2015 results\(^9\), the improved measurement of large-scale polarization, foreground cleaning and likelihood analysis allow us to measure the value of \( \tau \) (see also Sects. 4.1 and 4.2) with higher precision, suggesting a mid-point reionization redshift in the range \( 7.1 - 7.8 \) only slightly dependent on the explored data set (namely, \( z_{re} = 7.50 \pm 0.82 \) or \( z_{re} = 7.8 \pm 0.7 \) with reference to the cases in Tab. 1), in agreement with astrophysical observations of quasar absorption lines and supporting models in which reionization happened relatively fast and late. Extensions to more general reionization models indicate that the results found for the other cosmological parameters are essentially insensitive to uncertainties in the reionization history.

The refined analysis of the small-scale polarization provided a more robust determination of many parameters, the uncertainties in the treatment of various types of residuals affecting their estimation only at the 0.5 \( \sigma \) level. A remarkable, good consistency of the six parameters of the base \( \Lambda \)CDM model was found when considering

\( ^{\text{b}} \)According to ref. 4, \( h = H_0/(100\text{ km/s/Mpc}) \), \( H_0 \) being the Hubble constant; \( \Omega_b, \Omega_c \) and \( \Omega_m \) are respectively the baryon, cold dark matter (CDM) and (global, non-relativistic) matter density parameters; \( \tau \) is the Thomson optical depth of cosmological reionization; \( \theta_{MC} \) is an approximation to the acoustic scale angle \( \theta_a \equiv \tau_r/D_A \) where \( \tau_r \) is the comoving sound horizon at recombination quantifying the distance the photon-baryon perturbations can influence, and \( D_A = (1+z)D_M \) where \( D_A \) is the usual angular diameter distance, is the comoving angular diameter distance that maps this distance into an angle on the sky; \( A_s \) and \( n_s \) are the amplitude and spectral index of the power spectrum of primordial scalar perturbations; \( \sigma_8 \) is the matter fluctuation amplitude on a scale of \( 8h^{-1}\text{Mpc} \).
polarization, temperature, and lensing data, separately and in combination. Even considering many typical extensions of this model, the results found for these parameters remain substantially stable, with only a weak dependence on the adopted cosmological model and only slightly increased uncertainties in their estimation.

2.2. Model extensions and the tension on the Hubble constant

Various types of extensions of the base ΛCDM model were considered in the Planck 2018 release, finding no compelling evidence supporting extensions to the base ΛCDM model.

Relativistic particle influence CMB anisotropies, mainly at intermediate and small angular scales. Planck data in combination with BAO measurements (and considering single-parameter extensions) constrain the effective extra relativistic degrees of freedom to be \( N_{\text{eff}} = 2.99 \pm 0.17 \), in agreement with the Standard Model prediction \( N_{\text{eff}} = 3.046 \), and tightly constrain the neutrino mass to \( \sum m_\nu < 0.12 \text{ eV} \).

Standard big-bang nucleosynthesis predictions for the helium and deuterium abundances for the base ΛCDM cosmology are in excellent agreement with observations.

The CMB spectra prefer higher lensing amplitudes than predicted in base ΛCDM model at over 2σ, which pulls some parameters that affect the lensing amplitude away from the ΛCDM model; however, this is not supported by the lensing reconstruction\(^8\) or (in models that also change the background geometry) BAO data.

The joint constraint with BAO measurements on spatial curvature is consistent with a flat universe, \( \Omega_K = 0.001 \pm 0.002 \), while combining with Type Ia supernovae (SNe), the dark energy (DE) equation of state parameter is measured to be \( w_0 = -1.03 \pm 0.03 \), with no significant deviations from an interpretation in terms of a cosmological constant.

At the scales measured by Planck the primordial spectrum has been found to be well described by a pure power-law. The joint analysis of CMB polarization from Planck, BICEP2 and Keck Array data, in combination with measurements from BAO, sets the ratio between primordial tensor and scalar perturbations to \( r < 0.07 \) at the wavenumber \( k = 0.002 \), constraining inflationary models\(^9\) and setting the scene for future projects (see Sect. 3).

The Planck base ΛCDM results are in good agreement with BAO, SNe, and some galaxy lensing observations, but in slight tension with the Dark Energy Survey’s combined-probe results including galaxy clustering (which prefer lower fluctuation amplitudes or matter density parameters).

The value of the \( H_0 \) for the Planck base ΛCDM cosmology results in substantial tension, at \( \approx 3.6 \sigma \) level, with the local determination through Type Ia SNe by ref.\(^{10}\) and even more, at \( \approx 4.4 \sigma \) level, with the most recent one by ref.\(^{11}\) which implies a higher value, \( H_0 = (74.03 \pm 1.5) \text{ km/s/Mpc} \), while the Planck measurement is in excellent agreement with independent inverse-distance ladder measurements using BAO, SNe, and element abundance results. Model extensions have been
investigated in ref.\textsuperscript{4} to resolve the tension with the value of $H_0$ from Type Ia SNe, including, other than those mentioned above, also modified gravity, DE models, recombination history, primordial scalar perturbations with running spectral index possibly combined with tensor modes, but none of these models convincingly resolves this problem.

An attempt to solve this tension involves the observational evidence of the existence of local radial inhomogeneities extending in different directions up to a redshift $z \simeq 0.07$ that could affect a significant fraction ($\sim 40\%$) of the Cepheids used for SNe calibration. Different methods used in ref.\textsuperscript{12} to compute the effects of these inhomogeneities on the low-redshift luminosity and angular diameter distance, using an exact solution of the Einstein’s equations, linear perturbation theory and a low-redshift expansion, point towards the relevance of the non-relativistic Doppler redshift correction (proportional to the volume averaged density contrast and to the comoving distance from the center). Using a new direct relation between the luminosity distance and the monopole of the density contrast, which does not involve any metric perturbation, the monopole of the density field was reconstructed through a new inversion method from the deviations of the redshift uncorrected observed luminosity distance respect to the ΛCDM prediction based on cosmological parameters obtained from large scale observations. The method suggests the existence of inhomogeneities effects not previously taken into account in density field maps at $z \leq 0.06$, used to obtain the peculiar velocity for redshift correction, i.e. at a scale not large enough for detecting inhomogeneities up to $z = 0.07$, underlying the relevance of accurately normalizing the density field respect to the average large scale density of the Universe. Of course, the CMB high-$z$ measure of $H_0$ are insensitive to local inhomogeneities.

Other methods explore observations at intermediate redshifts. For example, in ref.\textsuperscript{13} the joint use of four different observables (SZ effect combined with X-ray surface brightness of galaxy clusters, ages of old high-redshift galaxies, observational measurements of the Hubble parameter, and BAO peak) proposed in ref.\textsuperscript{14} was revised reconsidering the sample of galaxy clusters and performing a new characterization of systematic uncertainties, and a value of $H_0$ fully consistent with Planck results was inferred.

Forthcoming cosmological surveys in various bands, including those aimed at filling the gap between low and high redshifts measures of $H_0$, will allow us to firmly understand if the tension comes from observational or data analysis issues or reflects instead the imprint of physics beyond ΛCDM possibly involving, e.g., specific neutrino sector\textsuperscript{15} or early DE\textsuperscript{16} models.

### 2.3. Constraints from thermal SZ power spectrum

The Planck mission performed multifrequency surveys of the SZ effect, the Second Planck catalogue of SZ galaxy clusters (PSZ2) being the largest and deepest all-sky selected galaxy clusters archive, enclosing 1653 sources\textsuperscript{17}, $\sim 73\%$ of them with
counterparts in external data sets (see also ref. 5). Remarkably, the *Planck* surveys allowed us to study the diffuse thermal SZ (tSZ) effect coming from all the galaxies clusters in the observable Universe through the analysis of the fluctuations of the Comptonization parameter, \(y\), representing an important tool to probe clusters physics and evolution as well as cosmology 18. In particular, the angular power spectrum of the tSZ \(C^{\text{tSZ}}_\ell = \int \frac{dV}{(dzd\Omega)} \int dM \frac{dn}{dM} |y_\ell(M,z)|^2\), depending on the halo mass function, \(\frac{dn}{dM}\), and the squared amplitude of two dimensional Fourier transform of the electron pressure profile, \(|y_\ell|^2\), integrated over the redshift, with the differential volume element, and over the masses, provides information on certain combinations of cosmological parameters 20.

At large scales \(\ell \lesssim 10^3\) \(C^{\text{tSZ}}_\ell\) reflects the Poisson random distribution of the sources and the evolution of the halo mass function related to the amplitude of matter clustering, i.e., to \(\sigma_8\). The electron pressure profile is instead relevant at all scales, affecting the \(C^{\text{tSZ}}_\ell\) amplitude and, at smaller scales, the \(C^{\text{tSZ}}_\ell\) shape, because of the halos morphology, resulting in a peak in \(\ell(\ell + 1)C^{\text{tSZ}}_\ell\) at \(\ell \simeq 3000\). The determination of the electron pressure profile dependence on the cluster mass is based on the relation between the SZ flux and the mass. The latter is typically inferred from X-ray observations and suffers from a relevant mismatch with that derived from lensing observations, when available, that are in principle sensitive to the true cluster mass, thus calling for the introduction of a bias parameter, \(B = (1 - b)^{-1}\), in the formula of the electron pressure profile, \((1 - b)\) being the usual mass bias factor accounting for any difference between the X-ray mass proxies used to establish the scaling relations and the true (halo) mass.

At \(\ell \lesssim 10^3\), \(C^{\text{tSZ}}_\ell\) is found to be mainly dependent on the parameter combination \(F = \sigma_8(\Omega_m/B)^{0.40} h^{-0.21}\) through the approximate relation \(\ell(\ell + 1)C^{\text{tSZ}}_\ell \propto F^{8.1}\), and \(F\) can be then estimated from data with likelihood methods including also proper parametrizations of noise and the other (“foreground”) contributions to \(C_\ell\). The value \(F = 0.460 \pm 0.012\) at 68% CL retrieved in this way can be compared with that of \(FB^{0.40} = 0.568 \pm 0.015\) at 68% CL derived from *Planck* CMB temperature and low-\(\ell\) polarization anisotropy for the base \(\Lambda\)CDM model in the second release 3 (or only slightly changed when using the values in Tab. 1), thus requiring \(B = 1.71 \pm 0.17\) at 68% CL, i.e. \(1 - b \simeq 0.58\), consistent with results from SZ number counts 21, i.e. the mass estimated from X-rays is about 40% lower than their true mass 22. Including deviations from hydrostatic equilibrium by non-thermal pressure could partially alleviate this problem, while forthcoming X-ray measurements by, e.g., eROSITA, will greatly reduce uncertainties in X-ray data and, together with next SZ observations, e.g., from NIKA2, could solve this bias problem, making galaxies clusters competitive to constrain some cosmological parameters, or, maybe, reveal new physics 20.
3. Future CMB missions

Recent proposals of CMB missions are based on concepts and designs aimed at improving the measure of polarization anisotropies and at minimizing the impact of foregrounds using a large number of frequency channels (see also the CMI session, and related contributions in these proceedings, for their complementarities with ground-based and balloon-borne projects).

The Primordial Inflation Explorer 23 (PIXIE) is an Explorer-class mission submitted to NASA in 2011 aimed at the mapping with high signal to noise ratio in absolute intensity and linear polarization the CMB and the diffuse astrophysical foregrounds over the full sky, from 30 GHz to 6 THz (1 cm to 50 μm) with degree resolution. It is designed to perform absolute spectroscopy measurements and to simultaneously observe the large-scale CMB B-modes. It will provide crucial constraints on Universe ionization history, on CIB spectrum and anisotropies. Great hopes on CMB spectral distortion parameters (see also the CM3 session and related contributions in these proceedings) are expected from PIXIE, thanks to its absolute calibration of the CMB temperature measure with a precision about $10^3$ times better than COBE/FIRAS.

LiteBIRD 24 is a degree resolution Lite (Light) Satellite for the studies of B-mode polarization and Inflation from cosmic background Radiation Detection at the extremely early Universe proposed to the Japan Aerospace Exploration Agency (JAXA) in 2015. It is a highly-targeted mission, with the primary aim of the B-modes detection at the level of $r \sim 10^{-3}$, about one order of magnitude lower than that achievable from the ground, performed in combination with ground based, high-resolution telescopes helping the accurate subtraction of the lensing contribution to B-mode.

The Cosmic ORigins Explorer (CORE) 25, submitted to the ESA in 2016 in response to a call for future medium-sized space mission proposals for the M5 launch opportunity of ESA Cosmic Vision programme, is a satellite dedicated to microwave polarization. CORE is targeted to provide and exploit definitive maps of CMB polarization anisotropies at large and medium angular scales, with a suppression of all systematic effects at an extremely accurate level over 19 frequency channels spanning the 60-600 GHz range, relevant to characterize astrophysical foreground emissions.

The Probe of Inflation and Cosmic Origin (PICO) 26 is currently one of the 8 Probe-Scale – $400M – $1000M – space missions proposed to NASA whose study is being funded. The concept and performance of PICO are similar to those of CORE, but with 21 frequency bands in the 21-799 GHz range, i.e. a larger frequency coverage for a better control of foreground signals and astrophysical studies.

CMB Bharat is a satellite, proposed in response to the Announcement of Opportunity for future Astronomy missions by the Indian Space Research Organisation.

http://cmb-bharat.in/
(ISRO), dedicated to microwave polarization with concept and performance similar to those of CORE but with a proposed frequency coverage up to about 900 GHz to further improve CIB science and foreground mitigation, and, possibly, equipped with a dedicated spectrometer to perform absolute spectrum measurements and useful also for high level calibration of the differential polarization signal.

Remarkably, the next generation of CMB missions, and, if funded, a large mission, as, e.g., in the view proposed for the Polarized Radiation Imaging and Spectroscopy Mission (PRISM), far from being limited to the scientific outcomes driven by their main goals, will allow us to significantly improve the current results in parameter estimation and large scale structure, to characterize a wide set of cosmological model extensions, to answer fundamental physics questions, and, in the case of a detection of primordial gravitational waves, to determine the shape of their spectrum with great implications for our understanding of the early Universe (see, e.g., refs. 28, 29 for detailed forecasts based on CORE specifications), offering at the same time exquisite all-sky surveys for astrophysical studies, both Galactic and extragalactic (see Sect. 5.1).

4. Astrophysical cosmology

4.1. Thermal and star formation history from cosmic dipoles

The analysis of cosmic dipoles is crucial in cosmology, being linked with the isotropy and homogeneity of the Universe at the largest scales. The observed dipole comes from different contributions, of both cosmological and astrophysical (extragalactic and Galactic) origin. The frequency spectral behaviour of the dipole effect due to the observer motion with respect to the CMB rest frame offers the opportunity to be investigated to constrain the CMB and CIB frequency spectra thanks to future missions, described in Sect. 3, without requiring an independent absolute calibration (see Trombetti, these proceedings).

4.1.1. CMB and CIB spectra: from monopoles to dipoles

The precise interpretation of tiny CMB spectral distortions predicted at different cosmic times provides information on cosmological and astrophysical processes, some of them unavoidable, otherwise unexplored. The analysis of CIB spectrum, still not well known, can provide instead a better understanding of the dust-obscured star-formation phase of galaxy evolution. Since FIRAS, no remarkable improvements have been achieved in the knowledge of CMB spectrum at $\nu \gtrsim 30$ GHz, while, in spite of its absolute calibration precision of 0.57 mK, the FIRAS characterization CIB amplitude and shape still presents a substantial uncertainty.

At early times, a Bose-Einstein (BE) like distorted spectrum with a positive (dimensionless) chemical potential, $\mu$, is produced by the dissipation of primordial perturbations at small scales $^{30,31}$. Moreover, the matter temperature faster decrease with respect to that of radiation temperature in an expanding Universe produces
a spectral distortion mainly characterized by a BE-like spectrum with a negative chemical potential. The chemical potential quantifies the fractional energy, $\Delta \varepsilon / \varepsilon_i$, exchanged in the plasma during the interaction; for small distortions, $\mu \simeq 1.4 \Delta \varepsilon / \varepsilon_i$.

The photon occupation number of the BE spectrum is $\eta_{BE} = 1/(e^{\Delta \varepsilon / \varepsilon_i} - 1)$, where $x_\varepsilon = x/\phi(z)$, $\phi(z) = T_e(z)/T_{CMB}(z)$, being $T_e(z)$ the electron temperature, $T_{CMB} = T_0(1 + z)$ and $x = h\nu/(kT_{CMB})$ a redshift independent, dimensionless frequency. The electron heating during the cosmological reionization associated with the early stages of structure and star formation is responsible for late type distortions, described, at high frequency, by a Comptonization spectrum with the early stages of structure mainly characterized by a BE-like spectrum with a negative $\Delta \varepsilon / \varepsilon_i$.

The photon occupation number of the BE spectrum is $\eta_{BE} = 1/(e^{\Delta \varepsilon / \varepsilon_i} - 1)$, where $x_\varepsilon = x/\phi(z)$, $\phi(z) = T_e(z)/T_{CMB}(z)$, being $T_e(z)$ the electron temperature, $T_{CMB} = T_0(1 + z)$ and $x = h\nu/(kT_{CMB})$ a redshift independent, dimensionless frequency. The electron heating during the cosmological reionization associated with the early stages of structure and star formation is responsible for late type distortions, described, at high frequency, by a Comptonization spectrum with the early stages of structure mainly characterized by a BE-like spectrum with a negative $\Delta \varepsilon / \varepsilon_i$.

The photon occupation number of the BE spectrum is $\eta_{BE} = 1/(e^{\Delta \varepsilon / \varepsilon_i} - 1)$, where $x_\varepsilon = x/\phi(z)$, $\phi(z) = T_e(z)/T_{CMB}(z)$, being $T_e(z)$ the electron temperature, $T_{CMB} = T_0(1 + z)$ and $x = h\nu/(kT_{CMB})$ a redshift independent, dimensionless frequency. The electron heating during the cosmological reionization associated with the early stages of structure and star formation is responsible for late type distortions, described, at high frequency, by a Comptonization spectrum with the early stages of structure mainly characterized by a BE-like spectrum with a negative $\Delta \varepsilon / \varepsilon_i$.

The photon occupation number of the BE spectrum is $\eta_{BE} = 1/(e^{\Delta \varepsilon / \varepsilon_i} - 1)$, where $x_\varepsilon = x/\phi(z)$, $\phi(z) = T_e(z)/T_{CMB}(z)$, being $T_e(z)$ the electron temperature, $T_{CMB} = T_0(1 + z)$ and $x = h\nu/(kT_{CMB})$ a redshift independent, dimensionless frequency. The electron heating during the cosmological reionization associated with the early stages of structure and star formation is responsible for late type distortions, described, at high frequency, by a Comptonization spectrum with the early stages of structure mainly characterized by a BE-like spectrum with a negative $\Delta \varepsilon / \varepsilon_i$.

The photon occupation number of the BE spectrum is $\eta_{BE} = 1/(e^{\Delta \varepsilon / \varepsilon_i} - 1)$, where $x_\varepsilon = x/\phi(z)$, $\phi(z) = T_e(z)/T_{CMB}(z)$, being $T_e(z)$ the electron temperature, $T_{CMB} = T_0(1 + z)$ and $x = h\nu/(kT_{CMB})$ a redshift independent, dimensionless frequency. The electron heating during the cosmological reionization associated with the early stages of structure and star formation is responsible for late type distortions, described, at high frequency, by a Comptonization spectrum with the early stages of structure mainly characterized by a BE-like spectrum with a negative $\Delta \varepsilon / \varepsilon_i$.

The analytic form of the CIB spectrum, observed at present time, is $I_{CIB}(\nu) = I_0(k_BT_{CIB}([h\nu/k_B])^{0.9} = x_{CIB}^{0.9} (e^{x_{CIB}} - 1)$, with $x_{CIB} = h\nu/k_BT_{CIB} = 7.78(\nu/\nu_0)$, $\nu_0 = 3 \times 10^{12}$ Hz and $k_F = 0.64 \pm 0.12$. Here $I_0$ sets the CIB spectrum amplitude, its best-fit value being $(1.3 \pm 0.4) \times 10^{-5}$. Indeed, the direct determination of the CIB spectrum is not trivial, requiring absolute intensity measurements and being limited by foreground signals.

A relative velocity between an observer and the CMB rest frame induces a dipole (the so called $\ell = 1$ anisotropy) in the CMB sky temperature through the Doppler effect, dominated by the velocity of the Solar System, $\beta_S = \vec{v}_S / \vec{c}$, with respect to the CMB (Solar dipole), with a seasonal modulation due to the velocity of the Earth or the satellite, $\beta_n$, with respect to the Sun (orbital dipole). Neglecting the orbital dipole (useful for calibration aims), we will denote with $\vec{\beta}$ the relative velocity of the Solar dipole.

The dipole amplitude is directly proportional to the first (logarithmic) derivative with respect to the frequency of the photon occupation number. More in general, the full pattern at a given observational frequency, $\nu_{obs}$, can be computed from the photon distribution function, $\eta_{BB, dist}$, for the assumed type of distortions (BB, CIB, BE or Comptonization (C)) at the frequency $\nu_{obs}$ multiplied by $(1 - \hat{n} \cdot \vec{\beta})/(1 - \beta^2)^{1/2}$ to account for all the possible sky directions with respect to the observer peculiar velocity. The observed signal map in thermodynamic temperature is given by $T_{BB, dist}(\nu, \hat{n}, \vec{\beta}) = T_0/\ln(1/(\eta(\nu, \hat{n}, \vec{\beta})_{BB, dist} + 1))$, where $\eta(\nu, \hat{n}, \vec{\beta}) = \eta(\nu')$ with $\nu' = \nu((1 - \hat{n} \cdot \vec{\beta})/(1 - \beta^2)^{1/2}$. Decomposing the maps into spherical harmonics and reproducing them from the $a_{lm}$ up to a desired multipole $\ell_{max}$, it is possible to compute the signal map for each $\ell$: at the accuracies of the discussed projects, it is found to be important for the dipole, possibly appreciable for the quadrupole and of strongly decreasing relevance at higher multipoles.
4.1.2. Results and perspectives

Detailed simulations allow us to quantify the sensitivity of a given project to measure spectral distortion parameters and CIB amplitude in the presence of only ideal noise or including also potential (calibration and foreground) residuals through $\Delta\chi^2$ analyses based on the comparison of the adopted input sky with different model assumptions, possibly applying suitable sky masks like those publicly available from the Planck Legacy Archive (PLA). Calibration errors and foreground residuals can be modeled generating random fluctuations, depending also on sky signal, parametrizing their overall fractional levels at a certain pixel scale with two key parameters (namely $E_{\text{cal}}$ and $E_{\text{for}}$).

The joint exploitation of all frequency channels (assumed independent from each other) and of the combinations of the maps differences from pairs of frequency bands is found to be particularly advantageous, being sensitive to both amplitude and spectral shape of the considered dipole signal, while the use of a suitable mask can improve parameters reconstruction. Tab. 2 summarizes the main results, obtained for the CORE specifications, expressed in terms of a factor characterizing the improvement with respect to FIRAS. Even under pessimistic assumptions, a clear improvement in the CIB spectrum amplitude and a marginal detection of the improvement with respect to FIRAS. Even under pessimistic assumptions, a clear improvement in the CIB spectrum amplitude and a marginal detection of the energy release associated to astrophysical reionization models are foreseen, while improvements in foreground mitigation and calibration will allow us to derive more

<table>
<thead>
<tr>
<th>$E_{\text{cal}}$ (%)</th>
<th>$E_{\text{for}}$ (%)</th>
<th>CIB amplitude</th>
<th>BE</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal case, all sky</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\approx 4.4 \times 10^3$</td>
<td>$\approx 10^3$</td>
</tr>
<tr>
<td>All sky</td>
<td>10^{-4}</td>
<td>10^{-2}</td>
<td>$\approx 15$</td>
<td>$\approx 42$</td>
</tr>
<tr>
<td>P76</td>
<td>10^{-4}</td>
<td>10^{-2}</td>
<td>$\approx 19$</td>
<td>$\approx 42$</td>
</tr>
<tr>
<td>P76ext</td>
<td>10^{-2}</td>
<td>10^{-2}</td>
<td>$\approx 17$</td>
<td>$\sim 4$</td>
</tr>
<tr>
<td>P76ext</td>
<td>10^{-4}</td>
<td>10^{-2}</td>
<td>$\approx 22$</td>
<td>$\approx 47$</td>
</tr>
<tr>
<td>P76ext</td>
<td>10^{-4}</td>
<td>10^{-3}</td>
<td>$\approx 2.1 \times 10^2$</td>
<td>$\approx 2.4 \times 10^2$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 19$</td>
<td>$\approx 26$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 48$</td>
<td>$\approx 35$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_s$</th>
<th>$E_{\text{cal}} \ (%)$</th>
<th>$E_{\text{for}} \ (%)$</th>
<th>CIB amplitude</th>
<th>BE</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>P76ext, $N_s = 128$</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 38$</td>
<td>$\approx 51$</td>
<td>$\approx 23$</td>
</tr>
<tr>
<td>P76ext, $N_s = 128$</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 43$</td>
<td>$\approx 87$</td>
<td>$\approx 30$</td>
</tr>
<tr>
<td>P76ext, $N_s = 256$</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 76$</td>
<td>$\approx 98$</td>
<td>$\approx 44$</td>
</tr>
<tr>
<td>P76ext, $N_s = 256$</td>
<td>$10^{-3} \ (\leq 340)$</td>
<td>$10^{-2} \ (\leq 340)$</td>
<td>$\approx 85$</td>
<td>$\approx 1.6 \times 10^2$</td>
<td>$\approx 73$</td>
</tr>
</tbody>
</table>

*Table 2. Predicted improvement in the recovery of CIB spectrum amplitude and the CMB distortion parameters with respect to FIRAS for different calibration and foreground residual assumptions. “P76” stands for the Planck common mask (in temperature) of the PR2–2015 release covering about 76% of the sky and “P76ext” denotes its extension that excludes all the pixels at $|b| \leq 30^\circ$. When not stated, all values refer to $E_{\text{cal}}$ and $E_{\text{for}}$ at $N_{\text{side}} = 64$; the values in round brackets possibly refer to the corresponding frequency range (in GHz). From ref. [35] ©SISSA Medialab Srl. Reproduced by permission of IOP Publishing. All rights reserved.*

*http://pla.esac.esa.int/pla/*
precise results or constraints on dissipation mechanisms occurring at any epoch, including primeval processes.

4.2. 21-cm signal of neutral hydrogen from high cosmological redshifts

The evolution history of the neutral Universe in the first few hundred million years after the Big Bang, as well as the processes of the primordial star formation and reionization, remains poorly constrained. Theoretical modelling bridges between existing observations of the two dimensional surface of recombination at redshift $z \sim 1100$ probed by the CMB radiation, and the epoch of galaxy formation with the most distant detected galaxy located at $z = 11.1^{36}$.

The 21-cm signal of neutral hydrogen provides a unique way to constrain the first few hundred million years (see Fialkov, these proceedings). The hyper-fine splitting of the lowest hydrogen energy level gives rise to the rest-frame $\nu_{21} = 1.42$ GHz radio signal with the equivalent wavelength of 21 cm (see ref.37 for a recent review). The cumulative signal of neutral intergalactic medium observed against the background radiation depends on the processes of cosmic heating and ionization and, to the leading order, scales as $T_{21} \propto x_{\text{HI}} (1 - T_{\text{rad}} T_{S}^{-1})$ where $T_{\text{rad}}$ is the brightness temperature of the background radiation at 1.42 GHz and $T_{S}$ is the spin temperature of the transition which at cosmic dawn is close to the kinetic temperature of the gas, $T_{K}$. Owing to its dependence on the underlying astrophysics and cosmology, this signal is a powerful tool to characterize the formation and the evolution of the first populations of astrophysical sources and, potentially, properties of dark matter (DM), across cosmic time. Uncertainties in the high-redshift astrophysical processes result in a large variety of the possible 21-cm signals (see grey lines in Fig. 1).

Observations with the High-Band antenna of the Experiment to Detect the Global EoR Signature (EDGES)$^{39-41}$ and the Shaped Antenna measurement of the background RAdio Spectrum2 (SARAS2)$^{42,43}$ yield upper limits on the 21-cm signal from redshifts $z \sim 6 - 15$. In the framework of standard astrophysical modelling, the data require star formation in small DM halos$^{41}$ and rule out extremely non-efficient X-ray heating sources$^{41-43}$.

Recently, the first detection of the sky-averaged (global) 21-cm signal of neutral hydrogen from $z \sim 13 - 27$ has been claimed based on two years of observations with the EDGES Low-Band antenna in the 50 – 100 MHz frequency range$^{44}$. If confirmed, this is the only existing observation from the intermediate redshift range and is the first observational evidence of the primordial star formation at $z \sim 20$ ($\sim 180$ million years after the Big Bang) and early X-ray heating. The reported cosmological 21-cm signal is centered at $z = 17.2$ (which corresponds to $\nu = 78.2$ MHz), and features an absorption trough of $T_{21} = -500^{+200}_{-500}$ mK, where the error corresponds to 99% confidence including both thermal and systematic noise. The depth of the feature is at least twice as strong as predicted in standard astrophysical scenarios (based on the assumption of $\Lambda$CDM cosmology and hierarchical structure
formation) where the strongest possible feature at $z \simeq 17$ is $\simeq -209$ mK, assuming the CMB as the background radiation with $T_{CMB} \simeq 49.5$ K and the coldest possible temperature of the intergalactic medium (IGM) of $\sim 7.2$ K obtained in the absence of X-ray heating sources. The observed $T_{21} < -300$ mK requires either the gas to be much colder (around 5.2 K) or the background radiation to be much stronger (around 67.2 K), which is hard to explain by astrophysics alone. The frequency of the detected feature can be related to the formation of the first stars which couple the spin temperature to the temperature of the gas via absorption and re-emission of Ly-$\alpha$ photons; while the narrowness of the feature indicates a relatively rapid onset of X-ray heating.

To explain the depth of the reported feature exotic mechanisms have to be added to the standard picture. The amplitude of the observed 21-cm feature can be explained by non-gravitational interaction between DM and baryons, e.g., via Rutherford-like scattering which could drain excess energy from the gas lowering its kinetic temperature (see, e.g., ref.45). Even though this scenario is strongly constrained by observations, it is not completely ruled out and is still plausible for a narrow range of parameters including the DM mass, electric charge of DM particle and cross-section (see, e.g., ref.46). A smoking gun signature of the baryon-dark matter (b-dm) scattering with a velocity-dependent cross-section, first proposed in ref.45 as a solution to the EDGES Low-Band anomaly, was shown to be an enhanced pattern of BAO in the 21-cm power spectrum47. The power spectrum itself is boosted by as much as three orders of magnitude which renders the fluctuations detectable by telescopes such as the low band antennas of LOFAR.

Fig. 1. The variety of plausible predicted 21-cm signals (grey lines – computed here for 50 models according to ref.38) and the best-fit profile of the EDGES Low-band detection (thick black line).
An excess radio background at the rest-frame 1.42 GHz at \( z = 17 \) would also explain the large contrast observed between the background temperature and the spin temperature of the 21-cm transition\(^\text{44,48} \). Interestingly, evidence of excess radio background above the CMB at low radio frequencies was detected by ARCADE2 at 3 – 90 GHz\(^\text{49} \) and recently confirmed by LWA1 at 40 – 80 MHz\(^\text{50} \). However, it is still not clear what part of the observed excess is extragalactic\(^\text{51} \). If it exists, the excess radio background is also expected to boost the 21-cm power spectrum\(^\text{52} \).

Verification of the EDGES-Low signal is on the way with instruments such as the EDGES Mid-Band antenna, SARAS3, LEDA, and the LOFAR Low Band.

4.2.1. Black holes high mass X-ray binaries microquasars and cosmic backgrounds

A possible explanation of the EDGES excess involving black hole high mass X-ray binary microquasars (BH-HMXB-MQs) has been recently proposed in ref.\(^\text{53} \). There is indeed an increasing evidence of a high formation rate of BH-HMXBs at high redshifts, theoretically advanced in ref.\(^\text{54} \). According to this model, a significant fraction of Pop III stars with mass \( \gtrsim 20 \, M_\odot \) and low metallicity, \( Z \lesssim 0.001 \, Z_\odot \), in binaries or larger multiple systems is predicted to collapse with no energetic SN kicks and to remain in situ, finally resulting into BH-HMXB-MQs of Pop III. These objects are likely sources of a substantial synchrotron radio emission, with a relatively smooth spectrum, able to produce a cosmic background that could significantly enhance the absorption feature of the redshifted 21-cm line by neutral hydrogen produced at redshifts \( z \sim 17 \). The absence of a cosmic far-IR thermal background associated with a cosmic radio background can be explained in this model by the fact that BH-HMXB-MQs in stellar clusters of Pop III are formed before the appearance of SN explosions, neutron stars and dust. BH-HMXB-MQs promptly inject hard X-rays and relativistic jets in the cold hydrogen that enshrouds the slowly expanding HII regions ionized by the most massive progenitor stars of Pop III. The high column depths for the cold hydrogen IGM largely block the X-rays from inner sources but are essentially transparent to the radio synchrotron emission.

Crucial tests of this scenario will be based on the next generation of multi-wavelength / multi-messenger surveys, including interferometric observations of the HI redshifted 21-cm line able to provide an accurate tomographic view of HI inhomogeneities, X-ray missions that will allow us a better understanding of the HMXBs role, and gravitational waves observatories providing a larger statistics of HMXBs and BBHs useful for cosmological investigations and, hopefully, a measure of the spectrum of gravitational wave background that, in this model, is predicted to have a flattening of the spectral index at frequencies as low as \( \sim 30 \, \text{Hz} \).
5. Extragalactic astrophysics

5.1. Extragalactic point sources

Although the main goal of *Planck* was to provide accurate all-sky CMB temperature and polarisation maps, it has supplied unprecedented data of astrophysical interest in several fields. On the extragalactic side, *Planck* carried out the deepest systematic all-sky survey of galaxy clusters seen via the SZ effect. It also detected thousands of dusty galaxies as well as many hundreds of extragalactic radio sources in a spectral range difficult or impossible to explore from the ground and only lightly surveyed by other space missions.

Because of its quite limited angular resolution ($\approx 5'$ at sub-mm wavelengths) *Planck* was confusion limited at quite bright flux density levels, so that the overwhelming majority of dusty galaxies it detected are very local, at distances generally below 100 Mpc$^{55}$. *Planck* offered the first opportunity to accurately determine their sub-mm properties$^{56}$.

Even more interestingly, *Planck* opened new paths to the study of early phases of galaxy evolution, exploiting the strong gravitational lensing (Sect. 5.1.1), and of cluster evolution (Sect. 5.1.2); see De Zotti et al., these proceedings.

5.1.1. Strongly lensed galaxies

Somewhat unexpectedly (but see the predictions by ref.$^{57}$) *Planck* also succeeded at detecting some high-$z$ galaxies whose flux densities were boosted by extreme gravitational magnifications$^{58}$ (see the left panel of Fig. 2.)

The 11 strongly lensed galaxies discovered on *Planck* maps$^{58}$ have redshifts in the range 2.2–3.6. This offers the exciting possibility of exploiting high spatial and spectral resolution follow-up to address major, still open issues on galaxy formation and evolution: which are the main physical mechanisms shaping the galaxy properties: in situ processes? interactions? mergers? cold flows from the intergalactic medium? How do feedback processes work? To settle these issues we need direct information on the structure and the dynamics of high-$z$ galaxies. But these are compact, with typical sizes of 1–2 kpc (e.g., ref.$^{59}$), corresponding to angular sizes of 0.1–0.2 arcsec at $z \approx 2$–3. Thus they are hardly resolved even by ALMA and by the HST. If they are resolved, high enough S/N ratios per resolution element are achieved only for the brightest galaxies, probably not representative of the general population. Strong lensing offers a way out of all these difficulties.

5.1.2. Proto-clusters

Classical techniques for detecting galaxy clusters (optical/near-IR “red sequence”, X-ray emission, SZ effect) preferentially or exclusively select evolved objects, with mature galaxy populations and a hot intra-cluster medium. As a result most known clusters are at $z < 1.5$, i.e. below the peak of global star-formation activity.
At higher redshifts cluster members enter the active star-formation phase and the hot intergalactic gas is no longer necessarily in place. But then strong galaxy overdensities stand out as intensity peaks in the low angular resolution maps of CMB experiments, as clearly demonstrated by *Planck*\(^{64}\). Thus CMB experiments offer the possibility of extending the investigation of cluster evolution up to much higher redshifts than would be possible by other means.

However, *Planck*’s resolution was too poor to detect individual proto-clusters\(^{63}\). As illustrated by the right panel of Fig. 2, next generation experiments will detect many tens of thousands of these objects as peaks in sub-mm maps, in addition to the evolved ones, detected by the SZ effect. This will constitute a real breakthrough in the observational validation of models for structure formation.

### 5.2. Virial clouds in the galactic halos

The rotation of the galactic objects and disks of various nearby edge-on spiral galaxies has been studied by using the Doppler asymmetry in the CMB radiation\(^{65–70}\). It was proposed that the asymmetry is caused by molecular hydrogen clouds which are exactly merged with the CMB, i.e. they are at the CMB temperature\(^{71}\). An objection was raised that the effect might not be due to pure molecular hydrogen clouds, it might be due to clouds completely made of interstellar dust or clouds
containing some fraction of $H_2$ and dust. In order to address the issue in this paper we only modeled the clouds with the assumption that they are composed of pure $H_2$ molecules (single fluid model). After modeling the clouds we tried to estimate the luminosity caused by the clouds (see Qadir et al., these proceedings). Further, we want to extend the analysis (in a later work) to a two-fluid model. The hope is that by comparing it with the Planck data we can constrain the missing baryonic distribution in the galactic halos.

Since, the clouds are immersed in a heat bath which is CMB, so, they are isothermal and we called them “virial clouds”. They are formed due to the Jeans instability, so, they should have a precise Jeans mass and radius. The density of the clouds should be flat at the center and then it goes exactly zero at the the Jeans radius in order to give a definite boundary. The density distribution can be given by the isothermal Lane-Emden equation but the density profile in that case will not be exactly zero at the boundary. In this case the density distribution had to be put on ad-hoc basis. We do not have to do this. Instead of using the isothermal Lane-Emden equation we used the canonical ensemble distribution to obtain the mass density profile. We also introduced the speed of sound $c_s$ which is given by

$$c_s = \sqrt{\frac{\gamma kT_{CMB}}{m_H}},$$

where, $\gamma$ is the adiabatic factor. At the CMB temperature no higher degrees of freedom would excite, so, we only have the translational degree, making the ideal gas approximation extremely good and so $\gamma = 5/3$. For our purpose, $m_H \approx 2.016 \text{ g/mol}$ and $T \approx 2.726 \text{ K}$, so $c_s \approx 1.110 \times 10^4 \text{ km s}^{-1}$. The virial theorem $2K + U = 0$ gives the Jeans mass squared as

$$M_J^2 \approx \left( \frac{81}{32\pi r_c} \right) \left( \frac{3\sigma^2}{5G} \right)^3,$$

and the corresponding Jeans radius squared as

$$R_J^2 = \frac{27\sigma^2}{20\pi r_c G},$$

where $r_c$ is the central density of the virial cloud. We obtained a differential equation as

$$r \frac{d\rho}{dr} - r^2 \left( \frac{4\pi G m_H}{kT_{CMB}} \right) \rho^2 (r) - \rho (r) \ln \left( \frac{\rho (r)}{\zeta} \right) = 0,$$

where, $\zeta = 8m_H^{5/2}(G\rho_c/3kT_{CMB})^{3/2}$. We have the initial condition $\rho'(r)\big|_{r=0} = 0$ and the boundary condition that $\rho(R_J) = 0$. As such, we can solve it numerically. The resulting density profile is shown in Fig. 3. The obtained central density of the cloud is $r_c \approx 1.60 \times 10^{-18} \text{ kg m}^{-3}$, the radius is $R_J \approx 0.030 \text{ pc}$, and the mass is $M_J \approx 0.798M_\odot$. Since the virial clouds are at the CMB temperature, their luminosity is the CMB luminosity, except for their Doppler shift. Thus, we only need to look at the differential frequency shift, $\Delta \nu/\nu = -(v_{rot}/c) \cos \theta$, where $v_{rot}$ is the galactic halo rotational velocity and the luminosity of a single cloud, $L_c$, could be given by $L_c = (\Delta \nu/\nu)L \approx 1.486 \times 10^{-4} L \cos \theta$, being $\theta$ the angle between the direction of the
Fig. 3. The density of the virial molecular hydrogen cloud. It decreases monotonically from the central density, $\rho_c \simeq 1.60 \times 10^{-18}$ kg m$^{-3}$, to zero at $r = R_f \simeq 0.030$ pc.

velocity and the line of sight and $L$ the observed luminosity. This would directly give an estimate of the total number of clouds being seen.

5.3. *Perspectives from SPICA*

IR observations allowed us to study the obscured Universe, providing information about the physical state and energy balance of the cool matter relevant for the study of many physical processes occurring during the formation and evolution of galaxies and stars. Indeed, a large fraction ($\sim 50\%$ or more) of the energy emitted by stars in galaxies in form of optical and ultraviolet radiation is absorbed and reprocessed by dust grains and re-emitted in the IR, and, for distant objects, the cosmic expansion implies a further substantial redshift of the observed photons. For these reasons, galactic evolution, with a peak of activity at $z \sim 1-4$ corresponding to a Universe age of about 2-3 Gyr, can be profitably investigated in the (mid- and far-) IR domain. Furthermore, improving our understanding of fundamental processes of star formation and evolution, including dust and gas physics of pre-stellar cores and proto-planetary discs, that can be more accurately studied in our galaxy in the IR band, allows us a better modeling of high-z phenomena.

The physical conditions, such as excitation, density and metallicity, of nuclei of galaxies as well as of stars and planets formation regions can be investigated analyzing ionic, atomic, molecular and dust features in the IR. The star formation rate, the stellar type and the density of the gas in HII regions around hot young stars can be investigated using ionic fine structure lines, e.g., [NeII], [SIII], [OIII], while the AGN accretion rate is traced by spectral lines of highly ionized species, e.g., [OIV], [NeV] (see the expected potentials of far-IR spectroscopic observations for studying galaxy/AGN co-evolution presented in ref. 73). Photo-dissociation regions can be studied via the [CII] and [OI] lines and the emission from small dust grains and PAHs. Also, the cooling of diffuse warm gas in galaxies, through, e.g., [NII],
probing ISM physics, is accessible to IR observations. Pure rotational lines from \( \text{H}_2 \), HD and OH, mid- to high-J CO and \( \text{H}_2\text{O} \) lines, and PAH emission features appear in the object rest-frame IR band, the latter, containing several per cent of of the star-forming galaxies IR emission, being crucial for dust-obscured objects redshift determination. Other interesting dust features from minerals, e.g., olivine, calcite and dolomite, and \( \text{CO}_2 \) ice, \( \text{C}_2\text{H}_2 \) molecules and fullerenes are also observable in the IR.

The above tracers have been only partially studied with previous IR missions, mainly because of limitations in telescope sizes and cryogenic performances.

To overcome these limits, a mid- and far-IR mission concept, the Space Infrared Telescope for Cosmology and Astrophysics (SPICA)\textsuperscript{74}, was proposed to JAXA and ESA as a collaboration mission between Japanese and European scientists. It was selected in May 2018 by ESA as a finalist for the next Medium class Mission 5 of the Cosmic Vision programme for a proposed launch date of 2032. The spacecraft is designed to be deployed in a halo orbit around the Sun-Earth L2 Lagrange point to minimize systematic effects. The mission foresees a 2.5-meter diameter telescope cooled to below 8 K. A combination of passive cooling and mechanical coolers, that will cool the telescope and the instruments, will enable a mission lifetime significantly beyond a nominal requirement of three years. Combining a large and cold telescope with instruments employing state-of-the-art ultra-sensitive detectors, an improvement in IR spectroscopic sensitivity (achieving the \( \sim 5\sigma/1\text{hr} \) level of \( \sim 5 \times 10^{-20} \text{W/m}^2 \)) of more than two orders of magnitude with respect to Herschel, Spitzer and SOFIA is planned. SPICA will offer spectral resolving power ranging from \( R \sim 50 \) through 11000 in the 17-230 µm domain as well as \( R \sim 28.000 \) spectroscopy between 12 and 18 µm. Furthermore, SPICA will perform efficient 30-37 µm broad band mapping, and small field spectroscopic and polarimetric imaging in the 100-350 µm range.

A wide set of questions in astrophysics, e.g., the role in galaxy evolution of star formation, BHs and SNe explosions, metal and dust history, the matter cycle from galactic scale to larger structures and IGM, the formation of first galaxies and BHs, will get benefit from deep analyses of the IR tracers made possible by such a mission.
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Understanding accretion flow properties of black hole candidates after implementation of the TCAF solution in XSPEC
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Understanding accretion flow dynamics around black hole (BH) sources one needs to make detailed study of spectral as well as temporal properties of these objects during their active phases. We believe that studying accretion flow properties of BHs, it is necessary analyze observed data with a generalized physical model. Recently after the implementation of the generalized two Component Advective Flow (TCAF) solution as a local additive table model into HeaSARC’s spectral analysis package XSPEC, a more clear picture about the flow nature around the BHs are obtained. TCAF model fitted spectral parameters (two types of accretion rates: Keplerian disk and sub-Keplerian halo, and two types of shock parameters: location and strength of the shock) allow us to find a better physical picture about the physical processes associated with BHs. One can also predict frequency of primary dominating QPOs from TCAF model fitted shock parameters. Based on evolution of halo to disk accretion rate ratio (ARR), quasi-periodic oscillation (QPOs; if present) frequencies, a physical understanding of different observed spectral states and their transitions are done. We are able to estimate intrinsic source parameters (mass, spin), jet X-ray fluxes, etc. from spectral analysis with TCAF model. This makes this model as an ideal tool to study BHs.

Keywords: X-Rays:binaries – stars:black holes – stars individual: (H 1743-322, MAXI J1659-152, MAXI J1836-194, MAXI J1543-564, MAXI J1535-571, Swift J1753.5-0127, XTE J1118+480) – accretion, accretion disks – shock waves – radiation:dynamics

1. Introduction

Compact objects such as black hole (BH), neutron star (NS), white dwarf (WD) are the end products of the main sequence stars. BHs are more massive objects which are invisible due to their high gravity. They are only observable when they accrete matter from their massive companions. Depending upon their flaring activity, they are classified mainly into two types: transient and persistent. Transient black hole candidates (BHCs) are very interesting objects to study in X-rays as they exhibit rapid evolutions in their temporal and spectral properties during outbursts. In the literature many works are reported based on the variation of spectral and temporal properties of these objects (see, e.g., 1, 3, 4 and references therein). During an outburst, transient BHCs generally show four primary spectral states: hard (HS), hard-intermediate (HIMS), soft-intermediate (SIMS) and soft (SS). According to Debnath et al.1, classical or type-I transient BHCs show all four spectral states in the sequence: HS$\rightarrow$HIMS$\rightarrow$SIMS$\rightarrow$SS$\rightarrow$SIMS$\rightarrow$HIMS$\rightarrow$HS, while harder or type-II sources do not show SS (sometimes no SIMS). These transient BHCs also exhibit low and high frequency quasi-periodic oscillations (QPOs) in some of these spectral states (see, 3 and references therein). The frequencies of QPOs are found to evolve with time during the rising and declining phases (more precisely, during HS and
HIMS) of the outbursts (see, 3, 5 and references therein). Jets or outflows are also found to be associated with hard and intermediate spectral states.

Studying spectral data with the informations of temporal nature provides a better picture about the physics of accretion around a BH. One may fit spectra with in-build or local phenomenological or theoretical model(s) in commonly used HeaSARC’s spectral analysis software package XSPEC. But we believe that to find real physical picture about the accretion flow dynamics of BHs, one must study with a generalized theoretical model which should address all aspects of the observational data. Two component advective flow (TCAF) solution (see, 6, hereafter CT95) is a generalized transonic flow solution of radiative transfer equations. It consists of two types of accretion (Keplerian and sub-Keplerian) rates separated by the critical viscosity. Formation of shock (where flowing velocity suddenly jumps from supersonic to subsonic branch) is a natural solution of the model. As matter slows down at the shock location, post-shock region puffs up in the vertical direction, and forms the CENtrifugal pressure dominated BOundary Layer or CENBOL. This CENBOL acts as ‘hot’ Compton cloud where thermal seed photon from the Keplerian disk upscatters via inverse-Comptonization and becomes hard.

The TCAF solution has been implemented as an additive table model in HeaSARC’s spectral analysis software package XSPEC to fit BH spectra (7, 8), which requires only four physical flow parameters (Keplerian disk rate $\dot{m}_d$ and sub-Keplerian halo rate $\dot{m}_h$, shock location $X_s$, and compression ratio $R = \rho_+/\rho_-$, where $\rho_+$, $\rho_-$ are post- and pre-shock matter densities respectively) excluding mass of the BH ($M_{BH}$) and normalization ($N$) to fit a spectrum from a BHC. Detailed study of several transient as well as persistent BHCs with the model, allowed us to find accurate picture of the accretion flow dynamics of these sources. Physical explanation of various observed spectral states during an outburst of a transient BHC has been done quite successfully based on evolution of the TCAF model fitted flow parameters. TCAF model fitted shock parameters ($X_s$ and $R$) also allow us to estimate frequencies of the dominating type-C QPOs (if observed in PDS; see, 7, 9), which is a temporal property. Since, in TCAF model $M_{BH}$ is an important model input parameter, one may predict mass of an unknown BHC by keeping it as a free parameter while fitting spectra. Masses of several BHCs are estimated with better accuracy from our spectral study with the TCAF model fits file$^{13–12}$. In 13, we introduced a new method to separate jet X-ray fluxes from total X-rays based on the variation of the TCAF model normalization$^{13–15}$.

2. Implementation of TCAF Solution as a Table Model in XSPEC

TCAF solution has been implemented successfully as an additive local model into HeaSARC’s spectral analysis software package XSPEC in 2014 (see, 7, 8). To generated table model fits file, a large number ($\sim 10^6$) of theoretical model spectra are used. They are generated by varying five model input parameters ($M_{BH}$, $\dot{m}_d$, $\dot{m}_h$, $X_s$, $R$) in the modified CT95 code as described in 8. A direct spectral fit
Fig. 1. (a) TCAF model fitted 2.5 – 25 keV PCA spectrum of GX 339-4 (Observation ID = 95409-01-14-04; MJD = 55300) with variation of $\Delta \chi^2$ is shown in the left panel. The value of the model fitted reduced $\chi^2$ is written down. (b) The unfolded model components of the spectral fit are shown on the right panel. Adopted from Debnath, Chakrabarti & Mondal (2014).

could be done using TCAF model program as a local model in XSPEC, where it will generate spectra while fitting. But this method is time consuming as to fit one spectrum may take time up to few minutes to hours. In Fig. 1(a-b), TCAF model fitted GX 339-4 spectrum of observation ID = 95409-01-14-04 and MJD = 55300 is shown. While fitting spectra, we found that TCAF model normalization ($N$) for a BHC generally do not vary (if observed with a particular instrument), since it is a function of $M_{BH}$, distance ($D$), and disk inclination angle ($i$) of the system.

3. Physical Explanation of Various Observational Aspects

Successful implementation of the generalized accretion flow solution TCAF into XSPEC, allowed us to find informations about the physical flow parameters directly from spectral fits. Both spectral and timing properties of BHCs are now understandable from physical point of views. One may find a more clear physical picture about the accretion processes around BHs. Measurement of intrinsic source parameters are also could be done from spectral analysis with the TCAF model.

3.1. Spectral states and their evolution

After the successful implementation of the TCAF solution as an additive table model in XSPEC, we studied accretion flow properties of several transient and persistent BHCs (see, 7, 16, 8, 4, 17, 12, 9, 10, 11, 18, 15, 19, 20, 21). Transient sources show rapid transition between different spectral states, where as persistent sources prefer to stay longer time in one states (although there has some exceptions, for e.g., GRS 1915+105). Evolution of TCAF model fitted flow parameters allow us to find physical explanation behind these nature of the sources.

Studying spectral properties with phenomenological models, for example with a combined thermal disk blackbody and non-thermal power-law models gives rough idea about the variation of thermal and non-thermal flux components without
knowing real physical cause of their origin. One may classify an outburst into different spectral states based on degree of importance of thermal and non-thermal fluxes and nature (shape, frequency, $Q$ value, rms% etc.) of QPOs (if present). But variation of the TCAF model fitted flow parameters, accretion rate ratio ($ARR = \dot{m}_h/\dot{m}_d$), nature of QPOs (if present) provide better physical picture on the accretion flow properties. Properties of different spectral states (HS, HIMS, SIMS, SS) and their transitions are understood more physically (see, 22 for a review).

The variation of TCAF fitted parameters ($\dot{m}_d$, $\dot{m}_h$, $X_s$, $R$, $N$, $M_{BH}$) during the 2010 outburst of H 1743-322 are shown in Fig. 2(a-f). In Fig. 2(g-h), variation of $ARR$ and observed QPO frequency are shown. During the rising phase, as day progresses, both accretion rates increase with inward movement of the shock wave with reducing strength. Due to this process, $ARR$ reaches maximum on HS (rising) to HIMS (rising) transition day and then rapidly reaches to a lower value on HIMS (rising) to SIMS (rising) transition day. Also, on this transition (HIMS to SIMS) day, observed frequency of the monotonically increasing QPO becomes maximum. The opposite is true during the declining phase of the outburst, where both the accretion rates decrease with time with outward movement of the shock and increasing shock strength. Here also $ARR$ becomes maximum on HIMS (declining) to HS (declining) transition day and QPO frequency starts to decrease monotonically with time from the SIMS (declining) to HIMS (declining) transition day. During SS, no QPOs are observed with lower (roughly constant) $ARR$ value. A somewhat similar nature of variations of TCAF model fitted physical flow parameters are observed for different spectral states of other transient BHCs as well.
(location $X_s$ and compression ratio $R$). This is because the same shock which defines the CENBOL boundary, i.e., the size of the ‘hot’ Compton cloud, also causes low frequency QPOs as it oscillates. The frequency of the QPO is inversely proportional to the infall time ($t_{\text{infall}}$) in post-shock region when resonance condition between cooling and infall time scales is satisfied\textsuperscript{23,24}. The frequency ($\nu_{\text{QPO}}$) of the observed QPOs determined by the relation,

$$\nu_{\text{QPO}} \sim t_{\text{infall}}^{-1} = C/[R X_s(X_s - 1)^{1/2}],$$

where $C$ is a constant $= M_{\text{BH}} \times 10^{-5}$.

### 3.3. Mass estimation of unknown BH sources

Knowledge of the mass of the compact object (here BH) is very important while studying these objects. In TCAF model $M_{\text{BH}}$ is an important input parameter. So if $M_{\text{BH}}$ is not well known, one may keep it as free while fitting spectrum. Each spectral fit with the model fits file gives us one best-fitted mass value of the source. The variation of the $M_{\text{BH}}$ (see Fig. 2c; not actual change in mass of the source, since here it is a model fitted parameter, which may vary due to fitting or data quality errors) from spectral fitting of several observations allows us to predict probable mass range of the source. In this way, recently we measured masses of several BHCs (for example: MAXI J1659-152\textsuperscript{10}, MAXI J1543-564\textsuperscript{9}, MAXI J1836-194\textsuperscript{12}, H 1743-322\textsuperscript{11}, Swift J1753.5-0127\textsuperscript{4}, XTE J1118+480\textsuperscript{15}, MAXI J1535-571\textsuperscript{20}, Cygnus X-1\textsuperscript{21}) quite successfully in a better accuracy (narrow range).

### 3.4. Estimation of jet X-ray fluxes

A model normalization is a multiplicative ‘factor’ that converts observed spectrum to match with the theoretical model spectrum emitted from the source. In general in spectral fits, it varies. But unlike other models, TCAF model normalization does not vary in observations as it is a function of intrinsic source parameters ($M_{\text{BH}}$, $D$, $i$). In TCAF, flow parameters not only takes care of the shape of the observed spectrum but also changes in intensity or flux. Although one may require higher $N$ values if there is a jet activity or precession in disk or presence of any dominating physical processes whose effects are not included in the model fits file.

If variation of $N$ are not constant i.e., not in a narrow range, we look at the variation of $N$ and radio flux ($F_R$). If on the minimum $N$ observation day $F_R$ also at its minimum, then we assume that requirement of higher $N$ values in other observations, are due to excess X-ray flux from jets. Then we refit all spectra by keeping $N$ frozen at its minimum observed value and calculate fluxes, which are defined as flux contribution from accretion disk or inflowing matter ($F_{\text{inf}}$). Now taking difference of $F_{\text{inf}}$ from $F_X$ (which is the earlier calculated flux when all model parameters are kept free), we get flux contribution from jets or outflows ($F_{\text{out}}$).

Jana et al.\textsuperscript{13,14} estimated jet X-ray fluxes for two Galactic BHCs: Swift J1753.5-0127, and MAXI J1836-194. Jet X-rays are found to be higher in intermediate
spectral states (here HIMS) than HS. This is consistent with the theory (see, 25).
The maximum contribution of jet X-rays are found to be 32% during 2005 outburst of Swift J1753.5-0127, and 86% during 2011 outburst of MAXI J1836-194. The correlation study of $F_{\text{out}}$, $F_X$, $F_{\text{inf}}$ with $F_R$ using relation $F_R \sim F_X^{b}$, where $b$ is the correlation index. The $b$ values are found at 0.59 $\pm$ 0.11 for Swift J1753.5-0127 and 0.61 $\pm$ 0.08 for MAXI J1836-194. The correlation values are within the standard correlation limit (0.6 - 0.7). Further strong correlations are found during entire outburst of MAXI J1836-194 and HS of Swift J1753.5-0127, implies compact jet. A weak correlation is found in HIMS of the 2005 outburst of Swift J1753.5-0127, implies nature of jet as blobby or discrete.

4. Concluding Remarks

After the successful implementation of the TCAF solution as an additive table model in XSPEC, one gets direct estimation of flow parameters. This parameters enable us not only to understand spectral properties of the BHCs but also to predict other timing and physical parameters associated with the BHs. One can see direct correlation between spectral and timing properties of transient BHCs during an outburst with the variation of TCAF model fitted/derived physical flow parameters. Most importantly we require only four parameters (assuming mass and normalization are constant) to fit spectrum. It confirms our decade long conjecture that TCAF is the most accurate theoretical model or tool to understand physics of accretion processes around a BH.
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We study the modulation of the observed radiation flux and the associated changes in the polarization degree and angle that are predicted by the orbiting spot model for flares from accreting black holes. The geometric shape of the emission region influences the resulting model lightcurves, namely, the emission region of a spiral shape can be distinguished from a simpler geometry of a small orbiting spot.

We further explore this scheme for the observed flares from the supermassive black hole in the context of Galactic center (Sgr A*). Our code simulates the lightcurves for a wide range of parameters. The energy dependence of the changing degree and angle of polarization should allow us to discriminate between the cases of a rotating and a non-rotating black hole.
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1. Introduction

Relativistic corrections to a signal from orbiting spots can lead to large rotation in the plane of observed X-ray polarization. When integrated over an extended surface of the source, this can diminish the observed degree of polarization. Such effects are potentially observable and can be used to distinguish among different models of the source geometry and the radiation mechanisms responsible for the origin of the polarized signal. The idea was originally proposed in the 1970s, however, its observational confirmation and practical use in observations are still a challenging task.

The geometrical effects of strong gravitational fields act on photons independently of their energy. The gravitational field is described by the metric of Kerr black hole:16

\[
 ds^2 = -\frac{\Delta}{\Sigma} \left( dt - a \sin^2 \theta \, d\phi \right)^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2 + \frac{\sin^2 \theta}{\Sigma} \left[ a \, dt - (r^2 + a^2) \, d\phi \right]^2 
\]
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Fig. 1. An exemplary snapshot of a spot orbiting at constant radius just above the marginally stable orbit \( (r = 1.1r_{\text{ISCO}}) \). Left panel: the total intensity image shows the observer plane \((\alpha, \beta)\) near a non-rotating black hole, as observed at a moderate view angle \((\theta_o = 45 \, \text{deg})\). The horizon radius (solid curve) and the ISCO (dashed curve) are indicated. Middle and right panels: The spot emission is assumed to be intrinsically polarized and recorded in two polarization channels, rotated by 90 degrees with respect to each other.\(^{20,21}\)

in Boyer-Lindquist (spheroidal) coordinates \(t, r, \theta, \phi\). The metric functions \(\Delta(r)\) and \(\Sigma(r; \theta)\) are known in an explicit form. The event horizon occurs at the roots of equation \(\Delta(r) = 0\); the outer solution is found given by \(r = R_+ = 1 + (1 - a^2)^{1/2}\).

Let us note that there are some similarities as well as differences between the expected manifestation of relativistic effects in polarization changes in X-rays and in other spectral bands (NIR). We show these interrelations in the associated poster and point out that the near-infrared polarization measurements of the radiation flares from the immediate vicinity of the horizon have been studied in detail from the Galactic Center (Sagittarius A*) supermassive black hole.\(^{15,20,21}\)

2. Polarization from an Orbiting Spot

Within the scheme of the spot scenario the spots are considered to represent regions of enhanced emission on the disc surface rather than massive clumps that would decay due to shearing motion in the disc. The observed signal is modulated by relativistic effects. Doppler and gravitational lensing influence the observed radiation flux and this can be computed by GR ray-tracing. Such an approach has been developed to compute also strong gravity effects acting on polarization properties.\(^{11}\)

Our code (KY) is publicly available.\(^7\) The current version\(^a\) allows the user to include the polarimetric resolution and to compute the observational consequences of strong-gravity effects from a Kerr black hole accretion disc. Within the XSPEC notation, this polarimetric resolution is encoded by a switch defining which of the four Stokes parameters is returned in the photon count array at the moment of the output from the model evaluation. This way one can test and combine various models, and pass the resulting signal through the response matrices of different

\(^a\)http://stronggravity.eu/results/models-and-data/
Fig. 2. A map of the distribution of the polarization angle (flow lines) and the intensity of the polarized light (colour coded in the logarithmic scale; arbitrary units are indicated by the colour bar), for a large value of spin $a$ of the Kerr black hole and different view angles of the observer, as indicated on top of the panels. This time the model has been computed for the case of thermal radiation of an equatorial accretion disk polarized via Comptonization; see Dovčiak et al. (2008). A critical point is clearly seen in the flow-line structure through which then the orbiting spot circles.

instruments. As an illustration, figure 1 shows a single time-frame from a simulation of a spot rotating rigidly at constant radius.

The detected polarization degree is expected to decrease mainly in the part of the orbit where the spot moves close to the region where the photons are emitted perpendicularly to the disc and the polarization angle changes rapidly. The drop of the observed polarization degree occurs also in those parts of the orbit where the magnetic field points approximately along light ray (see fig. 2 for a map showing the distribution of the polarization effects within the disk plane of a rapidly rotating Kerr black hole). For the more realistic models the resulting polarization exhibits a very complex behaviour due to, e.g., Faraday rotation effects interfering with strong-gravity. Among generic features is the peak in polarization degree for the spin parameter $a \rightarrow M$ and large inclinations, caused by the lensing effect at a particular position of the spot in the orbit. This effect disappears in the non-rotating $a = 0$ case.

To conclude, let us note that the above described modelling has recently gained new impetus in the context of forthcoming X-ray polarimetry satellite missions that have been under active consideration. The enhanced X-ray Timing and Polarimetry (eXTP) mission is the concept of novel Chinese X-ray mission that has currently reached the extended phase A with a possible contribution from Europe and the anticipated launch date by 2025.

The Large Area Detector (LAD) aboard the new mission will be a suitable instrument for performing time-resolved spectroscopy with polarimetric resolution, large effective area, and moderate energy resolution to explore bright flares from accreting black holes, possibly in the connection with the processes of tidal disruption of stars and similarly violent events.
Let us just remind the reader that the revealing role of X-ray polarimetry clearly extends to all scales far away from the central black hole. This has been widely discussed in the context of reflection nebulae surrounding Galactic center.\textsuperscript{3,14} The combination of the polarization signal from the Sgr B and Sgr C complexes strengthens the need for an imaging detector with a fine spatial resolution to resolve the structures as small as the Bridge clouds. Therefore, the X-ray polarimetry is needed to explore variety of physical processes operating near supermassive black hole.

3. Conclusions

We explored the approach based on mapping the Kerr black hole equatorial plane onto the observer’s plane at radial infinity. Orbiting spots are projected onto the disc plane (hence imposing the vertically averaged approximation) and then their image is transported towards a distant observer. The strong gravity effects can be seen as the predicted (time-dependent) direction of polarization is changed by light propagation through the curved spacetime. What can be foreseen in the near future is the tracking of the wobbling image centroid that a spot produces. With the polarimetric resolution, this wobbling can provide the evidence of orbiting features.

In conclusion, the rotating spots are a viable scenario capable to explain the occurrence about once per day of modulated flares from within a few milli-arcseconds of the Sagittarius A* supermassive black hole.\textsuperscript{12,18} However, the astrophysically realistic scenarios have to account not only for the time-scales of gradual dispersion of the orbiting features by tidal effects\textsuperscript{1,19} but also for the effects of plasma influencing the light propagation through a non-vacuum spacetime near the black hole.\textsuperscript{2,13}
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Two examples of the analysis of the hard X-ray/soft $\gamma$-ray emission from accreting black holes observed with the INTEGRAL satellite are presented. The first study is based on data covering 16 years of monitoring of the bright persistent Cyg X-1 system. This huge data set allowed us to get more insights into the geometry of the plasma region in different spectral states of the object. In particular, we identify two substates of the hard state and provide new information on the plasma behaviour during the jet emission. The second study is based on data taken during the 2015 outburst of transient black hole binary V404 Cygni. The results of detailed spectral analysis show that a single Comptonization component, purely thermal or hybrid, is not sufficient to explain the hard X-ray emission during a strong radio emission period.
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1. Introduction

The properties of the plasma residing in the centre of the black hole (BH) accreting systems remain an open question despite several decades of observational and theoretical efforts\(^1\). Since the plasma is emitting mainly in the hard X-ray/soft $\gamma$-ray band, the INTEGRAL satellite\(^2\) operating in that band is currently one of the best tools for a direct diagnosis of the plasma properties. In this talk a review of the results of two examples of such studies will be presented. The first study is related to the spectral states of the well-known persistent BH binary Cyg X-1. The second study involves the hard X-ray emission observed from the V404 Cygni transient source during its recent outburst in 2015.

2. Spectral states of Cyg X-1

Characterization of the spectral states of the BH systems is a common method to get deeper insights into the nature of these systems\(^1\). In general, both transient and persistent systems evolve between two main states, hard and soft, with several intermediate state classes observed. The hard state corresponds to the emission from a hot plasma dominating in the X-ray band, well modeled with a thermal Comptonization of some seed photons. In the soft state the plasma emission appears weaker and rather non-thermal, and the soft band is dominated by a thermal emission from the accretion disk. Spectral states are usually classified through one or two parameters derived from the soft X-ray observations, i.e., in the band below $\approx 10$ keV. In the case of X-ray monitors providing count rate in several energy bands the state is identified with the use of the count rate and ratio of count rates in two energy bands (hardness ratio). These quantities are commonly plotted in a form of so-called hardness-intensity diagram (HID) showing the spectral evolution
of the object. The HID data allow for a quite good separation of the states as demonstrated for example for Cyg X-1.  

The soft X-ray band is a natural choice for spectral states studies because of a large number of photons emitted from the source and relatively low instrumental background. On the other hand, the X-ray/soft γ spectra of accreting BHs are quite complex because besides the two dominating components, i.e., the disk and plasma emission, there are other processes involved, such as absorption or reprocessing in surrounding media, including Compton reflection and iron line emission. These additional components affect mostly the soft X-ray band, whereas for objects with a limited reflection the hard X-ray emission is mainly governed by the plasma. Therefore, the plasma properties can be studied in a quite unambiguous way using the emission above \( \approx 20 \text{ keV} \), not affected by the disk emission and absorption.

In Fig. 1 we present models fitted to the Cyg X-1 spectra collected with the INTEGRAL’s IBIS and JEM-X telescopes. These spectra were summed over observations done in the 2002–2017 period, with a selection based on the count rates in the 22–40 and 40–100 keV bands. It can be clearly seen that the hard X-ray band enables a better separation of the hard and soft spectral states than the soft X-ray band. This motivated us to do a massive analysis of several spectral parameters obtained in that band with the ISGRI detector over 16 years of INTEGRAL’s observations of Cyg X-1. Since the ISGRI calibration evolved over so many years, the spectral fitting with responses taking into account that evolution was done to extract the photon index \( \Gamma_H \) and flux \( F_H \) for the 22–100 keV band. In total, we extracted the data for 7821 observations lasting 0.5–2.0 hours (so-called science windows). These results are presented in Fig. 2. The soft and hard state are separated by the flux level of about \( 75 \times 10^{-10} \text{ erg sm}^{-2} \text{ s}^{-1} \). In addition, for the hard state we...
observe a clear clustering around $\Gamma_H$ equal to 1.68, 1.85 and 2.02. We called these substates pure hard, transitional hard and hard intermediate, respectively.

To characterize better these states we did a Spearman rank-order test for the $\Gamma_H$-$F_H$ data over each single INTEGRAL orbit (about 3 days), determining the correlation coefficient $r_S$ and null hypothesis probability $P_S$. As shown in Fig. 3 the flux - photon index correlation varies with increasing $\Gamma_H$. For pure hard state as well as for the softest data we do not observe correlation whereas it is quite strong for the transitional hard state and then slowly decreases when the spectra become softer. Such behavior implies that the pure hard state and softest state are physically different from the rest. Interpreted in terms of the Comptonization scenario a lack of correlation points toward self-synchrotron source of the seed photons instead of the disk photons.

Cyg X-1 was quite frequently observed during the studied period at the 15 GHz radio band by the Ryle telescope and its successor, the AMI Array. The radio flux $F_R$ plotted against the hard X-ray photon index determined for contemporary INTEGRAL spectra shows interesting features. For all three hard substates we observe a stratification of $F_R$, with the relatively low range seen for the pure hard state, then higher values for the transitional state and the highest radio emission during the hard intermediate state. For softer spectra the radio flux slowly decreases and vanishes for the softest state. Such an interdependence reinforces our findings for Cyg X-1: the hard X-ray data reveal several substates of the hard state in that object. In the forthcoming paper we will present details of our analysis and a deeper interpretation of the results.
Fig. 3. Correlation between the hard X-ray photon index and flux in a function of the photon index. Left panel shows the Spearman correlation coefficient $r_S$, right panel corresponding null hypothesis probability $P_S$.

Fig. 4. Radio flux at 15 GHz measured by the Ryle and AMI observatories plotted against the hard X-ray photon index.

3. Evolution of V404 Cygni emission during the 2015 outburst

The transient BH system V404 Cygni enters an outburst phase every $\approx 30$ years, showing some properties specific to this object. The emission is highly variable and strongly absorbed when compared to the other transient systems\textsuperscript{11}. Its recent outburst in 2015 was observed by many observatories\textsuperscript{9}, what resulted in dozens of papers presenting interesting results. Analysis of the hard X-ray spectra from \textit{INTEGRAL} was already presented, however, the research was done in a rather limited band, without the soft X-rays\textsuperscript{7,8}. Here we present preliminary results of a broad-band analysis of spectra from the JEM-X, ISGRI and PICsIT detectors, covering the 3–1000 keV band.

Figure 5 presents the hard X-ray and soft $\gamma$-ray light curves of the 2015 outburst. An interesting feature is that the emission was extremely variable during the satellite orbits 1554, 1554 and first part of 1556, whereas later the count rates varies rather smoothly, with a clear detection of emission above 250 keV. Taking into account the single science window spectra we have summed up the data for periods with similar overall spectral shape. The resulting 18 spectra were fitted with the complex...
model including hybrid Comptonization, Compton reflection and several absorption components. Examples of these spectra together with the fitted model are shown in Fig. 6. The γ-ray emission during the bright phase of the 1557 orbit is detected up to almost 1 MeV, revealing a hard power-law like tail in addition to the hybrid plasma model.

![Fig. 5. Variability of the V404 Cygni hard X-ray/γ-ray emission during the 2015 outburst. The 22–40 keV and 100–200 keV count rates were measured by INTEGRAL/ISGRI and the 255–340 keV count rate by INTEGRAL/PICsIT.](image)

![Fig. 6. Examples of V404 Cygni spectra collected by the INTEGRAL satellite in the 3–1000 keV band. Total fitted model is shown with a solid line and the reflection component with a dashed line. Cyan steps show the 3-σ detection limits for the PICsIT detector data (magenta).](image)
Besides the hard tail seen in several cases, all the spectra are well modeled with the Comptonization model, either thermal or hybrid with a non-thermal component. A presence of the additional tail component appears to be correlated with an enhanced radio emission\(^9\), indicating its relation to the strong jet. Almost all spectra are dominated by the Compton reflection component. Its low ionization state points toward reprocessing in a dense and cold medium what seems to be puzzling taking into account the X-ray brightness of the object. We do not observe a correlation of the absorbing column density with the flux level, thus the strong variability seems to be driven by some phenomenon other than varying absorber. Further details of this research will be presented in a forthcoming paper\(^6\).
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Observational evidences show that during the outburst, black hole binaries move to different spectral states depending on accretion flow that feeds these objects. However proper physical picture is still unclear, what causes these states change and how the quasi periodic oscillation (QPO) in observed lightcurve is related with the disk properties? In a Two Component Advective Flow (TCAF) solution it is established that low angular momentum and low viscous sub-Keplerian flow produces hot corona, which up-scatters soft photons from the Keplerian disk. We analyze the outbursts data of black holes of different scales ranging from low mass to super massive observed by different satellites with TCAF and discuss the outburst features and their spectral states.
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1. Introduction

Accreting black hole spectra consist different components, e.g. blackbody, power-law and an iron line at around 6.4 keV. These distinct components are mainly from the optically thick and thin components of the flow. It is well established that the spectra change their shape during the outburst from hard to soft through intermediate states. Several attempts were made to explain changes in the spectral shape and its variation (Remillard & McClintock 2006 for a review). It is believed that the changes in the accretion rate might be responsible for the changes in the spectral states (Maccarone & Coppi 2003). However, causes of the change in accretion rate on a progressive days, the origin of corona and its temperature, optical depth etc. were unclear.

The problems were satisfactorily resolved when proper usage of the solution of transonic flows in presence of cooling, heating and viscosity were used. In a Two Component Advective Flow (TCAF, Chakrabarti & Titarchuk 1995, hereafter CT95) solution, a Keplerian disk which arises out of higher viscosity is flanked by a hot sub-Keplerian flow of lower viscosity. This sub-Keplerian, low angular
momentum hot matter forms an axisymmetric shock due to the balance of the centrifugal force with gravity (Chakrabarti 1989). The subsonic region between the shock (centrifugal barrier) to the inner sonic point is hot and puffed up and behaves as the Compton cloud, which reprocesses intercepted soft photons from the standard disk. This region could be oscillatory when its cooling time scale roughly matches with the infall (compression) timescale inside CENBOL (Molteni et al. 1996). Recently, Chakrabarti et al. (2015) applied the resonance condition for H 1743-322 black hole candidate and showed that the low frequency quasi-periodic oscillations (LFQPOs) are produced when cooling time scale roughly matches with the heating time scale. Transonic solution by Mondal & Chakrabarti (2013; CT95) shows that cooling mechanism is also responsible for the change in spectral states during the outburst.

After the implementation of TCAF in XSPEC (Debnath et al. 2014) and fitting data of several black hole candidates (BHCs), one obtains physical parameters of the flow, such as the accretion rates of the disk and halo components, the shock location and the shock compression ratio. If the mass of the candidate is unknown, this will also be found out from the spectral fitting (e.g., Molla et al. 2016; 2017). A plot of photon count variation with accretion rate ratio (ARR = halo rate/disk rate) gives the so call ARR intensity diagram (ARRID, Mondal et al. 2014; Jana et al. 2016) and directly shows why the spectral state changes. The changes in accretion rates on a progressive days is due to changes in viscosity parameter ($\alpha$) of the flow during the outburst (Mondal et al. 2017). The presence of double horn Iron line is also observed from the TCAF (Mondal et al. 2016) during the fitting of high resolution NuSTAR data of GX 339-4 BHC, which helps to determine the spin parameter of the candidate. It should be noted that so far TCAF is implemented for low mass black hole binaries as an additive table model. However, very recently, the model is directly implemented in XSPEC as a local model to analyze the active galactic nuclei (AGNs, Nandi et al. 2019) data.

The paper is organized in the following way: in the next Section, briefly we discuss the observation and data analysis procedure for both Swift and NuSTAR satellites. In §3, we present our results of spectral fitting for both low mass and super massive BHs. We also discuss how viscosity is responsible for the change in spectral states. Finally we draw our concluding remarks.

2. Observation and data analysis

In the present manuscript, we analyze both Swift/XRT (Gehrel et al., 2004) and NuSTAR (Harrison et al. 2013) satellite observations of the BHC Swift J1357.2-0933 during its 2017 outburst. The Swift/XRT observation we analyzed 00031918066 (Windowed Timing mode, WT) with exposure time 0.7 ksec and NuSTAR observations with observation ID: 90301005002, with exposure time 45ksec. To fit the data with the TCAF model in XSPEC, we use a TCAF model generated *fits* file (Debnath et al. 2014). We use the absorption model TBabs with hydrogen column
density fixed at $1.3 \times 10^{21}$ atoms cm$^{-2}$ throughout the analysis for the Swift J1357.2. We analyze NuSTAR data with exposure times longer than 5 ksec for NGC 4151 with observation date from November 11 to 14, 2012. The observation IDs are 60001111002, 60001111003 and 60001111005 respectively. For the spectral fitting of AGN data with TCAF, we run TCAF directly in XSPEC as a local model (see Nandi et al. 2019). The model was originally introduced by Chakrabarti in 1995 for AGN and a discussions of satisfactory fits of AGN spectra are present in the literature (Mandal & Chakrabarti 2008). For the data processing and analysis, we follow the standard tasks discussed in Mondal et al. (2016).

3. Results and Discussions

In this section we discuss about the model fitted results and the geometry of the flow on the basis of the fitted parameters. We consider Swift J1357.2-0933, a low mass candidate and NGC 4151, an AGN for our study.

3.1. Swift J1357.2-0933

The source was first detected in 2011 by the Swift Burst Alert Telescope (Krimm et al. 2011). We fit the observation of Swift J1357.2-0933 with TCAF solution based fits file which uses five physical parameters (if mass is unknown): The parameters are as follows (i) Mass of the black hole, (ii) disk accretion rate, (iii) halo accretion rate, (iv) location of the shock, and (v) shock compression ratio. All the parameters collectively give the electron density and temperature, photon spectrum and density, the fraction of soft photons intercepted by the Compton cloud from the Keplerian disk, as well as the reflection of hard photons from the Compton cloud by the disk. In Chakrabarti (1997) showed a detailed spectral variation with different model parameters. In Fig. 1 (left panel), we present the TCAF model fitted spectrum for this candidate which covers a broadband energy range from 0.5 - 70 keV. The data fits well for $M_\odot = 4.01$, $\dot{m}_d = 0.019$, $\dot{m}_h = 0.213$, $X_s = 36.7 \, r_g$, $R=2.0$ with $\chi^2/dof=473.1/446$.

The model fitted parameters show that the halo rate is higher than the disk rate and the shock compression ratio is in the regime of strong mass loss (see Chakrabarti 1999). This is an indication of hard spectral state. If we follow the previous observed day and fit the data with model, it shows that, at some point in time after the first observation day, viscosity may have started to go up, and the Keplerian disk rate also started to increase (see Mondal & Chakrabarti 2019). However, this was not enough so as to change the spectral state (as a minimum viscosity is required for such changes (Mondal et al. 2017)). We also fit the data with power-law (PL) model. The PL model fitted photon index ($=1.8$) also indicates a hard spectral state. Following the above model understanding and the values of the model fitted parameters, we conclude that the source was in rising hard state of the outburst during the observations. We also estimate some physical parameters of the disk.
and check the stability of the disk to produce a sufficient viscosity to explain the observed lightcurve from the TCAF model fitted parameters. From the Kepler’s law, one can derive a relation between orbital period ($P$) and orbital separation $a$. Outer disk radius ($r_{\text{out}}$) of the primary star is calculated from the Roche lobe radius of the primary following Eggleton (1983). In this work, we consider that the outer edge of the disk ($r_{\text{out}}$) is 70\% of the Roche lobe radius, which appears to be $r_{\text{out}} = 0.68 \times 10^{11}$. The steps followed to fit the observed lightcurve are: (i) we have mass and disk accretion rate from the model fit, (ii) using (i) we estimate the temperature of the disk thus the sound speed, (iii) outer disk radius is estimated from orbital period and mass ratio from the literature, (iv) once (ii) and (iii) are known one can estimate height of the disk, Keplerian angular frequency, and disk kinematic viscosity to estimate the viscous time scale, and (v) finally, we extract SS73-$\alpha$ parameter (Shakura & Sunyaev 1973) for which the derived and the fitted $\tau$ values are consistent. Here, $\alpha$ takes the value 0.25 to give a decay timescale ($\tau$) of $\sim 45$ days. To fit the observed lightcurve using decay timescale, we use an exponential decay function, $f = A \exp(-t/\tau)$, where $A$ is a normalization constant, which takes the value of $3.91 \pm 0.16$ with an exponential decay timescale ($\tau$) around $45.28 \pm 4.78$ days. The estimated SS73 disk viscosity parameter ($\alpha = 0.25$) satisfies the same order of magnitude obtained for other observed candidates (Mondal et al. 2017). In Fig. 1 (right panel), we show exponential decay function fitted with the observed lightcurve. As the halo rate is higher than the disk rate and the shock compression ratio is always greater than unity for this outburst, inverse-Comptonization process is dominant which cools down the system and the shock moves inward (Mondal & Chakrabarti 2013; CT95). The velocity of the shock movement is $\sim 0.15$ m/s for this candidate which is similar to the shock velocity in other outbursts (Mondal et al. 2015 for H 1743-322 and references therein). This indicates that the outburst probably remained in the rising phase and no other
spectral state has been missed in between these ∼ 40 days. Our model fitted disk rate is ∼ 2% of \( \dot{M}_{\text{Edd}} \). As the shock compression ratio is intermediate, the jets and outflows are expected to be strong with mass outflow/inflow rate ratio 3.4-4.2%.

3.2. NGC 4151

The Seyfert 1.5 galaxy NGC 4151 (z=0.00332, de Voucouleurs et al. 1991), sometimes considered as a Seyfert 1 type AGN, is one of the most popular sources for which many AGN phenomena were first characterized (for more details, see Ulrich 2000). Here we study spectral properties of NGC 4151 with TCAF using three NuSTAR observations during 2012. The outburst data considered in this work is fitted with TCAF in addition with a power-law (PL) model. In Fig. 2(a-c), we show the TCAF model fitted 3.0-70.0 keV spectra along with residual in the bottom panel for three observation IDs. In Fig. 2d, unabsorbed model spectra are shown which are used to fit the observed data.

From the spectral fit we estimate the mass of the central black hole to be 3.03^{+0.26}_{-0.26} \times 10^{7} M_{\odot}, which appears to be in the same ball park as obtained by previous studies. Furthermore, unlike other models, we obtained the two accretion rates and found that the halo rate is much larger as compared to the disk accretion rate, consistent with the fact that the object was always in the hard state and the fact that AGN usually accretes low angular momentum matter, unless a part is also converted to Keplerian by a sufficient viscosity. Analysis also shows that in all these three observations, the \( X_{\lambda} \) (i.e. corona) was more or less constant ∼ 150 \( r_{s} \). This is partly due to the fact that in a supermassive black hole system short term variabilities are rare. However to get the more detail understanding about the evolution of the accretion flow, we need to have a long term monitoring. The details about the model parameters variation can be seen in Nandi et al. (2019).
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Ultra-luminous X-ray sources (ULXs) have been puzzling us with a debate whether they consist of an intermediate mass black hole or super-Eddington accretion by a stellar mass black hole. Here we suggest that in the presence of large scale strong magnetic fields and non-negligible vertical motion, the luminosity of ULXs, particularly in their hard states, can be explained with sub-Eddington accretion by stellar mass black holes. In this framework of 2.5D magnetized advective accretion flows, magnetic tension plays the role of transporting matter (equivalent to viscous shear via turbulent viscosity) and we neither require to invoke an intermediate mass black hole nor super-Eddington accretion. Our model explains the sources, like, NGC 1365 X1/X2, M82 X42.3+59, M99 X1 etc. which are in their hard power-law dominated states.
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1. Introduction

While the existence of stellar mass black holes of mass $M \lesssim 80 M_\odot$ and supermassive black holes of mass $M \gtrsim 10^6 M_\odot$ are confirmed, there is no direct evidence for black holes of mass in between. Scientists believing in the continuous mass distribution argue for the existence of such black holes, called intermediate mass black hole. However, many others argue that there is no such obvious expectation as the origins of stellar mass and intermediate mass black holes are completely different. Nevertheless, there are ultra-luminous X-ray sources (ULXs) observed in galaxies around, which apparently cannot be explained by the conventional idea of stellar mass black holes accreting at a sub-Eddington limit. Hence, the proposal is that the sources harbor an intermediate mass black hole, particularly when they reveal lower temperature in the underlying multicolor black hole spectra. However, there is another idea behind ULXs that they are stellar mass black holes only but accreting at a super-Eddington rate: candidates for slim accretion disk.

Nevertheless, none of the above ideas is a conventional one. There are significant evidences that X-ray binaries are sub-Eddington accretors and there is no direct evidence yet of galactic black hole mass $M \gtrsim 100 M_\odot$ (though the detection of gravitational wave argues for the black hole mass larger than that determined in X-ray astronomy). Here our story lines start. We show that ULXs in hard states can be explained by a stellar mass black hole accreting at a sub-Eddington rate with advection in the presence of large scale strong magnetic field. Hence, by the interplay between magnetic field and advection, X-ray binaries could be quite luminous in the hard state. For that we neither require an intermediate mass black hole nor super-Eddington accretion. Hence, while still the existence of intermediate
black hole, even appeared as ULX, is not ruled out, some ULXs in hard states, e.g. NGC 1365 X1/X2, M82 X42.3+59, M99 X1 etc., are suggested to be highly magnetized stellar mass black hole sources only.

We model a combined disk-outflow coupled system with the inclusion of vertical velocity and large scale magnetic stress explicitly. This is essentially a 2.5D magnetized advective accretion disk model. We show that energetics and luminosities of such a flow are in accordance with ULXs.

2. Magnetized disk-outflow coupled system

We consider a magnetized, viscous, advective disk-outflow/jet symbiotic system with cooling around black holes. We consider the large scale magnetic and turbulent viscous stresses both and depending on the field strength one of them may dominate over other. Here we assume a steady and axisymmetric flow and all the flow parameters: radial velocity \(v_r\), specific angular momentum \(\lambda\), outflow or vertical velocity \(v_z\), fluid pressure \(p\), mass density \(\rho\), radial \((B_r)\), azimuthal \((B_\phi)\), and vertical \((B_z)\) components of magnetic field, are functions of both radial and vertical coordinates. Throughout we express length variables in units of \(\frac{GM_{\text{BH}}}{c^2}\), where \(G\) is the Newton’s gravitational constant, \(M_{\text{BH}}\) the mass of BH, and \(c\) the speed of light. Accordingly, we also express other variables. Hence, the continuity and momentum balance equations are respectively

\[
\nabla \cdot (\rho \mathbf{v}) = 0, \quad \text{and} \quad (\mathbf{v} \cdot \nabla) \mathbf{v} = \mathbf{F} - \frac{1}{\rho} \nabla \left( p + \frac{B^2}{8\pi} \right) + \frac{(\mathbf{B} \cdot \nabla) \mathbf{B}}{4\pi \rho} + \frac{1}{\rho} \nabla \cdot \mathbf{W},
\]

where \(\mathbf{v}\) and \(\mathbf{B}\) are velocity and magnetic field vectors respectively, \(|\mathbf{F}|\) is the magnitude of the gravitational force for a BH in the pseudo-Newtonian framework\(^3\). The importance of generalized viscous shearing stress tensor \((\mathbf{W} = W_{ij})\) is taking care explicitly in this formalism. Various components of \(W_{ij}\) are written in terms of \(\alpha\)-prescription\(^4\) with appropriate modifications\(^5\). We also have to supplement the above equations with the equations for no magnetic monopole and induction, as respectively

\[
\nabla \cdot \mathbf{B} = 0 \quad \text{and} \quad \nabla \times (\mathbf{v} \times \mathbf{B}) + \nu_m \nabla^2 \mathbf{B} = 0,
\]

where \(\nu_m\) is the magnetic diffusivity. We consider equation (2) in the very large magnetic Reynolds number \((\alpha 1/\nu_m)\) limit, which is the case for an accretion disk. We further have to supply the energy balance equations for ions and electrons by taking into account the detailed balance of heating, cooling and advection. The magnetized energy equations for ions and electrons read as

\[
\Gamma_3 \left[ v_r \left( \frac{\partial p}{\partial r} - \Gamma_1 \frac{p}{\rho} \frac{\partial \rho}{\partial r} \right) + v_z \left( \frac{\partial p}{\partial z} - \Gamma_1 \frac{p}{\rho} \frac{\partial \rho}{\partial z} \right) \right] = Q^+ - Q^{ie},
\]

where

\[
\Gamma_1 = \frac{32 - 24\beta - 3\beta^2 + \frac{23(4-3\beta)}{3\beta^3}}{24 - 21\beta}, \quad \text{and} \quad \Gamma_3 = \frac{24 - 21\beta}{2(4 - 3\beta)}.
\]
\[ \Gamma_1 \left[ v_r \left\{ \frac{\partial p_e}{\partial r} - \Gamma_1 \frac{p_e \rho}{\rho} \frac{\partial \rho}{\partial r} \right\} + v_z \left\{ \frac{\partial p_e}{\partial z} - \Gamma_1 \frac{p_e \rho}{\rho} \frac{\partial \rho}{\partial z} \right\} \right] + v_z \left\{ \frac{\partial p_e}{\partial z} - \Gamma_1 \frac{p_e \rho}{\rho} \frac{\partial \rho}{\partial z} \right\} = Q^{ie} - Q^{-}, \]  

where \( Q^{+} \) represents the viscous and magnetic (Ohmic) heats generated in the flow, \( Q^{ie} \) the Coulomb coupling estimating the amount of heat transferred from ions to electrons, and finally \( Q^{-} \) the radiative cooling rate through electrons via different cooling processes including bremsstrahlung, synchrotron and inverse Comptonization of soft photons supplied from the Keplerian disk. Various cooling formalisms are adopted from past works\(^6\)\(^-\)\(^8\). In order to solve the equations semi-analytically, we make a reasonable hypothesis in the disk-outflow symbiotic region that the vertical variation of any dynamical variable (say, \( A \)) is much less than that with radial variation, that allows us to introduce \( \partial A/\partial z \approx sA/z \), where \( s \) is just the degree of scaling and is a small number.

3. Disk hydromagnetics and energetics

Figure 1 shows disk-outflow hydromagnetics revealing that large scale strong magnetic fields are able to transport angular momentum adequately rendering further significant \( v_r \) and \( v_z \) with decreasing \( r \). The angular momentum profile turns out to be similar to that obtained based purely on \( \alpha \)-viscosity and hence \( W_{ij} \) when the field is weak. However, the benefit with large scale magnetic stress is that it renders significant vertical outflow along with radial inflow. It is confirmed from Figs. 1d,e that close to the black hole magnetic field could be even \( \sim 10^7 \) G with an efficient magnetic shear compared to \( \alpha \)-viscosity induced viscous shear.

Now energetics can be estimated based on above hydromagnetism. The energy equation in conservative form under steady state condition is given by

\[ \nabla \cdot \mathcal{F} = 0 \text{ with } \mathcal{F}_i = \rho v_i \left( \frac{v^2}{2} + \frac{\Gamma_1}{\Gamma_1 - 1} \frac{p}{\rho} + \frac{B^2}{8\pi} + \Phi \right) + v_j M_{ij} - v_j W_{ij}, \]

where \( i, j \) correspond to \( r \) or \( \phi \) or \( z \), indicating radial or azimuthal or vertical component of the respective variables with \( v^2 = v_r^2 + \lambda^2/r^2 + v_z^2 \), \( \Phi \) is the gravitational potential, and \( M_{ij} \) is the magnetic stress tensor with standard definition, given by

\[ M_{ij} = \frac{B^2}{8\pi} \delta_{ij} - \frac{B_i B_j}{4\pi}. \]

The outflow power extracted from the disk is computed at the disk-outflow surface region. It defines as\(^5\)

\[ P_3(r) = \int 4\pi r \left[ \rho v_z \left( \frac{v^2}{2} + \frac{\Gamma_1}{\Gamma_1 - 1} \frac{p}{\rho} + \Phi - \left( \frac{\lambda}{r} W_{\phi z} + v_\phi W_{rz} \right) \right) + \frac{v_z}{4\pi} \left( B_r^2 + B_\phi^2 - \frac{v_\phi}{v_z} B_r B_\phi - \frac{\lambda}{r v_z} B_\phi B_z \right) \right] dr. \]

This accretion induced outflow power contains contributions from mechanical and enthalphy powers, and those of viscous and Poynting parts. Our model is restricted
Fig. 1. Variation of (a) Mach number, (b) outflow speed, (c) specific angular momentum, (d) magnetic field components, (e) ratio of magnetic to viscous shearing stresses, and (f) luminosity, as functions of distance from the black hole. Other parameters are $M_{BH} = 20 M_\odot$, $\dot{m} = 0.05$ Eddington rate.
vertically up to the disk-outflow coupled region, above which outflow may decouple and accelerate. Hence this computed power is basically the initial power of any astrophysical jets at the launching region. Also the disk luminosity can be computed from the cooling mechanisms and can be defined as

$$L = \int \left( \int_0^h Q^{-4\pi r} \, dz \right) \, dr.$$  \hspace{1cm} (8)

The variation of disk luminosity, whose magnitude is the most important observable in the present context, is shown in Fig. 1f. At an arbitrary $r$, the luminosity is obtained by integrating from the outer disk radius $r_{\text{out}}$ to that corresponding $r$. For the case of a stellar-mass black hole of mass $M_{\text{BH}} = 20 \, M_\odot$ with total mass accretion rate $\dot{m} = 0.05$ Eddington rate, the maximum attainable luminosity, based on the integration over whole disk, is $L \sim 8 \times 10^{39}$ erg s$^{-1}$. This value is quite adequate to explain observed luminosities of ULXs in hard states. Table 1 enlists some ULXs with their respective power-law indices, indicating their harder nature. It is very interesting that the luminosity of the sources $L \sim 10^{40}$ erg s$^{-1}$, which can be explained by a stellar mass black hole accreting at a sub-Eddington rate in the presence of strong magnetic fields, as described in Fig. 1f.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Gamma$</th>
<th>$L_{0.3-10 \text{ keV}}$ (10$^{40}$ erg s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M99 X1$^9$</td>
<td>1.7$^{+0.1}_{-0.1}$</td>
<td>1.9</td>
</tr>
<tr>
<td>Antennae X-11$^{11}$</td>
<td>1.66$^{+0.03}_{-0.05}$</td>
<td>2.11</td>
</tr>
<tr>
<td>Holmberg IX X-1$^{11}$</td>
<td>1.96$^{+0.1}_{-0.02}$</td>
<td>1.0</td>
</tr>
<tr>
<td>NGC 1365 X1$^{12}$</td>
<td>1.74$^{+0.12}_{-0.11}$</td>
<td>2.8</td>
</tr>
<tr>
<td>NGC 1365 X2$^{12}$</td>
<td>1.27$^{+0.25}_{-0.19}$</td>
<td>3.7</td>
</tr>
<tr>
<td>M82 X42.3+59$^{13}$</td>
<td>1.44$^{+0.09}_{-0.09}$</td>
<td>1.13</td>
</tr>
</tbody>
</table>

4. Summary

ULXs and the question of plausible existence of intermediate mass black hole in the universe are both puzzling us for quite sometime. Some authors argue ULXs to be the sources of an intermediate mass black hole. Some others argue ULXs to be super-Eddington accretors by a stellar mass black hole. The later group further argues that there is no need to expect a continuous mass distribution of black holes from stellar mass to supermassive scales. We suggest quite differently and uniquely. We show that at least some of ULXs are nothing but the highly magnetized accreting sources of stellar mass black holes accreting at a sub-Eddington rate only. The required field magnitude is of the order of 10$^{7}$ G to explain ULXs in hard states, which is well below the underlying Eddington value. Therefore, at least some of
ULXs could just be stellar mass black holes. While this suggestion leaves the question for the existence of intermediate mass black hole wide open, it argues for the power of magnetically dominated/arrested accretion flows to explain enigmatic astrophysical sources.
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We study the bound orbit conditions for equatorial and eccentric orbits around a Kerr black hole both in the parameter space (\(E, L, a\)) representing the energy, angular momentum of the test particle, and spin of the black hole, and also (\(e, \mu, a\)) space representing the eccentricity, inverse-latus rectum of the orbit, and spin. We apply these conditions and implement the relativistic precession (RP) model to M82X-1, which is an Intermediate-mass black hole (IMBH) system, where two high-frequency Quasi-Periodic Oscillations (HFQPOs) and a low-frequency QPO were simultaneously observed. Assuming that the QPO frequencies can also be generated by equatorial and eccentric trajectories, we calculate the probability distributions to infer \(e, a\), and periastron distance, \(r_p\), of the orbit giving rise to simultaneous QPOs. We find that an eccentric orbit solution is possible in the region between innermost stable circular orbit (ISCO) and the marginally bound circular orbit (MBCO) for \(e = 0.2768^{+0.0657}_{-0.0451}\), \(a = 0.2897 \pm 0.0087\), and \(r_p = 4.6164^{+0.0694}_{-0.1259}\).
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1. Introduction

Black holes have been discovered as part of various systems in galaxies; as one of the components of the transient binary systems known as black hole X-ray binaries (BHXRB) with black hole mass in the range 5 – 30\(M_\odot\), as intermediate mass black holes (IMBH) with mass range 300 to 600\(M_\odot\), and as galactic nuclei of mass \(10^6 - 10^{10}M_\odot\) (Ref. 1). X-ray emission from such systems gives evidence of the presence of a compact object as X-rays originate very close to the black hole, and hence are important probes of the strong gravity regime. One of the important features discovered in the X-ray emission from these systems is quasi-periodic oscillations (QPOs), which are broad peaks in the Fourier power density spectrum. QPOs have been discovered with their frequencies ranging from mHz-kHz (Ref. 2), in BHXRB, mHz to a few Hz in IMBH (Ref. 3), and expected with the time scales of hours to days for AGN. The most interesting features among these are the high-frequency QPOs (HFQPOs) in the range 100-500Hz (Refs. 5, 6), detected in various BHXRB which may be used to calculate spin \(a\) and mass \(M_\bullet\) of the black hole when detected simultaneously. Some of these objects have also shown two simultaneous HFQPOs with their centroid frequencies having ratios \(\sim 3:2\) or \(5:3\) (Ref. 2), indicating a resonance. There are also some cases, for example, GROJ1655-40 (Ref. 7), and M82 X-1 (IMBH) (Ref. 3), which are known to show the detection of three simultaneous QPOs, two HFQPOs and one low-frequency QPO (LFQPO). There are various existing models that attempt to explain the origin of QPOs but perhaps the most
widely accepted is the relativistic precession (RP) model (Ref. 8), which interprets LFQPO as the nodal precession frequency given by \((\nu_\phi - \nu_\theta)\), and the two HFQPOs as associated with the azimuthal frequency, \(\nu_\phi\), and the periastron precession frequency \((\nu_\phi - \nu_r)\) of a particle orbiting around a black hole. RP model has been previously applied to the cases of BHXRB (Ref. 7), assuming that the frequencies correspond to circular orbits of an equatorial system.

In this article, we first present the necessary bound orbit conditions both in the \((E, L, a)\) and in the \((e, \mu, a)\) space of the corresponding orbit for the equatorial bound orbits. Using these conditions, we classify various bound orbits in both spaces. Then, by applying the RP model to the case of an IMBH M82X-1, we find that an eccentric equatorial orbit can also originate three simultaneous QPOs. We also discuss the possible region around the black hole giving rise to these QPOs.

2. Bound orbit conditions for equatorial orbits

In this section, we write the bound orbit conditions in \((E, L)\) and \((e, \mu)\) space for a particle orbiting a Kerr black hole of a given spin, \(a = J/M\). Throughout this article, we have scaled \(E, L, a\) parameters by mass of the black hole \(M\), and have used geometrical units \((G = c = 1)\).

2.1. Dynamical parameter space \(\{E, L, a\}\)

The equation defining radial motion of a particle (unit mass, \(m_0 = 1\)) in the equatorial plane of a Kerr black hole having spin \(a\) is given by (Ref. 9)

\[
\frac{(E^2 - 1)}{2} = \frac{1}{2} \left( \frac{dr}{d\tau} \right)^2 - \frac{1}{r} + \frac{L^2 - a^2 (E^2 - 1)}{2r^2} - \frac{(L - aE)^2}{r^3},
\]

where \(r\) is the radial distance from black hole and \(\tau\) is the proper time. The radial kinetic energy vanishes at the turning points of the orbit, \(dr/d\tau = 0\), which gives

\[
(1 - E^2) r^3 - 2r^2 + (L^2 - a^2 (E^2 - 1)) r - 2(L - aE)^2 = 0.
\]

We apply the Cardano’s method (Ref. 10) to obtain real roots of Eq. (2) in terms of dynamical parameters \(\{E, L, a\}\), which corresponds to the case when a bound orbit exists between the first two turning points. The three real roots of Eq. (2) can be expressed as (Ref. 14)

\[
r_1 = r_a = \frac{2 \left[ 1 + 4 - 3 (1 - E^2) (L^2 - a^2 (E^2 - 1)) \right]^{1/2} \cos \left( \frac{\varphi}{3} \right)}{3 (1 - E^2)},
\]

\[
r_2 = r_p = \frac{2 \left[ 1 + 4 - 3 (1 - E^2) (L^2 - a^2 (E^2 - 1)) \right]^{1/2} \cos \left( \frac{\varphi - 2\pi}{3} \right)}{3 (1 - E^2)},
\]

\[
r_3 = \frac{2 \left[ 1 + 4 - 3 (1 - E^2) (L^2 - a^2 (E^2 - 1)) \right]^{1/2} \cos \left( \frac{\varphi + 2\pi}{3} \right)}{3 (1 - E^2)}.
\]
where $\phi$ is defined by

$$
\cos \phi = \frac{8 - 9 (1 - E^2) (L^2 - a^2 (E^2 - 1)) + 27 (1 - E^2)^2 (L - aE)^2}{[4 - 3 (1 - E^2) (L^2 - a^2 (E^2 - 1))]^{3/2}}.
$$

(3d)

where $r_1 > r_2 > r_3$, $r_1$ and $r_2$ are the apastron and periastron points of the eccentric orbit respectively. It follows that

$$-1 < \cos \phi < +1$$

holds for eccentric orbits. (3e)

As per the Cardano’s method, the condition for three real roots is described by the discriminant of the cubic equation, which we obtain for Eq. (2), given by (Ref. 14)

$$
\Delta = 27 (1 - E^2)^2 x^4 - (L^2 - a^2 (E^2 - 1))^2 - 18 x^2 (1 - E^2) (L^2 - a^2 (E^2 - 1)) + 16 x^2 + (1 - E^2) (L^2 - a^2 (E^2 - 1))^3,
$$

(4)

where $x = L - aE$. Hence, the condition on $\{E, L, a\}$ to get three real and distinct roots of $r$, which is possible only when the orbit is an eccentric bound orbit, is given by

$$\Delta < 0 \quad \text{and} \quad 0 < E < 1.$$

(5)

The case of two equal roots and one distinct real root is possible when $\Delta = 0$, which corresponds to the stable circular, and the separatrix orbit or the unstable circular orbit, which are classified using $\cos \phi$ by the following conditions:

- Stable circular orbit when $\cos \phi = -1 \Rightarrow r_1 = r_2$ and $0 < E < 1$, (6a)
- Separatrix orbit when $\cos \phi = +1 \Rightarrow r_2 = r_3$ and $0 < E < 1$, (6b)
- Unstable circular orbit when $\cos \phi = +1 \Rightarrow r_2 = r_3$ and $E > 1$. (6c)

In this way, we are able to classify the various bound orbits in the $\{E, L, a\}$ space. Fig. 1(a) shows this classification as bound orbit region, we call it the $\Delta$ region, in the $(E, L)$ plane which is bounded by the curves representing the stable circular orbits Eq. (6a), separatrix orbits Eq. (6b), and $E = 1$. The details of results presented in this section will be provided in paper in preparation (Ref. 14).

### 2.2. Conic parameter space $\{e, \mu, a\}$

Next, we extend and translate the bound orbit conditions to the conic parameter space which is useful for the geometric study of the bound trajectories. The eccentricity and inverse-latus rectum are defined as

$$e = \frac{r_a - r_p}{r_a + r_p}, \quad \mu = \frac{r_a + r_p}{2 r_a r_p}.
$$

(7)

Using the transformation relations between $(E, L)$ and $(e, \mu)$ (Refs. 11, 12), we can express $\Delta$, Eq. (4), in terms of $\{e, \mu, a\}$ as (Ref. 14)

$$
\Delta = -\frac{e^2}{\mu^2} \left[1 - x^2 \mu^2 (1 + e) (3 - e)\right]^2 [1 - x^2 \mu^2 (1 - e) (3 + e)]^2 = -\frac{e^2}{\mu^2} \Delta_1^2 \Delta_2^2.
$$

(8)
Fig. 1. The bound orbit condition, $\Delta \leq 0$, is shown as the $\Delta$ region (a) bounded by stable circular Eq. (6a), separatrix orbits Eq. (6b), and $E = 1$ in the $(E, L)$ plane, and (b) bounded by stable circular Eq. (9a), separatrix orbits Eq. (9b), and $e = 1$ in the $(e, \mu)$ plane for $a = 0.5$, where points A and B represents the innermost stable circular orbit (ISCO) and marginally bound circular orbit (MBCO) respectively.

It is seen that $\Delta \leq 0$ is valid for all the real values of $x$, and $\Delta = 0$ if any one of the following conditions is satisfied:

\begin{align}
  e &= 0, \\
  \Delta_1 &= 0 \Rightarrow \mu^2 x^2 (3 - e)(1 + e) = 1, \\
  \Delta_2 &= 0 \Rightarrow \mu^2 x^2 (3 + e)(1 - e) = 1,
\end{align}

where Eq. (9a) corresponds to the stable circular orbits, Eq. (9b) corresponds to the separatrix orbits and they together with $e = 1$ define the boundaries of the $\Delta$ region in the $(e, \mu)$ plane; see Fig. 1(b). Hence, the condition in $\{e, \mu, a\}$ space for an eccentric bound orbit is given by $r_3 < r_p$, which corresponds to (Ref. 14)

$$
\mu^2 x^2 (3 - e)(1 + e) \leq 1,
$$

and is the operative condition for eccentric bound orbits representing the ordering of roots, $r_1 > r_2 > r_3$. The expression of $\cos \varphi$, Eq. (3d), in the $\{e, \mu, a\}$ space is given by (Ref. 14)

$$
\cos \varphi = \frac{\left[1 - 3x^2 \mu^2 (1 - e^2)\right] \cdot \left[-1 + 3e + 3x^2 \mu^2 (1 - e - e^2 + e^3)\right]}{\left[1 + 3e - 3x^2 \mu^2 (1 + e - e^2 - e^3)\right]} \cdot \frac{1}{\left[4 - 3(1 - e^2) [1 - x^2 \mu^2 (1 - e^2)] [1 + \mu^2 x^2 (3 + e^2)]\right]^{3/2}}.
$$

3. Parameter estimation from RP model for QPOs

Now, we take a more generalized approach to the RP model by considering $e \neq 0$. We consider that three simultaneous QPOs can also be originated by a self-emitting blob orbiting in an equatorial eccentric trajectory around a Kerr black hole. Then, we calculate the parameters $\{e, r_p\}$ of the orbit and spin $a$ of the black hole using the fundamental frequency formulae for equatorial orbits derived in Refs. (11, 12), and presented in Table 1. We search for the parameters in the allowed $\Delta$ region
QPOs at (shown in Fig. 1) and defined by the bound orbit condition, Eq. (10). We apply to find QPO frequencies as Gaussian distributed with their mean values at the corresponding normalized joint probability density distribution in the $$({e, r_p, a})$$ plane suggesting an eccentric orbit. We estimate the 1σ errors in the solution $$\{e_0, r_{p0}, a_0\}$$ using the Jacobian of the transformation to $$\{\nu_1, \nu_2, \nu_3\}$$ space whose formulae are given in Table 1, and find the corresponding normalized joint probability density distribution in the $$(e, r_p, a)$$ space. As the probability density $$P(e, r_p, a)$$ is three dimensional, we collapse the profile of the probability density in two dimensions and fit a Gaussian function to find the mean values, $$\{e_0, r_{p0}, a_0\}$$, and variances, $$\{\sigma_e, \sigma_{r_p}, \sigma_a\}$$ in other dimension.

Using this procedure, we found the exact solution at $$e = 0.2768 \pm 0.0451, a = 0.2897 \pm 0.0087, and r_p = 4.6164 \pm 0.0067$$ for M82X-1. We see that the probability density naturally peaks at non-zero eccentricity suggesting that the most probable solution might not be restricted to circular orbits as was previously assumed in Ref. 7. Fig. 2 shows this solution in the $$(r_p, a)$$ plane suggesting an eccentric orbit having its periastron point in the region between ISCO and MBCO is the most probable orbit for the generation of three simultaneous QPOs. We have implemented a similar approach to various BHXRB to include non-equatorial and eccentric trajectories in our paper in preparation (Ref. 13).
4. Summary and discussion

We discussed the bound orbit conditions for the eccentric equatorial orbits in the $\{E, L, a\}$, and $\{e, \mu, a\}$ spaces. We applied it to the specific case of M82X-1, where three simultaneous QPOs were discovered (Ref. 3, 4), to find the parameters $e = 0.2768^{+0.0657}_{-0.0451}$, $a = 0.2897 \pm 0.0087$, and $r_p = 4.6164^{+0.0694}_{-0.1256}$ for the orbit generating these QPOs using the RP model. We find that the eccentric orbit solutions are possible in the region between ISCO and MBCO, as shown in Fig. 2. Hence, by assuming that the accretion disk ends near ISCO, we conclude that the blobs that originate near ISCO and follow equatorial and eccentric trajectories in this region that produce HFQPOs. In a paper in preparation (Ref. 13), we also discuss the non-equatorial eccentric trajectories as possible solutions for QPOs assuming the RP model.

We acknowledge the support from the SERB project CRG 2018/003415.
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Accretion disks around stellar-mass black holes (BHs) are observed to emit radiation peaking in the soft X-rays (at about 1 keV) when the source is in the thermal state. This emission is expected to be polarized, because of electron scattering in the disk. However, photons will experience a rotation of the polarization plane due to General Relativity effects. X-ray polarization measurements can then be crucial in assessing strong gravity effects around accreting stellar-mass BHs, providing independent constraints on their spin. In this work, we present the simulated polarization spectra (obtained according to the model by Dovčiak et al.) for the X-ray, thermal radiation emitted by the accretion disk, as expected to be measured by IXPE, an X-ray polarimeter which will be launched in 2021. We also illustrate the code, currently under development, incorporate the contribution of returning radiation and account for absorption effects by the disk material.
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1. Introduction

Stellar-mass black holes (BHs) are believed to be born mainly in the gravitational core-collapse of very massive stars (with $M \gtrsim 25-30 M_\odot$), while supermassive black holes ($M \approx 10^6-10^9 M_\odot$) are hosted in the center of most galaxies (including our own). Despite the fact that even light cannot escape from their event horizon, BHs have been observed so far as X-ray sources, through the electromagnetic radiation emitted from accretion disks in their surroundings, as well as, in the case of supermassive BHs, by studying the orbits of nearby stars influenced by the presence of their gravitational field. Very recently, BHs have been in the spotlight thanks to the results achieved by the LIGO/VIRGO collaboration, which detected for the first time the gravitational waves emitted in BH-BH merging events. Nevertheless, electromagnetic observations still play a key role in understanding the physics of BHs. Moreover, the recent developments in X-ray polarimetry techniques gave new impetus to this field of research.

In this work we revisit the issue of modeling the spectral and polarization properties of radiation emitted from the accretion disk around a stellar mass BH, where general relativistic effects play a crucial role. Theoretical models to investigate spectra and polarization from these sources have been developed by many authors in the past (see e.g. Ref. 4 for a more comprehensive list of references). We revisit in particular the work by Dovčiak et al., which addressed the contribution of photons...
that reach the observer without interacting anymore with the disk since their emission (the so-called “direct radiation”). As already discussed in Ref. 5 the “returning radiation” (i.e. the emitted photons which are forced by the strong gravity effects to return to the disk, where they may be scattered to eventually arrive at infinity) may provide an important contribution, and therefore we decided to include it in the KYN code. However, contrary to Schnittman & Krolik, we use an observer-to-emitter approach, and we also aim to explore non-trivial prescriptions for the disk albedo. The predictions we will obtain for the polarization observables can be promptly tested by the new-generation X-ray polarimeter IXPE,\textsuperscript{6} that will be launched in 2021.

In section 2 we briefly set out the theoretical model and present our main assumptions. An overview of the numerical implementation is described in section 3, while some preliminary plots are discussed in section 4. Finally, conclusions are presented in section 5.

2. Basic theoretical model

Accretion disks around stellar-mass BHs are observed to emit radiation peaking in the soft X-rays (at about 1 keV) when the source is in its thermal state. Photons propagating in the space-time around a BH (which is described by the Kerr metric, for different values of the dimensionless angular momentum per unit mass $a$) will experience general relativistic effects. More in detail, photons emitted close to a BH are redshifted due to the strong gravitational field, and their trajectory follows null geodesics, deviating from straight lines. As a consequence, the paths of photons emitted from regions of the disk closer to the central BH can be bent by its gravitational field. These photons may still reach the observer at infinity (direct radiation), but part of them can return towards the disk surface and scatter before to eventually arrive at infinity (returning radiation), depending on the emission point on the disk and on the emission direction.

Disk radiation is also expected to be linearly polarized, because of Thomson scatterings that occur onto the electrons which are present in the atmospheric layer assumed to cover the disk (see e.g. Ref. 7). For symmetry reasons, the polarization vector of photons must be either parallel or perpendicular to the disk symmetry axis projected in the plane of the sky. In particular, if no absorption is assumed in the atmosphere, polarization will be parallel to this axis for lower values of the atmospheric optical depth ($\tau \lesssim 1$) and perpendicular for higher ones. As for the photon energy and trajectory, strong gravity can also influence the polarization state of radiation.\textsuperscript{8–10} In fact, the photon polarization plane should be parallelly transported along the curved trajectory, and this results in a rotation of the polarization vector with respect to the direction assumed at the emission. Moreover, if the photon propagates around a rotating BH, it can be shown that the polarization vector undergoes a further rotation (also called the Gravitational Faraday rotation, see Ref. 11), the amount of which depends on $a$. 

For these reasons, the expected polarization fraction $P_o$ and polarization angle $\chi_o$ will be strongly influenced by the general relativistic effects associated to the central BH gravitational field. In particular, the change $\Psi$ in polarization angle for a photon propagating along a null geodesic is given by

$$\tan \Psi = \frac{Y}{X}, \quad (1)$$

where, in the case of a Petrov type D space-time, the quantities $Y$ and $X$ can be expressed in terms of the components $\kappa_1$ and $\kappa_2$ of the Walker-Penrose constant,\textsuperscript{12} which is a constant of motion along a null geodesic, as

$$X = -(\alpha - a \sin \theta_o)\kappa_1 - \beta \kappa_2$$

$$Y = (\alpha - a \sin \theta_o)\kappa_2 - \beta \kappa_1. \quad (2)$$

In equation (2), $\alpha$ and $\beta$ are the impact parameters which identify the $x$- and $y$-axes, respectively, of the observer’s sky reference frame in the plane perpendicular to the line-of-sight, and $\theta_o$ is the observer inclination.\textsuperscript{1}

3. Numerical implementation

Calculations are performed for a standard disk\textsuperscript{13,14} focusing, for the sake of simplicity, on the case in which the emitted radiation follows locally a simple blackbody distribution. Photons are assumed to be scattered by the electrons of a geometrically-thin atmospheric layer above the disk surface, which polarizes the emitted radiation. In particular, the intrinsic polarization properties in the diffusion limit ($\tau \gg 1$) are extracted from Chandrasekhar’s analytical expressions\textsuperscript{7} for a geometrically thin and optically thick atmosphere with infinite optical depth. It can be shown that this is a good approximation as long as $\tau \gtrsim 5$.\textsuperscript{1} On the other hand, for lower values of $\tau$ the intrinsic polarization pattern is numerically evaluated using the Monte Carlo code \textsc{stokes}, firstly developed by Goosmann & Gaskell\textsuperscript{15} (see also Refs. 16 and references therein for subsequent updates).

3.1. Direct radiation

\textsc{kyn}\textsuperscript{1} is a ray-tracing code based on an observer-to-emitter approach, contrary to the Monte Carlo code developed in Ref. 5. The observer-to-emitter method has the advantage of a much less computational load, even if, on the other hand, the inverse approach may prove to be more useful when electron scattering in the disk is considered.\textsuperscript{4}

In its original version, \textsc{kyn} takes into account only the contribution of direct radiation. The code starts with calculating the local specific Stokes parameters $s_l = [i_l, q_l, u_l]$ according to the formulae by Ref. 7, for photons emitted from different points on the disk surface, each characterized by the distance $r$ from the central BH and the azimuth $\phi$. Then, once selected the polar angles $\theta_e$ and $\varphi_e$ that the photon
emission direction makes with the disk no r m a l , t h e c o d e c o m p u t e s t h e i n t e g r a t e d Stokes parameters at the observer,

\[
\begin{align*}
\Delta i_o &= \int dS \int dE_i \ i_1 G \\
\Delta q_o &= \int dS \int dE_i [ \eta_1 \cos(2\Psi) - u_1 \sin(2\Psi)] G \\
\Delta u_o &= \int dS \int dE_i [ \eta_1 \cos(2\Psi) + u_1 \sin(2\Psi)] G ,
\end{align*}
\]

where \(\Psi\) and \(G\) are the change in polarization angle (see equation 1) and the transfer function,\(^1,17\) respectively, which account for the general relativistic effects that photons experience moving along the geodesic which connects the observer to the emission point, while \(E_i\) is the local photon energy.

### 3.2. Returning radiation

What is new in this work with respect to Ref. 1 is the addition of a specific module for including in the \textsc{kyn} code the contribution of returning radiation, motivated by the fact that in previous works\(^5\) it turned out to be important. Calculations are performed using the \texttt{c++} code \texttt{selfirr}:

- for each point on the disk surface (at the distance \(\bar{r}_i\) from the central BH), all the possible directions along which photons can return on the disk are sampled on a discrete \((\bar{\theta}_i, \bar{\phi}_i)\) angular mesh, with \(\bar{\theta}_i\) and \(\bar{\phi}_i\) the polar angles with respect to the disk normal;
- then, for each point of the \((\bar{r}_i, \bar{\theta}_i, \bar{\phi}_i)\) grid, the code computes the null geodesics, if any, that arrive to the disk at the selected distance \(\bar{r}_i\) with incidence direction given by \((\bar{\theta}_i, \bar{\phi}_i)\) from another point of the disk surface\(^a\);
- finally, the values of the emission radius \(\bar{r}_e\), angles of emission \(\bar{\theta}_e\) and \(\bar{\phi}_e\) (with respect to the disk normal), transfer function \(G\) and change in polarization angle \(\bar{\Psi}\) which characterize each of the computed geodesics are stored in an external file, to be read by \textsc{kyn}.

The specific Stokes parameters of the photons originally emitted from the disk are still given according to a Novikov-Thorne profile\(^14\) and using the formulae by Ref. 7 as in the case of direct radiation (Sec. 3.1). At the incidence point, the contributions of the different geodesics are summed together, in order to obtain the specific Stokes parameters due to returning radiation in each point of the disk surface.

Once returned to the disk, photons are considered to be reflected; for the sake of simplicity, in this preliminary version of the code we used a 100% albedo prescription, i.e. photons which return to the disk are all reflected towards infinity. For calculating the Stokes parameters of reflected photons we used the Chandrasekhar’s

\(^a\)We stress that \texttt{selfirr} naturally accounts for photons that, due to lensing, can travel along more than one geodesic between two points on the disk also with the same direction of incidence.
formulae for diffuse reflection (see Ref. 7 for more details). The integrated Stokes parameters at the observer are eventually obtained as mentioned in section 3.1 (see equations 3). The code provides in output the values of the Stokes parameters as functions of the photon energy at the observer, as well as the energy-dependent polarization degree and angle. Besides the outputs for the separate contributions of direct and returning radiation, the code is set to return also the “total” spectra and polarization observable behaviors, obtained by summing together the Stokes parameters of the two components.

Fig. 1. Spectrum (top-left), linear polarization fraction (top-right) and polarization angle (bottom) produced by a KYN run for a maximally rotating \(a = 0.998\), stellar-mass BH \((M = 10 M_\odot, M = 3.5 \times 10^{17}\ g/s)\) with inclination angle \(i = 60^\circ\) (solid lines). Dotted and dashed lines represent the separate contributions of direct and returning radiation, respectively.

4. Preliminary results

The simplifying assumption of 100% albedo at the disk surface allowed us to compare directly our preliminary results with those obtained in Ref. 5. However, we aim to relax this assumption in future applications, using non-trivial (although still simple) prescriptions for the disk albedo and considering the mutual interplay between the strong gravity effects and those of the disk vertical structure on the returning radiation. As an example, we show in Figure 1 a typical output of our code in the case of a \(10 M_\odot\), maximally rotating BH (spin \(a = 0.998\)), for a value of the accretion rate \(\dot{M} = 3.5 \times 10^{17}\ g/s\), which roughly corresponds to a disk luminosity of order 10% of the Eddington limit (see Refs. 5, 18). Chandrasekhar’s formulae
for a geometrically thin, optically thick disk are used to derive the polarization properties at the emission (see Sec. 3).

The plots show the spectrum, polarization fraction and polarization angle as functions of the photon energy at infinity for an inclination angle of 60° (solid lines), together with the separate contributions of direct (dotted lines) and returning (dashed line) radiation. As a direct comparison with Figure 6 in Ref. 5 suggests, the results obtained from our code are compatible with those originally discussed by Schnittman & Krolik. In particular, the addition of the returning radiation component to the direct one modifies dramatically the polarization pattern expected when only direct radiation is considered. At high photon energies, where the collected photons come from the inner part of the disk and returning radiation effects are indeed more important, the polarization fraction can also exceed 10% and photons are predominantly polarized perpendicularly to the disk surface. On the other hand, polarization properties of low-energy photons, which come from the outermost regions of the disk, tend to follow more closely the Chandrasekhar’s prescription.\(^7\) In between these two regimes a transition occurs, where the contributions of direct and returning radiation are equivalent. Here the polarization direction turns out to rotate from parallel to perpendicular and correspondingly the polarization fraction attains a minimum, below 1%.

5. Conclusions and future prospects

We presented a numerical method to simulate the spectral and polarization properties of the X-ray radiation emitted by accreting stellar-mass BHs, including the effects of returning radiation alongside those of direct radiation. The preliminary plots shown in Figure 1 and obtained in the simplified 100% albedo prescription turn out to be in good agreement with the results already discussed in literature (see e.g. Ref. 5), although an inverse (observer-to-emitter) approach with respect to previous investigations has been used. Future improvements of our work will then consist in producing more complete simulations, in which the albedo is calculated by using more realistic, self-consistent disk models.

The first results obtained using the basic model illustrated in sections 2 and 3 strengthen the view that X-ray polarization measurements can be actually crucial in assessing strong gravity effects around accreting stellar-mass BHs. Whilst some pioneering efforts in measuring X-ray polarization from stellar-mass BHs were made with the OSO-8 satellite,\(^19\) the poor sensitivity and quasi mono-energetic approach of past instrumentation did not allow to achieve conclusive results. On the other hand, the new techniques available with new-generation polarimeters like IXPE promise to strongly increase the sensitivity of polarization measurements in the 2–8 keV energy range. Numerical simulations, which exploit the IXPE effective

\(^b\)In Figure 1 (as in the plots shown in Ref. 5) a polarization angle of 90° corresponds to photons polarized perpendicularly to the disk surface.
area and modulation factor, have been already performed to test the feasibility of such polarization measurements for radiation emitted by stellar-mass BH accretion disks. These simulations have confirmed the capability of the instrument in constraining the physics of BHs, showing how polarization measurements may be used to determine the BH spin parameter $a$.
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The Rossby-Wave Instability (RWI) has been proposed to be at the origin of the high-frequency QPOs observed in black-hole systems. Here we are presenting the first full GR simulations of the instability around a Kerr black-hole which allow us to explore the impact of the spin on the instability. Those simulations, coupled with a full GR ray-tracing, allow us to directly compare our simulation with the observables we get through X-ray observations.
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1. Introduction: NOVAs as a tool for theoretician and observer alike

![Image of a diagram comparing standard observation chain with NOVAs chain]

Fig. 1. How the ‘standard’ observation chain compare with the NOVAs chain.
By combining smoothly two GR codes, one providing a full hydrodynamical solution \cite{1, 2}\textsuperscript{a} and one providing the ray-tracing of the emission\cite{8}\textsuperscript{b}, we now have a fully functional numerical observatory which allows us to obtain spectrums and lightcurves of theoretical models with limited hypotheses. Further linking the output of NOVAs with SIXTE allows us to also test the capacity of new instruments to distinguish between models and explore new possibilities.

Using this tool, we can explore the observables coming from different models. In particular we are interested in the fast variability of microquasars for which there has been a long string of efforts to understand their origin. This is especially true for the origin of the rather elusive High-Frequency Quasi-Periodic Oscillation (HFQPO) in systems containing (or thought to contain) a black hole (BH).

2. The RWI in the full Kerr metric

Here we focus on the model based on the Rossby-Wave Instability\cite{3–5} which is predicted to occur when the inner edge of the disk is close to the last orbit. It has been previously proposed to explain several phenomena occurring in the vicinity of black holes\cite{1, 2, 9} but its existence in an extreme Kerr environment had never been fully demonstrated until recently.

Indeed, using NOVAs we performed the first simulations of the RWI in the Kerr metric up to high spin of $a = 0.99$ proving its existence as well as confirming the conditions necessary for it to arise in black-hole disks. From this first set of simulations following the RWI from a Keplerian setup to a near extreme Kerr black-hole, we were able to study in more detail how the location of the RWI influences its physics and what changes, if any, we should be looking for in observations.

Fig. 2. summarizes our findings by showing, for multiple spins, the evolution of the growth rate, saturation level and time to reach saturation of the instability as function of its position with respect to the black hole. On the top part of Fig. 2. we see that the time to reach saturation, while relatively constant at larger $r_b$, the small differences coming mostly from the differences in the setup we used, increased rapidly when the RWI develops inside $\sim 4r_g$. This rise shows the impact of the lapse on the propagation of the instability. While the change is about 40% of the period, the actual numerical value is extremely small as those objects are very fast. It is not possible to detect such differences in observations.

At the bottom of Fig. 2. we see that the growth rate of the instability goes through a maximum for $r_b \sim 5r_g$. This, once again is too small of a change to have any detectable effect as one needs too long of an observation to detect HFQPOs, so we cannot follow the ‘instantaneous’ evolution of its rms.

\textsuperscript{a}Freely available at https://github.com/amrvac/amrvac

\textsuperscript{b}Freely available at http://gyoto.obspm.fr
More interestingly, we see on the middle plot, that the closer to $1r_g$ the RWI develops, the higher its saturation is. This quantity is related to the maximum strength a QPO can attain, hence to how much modulation there is in the observed flux. While we cannot directly test that with observations, indeed, the limitation being the very low number of spin determination for HFQPO sources, this is something we will be exploring, especially with NICER.

3. Potential Link with observations

Using NOVAs, we look into more detail at ways to compare the RWI with ‘standard’ observations. Indeed, while a direct comparison of the numerical simulation with observations is impossible, using the NOVAs framework we can produce lightcurves and spectrums that we can then compare with observables.

3.1. What is at the origin of the different HFQPO pairs/ peak selection in the PDS

The RWI has been proposed to explain the high-frequency QPOs, partially because of its ability to have multiple modes present at the same time. A question that can easily be answered using NOVAs is what causes the different modes to be detected. To achieve that we performed numerical simulations having slightly different setups and then produced the associated PDS to see when we get a certain type of pair.

Depending on the setup we get different modes of the RWI and in turn those create different patterns in the PDS depending on which modes dominate and this translates in different peak distributions in the PDS as seen on the left of Fig. 3.
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Fig. 3. Left: three PDSs obtained for the same black-hole spin but different local conditions. Right: scatter plot of the power-law slope, $\Gamma$, versus the temperature at the inner edge of the disk, $T_{in}$, for all the HFQPO observations in XTE J1550-564$^7$.

From those simulations we did not yet get a clear criteria for the different peak distributions but we were able to reproduce all the observed peak distributions$^7$ while having the parameters of the system change by about 30%. Using all the observations of XTE J1550-564 with a published HFQPO we looked at how much variation exists in the system parameters. We see on the right of Fig. 3. that the observed changes in the system parameters are compatible with the kind of changes needed by the RWI to explain the observed PDSs.

3.2. Evolution of HFQPOs with spin/ rms amplitude of the modulation as function of spin

One of the first things we looked at is the growth of the RWI in the case of different black-hole spins. As you can see on the left of Fig. 4. we get higher saturation levels, and hence detectabilities, as the spin increases. While this is not a direct observable, we can still look at how the maximum rms amplitude of the observed HFQPOs behaves as function of spin. The right graph of Fig. 4. compiled all the HFQPOs’ rmses published for black-holes with known spins. Even if this is a limited sample, we see a similar trend as the one we have in our simulations, namely that high spin systems have higher rmses. We will be continuing to look for new HFQPO/spin couples to add to that plot as soon as new data become available.

Fig. 4. Left: growth of the RWI as function of the time for different spins. Right: distribution of the rms amplitude of HFQPOs as function of spin for all the known couples.
4. Conclusion

Using our new NOVAs framework we are able to show that the RWI does indeed develop at the inner edge of a disk at its last stable orbit when full GR is taken into account.

We then explored several observables related to the RWI as a model for HFQPOs and compared them with actual data. We first look at the number and relation between the dominant peaks in Fourier space, showing that they are dependent on the local disk conditions where the RWI is developing. On top of that, we were able to reproduce all of the observed HFQPOs' distributions as of today and showed that the required changes in the local disk is compatible with the observed values.

Also, when computing the RWI for the full range of spins we saw that, under similar conditions, the higher spins will have a higher saturation level. While we do not have observations of different systems under the same conditions, we looked at the maximum rms observed as function of spin and showed that higher spin systems tend to get HFQPOs with higher rms.

All in all, using NOVAs allowed us to strengthen the RWI as a possible explanation for the HFQPO.
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With NICER up and running and the ATHENA mission in preparation there is need to study in more detail what is the influence, if any, of the spin on the observed spectrum. Using the newly developed NOVAs framework which is comprised of a GR code, GRAM-RVAC, coupled with the ray-tracing GR code, gyoto, we computed a series of simulated disk spectrums for a variety of black-hole spins. Using standard models from xspec we fitted those spectrums and looked at how they performed to give us the parameters of the simulated spectrums. Here we report on our findings and how we could improve the existing models to get better insights into the physical large scale disk parameters.
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NOVAs, our Numerical Observatory of Violent Accreting systems\(^a\), can have a lot of uses, such as preparing observations, thanks to being easily coupled to SIXTE, but also trying to understand the origin of some observed features. Here we show a few examples of what NOVAs can do in particular related to the energy spectrum of accretion disks around black-holes.

1. Computing a simulated disk spectrum using NOVAs

1.1. Introduction: Forming the Inner edge of the disk

The first step to compute the energy spectrum of an accretion disk around a black-hole is to obtain the shape of the disk. Using NOVAs, in particular the GRAMRVAC

\(^a\)See other proceedings by the same author in this volume.
step, we ran a series of simulations following the formation of a stable accretion disk reaching its last stable orbit. We focused on the shape of the temperature profile as function of the spin, needed to compute the emission, and also on the position of the inner edge.

![Graph](image)

Fig. 1. Left: position and shape of the inner edge of the simulated disk forms as compared to the predicted last stable orbit. We see that, as the spin increases, the inner edge of the disk gets sharper and thinner. Right: temperature profile as function of the radius in the disk (normalized to the last stable orbit) for increasing spins. We see that a higher spin means a sharper and thinner edge.

As expected, we recover the position of the last stable orbit very precisely (left Fig. 1) but the curvature of the temperature profile depends on the spin with lower spins having a larger turnover zone (right Fig. 1). This means that higher spins imply a sharper and thinner inner edge of the disk.

### 1.2. simulated disk spectrum

Once we obtain the temperature in every point of our disk we can compute its blackbody emission and ray-trace it back to the observer using the gyoto step of NOVAS. One of the advantages of NOVAS is that we can turn on/off certain aspects of the process in order to test its impact.

![Graph](image)

Fig. 2. Comparison between the full GR simulated spectrum (star) with the cases of a Shakura&Sunyaev equivalent disk with either a Minkowski ray-tracing (diskbb equivalent) or Kerr. The corner plot is the same plot in log-log.
The first test was to see which aspect of the full GR treatment was necessary and when. To that respect we compared in Fig. 2 the cases with full GR simulation (stars), GR only for the fluid dynamical part but Minkowski space for the ray-tracing back to the observer (Minkowski case) and with the cases of a Shakura & Sunyaev equivalent disk with either a Minkowski ray-tracing (diskbb equivalent) or Kerr.

As expected from the temperature profile which becomes closer to the equivalent Shakura & Sunyaev case at higher spin (sharper) we see in Fig. 2 (in log-lin and log-log), that for high spins, the simulated disk spectrum is close to both the SS-Kerr and SS-Minkowski cases, which is an acceptable approximation of the full GR simulation in particular if we are looking for a fast fit of the overall disk parameters.

1.3. Impact of inclination

Another advantage of a numerical observatory is that we can look at the same system under different conditions such as for example the inclination. This allows us to test the impact of parameters related to the position of the system with respect to the observer.

Fig. 3 shows the impact of inclination on the shape of the spectrum in the case of no spin (a=0) and a higher spin of a = 0.9. The most noticeable effect is on the energy of the maximum, especially for high inclination systems where the Doppler effect is the strongest.

2. From numerical simulation to spectral fitting

A great advantage of a numerical observatory is that we know the ‘correct’ value from the simulation and therefore we can evaluate the error made on the parameters determination coming from each spectral fitting method applied on our ‘observations’. As the output of NOVAs is compatible with xspec we can use the standard fitting procedure on our numerical observations and assess how close the fitted parameters are to those input in the simulation.

2.1. Error on the disk parameters

Often the main results from the spectral fitting are the overall disk parameters such as the position of the inner edge of the disk and its temperature. Here we
are using energy spectrums coming from our simulations and then use \texttt{xspec} to fit them with \texttt{diskbb}, \texttt{ezdiskbb}, \texttt{diskpbb} to see how well each of those performs when compared with the value input in the simulation.

![Graph](image1)

**Fig. 4.** Comparison of the fitted parameters of the disk, namely the norm and inner temperature, compared to the measured value in the simulations for different spins values.

We see on Fig.4 that for all those cases the norm was reasonably recovered for all spins especially for mid-level spins, while the temperature was much better recovered for high spins, with an error close to 25% at low spin. This can be related to the difference in shape of the temperature profile which is much closer to the diskbb model at higher spin than it is at lower spin.

**2.2. Testing the efficiency of the spin determination**

Using the simulation of an accretion disk formed around different spin black-holes we created the ‘observations’ to plug into \texttt{xspec} and used the \texttt{kerrbb} model to fit the spin value from the energy spectrum. To simplify the test we input the exact value of inclination, mass and distance of the NOVAs observation, leaving only the spin to be fitted.

![Graph](image2)

**Fig. 5.** Comparison between the spin of the numerical observation and its fitted value with \texttt{kerrbb}.
The resulting fitted spins are represented in Fig. 5 with respect to the spin of the numerical observation. For all the spins the fitted value is within 0.1 of the actual spin of the numerical observation and the quality of the fitted value improves as the spin increases. It is interesting to note that, for all of the cases explored here, the fitted value was always lower than the actual spin of the object. This is a preliminary study and more cases need to be explored but it shows a good efficiency of the spin fitting method if we know well the system’s parameters.

### 2.3. Understanding the origin of some observed features

Another possible application of the NOVAs framework is to look for the cause of some observed features. Here we are looking at what could be the reason behind the fact that it is harder to obtain good $\chi^2$ for the spectral fit of high-spin systems, and that for every state.

In order to explore the difference between high and low spin we look at the shape of the spectrum, or more precisely at how the shape of the spectrum compares with the diskbb spectrum which is often used to fit spectral data.

![Figure 6. Evolution as function of energy of the simulated flux over the diskbb flux for the same system.](image)

Fig. 6 shows that for low spin (blue points) the full GR simulated flux is relatively close to the diskbb flux that it is fitted against but as soon as we go to high spins the overall shape of the spectrum starts to diverge. This would then lead to a worse $\chi^2$ for higher spins than can be achieve for lower spins.

### 3. Conclusion

Here we focus on a few cases where NOVAs, our Numerical Observatory of Violent Accreting systems, have helped us understand observations. Indeed, using NOVAs we can now explore the influence of hard-to-measure parameters, such as the spin.

---

bSee other proceedings by the same author in this volume.
of the black-hole or the inclination of the system, in the hope of finding some observational constraints.

Among the numerous applications we first looked at how well some commonly-used xspec models performed to retrieve the information from our simulated spectrums and found that most models have similar pitfalls but give adequate results. We also explore how well the kerrbb model constrains the spin and found that for our range of spin and accretion rates the kerrbb model was able to get the spin within 0.1 of its actual value.

Finally, we propose the relativistic effects on the disk emission to be responsible for the difficulty to get good χ² for high spin sources. This emphasizes the need to improve our disk modelisation in xspec for newer missions.

Acknowledgements

We acknowledge the financial support of the UnivEarthS Labex program at Sorbonne Paris Cite (ANR-10-LABX-0023 and ANR-11-IDEX-0005-02).

References

NOVAs: A Numerical Observatory of Violent Accreting systems

Peggy Varniere* and Fabien Casse

APC, AstroParticule et Cosmologie, Université Paris Diderot, CNRS/IN2P3, CEA/Irfu, Observatoire de Paris, Sorbonne Paris Cité, 10, rue Alice Domon et Léonie Duquet, 75205 Paris Cedex 13, France. Laboratoire AIM, CEA/IRFU-Paris Diderot, CEA DRF/IRFU/DAp, F-91191 Gif-sur-Yvette, France. *E-mail: varniere@apc.univ-paris7.fr

Frederic H. Vincent
LESIA, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, Univ. Paris Diderot, Sorbonne Paris Cité 5 place Jules Janssen, 92195 Meudon, France.

Here we are presenting NOVAs, a Numerical Observatory of Violent Accreting systems, which couples a GR AMR MPI fluid dynamics code (GRAMRVAC) able to follow accretion around a Kerr Black-hole with the ray-tracing code GYOTO. Together, they allow us to test different models by running the simulation and obtaining spectral energy distributions and power-density spectrums from which we can extract the same observables as for ‘real’ observations, hence making it a Numerical Observatory.
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1. Introduction: why a numerical observatory?

While there are a lot of observational data and theoretical models trying to explain black-hole system, it is hard to bridge the gap between observables, such as the energy spectrum for example, and an analytical or numerical model. This is especially true when looking at highly relativistic systems such as the inner region of an accreting black-hole.

The idea behind NOVAs is to create consistently, from numerical GR-(M)HD simulations the same outputs as we have from observations, i.e. lightcurve, energy spectrum and Power-Density Spectrum, in a compatible format to be analyzed by software like xspec. It makes use of several existing or in development codes which are:

GRAMRVAC All the general relativistic (GR) fluid dynamics are done with the general relativistic version of MPI-AMRVACa. In most of the simulations presented here we used a Harten, Lax and van Leer (HLL) solver linked to a Koren slope limiter. See [1, 2] for the full code description and some applications.

GYOTO For all the GR ray-tracing computations, we use the open-sourceb GYOTO code. Photons are traced by integrating the geodesic equation using a

*aFreely available at https://github.com/amrvac/amrvac
Runge-Kutta-Fehlberg adaptive-step integrator at order 7/8 (meaning that the method is 8th order, with an error estimation at 7th order). From such maps of specific intensity, the light curve (flux as a function of time) is derived by summing all pixels weighted by the element of the solid angle, which is subtended by each pixel. See [7] for the code presentation.

SIXTE In order to add instrumental effects we use the SIXTE package for X-Ray telescope observation simulations. It allows us to undertake instrument performance analyses and to produce simulated event files for mission- and analysis studies.

On top of developing the GR formalism for GRMVRAC we have added to the codes, when needed, new outputs and formats so that one can smoothly go from the fluid simulation to the spectrum observed by an instrument.

2. How does NOVAs work

![Diagram](https://www.sternwarte.uni-erlangen.de/research/sixte/index.php)

Fig. 1. How the ‘standard’ observation chain compares with the NOVAs chain.

Fig. 1 shows how the numerical observatory of NOVAs works when compared with ‘standard’ observations. This emphasizes how a numerical observatory is complementary to ‘standard’ observations.

*Freely available at https://www.sternwarte.uni-erlangen.de/research/sixte/index.php*
To explain in more detail how the NOVAs chain works, let’s look at the case of an accretion disk orbiting around a Kerr black hole, of spin $a$, mass $M$:

- The NOVAs chain starts from a physical model. In our example below we have matter orbiting around a Kerr black hole of spin $a$, mass $M$. The first step is to use GRAMRVAC to evolve the system in order to obtain a self-consistent disk. Here we are particularly interested in the shape of the inner edge formed, left of Fig. 2, as it will first impact the direct emission of the disk but also as it can lead to disk instabilities such as the Rossby-Wave Instability [3, 4, 5, 8].

![Fig. 2. Left: snapshot from the GR-HD simulation leading to the creation of a disk. Middle: the emission ray-traced back to the observed for a perfect instrument. Right: energy spectrum of the same snapshot.](image)

- Once we have the overall structure of the system from the fluid simulation and the large scale parameters of the system, such as its distance and inclination, we use GYOTO to ray-trace back to the observer the emitted flux as a function of energy. A zoom in on the inner portion of the disk is shown in the middle figure of Fig. 2.

- Lastly, those can in turn can be translated into a lightcurve and an energy spectrum for the source (directly or going through a non-perfect instrument using SIXTE) as shown on the right of Fig. 2. Then those can be reduced through the standard analysis process to access observables.

There are numerous applications to that numerical observatory, among those we can make predictions from models, test how certain observed features can be explained, test the impact of parameters that are hard to pinpoint such as the inclination, and also test the detectability of certain features with new instruments using SIXTE.

3. First Applications

Our first application of this Observatory is to study the ability of the Rossby-Wave Instability to reproduce the High Frequency Quasi-Periodic Oscillations detected as peaks in the Power-density spectrum of some black-hole binaries. This is the first
time a full GR study of the RWI has been done with an extreme Kerr black-hole and the associated PDS is computed.

3.1. The RWI around an extreme Kerr black-hole

While the RWI has been demonstrated to exist in a variety of setups this has only been done in Newtonian and Pseudo-Newtonian approaches until recently. For that reason, the ‘first light’ of NOVAs was to confirm that the RWI develops as expected in the Kerr metrics, even for high spins.

![Fig. 3. Snapshots from the GR-HD simulation with the RWI active at the inner edge of a disk orbiting a black hole of spin \(a=\{0, 0.3, 0.5, 0.75, 0.95, 0.98\}\). The x-axis is scaled in \(r_S\).](image)

As we can see on Fig. 3., in every simulation the RWI develops close to the last stable orbit, as expected from linear study [3]. The exact position depending on the density profile at the inner edge of the disk, hence on the spin of the black hole. The full impact of the spin on the instability has been explored in [1, 2].

3.2. HFQPOs created from the RWI

Thanks to NOVAs having a full observatory capability we can go one step further and make the lightcurve associated with those simulations as it would be observed with an X-ray satellite and then use standard reduction tools to obtain the power-density spectrum. This allows us to use the most direct way to check if the RWI can indeed produce the High-Frequency Quasi-Periodic Oscillations it has been proposed to explain. Indeed those HFQPOs are detected in the form of peaks in the PDS and, thanks to NOVAs, we can produce the PDS associated with our simulations.
Fig. 4. a small selection of PDSs from our simulations showcasing similar peak ratios as is observed in microquasars.

We see in Fig. 4 that the RWI does not only produces peaks in the PDS and therefore confirm itself as a candidate for the HFQPOs, but it also sometimes exhibits 3:2 and 4:3 ratios for the peaks similar to what is observed in sources such as XTE J1550-564 [6]. In the context of the RWI what fixes the strength of each peak is the local conditions. Indeed, the two upper curves of Fig. 4 are for the same black hole spin but different local disk conditions, leading to different ratios of the strength between the peaks.

4. Conclusion

By combining smoothly two GR codes, one providing a full fluid dynamical solution and one providing the ray-tracing of the emission back to the observer, we now have a fully functional numerical observatory, NOVAs, which allows us to obtain spectrums and lightcurves of theoretical models with limited hypotheses. Further linking the output of NOVAs with SIXTE allows us to also test the capacity of new instruments to distinguish between models and explore new theoretical features.

Among the numerous applications we first looked at the RWI to demonstrate that it will be trigged near the last stable orbit of any spin black-hole as it was linearly predicted. We then computed the lightcurves and associated PDSs and proved the ability of the RWI to produce peaks in the PDS similar to what is observed in microquasars.
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A solution of the Boltzmann equation is obtained for a magnetized plasma with strongly degenerate electrons and nondegenerate nuclei. The components of the diffusion, thermal diffusion, and diffusion thermoeffect tensors in a nonquantizing magnetic field are calculated in the Lorentz approximation without allowance for electron-electron collisions, which is asymptotically accurate for plasma with strongly degenerate electrons. Asymptotically accurate analytical expressions for the electron diffusion, thermal diffusion, and diffusion thermoeffect tensors in the presence of a magnetic field are obtained. The expressions reveal a considerably more complicated dependence on magnetic field than analogous dependences derived in the previous publications on this subject.
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1. Introduction

The kinetic coefficients in the crusts of neutron stars and the cores of white dwarfs play an important role in the evolution of these stars. The heat fluxes and current densities are determined by heat conduction, diffusion, thermal diffusion, and the diffusion thermoeffect. To calculate these coefficients, it is necessary to know the transport properties of a dense stellar matter, in which electrons are strongly degenerate and form a nearly ideal Fermi gas, while ions are nondegenerate and form either a Coulomb liquid or a Coulomb crystal. Under such conditions, electrons are the main carriers of charge and heat, and the kinetic coefficients are mainly determined by electron scattering from ions. Knowing the distributions of heat and current, one can calculate the magnetothermal evolution of a neutron star with the crust that forms a Coulomb crystal. The kinetic coefficients of degenerate electrons in neutron stars and white dwarfs in a magnetic field were analyzed in 2,3. The ratio between the electric conductivities along and perpendicular to the magnetic field was phenomenologically obtained in 2. It is given by

\[
\frac{\sigma_\perp}{\sigma_\parallel} = \frac{1}{1 + (\omega \tau)^2}
\]

and was used in 3 to calculate the thermal and electroconductivity coefficients of a degenerate electron gas in the crusts of neutron stars. Here, \(\omega = eB/(mc)\) is the cyclotron electron frequency, \(\tau\) is the time between electron collisions, \(e\) is the
electron charge, $m_e$ is the electron mass, $B$ is the magnetic field strength, and $c$ is the speed of light. The influence of the magnetic field on the electron thermal conductivity and electric conductivity in form (1) was used in many subsequent papers.

The electron thermal conductivity tensor in a dense magnetized matter was calculated in \(^4\) by solving the Boltzmann equation by the Chapman-Enskog method for nondegenerate electrons and in the Lorentz approximation for strongly degenerate non-relativistic electrons. Similar calculations had been done in \(^5\) for tensors of diffusion, thermal diffusion and diffusion thermoeffect.

In the present contribution, we briefly present results of \(^5\). The expressions reveal a substantially more complicated dependence on magnetic field than those obtained in earlier publications on this subject. The use of the kinetic coefficients calculated in this paper makes it possible to take into account the processes occurring in the crust of a neutron star more accurately. The obtained expressions can also be used to describe the transport coefficients in other magnetized objects containing free degenerate electrons.

2. Boltzmann equations and transfer equations

We use a Boltzmann equation for electrons, in a magnetic field, with an allowance of arbitrary degeneracy, and assuming them as non-relativistic. We consider the electron gas in a crystal lattice of heavy nuclei, and take into account the interaction of the electrons with a nondegenerate nuclei and with one another. If the mass of the nucleus $m_N$ is much greater than the electron mass $m_e$, then to the terms $\sim m_e/m_N$ the details of the distribution function $f_{N0}$ are unimportant, and the calculations can be made for arbitrary $f_{N0}$.

Boltzmann equation, which describes the time variation of the electron distribution function $f$ in presence of the electric and magnetic fields is written as

$$\frac{\partial f}{\partial t} + c_i \frac{\partial f}{\partial r_i} - \frac{e}{m_e} (E_i + \frac{1}{c} \varepsilon_{ikl} c_k B_l) \frac{\partial f}{\partial c_i} + J = 0.$$ (2)

Here $(-e)$, $m_e$ are the charge (negative) and the mass of the electron, $E_i, B_i$ are the strength of the electric field, and magnetic induction, $\varepsilon_{ikl}$ is the totally antisymmetric Levi-Civita tensor, $c$ is the speed of the light. The collision integral $J$ for arbitrary degenerate electrons, from \(^8,9\), is written in the form,

$$J = J_{ee} + J_{eN} = R \int [f f'_1 (1 - f)(1 - f_1) - f f'_1 (1 - f) (1 - f'_1)] g_{ee} b db d\varepsilon d\epsilon_1,$$

$$+ \int [f f'_N (1 - f) - f f_N (1 - f')] g_{eN} b db d\varepsilon d\epsilon_N.$$ (3)

Here, the impact parameter $b$, and $\varepsilon$ are geometrical parameters of particle collisions with relative velocities $g_{ee}, g_{eN}, R = \frac{2m_e^3}{h^2}$. The integration in electron part of the
collision integral in (3) is performed over the phase space of the incoming particles \((dc_{1i})\), and the physical space of their arrival \((dbdb\varepsilon)\). The velocity functions after collision are marked with touches.

The Boltzmann equation for electrons with a binary collision integral (3) may be applied in conditions, when the electron gas can be considered as ideal, meaning that the kinetic energy of the electrons is much larger than the energy of electrostatic interactions. It is applicable for plasma at small density. In the neutron stars and white dwarfs we have an opposite conditions of plasma at very large density, when it is important to take into account the electrons degeneracy. It is known from the statistical physics, that a gas of strongly degenerate electrons becomes ideal, because large Fermi energy substitutes here the thermal energy. The calculations in this paper are applied to the high density plasma with degenerate electrons.

The collision integral similar to \(J_{ee}\) from (3) for strongly degenerate neutrons in nuclear matter had been found analytically in\(^9\), see also\(^11\). It was found that that in the presence of non-degenerate heavy nuclei and strongly degenerate neutron, the input of collisions between them in the heat transfer and diffusion coefficients is negligibly small, in comparison with neutron-nuclei collisions. The same situation we have for the strongly degenerate electrons. Therefore for strongly degenerate electrons the Lorentz approximation, with account of collisions between light and heavy particles only, is asymptotically exact. So for our consideration we can neglect \(J_{ee}\) in comparison with \(J_{eN}\), and we can equate \(J = J_{eN}\) in the (3).

Let’s introduce the thermal velocity of electrons, \(v_i = c_i - c_{0i}\), where \(c_{0i}\) is the mass-average velocity. So we can write the Boltzmann equation with respect to the thermal velocity in the form\(^7\)

\[
\frac{df}{dt} + v_i \frac{\partial f}{\partial r_i} - \left[ \frac{c}{m_e} (E_i + \frac{1}{c} \varepsilon_{ijkl} v_k B_l) + \frac{dc_{0i}}{dt} \right] \frac{\partial f}{\partial v_i} - \frac{e}{m_e c} \varepsilon_{ijkl} v_k B_l \frac{\partial f}{\partial v_i} v_k \frac{\partial c_{0i}}{\partial r_k} + J = 0.
\]

\((4)\)

The transfer equations for the electron concentration, total momentum, and electron energy, in the two-component mixture of electrons and nuclei, can be obtained in a usual manner from the Boltzmann equation in a quasi-neutral plasma\(^6\)–\(^8\),\(^12\).

3. Kinetic coefficients of strongly degenerate electrons in magnetic field

We solve the Boltzmann equation by Chapman-Enskog successive approximation method\(^8\). In the zero-order approximation, the electron distribution function \(f_0\) in thermodynamic equilibrium is determined by the Fermi-Dirac function. In the first order approximation, we seek the distribution function \(f\) in the form: \(f = f_0[1 + \chi(1 - f_0)]\), where \(\chi\) is a small correction.
The function $\chi$ allows representing the solution in the form

$$\chi = -A_i \frac{\partial \ln T}{\partial r_i} - n_e D_i d_i \frac{G_{5/2}}{G_{3/2}}$$

(5)

$$d_i = \frac{\rho_N}{\rho} \frac{\partial \ln P_e}{\partial r_i} - \frac{\rho_e}{P_e} \frac{1}{\rho} \frac{\partial P_N}{\partial r_i} + \frac{e n_e}{P_e} (E_i + \frac{1}{c} \varepsilon_{ijkl} \varepsilon_{kl} B_1) - \frac{m_e}{k \theta} F_i.$$  

(6)

The functions $A_i$ and $D_i$ describe the heat flux and particle diffusion, respectively. It was demonstrated in\textsuperscript{6,7} that polar vectors $A_i$ and $D_i$ in the presence of a magnetic field with an axial vector $B_i$ can be sought for in the form:

$$A_i = A^{(1)} v_i + A^{(2)} e_{ijk} v_j B_k + A^{(3)} B_i (v_j B_j),$$

$$D = D^{(1)} v_i + D^{(2)} e_{ijk} v_j B_k + D^{(3)} B_i (v_j B_j),$$

(7)

Introducing functions

$$\xi_A = A^{(1)} + i B A^{(2)}, \quad \xi_D = D^{(1)} + i B D^{(2)},$$

and dimensionless velocity $u_i = v_i \sqrt{m_e/2k\theta}$, we obtain from the (4) the equations for $\xi_A$ and $\xi_D$

$$f_0 (1 - f_0) (u_i^2 - \frac{5G_{5/2}}{2G_{3/2}}) u_i = -i B f_0 (1 - f_0) \frac{e \xi_A}{m_e c} u_i + I_{cN} (\xi_A u_{N_i}),$$

$$f_0 (1 - f_0) u_i = -i B f_0 (1 - f_0) \frac{e \xi_D}{m_e c} u_i + I_{cN} (\xi_D u_{N_i}),$$

(9)

where

$$I_{cN} (\xi u_{N_i}) = \int f_0 f_{N0} (1 - f_0') (\xi u_i - \xi' u_i') g_{eN} b d b^d d c N_i.$$  

(10)

Detailed description of (9) solving can be obtained from the\textsuperscript{4} and\textsuperscript{5}. Here we introduce computed kinetic coefficients for three tensors and show the comparison of our results with those, obtained in the subsequent papers.

General expressions for the heat flux $q_i$, and the average directional (diffusion) electron velocity $\langle v_i \rangle$ are given by

$$q_i = -\lambda_{ij} \frac{\partial T}{\partial x_j} - n_e \frac{G_{5/2}}{G_{3/2}} \rho_{ij} d_j = q_i^{(A)} + q_i^{(D)}$$

$$\langle v_i \rangle = -\mu_{ij} \frac{\partial T}{\partial x_j} - n_e \frac{G_{5/2}}{G_{3/2}} \eta_{ij} d_j = \langle v_i^{(A)} \rangle + \langle v_i^{(D)} \rangle,$$

(11)

The indices (A) and (D) correspond to the heat flux and diffusion velocity of electrons determined by the temperature gradient $\partial T/\partial x$ and diffusion vector $d_j$.

$$q_i = q_i^{(A)} + q_i^{(D)} = -\left( \lambda^{(1)} \delta_{ij} + \lambda^{(2)} e_{ijk} B_k + \lambda^{(3)} B_i B_j \right) \frac{\partial T}{\partial x_j}$$

$$-n_e \frac{G_{5/2}}{G_{3/2}} \left( \mu^{(1)} \delta_{ij} + \mu^{(2)} e_{ijk} B_k + \mu^{(3)} B_i B_j \right) d_j,$$

(12)
\begin{align}
\langle \nu_i \rangle = \langle \nu_i^{(A)} \rangle + \langle \nu_i^{(D)} \rangle &= -n_e \frac{G_{5/2}}{G_{3/2}} \left( \eta^{(1)} \delta_{ij} + \eta^{(2)} \varepsilon_{ijk} B_k + \eta^{(3)} B_i B_j \right) \frac{d}{d_j} \\
&- \left( \mu^{(1)} \delta_{ij} + \mu^{(2)} \varepsilon_{ijk} B_k + \mu^{(3)} B_i B_j \right) \frac{\partial T}{\partial x_j}. 
\end{align}

where $\lambda_{ij}$ and $\nu_{ij}$ are tensors for heat conductivity and diffusion thermoeffect, respectively, while $\mu_{ij}$ and $\eta_{ij}$ are the thermal diffusion and diffusion tensors.\cite{11,13}.

The frequency of electron-ion collisions $\nu_{ei}$ was expressed in\cite{14} and in the limiting case for degenerate matter can be expressed as

\begin{equation}
\nu_{ei} = \frac{32\pi^2}{3} \frac{Z^2 e^4 \Lambda n_N}{h^3 n_e} \quad (D) \quad \tau_d = 1/\nu_d. 
\end{equation}

Using expression for $\tau_d$, the components for thermal diffusion tensor, diffusion tensor and diffusion thermoeffect tensor can be written in this form:

\begin{align}
\mu^{(1)} &= \frac{4\pi^3 k^2 T (3n_e)^{1/3} \tau_d}{3n_e h^2 \pi^{1/3}} \left[ \frac{1}{1 + \omega^2 \tau_d^2} - \frac{2}{(1 + \omega^2 \tau_d^2)^2} - \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right]_{y=x_0} \\
\mu^{(2)} &= \frac{4\pi^3 k^2 T (3n_e)^{1/3} \omega \tau_d^2}{B} \left[ \frac{2}{1 + \omega^2 \tau_d^2} - \frac{2}{(1 + \omega^2 \tau_d^2)^2} - \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right]_{y=x_0} \\
B^2 \mu^{(3)} &= \mu^{(1)} (B = 0) - \mu^{(1)}. 
\end{align}

\begin{align}
\eta^{(1)} &= \frac{kT}{n_e e m_e} \frac{\tau_d}{\omega \tau_d^2} \left( \frac{1}{1 + \omega^2 \tau_d^2} + \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right)_{x=x_0}, \\
\eta^{(2)} &= -\frac{kT}{n_e e m_e} \frac{\omega \tau_d^2}{B} \left( \frac{1}{1 + \omega^2 \tau_d^2} + \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right)_{x=x_0}, \\
B^2 \eta^{(3)} &= \eta^{(1)} (B = 0) - \eta^{(1)}. 
\end{align}

\begin{align}
\nu^{(1)} &= \frac{k T h^2}{8 m_e^2} \left( \frac{3 n_e}{\pi} \right)^{2/3} \frac{\tau_d}{\omega \tau_d^2} \left( \frac{1}{1 + \omega^2 \tau_d^2} + \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right)_{x=x_0}, \\
\nu^{(2)} &= -\frac{k T h^2}{8 m_e^2} \left( \frac{3 n_e}{\pi} \right)^{2/3} \frac{\omega \tau_d^2}{B} \left( \frac{1}{1 + \omega^2 \tau_d^2} + \frac{\pi^2}{6} \left( \frac{1}{1 + \omega^2 \tau_d^2} \right)^\prime \right)_{x=x_0}. 
\end{align}
\[ B^2 \nu^{(3)} = \nu^{(1)}(B = 0) - \nu^{(1)}. \] (23)

Here \( x_0 = \mu/kT \) is rate of degeneracy, \( \mu \) is the chemical potential of electrons, and \( y = u^2 \) is squared dimensionless velocity.

Fig. 1. The left figure is the ratio \( \mu_\perp/\mu_\parallel \) as a function of \( \omega \tau \). For comparison, the curves representing the phenomenologically determined thermal diffusion coefficient (solid curve) and that obtained from the asymptotic solution to the Boltzmann equation (dashed curve) are shown. The right figure is the ratio \( \eta_\perp/\eta_\parallel \) as a function of \( \omega \tau \). For diffusion, the phenomenologically obtained solid curve coincides with the curve obtained by solving the Boltzmann equation in the case of strong degeneracy. If terms on the order of smallness of \( 1/x_0^2 \) are retained in the exact solution, then the solution obtained from the Boltzmann equation differs from the phenomenological one given by (1). The dash-dotted and dashed curves correspond to the solutions obtained at \( kT = 0.11E_f \) \( (x_0 = 9) \) and \( kT = 0.2E_f \) \( (x_0 = 5) \) respectively.

Fig. 2. The left figure is ratio \( \lambda_\perp/\lambda_\parallel \) as a function of \( \omega \tau \). For comparison, the curves representing the phenomenologically determined thermal conductivity (solid curve) and the asymptotic thermal conductivity obtained by solving the Boltzmann equation (dashed curve) are shown. The right figure is ratio \( \nu_\perp/\nu_\parallel \) as a function of \( \omega \tau \). Similar to diffusion, the phenomenologically obtained solid curve coincides with the asymptotic solution for the diffusion thermoeffect. If terms on the order of smallness of \( 1/x_0^2 \) are retained in the solution obtained from the Boltzmann equation, then the plot of \( \nu_\perp/\nu_\parallel \) differs from the phenomenological curve. The dash-dotted and dashed curves correspond to the solutions obtained at \( kT = 0.11E_f \) \( (x_0 = 9) \) and \( kT = 0.2E_f \) \( (x_0 = 5) \) respectively.
Components for heat conductivity tensor $\lambda_{ij}$ were obtained in the work $^4$, and the left plot at Fig.2 of $\lambda_\perp/\lambda_\parallel$ is given here for completeness.

4. Discussion

In this contribution tensors of diffusion, thermal diffusion and diffusion thermoeffect are presented for strongly degenerate electrons in presence of a non-quantizing magnetic field. The kinetic coefficients are obtained asymptotically exactly in Lorentz approximation, when the electron-electron collision may be neglected in comparison with electron-nuclei collisions at nondegenerate nuclei. In most works considering kinetic coefficients in astrophysical objects, in the neutron stars in particular, following Flowers and Itoh$^2$, the influence of the magnetic field on the heat flux and on the average directional electron velocity was taken into account phenomenologically, using the coefficient $1/(1 + \omega^2 \tau^2)$, which decreases the heat flux and the diffusion in the direction perpendicular to the direction of a magnetic field. Our results, obtained by the solution of Boltzmann equation show, that the influence of the magnetic field on the coefficients of heat conductivity is stronger, and has a more complicated character. The new coefficients can be used for calculation of heat fluxes and electric current in white dwarfs, on the surface and in the crust of magnetized neutron star, as well as in the magnetized matter accreting to the magnetized neutron star.
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Although regular orthogonal mesh is usually used in numerical relativity, isotropic mesh is preferable for complex fluid motions from the points of numerical accuracy and stability. Hexagonal close pack (HCP) mesh is thought to be an ideal for those purposes. However, HCP has not been used widely so far since it is difficult to implement HCP with data structures existing programming language such as C/C++ or Python provides. In this paper, I propose novel coordinate system suitable to realize HCP with usual array data. In addition, Voronoi tessellation and mesh refinement of HCP is described briefly.
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1. Twisted Cartesian Coordinate

In case of HCP mesh, three principal axes of unit cell strongly skew. If we employ unit cell as building block of three-dimensional array, the region defined by the array spans oblong too much. As a result, it wastes large margins to contain a cubic object. Indirect access using list vectors is a typical solution. However, indirect access is poorly efficient in performance for modern processors. Then I have proposed twisted Cartesian coordinate to make HCP implemented easily and efficiently with three-dimensional arrays\(^1\). Keep in mind, hereafter I treat tri-layered type (i.e. Face-Centered Cubic) of HCP which is better in symmetry than dual-layered type. I found the way to make my algorithm simpler recently. Figure 1 shows a improved allocation algorithm of nearest neighbors using regular three dimensional array indexed by \((i,j,k)\).

Definition of Greek-symbols in the figure follows. Percent symbols mean remainder after division.

\[
\xi \equiv \lfloor \frac{k \bmod 3}{2} \rfloor = \begin{cases} 1 & \text{if } k \bmod 3 = 2 \\ 0 & \text{otherwise} \end{cases} \quad \alpha \equiv j \bmod 2 = \begin{cases} 1 & \text{if } j \bmod 2 = 1 \\ 0 & \text{otherwise} \end{cases}
\]

\[
\eta \equiv \lfloor \frac{(k+1) \bmod 3}{2} \rfloor = \begin{cases} 1 & \text{if } k \bmod 3 = 1 \\ 0 & \text{otherwise} \end{cases} \quad \beta \equiv (j+1) \bmod 2 = \begin{cases} 1 & \text{if } j \bmod 2 = 0 \\ 0 & \text{otherwise} \end{cases}
\]

\[
\zeta \equiv \lfloor \frac{(k+2) \bmod 3}{2} \rfloor = \begin{cases} 1 & \text{if } k \bmod 3 = 0 \\ 0 & \text{otherwise} \end{cases}
\]

(A.1)
2. Voronoi Tessellation

In computational fluid dynamics, finite volume method is frequently used to calculate flow fields over complicated geometry\(^2\). It calculates a change of quantity in a volume by summing up flux across surrounding surfaces. Accordingly, to employ FCC for finite volume method, a partition of space without any opening is required. After straightforward but tedious calculations of Voronoi tessellation, we can find Rhombic dodecahedron serves as a such partitioned volume. You can also consult Wikipedia to be informed\(^3\). Although it is not a platonic solid, rhombic dodecahedron has fairly good symmetry since its surface is comprised of twelve identical rhomboids. In addition, it is noteworthy that surface-to-volume ratio is 3.67/d which is nearly half of cube, where d stands for edge length. Empirically, small surface ratio is preferable from the point of numerical stability.

3. Mesh Refinement

Recursive mesh refinement of HCP is possible through the steps in what follows. First, make all voxels shrunk half in length around its center, then fill generated space between voxels in each layer with additional voxels. Finally, insert reciprocal layers to fit void between existing layers. Although not shown here, current version of interpolation procedure of data from parents to children still remains partly asymmetric and left room to be improved. However, agglomeration procedure of children to parents is straightforward and symmetric.
4. Conclusion

A concise and easy way of identifying nearest neighbors in HCP (FCC actually) is presented which thought to be promising for precise simulation of gravitational waves through finite volume method. However, mesh refinement algorithm still needs improvement.
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We address the role of large scale magnetic stress in the angular momentum transport, as well as the formation of different kinds of magnetic barrier in geometrically thick, optically thin, vertically averaged 1.5-dimensional advective accretion flows around black holes. The externally generated magnetic fields are captured by the accretion process from the environment, say, companion stars or interstellar medium. This field becomes dynamically dominant near the event horizon of a black hole due to continuous advection of the magnetic flux. In such magnetically dominated accretion flows, the accreting matter either decelerates or faces magnetic barrier in vicinity of the black hole depending on the magnetic field geometry. We find that the accumulated strong poloidal fields along with certain toroidal field geometry help in the formation of magnetic barrier which may knock the matter to infinity. When matter is trying to go back to infinity after getting knocked out by the barrier, in some cases it is prevented being escaped due to cumulative action of strong magnetic tension and gravity, and hence another magnetic barrier. We suggest, this kind of flow may be responsible for the formation of episodic jets in which magnetic field can lock the matter in between these two barriers. We also find that for the toroidally dominated disc, the accreting matter rotates very fast and decelerates towards the central black hole.
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1. Introduction

In 1972, Bekenstein proposed an idealized engine, namely Geroch-Bekenstein engine¹, that makes use of the extreme gravitational potential of a black hole (BH) to convert mass to energy with almost perfect efficiency. However, the practical realization of this engine is very difficult in astrophysical systems. Generally astrophysical BHs do convert mass to energy via accretion process with modest efficiencies. Later the idea came to address the importance of large scale dipole magnetic field in an accretion flow². Following this idea, it was suggested and also verified numerically³ that this efficient conversion is practically possible in the presence of large scale poloidal magnetic field. Such an efficient accretion phenomenon is named as Magnetically Arrested Disc (MAD)⁴.

The origin of strong magnetic field near the event horizon of a BH is as follows. For the case of advective accretion flow, the magnetic fields are captured from accreting medium or companion star. These fields are dragged inward with continuous accretion process and become dynamically dominant through flux freezing in vicinity of a BH. Theoretical models suggest the importance of large-scale magnetic field in accretion and in the formation of strong outflows/jets, as well as high-energy radiation⁵–⁷. Observations of all well-known jetted sources also indicate...
the presence of dynamically important magnetic field at the jet-footprint. In this proceeding, we explore the underlying role of such large-scale strong magnetic fields on the disc flow behaviours for optically thin, geometrically thick, advective accretion flows around BHs. Unlike MAD, here the advection of both poloidal and toroidal magnetic fields are considered. We address the possible origin of different kinds of magnetic barriers depending on field geometry.

2. Model equations

We address magnetized, optically thin, advective, axisymmetric, vertically averaged, steady-state accretion flow around BHs in the pseudo-Newtonian framework with Mukhopadhyay potential. The flow parameters, namely, radial velocity ($v$), specific angular momentum ($\lambda$), fluid pressure ($p$), mass density ($\rho$), the radial ($B_r$) and toroidal ($B_\phi$) components of magnetic fields, are solved simultaneously as functions of radial coordinate $r$. Throughout in our computation, we express the radial coordinate in units of $r_g = GM_{BH}/c^2$, where $G$ is Newton’s gravitational constant, $M_{BH}$ is the mass of the black hole, and $c$ is speed of light. We also express $\lambda$ in units of $GM_{BH}/c$ and velocity in units of $c$, and the other variables accordingly to make all the variables dimensionless. Hence, the continuity equation, the components for momentum balance equation, and the energy equation can read as, respectively,

$$\frac{d}{dr}(\rho hv) = 0,$$

$$v \frac{d}{dr} (\frac{\lambda}{r} + \frac{1}{\rho \sqrt{4 \pi \rho h}} \frac{d}{dr}(\sqrt{\frac{\rho}{4 \pi \rho h}} r \sqrt{B_\phi^8})) + F = -\frac{\sqrt{\lambda B_\phi}}{4 \pi \rho h} \frac{d}{dr}(\sqrt{\frac{\rho}{4 \pi \rho h}} r \sqrt{B_\phi^8}),$$

$$v \frac{d}{dr} \left( \frac{\sqrt{\lambda B_\phi}}{4 \pi \rho h} \frac{d}{dr}(\sqrt{\frac{\rho}{4 \pi \rho h}} r \sqrt{B_\phi^8}) \right) = Q^+ - Q^- = f_m Q_m = f_m (Q_{vis}^+ + Q_{mag}^+),$$

where $F$ is the magnitude of the gravitational force corresponding to the pseudo-Newtonian potential. $W_{r\phi}$ is the viscous shearing stress, which can be expressed using Shakura-Sunayev $\alpha$-viscosity prescription with appropriate modifications due to advection as given by $W_{r\phi} = \alpha(p + \rho v^2)$. Following the vertical momentum balance equation, the disc half-thickness can be written as

$$h = r^{1/2} F^{-1/2} \sqrt{\left( p + \frac{B^2}{8 \pi} \right) / \rho}.$$  

The energy equation is written by taking care of the proper balance of heating, cooling and advection. $Q^+$ is the energy generated per unit area due to magnetic ($Q_{mag}^+$) and viscous dissipation ($Q_{vis}^+$), whereas $Q^-$ infers the energy radiated out per unit area through different cooling mechanisms. However for the present purpose, we do not incorporate cooling processes explicitly. The factor $f_m$ measures the degree of cooling and it varies from 0 to 1 for two extreme cases of efficient cooling and no cooling respectively. The details of dissipation terms are followed
from the Ref. 12. Note that in the energy equation, we do not include the heat generated and absorbed due to nuclear reactions\textsuperscript{13}.

The presence of magnetic field provides two other fundamental equations, namely, the equation for no magnetic monopole and the induction equation. These are respectively

\[ \nabla \cdot \mathbf{B} = 0, \quad \text{and} \quad \nabla \times (\mathbf{v} \times \mathbf{B}) + \nu_m \nabla^2 \mathbf{B} = 0, \tag{6} \]

where \( \mathbf{v} \) and \( \mathbf{B} \) are the velocity and magnetic field vectors respectively and \( \nu_m \) is the magnetic diffusivity. For this accretion disc solution, we consider the induction equation in the limit of very large magnetic Reynolds number (\( \propto 1/\nu_m \)).

3. Solution procedure

The set of six coupled differential equations (1) – (6) for six flow variables \( v, \lambda, p, \rho, B_r, \) and \( B_\phi \) are solved simultaneously to obtain the solutions as functions of the independent variable \( r \). The appropriate boundary conditions are as follows. Very far away from the BH, matter is sub-sonic and the transition radius between the Keplerian to sub-Keplerian flow is the outer boundary of our solutions. Very near the BH, matter is super-sonic and the event horizon where matter velocity reaches speed of light is the inner boundary. In between these two boundaries, matter becomes trans-sonic where matter velocity is equal to (or similar to) medium sound speed and this location is called as sonic/critical point. We use this point as one of the boundary. Different types of sonic/critical points, say, saddle, nodal, and spiral, are described in the Ref. 12.

4. Results

The angular momentum transport in accretion physics had been a long standing issue until Balbus & Hawley\textsuperscript{14} described the importance of magnetorotational instability (MRI), particularly in an ionized medium in the presence of weak magnetic fields. Later Mukhopadhay & Chatterjee\textsuperscript{15} showed that the efficient transport of angular momentum is also possible by large-scale magnetic field in geometrically thick, advective accretion flow, even in the complete absence of \( \alpha \)-viscosity. Here, we address the importance of large-scale strong magnetic field in accretion geometry. When the magnetic field is strong enough, presumably that corresponds to the upper limit to the amount of magnetic flux which a disc around a BH can sustain, it disrupts the accretion flow. Then the force associated with the magnetic stress becomes comparable to the strong gravitational force of the BH. As a consequence, the magnetic field arrests the infalling matter in vicinity of the BH. Here we plan to understand such magnetic activity depending on different kinds of field geometry.

In Figure 1 we show three different natures of accretion depending on different magnetic field geometries. The left column indicates the Mach number (\( M \)), defined as the ratio of the radial velocity to the medium sound speed, whereas the right
Fig. 1. Variation of Mach number ($M$) and the corresponding magnetic field components ($B_i$) for different relative field strengths in the disc. The model parameters are $M_{\text{BH}} = 10M_\odot$, $\dot M = 0.01\dot M_{\text{Edd}}$ and $f_m = 0.5$.

column represents the corresponding magnetic field components ($B_i$). In Figure 1 (a), the Mach number increases monotonically towards the central BH until it faces magnetic barrier at $r \simeq 12$. After facing such a barrier, matter goes back to infinity. To explain the origin of such barrier, we focus on the underlying role of magnetic force along with strong gravity, centrifugal force, and force due to gas pressure. When matter falls towards central BH, the forces supporting gravity may suppress by the forces acting outward. In such circumstances, following radial momentum
balance equation, the condition for which barrier appears as

$$-\frac{1}{4\pi \rho h} \left( \sqrt{\eta B_\phi} \frac{d(\sqrt{\eta B_\phi})}{dr} \right) - \frac{1}{\rho h} \left( \frac{d(hp)}{dr} \right) + \frac{\lambda^2}{r^3} > F + \frac{1}{4\pi \rho h} \left( \frac{\sqrt{\eta B_\phi}}{r} \right)^2,$$

(7)

where the first term appears from magnetic pressure and the last term from magnetic tension. Simply it suggests the essential condition to appear magnetic barrier is $\frac{d}{dr}(\sqrt{\eta B_\phi}) \ll -\frac{\sqrt{\eta B_\phi}}{r}$. On the other hand, the equation for no magnetic monopole leads to $\frac{d}{dr}(\sqrt{\eta B_r}) = -\frac{\sqrt{\eta B_r}}{r}$. These combine conditions suggest that the matter faces magnetic barrier only when the field strength is strong enough to satisfy equation (7) and the disc is poloidal magnetic field dominated. Figure 1(b) infers such field conditions.

In Figure 1(c), the Mach number initially increases monotonically and finally slows down to the central BH. In this case, the disc is toroidal magnetic field dominated as shown in Figure 1(d). In this situation matter is rotating very fast compared to the inward dragging. In Figure 1(e), the Mach number increases up to $r \simeq 9.5$, where the magnetic barrier appears due to dominant poloidal magnetic field. After knocking out by such a barrier, matter tries to go away from the BH, but faces another barrier at $r \simeq 15.6$. This is because of the cumulative action of the inward strong gravity force and the inward force due to magnetic tensions along the field lines. In between these two barriers matter faces spiral-type critical point and again falls back to the central BH. The corresponding field components are shown in Figure 1(f). Note that the magnetic field strength within plunging region is few factor times $10^7$ G for $10M_\odot$ BH for all the cases mentioned above.

5. Discussions

Accretion disc can carry small as well as large-scale strong magnetic fields. Small-scale field may generate, locally, through some physical scenario, Biermann battery mechanism, dynamo process etc. However, the origin of large-scale strong magnetic fields is still not well understood. It was suggested that the externally generated magnetic field either from companion star or from interstellar medium may capture and drag inward through continuous accretion process. This field becomes dynamically dominant in vicinity of a BH due to flux freezing. In such circumstances, strong magnetic fields arrest the infalling matter and disrupt the conventional accretion flow properties.

In this proceeding, we address three different types of accretion flow properties depending on field geometry in the presence of large scale strong magnetic fields. First, when the disc is poloidal field dominated, the infalling matter faces magnetic barrier and tries to go back to infinity. On its way away from the BH, matter may completely lose its angular momentum and at the same time the combined effects of inward strong gravity and the magnetic tension along field lines can prevent the matter being escaped. In this particular case, matter again falls back to the BH by facing second magnetic barrier. The important application of such a flow
behaviour is the formation of episodic jets in which magnetic field can lock the infalling matter in between these two magnetic barriers. Second, for such a poloidal field dominated case, matter can completely go back to infinity after knocked out by the first magnetic barrier. Magnetic tension is not strong enough to prevent the matter being escaped in this case. This type of flows is the building block to produce unbound matter and hence strong continuous outflows/jets. Third, when the disc is toroidal field dominated, the infalling matter rotates very fast rather than being dragged inward in vicinity of the BH. In such case, matter falls slowly into the BH. For all these scenarios the maximum magnetic field strength near the stellar mass BH is few factor times $10^7$ G, which is well below the Eddington magnetic field limit and hence perfectly viable. The other important aspect of this quasi-spherical advective flow is the angular momentum transport. The outward transport of angular momentum occurs through large-scale magnetic stress. The specific angular momentum is quite below the local Keplerian value.

In the other proceedings of this volume, we discuss more general disc-outflow symbiotic model and its observational implication to ultra-luminous X-ray sources.
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We represent results of simulation protostellar molecular clouds(MC) collision process. The interaction of the MC with each other leads to the emergence of extremely dense, gravitationally bounded regions, which can be sources of the formation of new stars and star systems. Computer modeling was carried out on high-resolution grids up to $2048 \times 1024 \times 1024$. Oscillations of the MC surface, which are caused by the formation of a dense lenticular structure at the interface of the colliding clouds in the process of collision, are found.
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1. Introduction

Collisions of molecular clouds and their interaction with shock waves play a large role in the chain of events leading to the formation of stars.

![Fig. 1. Density distribution in the collision of two MC](image)

When molecular clouds collide or when shock waves pass through them, the gas density in MC increases by many orders of magnitude. This can lead to fragmentation and restructuring of clouds. As a result of such processes, a system of dense filaments and proto-cores is formed. At relatively small scales (about 1 parsec), star
formation processes occur in numerous dense nuclei in the filaments. The resulting turbulent motions become the dominant factor in the formation of high-density gas regions, some of which may become protostar. In Fig. 1 shows an example of the collision of two molecular clouds, which is a trigger for the formation of new stars.  

This article presents the results of numerical modeling of the processes of collision MO. Turbulent motions that occur during a collision are the dominant cause of the formation of areas with high density, some of which can become a protostar.

2. Formulation of the problem

Modeling is carried out with using high-resolution difference schemes, on sufficiently detailed grids. The paper presents the processes of formation, evolution and interaction between each other filament structures, the emergence of supersonic turbulence, etc. As known molecular clouds are often gravitationally bound objects. The appearance of the Jeans instability and the formation of dense proto-cores is often the result of such a gravitational coupling. Further gravitational contraction of the proto-core can lead to the emergence of new stars.

The interstellar medium (ISM) consists of a relatively warm substance $\sim 10^4 K$. The ISM contains molecular clouds whose densities are much higher than the density of the ISM. The temperature in the molecular cloud is less than the ISM $T_{\text{cloud}} \sim 10^2 K$ temperature. The shock wave formed after the supernova explosion hits a molecular cloud that is in the interstellar medium. Fig. 1 schematically shows the geometry of the computational domain. The cross-section of the three-dimensional computational domain by a plane perpendicular to the axis OZ is shown. In Fig. 1 shows the initial ($t = 0$) position of two molecular clouds in a central collision. In the sections shown, the initial density distribution in the clouds is shown.

The computational domain is a parallelepiped with sizes ranging from $2048 \times 1024 \times 1024$ to $2048 \times 512 \times 512$ cells along the axes X, Y and Z, respectively. In the above calculations, the cell size along the axes $\Delta x, \Delta y, \Delta z$ was assumed to be the same: $\Delta x = \Delta y = \Delta z$. Thus, each environment has its own sound speed equal to $a_i = \sqrt{\frac{\gamma p_i}{\rho_i}}, i = 0.1, (i = 0 \text{ for ISM, } i = 1 \text{ for MC})$

Mach numbers $M_i = u_i / a_i$ are also different for these media. However, showed that it is possible to ignore these differences and use the same value of $\gamma = 5/3$ for the entire computational domain.

For modeling, a system of laws of conservation of mass, momentum and energy in a three-dimensional Cartesian coordinate system is used.

When modeling the process of collision of two molecular clouds or the interaction of a strong shock wave with a molecular cloud, we will use the equation of state in the form:

$$p = \rho(\gamma - 1) \left[ e - \frac{1}{2}(u^2 + v^2 + w^2) \right], \quad (1)$$

here $\gamma$ is the adiabatic index, $\rho$ density, $\mathbf{v} = \{u, v, w\}$ velocity vector and $p$ pressure.
Initially, the cloud is in dynamic equilibrium with the background gas. Thermal conductivity and radiation losses in the interaction can be neglected. In the work $\gamma = 5/3$. The density of the interstellar medium is assumed to be $\rho_{ism} = 2.15 \times 10^{-25} \text{ g/sm}^3$, the temperature is $T_a = 10^4 K$, $u_a = 0.0$. The cloud density is $\rho_c = 1.075 \times 10^{-22} \text{ g/sm}^3$, temperature is $T_c = 100 K$, $u_c = 0.0$. The parameters of the gas behind the shock wave are determined from the Rankin Hugoniot equations.

One of the most important parameters of the process of interaction of the shock wave with the MC is the ratio of the density of MC to the ISM density:

$$\chi = \frac{\rho_{mc}}{\rho_{ism}}$$

(2)

Here $\rho_{mc}$ is the density of the molecular cloud, $\rho_{ism}$ is the density of the interstellar medium, respectively. We assume that the shock wave does not undergo radiation cooling and the Mach number of the shock wave is sufficiently large.

3. Results

![Image](image.png)

Fig. 2. The stage of passage by the cloud of MC1 zone at the exit from the area opposite to the MC2. Given the distribution of fragmented condensation of gas, with a contrast of 8000.

The results of the central collision of two MOs at a speed of 0.5 to 15 km/s are given. Under such conditions, there is a significant fragmentation of clouds, the spread of gas from the center to the periphery, the formation of dense areas in the area of impact. Depending on the initial density and speed of impact, areas of increased density appear in the contact zone and are constantly increasing, which over time can become gravitationally bound objects. In Fig. 2 shows the results of molecular collision calculations at a mutual velocity of 5 km/s. The moments of
dimensionless time are given, at which a smaller MC penetrated into large one more than about half the radius of a small cloud (right fragment). The center shows the contact area, which quickly changes in shape and mass.

This process is presented in more detail in Fig. 3. The development in time of the field of a rapidly changing density gradient in the core (red) and in the shell (green) is given. The maximum density contrast, when colliding at relatively low speeds, increases by two orders of magnitude compared to the initial contrast \( \chi = 500 \). A change in the density, shape, and position of the contact surface leads to the appearance of oscillations that occur on the midsections (equators) of the MO and the appearance of oscillations in the interstellar medium. With further interaction, the MC of a shock-compressed, lens-like layer forms superdense regions (clumps) in which ring waves propagate.

![Fig. 3. On the left is a plot of the density distribution in the collision of two MOs, on the right - successive stages of the collision process (bottom-up)](image)

In Fig. 3 shows the graphs of the density distribution at different stages of a collision (left). The density distribution in the lens-like contact area is shown in the center. On the right - the destruction of the shells of the MO and the formation of filaments at successive time moments.

4. Conclusions

Numerical simulation of collisions of initially spherical clouds in a hot interstellar medium (MS) revealed significant details of the increase in density in the boundary regions between the molecular clouds and the MC substance. This process is accompanied by the Kelvin-Helmholtz instability and disturbance of the gas density above the disturbed surface layers of the clouds. Oscillations caused by extremely strong density changes at the contact boundary of the MC become clearly observable. It is very likely that this process is generated through the exchange of energy in high-gradient outer layers and deformation of the lens-like surface at the contact boundary. The nonlinear instability of thin shells in the gas phase can play a crucial role in the launch of this process. The Kelvin-Helmholtz instability apparently, lead to the formation of surface oscillations and deformation of the MC.

This work was supported by the Program of the Presidium of the Academy of Sciences of Russia, No. 26.
Fig. 4. Illustration of pulsation changes in the core for the contrast ratio variant $\chi = 500/100$
with $U_1 = 0.5$ $U_2 = 0.25$
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O. D. Toropina

Space Research Institute, Russian Academy of Sciences
Profsoyuznaya 84/32, Moscow 117997, Russia
*E-mail: toropina@iki.rssi.ru

M. M. Romanova and R. V. E. Lovelace
Department of Astronomy, Cornell University, NY, 14853, Ithaca, USA

We model the propagation of pulsars through the inhomogeneous ISM using non-relativistic axisymmetric magneto-hydrodynamic (MHD) simulations. We take into account the wind from the star, which carries predominantly azimuthal magnetic field, and investigate the PWN at different levels of magnetization (the ratio of magnetic to matter energy-densities) in the wind. We consider the interaction of PWN with large-scale and small-scale inhomogeneities in the ISM at different values of magnetization. We conclude that the inhomogeneities in the ISM can change the shapes of the bow shocks and magnetotails at different values of the magnetization.
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1. Introduction

Pulsars emit winds of relativistic particles and magnetic fields, and are often surrounded by the PWN. Many pulsars have high velocities and propagate supersonically through the ISM, and their PWN interact with the ISM, forming bow shocks and magnetotails. The bow shocks are often observed in the $H\alpha$ spectral line. Many interesting structures (bow shocks, very long tails, and jet-like features) are observed in the X-ray and radio wavebands.

One remarkable PWN is the Guitar Nebula, which is powered by the pulsar PSR B2224+65 that travels at a high velocity of about 1600 km/sec. The high-resolution observations in the $H\alpha$ line show that the shape of the Nebula’s head becomes wider with time. The variation in shape may be connected with the variation in the density of the ISM. Figure 1 shows another interesting example of PWN, the $H\alpha$ pulsar bow shock connected with the pulsar PSR J0742-2822. This PWN shows multiple irregularities in its shape, which suggests that the pulsar may be travelling through small-scale fluctuations in the ISM.

In the X-ray band, many of the PWN show irregularities in their shapes, as well as very long tails (see review by Kargaltsev at al.). Even longer tails are observed in the radio band. Figure 2 shows two examples of PWN, observed in the X-ray and radio bands: the PWN associated with the pulsar PSR J1509-5850 and the Mouse Nebula, powered by the pulsar PSR J1747-2958. One can see that both PWN have long tails in the X-ray band (red colour), and even longer tails in the radio band (blue colour).
If a pulsar propagates supersonically through the ISM, then the PWN interacts with the ISM, forming a bow shock and magnetotails. In the bow shock, the energy of accelerated particles may dominate over magnetic energy-density. However, in the magnetotails, the magnetic energy-density may be comparable to or larger than the energy-density of the particles. Long, magnetically-dominated magnetotails are expected to form in the PWN. They may be visible, if the accelerated particles propagate into the magnetotails, or invisible otherwise. In modelling the supersonic PWN, it is important to take into account both, the matter and the magnetic field components of the PWN.
Supersonic propagation of pulsars through the ISM has been studied in a number of axisymmetric non-relativistic and relativistic hydrodynamics simulations (e.g., Bucciantini\textsuperscript{4}, Barkov\textsuperscript{2}). Many of the above simulations of the bow shocks propagating through an inhomogeneous ISM medium were performed in hydrodynamic approximation. Our goal is to study this problem in axisymmetric MHD simulations at different magnetization values of the pulsar wind.

2. Numerical Model

We performed MHD simulations to investigated the supersonic propagation of magnetized neutron star through the non-uniform ISM. We used an axisymmetric, resistive MHD code. The code incorporates the methods of local iterations and flux-corrected-transport\textsuperscript{12}. The flow is described by the resistive MHD equations:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 ,
\]

\[
\frac{\partial \mathbf{v}}{\partial t} + \rho \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla p + \frac{1}{c} \mathbf{J} \times \mathbf{B} + \mathbf{F}^g ,
\]

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) + \frac{c^2}{4\pi \sigma} \nabla^2 \mathbf{B} ,
\]

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \varepsilon \mathbf{v}) = -p \nabla \cdot \mathbf{v} + \frac{\mathbf{J}^2}{\sigma} .
\]  

(1)

We assume axisymmetry ($\partial / \partial \phi = 0$), but calculate all three components of $\mathbf{v}$ and $\mathbf{B}$. The equation of state for an ideal gas, $p = (\gamma - 1) \rho \varepsilon$, where $\gamma = 5/3$ is the specific heat ratio and $\varepsilon$ is the specific internal energy of the gas. The equations incorporate Ohm’s law $\mathbf{J} = \sigma (\mathbf{E} + \mathbf{v} \times \mathbf{B} / c)$, where $\sigma$ is the electric conductivity. The associated magnetic diffusivity, $\eta_m \equiv c^2 / (4\pi \sigma)$, is assumed to be a constant. The gravitational force, $\mathbf{F}^g = -GM_\odot \mathbf{R} / R^3$, is due to the star because the self-gravity of the accreting gas is negligible.

We use a cylindrical, inertial coordinate system ($r, \phi, z$) with the $z$–axis parallel to the star’s dipole moment $\mu$ and rotation axis $\Omega$. The vector potential $\mathbf{A}$ is calculated so that automatically $\nabla \cdot \mathbf{B} = 0$ at all times. The intrinsic magnetic field of the star is taken to be an aligned dipole, with vector potential $\mathbf{A} = \mu \times \mathbf{R} / R^3$. A detailed description of numerical model can be found in\textsuperscript{10},\textsuperscript{11}.

We measure length in units of the Bondi radius $R_B \equiv GM / c_s^2$, with $c_s$ the sound speed at infinity, density in units of the density of the interstellar medium $\rho$, and magnetic field strength in units of $B_0$ which is the field at the pole of the numerical star. We measure time in units of $t_0 = (Z_{\text{max}} - Z_{\text{min}}) / v_\infty$, which is the crossing time of the computational region with the star’s velocity, $v_\infty$. 
3. Propagation of PWN through the non-uniform ISM

We investigate the propagation of a PWN through an ISM with an inhomogeneous matter distribution. Observations point to large and small-scale inhomogeneities, and therefore we consider two types of inhomogeneities: (1) large-scale clouds, which are much larger than the size of the bow shock, (2) small-scale clouds, whose size is comparable with the width of the bow shock.

3.1. Large-scale cloud

Fig. 3. Left panels: Propagation of a PWN of moderate magnetization through a large cloud of density $\rho_{\text{cloud}} = 3\rho_0$ at two moments in time. The background represents the logarithm of density. The solid lines are magnetic field lines.

Fig. 3 shows an example of propagation of a large cloud of density $\rho_{\text{cloud}} = 3\rho_0$ through the PWN in the model with a moderate magnetization. The left panels show that the cloud compresses the bow shock and the bow shock has a smaller opening angle (the Mach cone). The cloud is in pressure balance with the rest of the ISM, so that the sound speed in the cloud is three times lower than in the rest of the ISM. Therefore, the Mach number of the star inside the cloud is $M_{\text{new}} = \nu_p/c_s = 3M_{\text{old}} = 60$. This is why we observe a smaller opening angle of the Mach cone. The bottom left panel shows that after entering the cloud, the KH instability develops in the region of CD. This is an expected result: at larger Mach number, there is a larger difference between velocities of matter from two sides of the contact discontinuity. The right panels of Fig. 3 show that the region of high magnetization becomes more narrow after the passage of the cloud. Also,
the region of high magnetization becomes less homogeneous (more patchy) due to
the action of the KH instability. These simulations demonstrate that propagation
through a large-scale cloud leads to a reconstruction of the magnetic field in space
and to change in the value of the magnetic field. The tangled magnetic field may
reconnect and the magnetic energy can be converted to the energy of accelerated
particles and radiate. This may be a possible reason for the re-brightening of PWN
magnetotails observed in X-ray\(^8\).

3.1.1. Small-scale inhomogeneities

Our simulations show that the KH instability frequently forms at the CD and pro-
duces some wavy structure of the bow shock. However, a wavy structure could also
result from the interaction of the bow shock with the small-scale inhomogeneities
in the ISM. To model the interaction of the small-scale inhomogeneities with the
bow shock, we took models where the KH instability is weak and does not modify
the shape of the bow shock.

We model small-scale inhomogeneities as a set of small clouds with Gaussian
density distribution, with the maximum density of \(\rho_{\text{max}}\) and half-width of \(\Delta r = 0.2\).
To keep the pressure balance between the clouds and the rest of the ISM, we take
the temperature in the cloud to be \(T_{\text{cloud}} = T_{\text{ISM}} \ast \rho_0 / \rho_{\text{cloud}}\). We experimented
with clouds of different densities, and found that the shape of the bow shock varies
significantly if the density in the cloud is \(\rho_{\text{cloud}} \gtrsim 2 \rho_0\). At \(\rho_{\text{cloud}} = 2 \rho_0\), a wavy
structure starts to become visible, while at \(\rho_{\text{cloud}} = 3 \rho_0\), the bow shock changes its
local shape significantly.

Fig. 4 shows a wavy variation of density in the bow shocks that appears after the
propagation of clouds of density \(\rho_{\text{cloud}} = 3 \rho_0\) in the models with low and moderate
magnetizations. Such an interaction with small-scale inhomogeneities may explain
the wiggles in the shape of the bow shock observed in PSR J0742-2822 (see Fig. 1).
In PSR J0742-2822, the estimated stand-off distance is \(R_{\text{sd}} \approx 4.2 \times 10^{16} d/2\text{kpc cm}\).
The size of clouds in our model \(R_{\text{cl}} \approx (2 - 4) R_{\text{sd}} \approx (0.8 - 1.6) \times 10^{17} d/2\text{kpc cm}\).
It may correspond to one of scales in turbulent ISM matter. We should note that
an alternative explanation of these small-scale features in bow shocks can be con-
nected with the KH instability. Currently, we cannot distinguish between these two
mechanisms.

4. Conclusions

We performed MHD simulations of the bow shock PWN propagating through a uni-
form and non-uniform ISM at different levels of magnetization. Our main findings
are the following:

1. The interaction of the bow shock with a large-scale, dense cloud leads to
the compression of the bow shock and the formation of a new bow shock with a
smaller opening angle. The level of compression (the ratio between the original
Fig. 4. Interaction of the bow shock with small-scale clouds of maximum density $\rho_{\text{cloud}} = 3\rho_0$ in the model with low $\sigma$ (left panel) and in the model with medium $\sigma$ (right panel). The background represents the logarithm of density. The solid lines are magnetic field lines.

and final widths of the bow shock) is approximately the same for PWN of different magnetization.

2. The interaction of the bow shock with the small-scale inhomogeneities in the ISM leads to a wavy structure in the bow shock. The amplitude of the “waves” increases with the ratio $\rho_{\text{cloud}}/\rho_0$. For example, variation in the shape of the bow shock of pulsar PSR J0742-2822 can be explained by the propagation through a series of clouds with a density ratio of $\rho_{\text{cloud}}/\rho_0 \approx 3$. Small-scale clouds produce wavy shapes of the bow shocks in PWN of different magnetization.
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We present the results of MHD simulation of the laboratory experiment for creating plasma jets. In the experiment on a NEODIM laser installation the plasma jet is formed as a result of the action of a powerful laser on the target. We simulated plasma flow, we chose a numerical method, boundary and initial conditions. We investigated the picture of the flow and compared it with the experiment.
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1. Introduction

Astrophysical jets are observed at various astronomical scales and are found in active galactic nuclei, quasars, compact objects in binary systems and young stellar objects. The emergence of jets is possible with the explosion of collapsing supernovae. The processes of formation and evolution of astrophysical jets are one of the most interesting problems of astrophysics.

The study of astrophysical jets is conducted in two ways: observations in the optical, X-ray and radio bands and multidimensional numerical MHD modeling. A simulation must take into account the entire complex nature of relativistic jets, including the gravitational field and the magnetic field of the central object. Recently, methods of laboratory astrophysics were added to the methods of investigating relativistic jets. They allow to create plasma jets by the laser and to investigate the structure, evolution, and features of jets in the laboratory conditions.

The equations of magnetic hydrodynamics describing the formation and evolution of jets are nonlinear even in the one-dimensional case. For the theoretical description of the processes occurring in jets, it is necessary to apply methods of multidimensional numerical simulation. Multidimensional numerical calculations make it possible to obtain a detailed picture of the flow of matter in the jet and the shock-wave structure of the flow. Numerical simulation allows calculations to be performed both for initial data corresponding to astrophysical jets, and for a set of parameters from a laboratory experiment.

Laboratory research is conducted by several groups of scientists. Fua, Liang, Tzeferacos and Lamb work on the creation of a magnetized supersonic laboratory jet. They perform numerical simulation of the experiment using the two-dimensional FLASH code. Experiments on laboratory jets were carried out at the Kurchatov Institute on the installation of the plasma focus PF-3 by Krauz at al. Pikuz at al. presented the results of a laboratory laser experiment and the numerical simulation of a magnetized jet expiring from a young stellar object. The collimated jet in these calculations is obtained due to the presence of a poloidal magnetic field.
2. Experiment

The purpose of the study is numerical modeling and analysis of the results of a laboratory experiment simulating the formation of cosmic relativistic plasma jets on the 10 TW picosecond NEODIM laser installation (TsNIIMASH, Korolev, Russia)\(^7\).

The laser unit has the following parameters of the laser pulse: energy up to 10 J, wavelength 1.055 mkm, duration 1.5 ps, laser radiation contrast about \(10^7\). The focusing system based on an off-axis parabolic mirror with a focal length of 20 cm provides a concentration of at least 40% of the energy of the laser beam into a 15 μm spot and, correspondingly, a peak intensity of \(2 \times 10^{18} \text{W/cm}^2\).

The laboratory experiment consists of the following: a cylindrical chamber is placed as a target a foil of Cu or Ta with a thickness of 30 μm and 50 μm. On the opposite side are track detectors CR-39. The energy \(10 J = 6.24 \times 10^{19} \text{eV}\) is uniformly and instantaneously applied to the central region of the target with a diameter of 10 m. As a result of heating the target, two directional plasma ejections appear in the form of symmetrical jets. In our numerical simulation, only one of them is considered.

In the experiment, clearly distinct ring structures formed on track detectors by protons with energies in the range of \(0.8 \div 1.7 \text{MeV}\) are observed. An example of images of proton beams is shown in Figure 1.

The scale of physical processes in astrophysical jets is very different from those in jets that occur when a laser pulse is applied to a target. However, the application of similarity criteria makes it possible to obtain a correspondence between a number of characteristics of an astrophysical and laboratory jet. The use of such similarity criteria is convenient both for direct comparison of laboratory and observational data, and for multidimensional numerical simulation. As a result of scaling, we get a satisfactory similarity of a number of jets parameters expiring from the young stars and the jet obtained on the NEODIM laser installation. A detailed description of the similarity criteria and scaling can be found in our recent papers\(^5,6\).

![Fig. 1. Images of proton beams with different energies on track detectors CR-39 for a target of Cu thickness 50 μm.](image_url)
3. Numerical model

We did not consider the processes of laser heating, melting, and evaporation of the target material in detail during the simulation. A considerable amount of work has been devoted to the study of laser ablation processes, for example, Mazhukin et al.\textsuperscript{8} We believe that the ablation process has already happened, the substance has evaporated from the surface of the target and is taken into account in determining the initial and boundary conditions. For numerical simulation of the experiment, the system of magnetohydrodynamics equations\textsuperscript{9} was used. In the future, to more accurately describe the processes occurring with the target material as a result of high-power laser irradiation, it seems necessary to combine MHD and the kinetic approach. But at the initial stage of modeling, we can confine ourselves to the system of MHD equations.

We take into account an external poloidal magnetic field directed along the normal to the plate. Simulations were carried out for different values of the magnetic field. The emission from the plasma target was simulated under the influence of laser radiation. A single-component plasma flow was studied - the region and shape of the flow at various distances from the target and at different times, the distribution of plasma density, energy, and the magnetic field. The analysis of the experiment showed that the formation of the jet is associated with the heating of the plate, and the geometry of the incident laser beam is irrelevant. The model of jet formation in the experiment can be constructed in axisymmetric approximation, assuming that the spot heated by the laser has the form of a circle. An inertial cylindrical coordinate system \((r, \phi, z)\) is used. The problem assumes axial symmetry in the distribution of all the macroscopic quantities \(\rho, T, v, H, \partial/\partial\phi = 0\), but all components of the velocity \(v\) and magnetic fields \(H\) are calculated. The target (the central region of the plate to which the energy is applied) is a cylinder of radius \(R_d\), of thickness \(Z_d\). The scheme of the modeling domain is shown in Figure 2.

![Fig. 2. Simulation region](image-url)
We use an axisymmetric, resistive MHD code. The code incorporates the methods of local iterations and flux-corrected-transport developed by Zhukov, Zabrodin, and Feodoritova\textsuperscript{10}. The flow is described by the resistive MHD equations\textsuperscript{9}:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \]  
\[ \frac{\partial \mathbf{v}}{\partial t} + \rho (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla p + \frac{1}{c} \mathbf{j} \times \mathbf{H}, \]  
\[ \frac{\partial \mathbf{H}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{H}) + \frac{c^2}{4\pi\sigma} \nabla^2 \mathbf{H}, \]  
\[ \frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \varepsilon \mathbf{v}) = -p \nabla \cdot \mathbf{v} + \frac{J^2}{\sigma}, \]  
\[ \frac{4\pi}{c} \mathbf{J} = \nabla \times \mathbf{H}. \]

The magnetic field is the poloidal field ($H_z$, $H_r$). In order to fulfill exactly the condition $\nabla \cdot \mathbf{H} = 0$, in the calculations instead of the poloidal component of the magnetic field strength $H_z$ and $H_r$, the toroidal component $A_\phi$ vector potential $\mathbf{A}$ is used, $\mathbf{H} = \nabla \times \mathbf{A}$.

We use a set of characteristic dimensionless parameters. First parameter $\beta = 8\pi P_{\text{jet}}/H^2_0$ determines the relation between the characteristic values of the pressure of the matter $P_{\text{jet}}$ and the pressure of the magnetic field. The second parameter of the numerical model is the characteristic dimensionless magnetic viscosity $\tilde{\eta}_M = \eta_M/L_0 V_{A0}$, where $\sigma$ is the constant effective conductivity of the plasma; $L_0$ is the characteristic size and $V_{A0}$ is the characteristic Alfvén velocity.

A detailed description of the numerical model, boundary and initial conditions can be found in our recent papers\textsuperscript{5,6}.

4. Results of numerical simulation

We performed MHD simulation of the laboratory experiment for creating plasma jets taking into account the constant poloidal magnetic field directed along the normal to the target $\mathbf{H}$. We performed a series of calculations for different values of the parameter $\beta$. The characteristic parameters for demonstrated case are: $\beta = 10^{-1}$ and $\tilde{\eta}_M = 10^{-5}$.

The initial density of matter in the whole calculation region, with the exception of the target, is homogeneous and has a small value: $\rho = \rho_0$. The initial velocity of the substance in the calculation region, with the exception of the target, is zero $v_z = v_r = 0$. The substance has no angular momentum, $v_\phi = 0$. In the target region $0 \leq r \leq R_d$, $0 \leq z \leq Z_d$, the density $\rho \approx 300\rho_0$ and the supersonic velocity of the particles emitted from the target $v \geq c_s$ are set, here $c_s = \sqrt{\gamma P_0/\rho_0}$ is the sound
speed in the unperturbed region. For simplicity of test calculations, the velocity of the emitted matter at the initial instant of time has only the z-component \( v_z \); \( v_r = 0 \). The magnetic field is defined as follows: \( A_\phi = rH \), \( A_r = 0 \), \( A_z = 0 \), \( H_\phi = 0 \).

The results of modeling the release of matter for this case are shown in Figure 3. The color background corresponds to the logarithm of the density, the arrows indicate the velocity vectors, the length of the arrow is proportional to the velocity value. Solid lines represent magnetic field lines. It can be seen that the target substance under the action of the thermal energy of the laser begins to fly along the axis \( Z \) to the opposite wall of the chamber. After the release of matter it begins to expand in all directions, but then the flow is collimated by a magnetic field. The influence of the external gas on the collimation of the flow in this case is insignificant. Inside the flow, a shock wave is formed at a distance of \( z \approx 1.6 \).

![Figure 3](image-url)  
Fig. 3. Picture of the matter flow for MHD case \( \beta = 10^{-1} \) at different moments.

We can see from the simulations that near the detector a cavity is formed. It is bounded by a shock wave. The size of the cavity depends on the magnitude of the magnetic field \( H \). Similar results were obtained in work Albertazzi B. et al. 4.

This leads to the formation of ring structures, which are observed in the experiment. Figure 4 is shown the angle of these structures depends on the magnitude of the magnetic field. With a weak field (and also with its absence), this angle is large (left figure). With an increase in the field, the dimension of the cavity and, accordingly, the angle of the ring structure decreases, and then a solid spot is observed instead of the ring (right figure).
5. Conclusions

The paper presents the results of numerical simulation of magnetized supersonic jets. Formation and development of jet in a laboratory laser experiment is a complex physical phenomenon involving a large number of different physical processes. Numerical simulation of such an experiment, allowing to account for all possible physical processes, is a complex problem and is currently difficult to implement. We used the approximation of magnetohydrodynamics, as the first step in the study of this problem.
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We study a thin warped accretion disk around a spinning black hole in the viscous regime (i.e., $\alpha > H/R$; $\alpha$ is the Shakura-Sunyaev viscosity parameter, $H$ is the disk thickness and $R$ is the radial distance), and calculate the steady state radial profile of the disk tilt angle for a wide range of relevant parameters of the system (like the Kerr parameter of the black hole). Although the inner part of such a disk was proposed to become aligned with the spin direction of the black hole by the Bardeen-Petterson effect, we show that for a reasonable range of the parameters of the system, the inner disk can stay significantly tilted with respect to the black hole spin. A tilt in the inner accretion disk can affect the observed X-ray spectral and timing features, and hence it makes the inner accretion disk particularly useful for probing the strong gravity region.
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1. Introduction

Accretion disks around spinning black holes are sometimes found to be warped, i.e., disks with changing orbital planes with the radius. For example, warped disks around spinning black holes were predicted for the AGN NGC 4258\textsuperscript{1}, the X-ray binaries SS433\textsuperscript{2} and GRO J1655-40\textsuperscript{3}. When there is a non-axisymmetric force, like the Lense-Thirring (LT) precession\textsuperscript{4} induced by a misaligned black hole, acting on the disk, a warp is usually generated. Bardeen and Petterson\textsuperscript{5} developed the theory of a thin warped disk around a Kerr black hole and showed that the inner part of the disk aligns itself with the spin direction of the black hole by the LT precession. This is known as the Bardeen-Petterson effect. As the LT torque falls off roughly as $1/R^3$ ($R$ is the radial distance), the outer part of the disk remains misaligned\textsuperscript{5}. In between these two regions, the disk orients itself from the aligned inner part to the misaligned outer part creating a warped region in the disk. Although several inconsistencies\textsuperscript{6} were found in their calculations, the inner part of the thin warped disk was mostly considered to be aligned with the black hole spin direction up to a certain radius, $R_{\text{in}}$\textsuperscript{7-10}. However, recently X-ray spectral and timing features of the Galactic accreting black hole H1743–322\textsuperscript{11} has indicated that the inner disk could be tilted. On the theoretical side, Lodato and Pringle\textsuperscript{12} found a possibility of tilt in the inner disk in their numerical investigation of a warped thin disk around a spinning black hole.
In this work, we revisit the case of a thin viscous warped disk around a Kerr black hole, and study the steady state behavior of the entire disk as a function of the relevant parameters of the astrophysical system. We take into account the contribution of the inner disk, which was mostly ignored in the past due to the alignment of the inner accretion disk, and explore the possibility of a tilt in the inner accretion disk by scanning over a wide range of the parameter space.

2. Warped accretion disk around a Kerr Black Hole in Steady State: Formalism

In this work, we consider an astrophysical system composed of a slowly rotating Kerr black hole (of mass $M$ and spin $a$) at the center, and a geometrically thin (disk aspect ratio $H/R \ll 1$, $H$ is the disk thickness and $R$ is the radial distance from the centre) and Keplerian accretion disk around the black hole. The spin of the black hole is directed along the z-axis in our coordinate system. The accretion disk far from the center is slightly tilted with respect to the spin axis of the black hole. We assume the disk to be sufficiently viscous, i.e., $\alpha > H/R$ such that the warp is transmitted diffusively in the disk. Thus, the angular momentum density conservation equation on each annulus of the disk subjected to viscous and LT torques in steady state can be shown to be given by

$$\frac{1}{R} \frac{\partial}{\partial R} \left[ \left(\frac{3R}{L} \frac{\partial}{\partial R} (\nu_1 L) - \frac{3}{2} \nu_1 \right) L + \frac{1}{2} \nu_2 RL \frac{\partial l}{\partial R} \right] + \frac{\omega_p \times L}{R^3} = 0,$$

where $L = \sqrt{GMRE(R)}l$ is the angular momentum density vector, $\nu_1$ and $\nu_2$ are the kinematic viscosities acting along the plane (horizontal) of the disc and normal (vertical) to the disc respectively, $\omega_p/R^3$ is the LT precession frequency or nodal precession frequency with $\omega_p = 2GJ/c^2$ ($J$ is the total angular momentum of the black hole, $G$ is the gravitational constant and $c$ is the speed of light in vacuum), $l \simeq (l_x, l_y, 1)$ is the unit tilt vector in the direction of angular momentum density and $\Sigma$ is the surface density of the disk. Here, $\nu_1$ is the usual Shakura-Sunyaev viscosity, and $\nu_2$ can be shown to be related to $\nu_1$ and $\alpha$ for small amplitude warp in the following way

$$\frac{\nu_2}{\nu_1} = \frac{1}{2\alpha^2} \cdot \frac{4(1 + 7\alpha^2)}{4 + \alpha^2}.$$  

We assume these two viscosities to be constant in the disk.

The modulus of steady state angular momentum density vector can be obtained by taking the scalar product of $l$ with the equation (1). This gives

$$L(R) = C_2 R^{1/2} - 2C_1,$$

where $C_1$ and $C_2$ are the integration constants. The expression of these two constants can be obtained by using the boundary conditions, $\Sigma(R_{in}) = \Sigma_{in}$ (where $R_{in}$ is the ISCO radius, $R_{ISCO}$, for a Kerr black hole), and $\Sigma \to \infty$ as $R \to \infty$. One obtains the following expressions upon using the above mentioned boundary conditions.
One finally arrives at the warped disk equations\textsuperscript{13} under the influence of LT precession around a spinning black hole by substituting the expression of L (equation (3)) into equation (1)
\[
\frac{\partial}{\partial R} \left( 3\nu_1 C_1 l_x + \frac{1}{2} \nu_2 RL \frac{\partial l_x}{\partial R} \right) = \omega_p L R^2 l_y, \tag{6}
\]
and
\[
\frac{\partial}{\partial R} \left( 3\nu_1 C_1 l_y + \frac{1}{2} \nu_2 RL \frac{\partial l_y}{\partial R} \right) = -\omega_p L R^2 l_x, \tag{7}
\]
where \(\omega_p \times 1 = (-\omega_p l_y, \omega_p l_x, 0)\) in our construction. The above two equations can also be combined in the following way\textsuperscript{7,13}
\[
\frac{\partial}{\partial R} \left( 3\nu_1 C_1 W + \frac{1}{2} \nu_2 RL \frac{\partial W}{\partial R} \right) = -i\omega_p L R^2 W, \tag{8}
\]
where \(W = l_x + il_y = \beta e^{i\gamma}\). Here, \(\beta = \sqrt{l_x^2 + l_y^2}\) and \(\gamma = \tan^{-1}(l_y/l_x)\) are the tilt and twist angles respectively. We would use the following boundary conditions for solving the equations\textsuperscript{13} (6,7)
\[
l_x(R_{in}) = \beta_i \cos(\gamma_i), \quad l_y(R_{in}) = \beta_i \sin(\gamma_i), \tag{9}
\]
and
\[
l_x(R_f) = \beta_f, \quad l_y(R_f) = 0, \tag{10}
\]
where \(\gamma_i, \beta_i, R_f\) and \(\beta_f\) are the twist angle at the inner boundary, the tilt angle at the inner edge, the outer edge radius and the outer edge tilt angle, respectively. The twist angle at the outer edge can be assumed to be zero as far from the black hole the effect of LT precession is negligibly small. Thus, \(l_y\) becomes zero at the outer edge (see the definition of \(l_y\) below equation (8)). This above boundary conditions can be shown to generate non-zero viscous torques at the inner edge\textsuperscript{13}.

As the inner part of a warped accretion disk was mostly assumed to be aligned with the black hole spin due to the BP effect, the contribution of the inner disk was ignored. Hence the terms associated with \(C_1\) in the warped disk equations (6,7) were dropped as \(C_1\) is related to the inner disk. In this work\textsuperscript{13}, we numerically solve the full warped disk equation(s) (6,7) with considering the effect of the terms associated with \(C_1\) and the general boundary conditions in order to obtain the radial profile of disk tilt angle as a function of the parameters of the system. Since, our analysis is valid for the entire disk, we explore the behavior of the inner disk for different ranges of the relevant parameters (like the Kerr parameter \(a\), \(\nu_2\) and \(\beta_{in}\)), and study how the inner disk alignment depends on these parameters.
3. Results and Discussion

Fig. 1. Radial profiles of the disk tilt angle for different values of the Kerr parameter $a$ for the viscosities $\nu_2 = 10^{14} \text{ cm}^2 \text{s}^{-1}$ (Left panel) and $\nu_2 = 10^{15} \text{ cm}^2 \text{s}^{-1}$ (Right panel). Here, $R_g = GM/c^2$.

Fig. 2. Radial profiles of the disk tilt angle for different values of $\nu_2$ for the Kerr parameter $a = 0.2$. The viscosity values in the panel are given in $\text{cm}^2 \text{s}^{-1}$. Here, $R_g = GM/c^2$.

We investigate in detail the behavior of the radial profile of the disk tilt angle for a wide range of parameters $a$, $\nu_2$ (or $\nu_1$ and $\alpha$; see equation (2)) and the disk inner edge tilt angle $\beta_i$, and also pay close attention to how the inner disk responds to the changes in those parameters. For the purpose of demonstration, we choose the black hole mass $M = 10M_\odot$, i.e., a typical value of mass of a black hole in Galactic X-ray binaries, viscosity $\nu_2$ in the range $10^{14} - 10^{15} \text{ cm}^2 \text{s}^{-1}$ and $\alpha = 0.15^3$. We set the inner edge twist angle and the ratio between outer edge and inner edge surface densities to $\gamma_i = 1^\circ$ and $z_{in} = 0.75$ respectively. Since, we are considering a slightly tilted disk, we set the outer edge disk tilt angle to $10^\circ$. Also, we consider only the case of prograde rotation in this work.

We see from the Fig.1 that as the Kerr parameter takes a higher value, the angle between the inner disk angular momentum vector and the black hole spin falls as the LT torque, being proportional to $a$, becomes more dominant for the fixed values
of the other parameters. But the viscous torque on the plane of the disk ($\nu_2$ is associated with this torque) hinders the process of reduction of tilt angle in the inner disk (see Fig. 2), and hence a higher value of $\nu_2$ reduces the dominance of the LT torque in the inner disk (Fig. 2). Thus, the alignment of the inner disk is determined by the interplay between the LT torque and the viscous torque on the plane, and their relative strength decides for what values of the Kerr parameter the disk will be aligned with the black hole spin for a given value of $\nu_2$. We see from the Fig. 1 that for $\nu_2 = 10^{14}$ cm$^2$ s$^{-1}$, the inner disk alignment occurs if $a \gtrsim 0.3^{13}$, where for $\nu_2 = 10^{15}$ cm$^2$ s$^{-1}$ the alignment happens when $a \gtrsim 0.8^{13}$. The radius up to which the disk is aligned was earlier approximated by the warp radius$^{3,7,10,12}$, $R_w = \omega_p/\nu_2$, and this warp radius is defined as the distance at which the warp diffusion time-scale ($R^2/\nu_2$) equals the LT precession time-scale ($R^3/\omega_p$). But, in reality the disk can stay significantly tilted at the warp radius (see Fig. 3), and the tilt angle at $R_w$ is roughly 0.13 times the tilt angle at the outer edge$^7$. In this work, we find that the alignment radius, i.e., the radius up to which the tilt angle is less than 0.01°, can be approximated by 0.094 $R_w^{13}$.

![Fig. 3. Radial profiles of the disk tilt angle for different values of the disk inner edge tilt angle $\beta_i$. The other parameter values are $a = 0.3$, $M = 10M_\odot$, $\nu_2 = 10^{15}$ cm$^2$ s$^{-1}$. The vertical line refers to the warp radius as estimated by the relation $\omega_p/\nu_2$. This figure exhibits the dip feature, and also there is a nonzero tilt at the inner disk for all the values of $\beta_i$. Here, $R_g = GM/c^2$.](image)

We have so far set the inner edge tilt angle to zero. Now we explore how different values of the inner edge tilt angle affect the radial profile of the disk tilt angle. Taking a nonzero disk inner edge tilt angle makes the LT torque more dominant near the inner edge. Thus, the more one increases $\beta_i$, the LT torque near the inner edge increases the more, and thus the mismatch between the black hole spin and the angular momentum vector near the inner edge is reduced more rapidly (see Fig. 3). But the LT torque may not be reduce the inner disk tilt angle to zero as the viscous torque on the plane inhibits this process. Also after a certain value of radial distance, the LT torque becomes weak and the viscous torque on the plane of the disk takes over the control producing a dip in the radial profile of the disk tilt angle.
4. Conclusion

In our work\textsuperscript{13}, we solve the full prograde thin warped disk equation in the viscous regime in steady state, and obtain the radial profile of the disk tilt angle as a function of various parameters of the system. We take into account the contribution of the inner disk which was ignored in most earlier works, and also consider physically relevant boundary conditions for solving the the warped disk equation(s) (6,7). We find that the relative dominance between the LT torque and viscous torque on the plane of the disk decides the alignment of the inner disk. Thus, there exists a critical value of the Kerr parameter depending upon $M$ and $\nu_2$ beyond which the BP alignment switches on. As a tilt in the inner disk can have observational implication on the timing and spectral features of X-ray emanating from the disk, our analysis may be useful for studying the region close to the black hole.
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We discuss the effects of electric charging on the equilibrium configurations of magnetized, rotating fluid tori around black holes of different mass. In the context of gaseous/dusty tori in galactic nuclei, the central black hole dominates the gravitational field and it remains electrically neutral, while the surrounding material acquires some electric charge that can separate in space and exhibit non-negligible self-gravitational effects. The structure of the torus is thus influenced by the balance between the gravitational and electromagnetic forces. A cusp can develop near the inner rim even in Newtonian tori due to the charge distribution. Furthermore, it is interesting to note that stable polar clouds can emerge near the rotation axis in reminiscence of “lamp-post” scenario. For the latter, an appropriate distribution of the angular momentum and electric charge are essential.
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1. Introduction

Within the framework of General Relativity, black holes are fully described by a small number of parameters. The most relevant from the viewpoint of astrophysical applications are the mass of the black hole, \( M \), and angular momentum \( J \), or, in a dimension-less form, the spin parameter \( a^* \equiv a/M = J/cGM^2 \). The classical black-hole solution of Kerr-Newman can be equipped by electric charge, although any significant value appears to be astrophysically unlikely over an extended duration because of continued process of neutralization by a selective charge accretion from the surrounding plasma into any cosmic black holes must be embedded.

The Kerr-Newman solution the line element adopts the form

\[
\frac{d^2}{\sum} (dt - a \sin \theta d\phi)^2 + \frac{1}{\Delta} dr^2 + r^2 d\theta^2 + \frac{\sin^2 \theta}{\sum} \left[ (r^2 + a^2) d\phi - a dt \right]^2,
\]

(1)
in dimensionless Boyer-Linquist coordinates \((t, r, \phi, \theta)\), where \(\Delta(r) = r^2 - 2r + a^2 + e^2\) and \(\Sigma(r, \theta) = r^2 + a^2 \sin^2 \theta\). Quantities \(a\) and \(e\) are the rotational and charge parameters of the spacetimes. The associated non-zero components of the antisymmetric electromagnetic field tensor \(F_{ij} = A_j,i - A_i,j\) are

\[
F_{rt} = \frac{e(r^2 - a^2 \cos^2 \theta)}{\Sigma^2}, \quad F_{r\phi} = -\frac{ae \sin^2 \theta (r^2 - a^2 \cos^2 \theta)}{\Sigma^2}, \quad F_{\theta t} = -\frac{a^2 er \sin^2 \theta}{\Sigma^2}, \quad F_{\theta \phi} = \frac{ae r \sin 2\theta (r^2 + a^2)}{\Sigma^2}.
\]

The effective potential \(W(r, \theta)\) for the motion of a particle with the specific charge \(\tilde{q} = q/m\) satisfies the relation

\[
XW = Y + \sqrt{Y^2 - XZ},
\]

where the functions \(X(r, \theta) = (r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta, Y(r, \theta) = (\tilde{L}a + \tilde{q}er)(r^2 + a^2) - \tilde{L}a\Delta,\) and \(Z(r, \theta) = (\tilde{L}a + \tilde{q}er)^2 - \Delta \Sigma - \Delta \tilde{L}^2 / \sin^2 \theta\); here, \(\tilde{L} = L/m\) is the conserved axial component of specific angular momentum. The effective potential (4) develops local minima outside the equatorial plane \(\theta = \pi/2\), which suggests the possibility of halo orbits.\(^a\) The minima occur provided that the electric charge of the accreted matter is non-zero and interacts with the global magnetic field of the central object and/or of the external origin due to currents flowing outside the horizon.

In the other words, the stable configuration allows for a distribution of charged matter near the equator, in lobes located symmetrically above and below the equatorial plane, or even around the polar axis (see Fig. 1). This represents general-relativistic version of Stöhrmer’s halo orbits that have been explored in connection with the motion of electrically charged dust grains in planetary magnetospheres.\(^5\) In the case of Kerr-Newman solution, it can be found that the particular form of mutually connected gravitational and electromagnetic fields do not allow existence of stable halo orbits above the outer horizon; an additional external magnetic field is required.

The prevailing process of neutralization, however, may not prevent the surrounding material to undergo electric charging in the environment of complex plasma that is irradiated by energetic X-rays, as is often the case in active galactic nuclei. This mechanism leads to charge separation within the dusty tori. Therefore, we have proposed the process of charging as mechanism that can maintain geometrical thickness of the dusty tori in the vertical direction.\(^6\) Furthermore, the existence of mutually detached regions (lobes) of bound stable orbits can provide a framework to trigger oscillations; it allows us to imagine a situation when the bulk motion along the circular trajectories is superposed by

\(^a\)Within the particle approximation the halo orbits are formed by stable bound trajectories which do not cross the equator. In the fluid analogy they correspond to toroidal structures with the pressure maxima at \(\theta \neq \pi/2\) (i.e. \(z \neq 0\)).\(^3,4\)
a fraction of material that performs oscillatory motion between the disconnected lobes. Halo orbits could have outstanding consequences for the radiation signal from accreting black holes. On the other hand, general relativity effects have a tendency to bring the halo orbits closer to the equatorial plane compared to corresponding Newtonian solutions. Also, to ensure the intrinsic self-consistency of the model we need to include self-gravity of the medium in the consideration, as this can further diminish the vertical thickness of the figures of equilibrium of electrically charged fluid.\textsuperscript{8,9,11,12}

![Diagram](image)

**Fig. 1.** A black hole is immersed in asymptotically homogeneous magnetic field $\boldsymbol{B}$ and encircled by a torus-like equatorial fluid configuration, and an off-equatorial polar cloud. The charge distribution within the fluid interacts with the magnetic field and helps to levitate the fluid above the equatorial plane. Similar effect occurs for trajectories of electrically charged particles. Regions of stability can emerge near the equatorial plane as well as near the polar axis, depending on the angular momentum and electric charge distribution within the fluid.\textsuperscript{6–8}

### 2. Electrically charged tori near a magnetized black hole

We describe the fluid by polytropic equation of state, $p = \kappa \rho^\Gamma$, with $\kappa$ and $\Gamma$ being parameters of the polytrope. This relation ensures conservation of entropy, as is appropriate for a perfect fluid. Neglecting the electrostatic corrections to the equation of state we can use the polytropic equation consistently even to described an electrically charged state. In the case of sufficiently small $\rho$ the medium is non-relativistic and the contribution of the specific internal energy $\epsilon/\rho - 1$ to the total energy density becomes negligible (i.e., $\epsilon \approx \rho$), however, this assumption is not accurate enough once the density increases; in such a case the self-electromagnetic field cannot be ignored.

The configuration of the fluid is determined by its rotation in the $\phi$-direction with 4-velocity $U^\alpha = (U^t, U^\phi, 0, 0)$, specific angular momentum $\ell = -U^\phi/U_t$ and
angular velocity $\omega = U^\phi / U^t$. These are related by
$$\omega = -\frac{\ell g_{tt} + g_{t\phi}}{\ell g_{t\phi} + g_{\phi\phi}}, \quad (U_1)^2 = \frac{g_{t\phi}^2 - g_{tt} g_{\phi\phi}}{\ell^2 g_{tt} + 2\ell g_{t\phi} + g_{\phi\phi}}. \quad (5)$$
The shape of a charged fluid torus with a charge density profile $q$ and energy density $\epsilon$ is determined by isobaric surfaces of the pressure $p$ profile (equi-pressure surfaces), which can be derived from the conservation equation
$$\nabla_\beta T^{\alpha\beta} = F^{\alpha\beta} J_\beta, \quad (6)$$
where $J^\alpha$ is the fluid 4-current density and $T^{\alpha\beta}$ is the stress-energy tensor,
$$T^{\alpha\beta} = (\epsilon + p) U^\alpha U^\beta + p g^{\alpha\beta}. \quad (7)$$
From the above-given relation two partial differential equations follow for the radial and latitudinal distribution of pressure,
$$\frac{\partial p}{\partial r} = -(p + \epsilon) R_1 + q R_2 \equiv R_0, \quad \frac{\partial p}{\partial \theta} = -(p + \epsilon) T_1 + q T_2 \equiv T_0, \quad (8)$$
where $R_0 = R_0(r,\theta)$ and $T_0 = T_0(r,\theta)$ denote the right hand sides of the two latter equations.$^6$

As a specific example of the imposed electromagnetic field we can write the static case of an asymptotically uniform magnetic field with intensity $B$. Such settings can be described by the special case (zero rotational parameter) of Wald’s test-field solution of Einstein-Maxwell equations, which in dimensionless units reads
$$A_t = -\frac{e}{r}, \quad A_\phi = \frac{1}{2} Br^2 \sin^2 \theta, \quad (9)$$
describing the electromagnetic field in the background of Schwarzschild geometry. A generalization of the adopted approach to the case of a rotating (Kerr) black hole is straightforward but technically more complicated and beyond the limited space of the present contribution.

3. Conclusions

We further explored off-equatorial configurations of electrically charged fluid near magnetized black holes. By comparison with previous works we showed that the conditions of existence of these configurations are diverse and they can be established in varied circumstances during the black hole accretion. By the mass-scaling paradigm for cosmic black-hole sources, similar effects can occur also in the context of stellar-mass black holes, where a massive torus can form as a remnant of a tidally disrupted companion.

Furthermore, electrically charged particles and fluid elements can be set on escaping trajectories and eventually released at a relativistic outflow velocity escaping from the atmosphere of the otherwise stable configuration. The case of charged particles differs from charged dust grains by their charge-to-mass ratio, but the acceleration mechanism operates in a similar manner.$^{10}$
Let us conclude by emphasising the fact that electrically charged toroidal structures can adopt varied shapes from the rich topological family. They exist not only in the equatorial plane as a single torus, but also as two tori coupled and joint through a cusp, existing individually even out of the equatorial plane (as a pair of off-equatorial tori), or just around the polar axis (as a kind of realisation of the lamp-post model). Here adopted the fluid description; in the limit of very low-density the approach of kinetic theory turns out to be better suited.\textsuperscript{13}
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1. Introduction

The numerical simulations is one of the important tools for study astrophysical prob-
lems. A number of astrophysical problems can be simulated by numerical solution
of the magnetohydrodynamical (MHD) equations. There lot of different numerical
approaches for the simulation of MHD equations. Many astrophysical problems are
characterised by huge variety of spatial and temporal parameters. Application of In
this paper we consider the completely conservative Lagrangian operator-difference
scheme on a triangular grid of variable structure suggested in (1,2).

Lagrangian numerical schemes are free of the artificial transfer of angular mo-
momentum, but in the case when in the flow there are nonuniform contraction or
expansion, vortexes or shear flows the Lagrangian cells become flattened soon af-
ter the beginning of the simulations, thus significantly reducing the accuracy of
calculations and preventing continuing the simulations. In such situation the grid
remapping allows to overcome this drawback of Lagrangian schemes.

2. Completely conservative operator-difference method on a
triangular grid of variable structure

The operator-difference scheme used in our simulation is a first-order implicit con-
servative Lagrangian scheme on an irregular triangular grid. For further details
of the scheme, see1,2. We briefly describe the idea of the method for 2D cylin-
drical coordinates case. Define in the computational domain Ω a triangular grid
ω = ωx + ωΔ, which consists of a set of knots ωx and a set of triangular cells ωΔ; de-
fine in particular the set of boundary knots ωγ. Introduce linear spaces Bx,1 (Bγ,1)
of the vector functions defined in the knots (boundary knots) Ψj ∈ ωx (Ψγ ∈ ωγ) and
linear spaces $B_{\Delta,0}^0 (B_{\gamma,0})$ of scalar functions defined in the cells (boundary knots) $\Delta_i \in \omega_\Delta (\vec{x}_q \in \omega_\gamma)$. Introduce also the linear space $B_{\Delta,0}$ of scalar functions defined in the cells and boundary knots. The following relation is valid for the introduced spaces: $B_{\Delta,0} = B_{\Delta,0}^0 \oplus B_{\gamma,0}$.

Define linear operators $\nabla_x^0$, $\nabla_\Delta^*$ and $\Phi_\gamma$ in the following form:

\[
\left( \nabla_\Delta \cdot \mathbf{v} \right)_i = \frac{1}{3V_i} \sum_{l=1}^{3} N_i (l; t_{i+1} (\mathbf{v}_i R_{t, i+1} + \mathbf{v}_{t+1} R_{t+1, i}),
\]

\[
\mathbf{v} \in B_{x,1}, \Delta_i \in \omega_\Delta.
\]

\[
\left( \nabla_x^0 p \right)_j = \frac{1}{3V_j} \sum_{k=1}^{K_j} N_j^k p_k, \quad p \in B_{\Delta,0}^0, \vec{x}_j \in \omega_x.
\]

\[
(\Phi_j^p)q = \frac{1}{3V_q} N_q^p q, \quad p \in B_{\gamma,0}, \vec{x}_q \in \omega_\gamma,
\]

where $R_{j_1,j_2} = r_{j_1 + r_{j_2}/2}$,

\[
N_{j_1,j_2} = \left( \frac{z_{j_2} - z_{j_1}}{r_{j_1} - r_{j_2}} \right)
\]

is a normal vector to the segment $[x_{j_1}, x_{j_2}]$.

\[
N_j^k = -(N_{j,k} R_{j,k} + N_{j,k+1} R_{j,k+1}), \quad N_j^q = (N_{q,q+1} R_{q,q+1} + N_{q,q-1} R_{q,q-1}).
\]

Introduce also the grid operator $\nabla_x$ in the following form: $\forall \vec{p} = p + p_\gamma \in B_{\Delta,0}, \quad p \in B_{\Delta,0}^0, \quad p_\gamma \in B_{\gamma,0}$:

\[
\nabla_x \vec{p} = \left\{ \begin{array}{ll}
\nabla_x^0 p + \Phi_\gamma p_\gamma, & \vec{x}_j \in \omega_x, \\
\nabla_x^0 p, & \vec{x}_j \in \omega_x \setminus \omega_\gamma.
\end{array} \right.
\]

The operator $\nabla_\Delta^*$ is a grid analog for the differential operator div, $\nabla_x$ is a grid analog for grad. The following relation is valid for the introduced operators:

\[
(\nabla_x p, \mathbf{v})_x + (\nabla_\Delta \cdot \mathbf{v}, p)_\Delta = (\Phi_\gamma p, \mathbf{u})_\gamma,
\]

where $p \in B_{\Delta,0}^0, \mathbf{v} \in B_{x,1}, p_\gamma \in B_{\gamma,0}, \mathbf{u}_\gamma \in B_{\gamma,1}$.

The grid linear operators $\nabla_x^0, \nabla_\Delta^*, \Phi_\gamma$ are defined analogously to (2), (3), (3'). Assume that $\mathbf{x}, \mathbf{u}, \Phi$ are defined in knots and $p, \rho$ – in cells. Define the time grid $\omega_t = \{ t_n = n \Delta t, \quad n = 0, 1, \ldots \}$; for the arbitrary grid function defined on $\omega_t$, introduce the following specifications: $f(t_n) = f^n, f^{n+1} = \tilde{f}, f_t = \frac{\tilde{f} - f}{\Delta t}, \quad f(\sigma) = \sigma \tilde{f} + (1 - \sigma) f$.

For simplicity we consider set of gas dynamical equations with self-gravitation:

\[
\frac{dx}{dt} = \mathbf{u}, \quad \frac{d\rho}{dt} + \rho \text{div} \mathbf{u} = 0,
\]

\[
\frac{d\mathbf{u}}{dt} = -\text{grad} \rho - \rho \text{grad} \Phi,
\]

\[
\rho \frac{d\rho}{dt} + \rho \text{div} \mathbf{u} = 0, \quad \eta = \frac{1}{\rho} = \frac{T \gamma}{p}, \quad \varepsilon = \frac{T \gamma}{\gamma - 1}, \quad \Delta \Phi = 4\pi G \rho.
\]
where $\frac{d}{dt}$ is total time $t$ derivative, $x = (r, z)$, $u = (u^r, u^\varphi, u^z)$ is velocity vector, $p$ is pressure, $\varepsilon$ is internal energy, $\Phi$ is gravitational potential, $\rho$ is density, $T$ is temperature, $G$ is gravitational constant, $\Re$ is universal gas constant, $\gamma$ is adiabatic index. Axial and cylindrical symmetry are assumed.

On the basis of the introduced operators, the following implicit difference scheme for (9) can be written:

\[
\rho V_i = \rho_i^0 V_i^0 = m_i, \quad \forall \Delta_i \in \omega_\Delta, x_{jt} = u_j^{(0.5)}, \quad j \in \omega_x,
\]

\[
\rho_j u_{jt} = -(\nabla \times g)_j - q \rho_j (S \times (\nabla \Delta \Phi))_j, \quad \forall \tau_j \in \omega_x,
\]

\[
\rho_i \varepsilon_{it} = -g_i (\nabla \Delta \cdot u_i^{(0.5)})_j, \quad \forall \Delta_i \in \omega_\Delta, \quad g = p^{(a)} + \omega, \quad \omega = -\frac{\nu}{\eta}, \quad \forall \Delta_i \in \omega_\Delta,
\]

\[
\eta_i = 1/\rho_i = T_i/p_i, \quad \varepsilon_i = T_i/\gamma - 1, \quad \forall \Delta_i \in \omega_\Delta,
\]

\[
(\nabla \times \nabla \Phi)_j = \rho_j, \quad \rho_j = (S \times \rho)_j = \frac{1}{3\sqrt{x}} \sum_{k=1}^{K_j} \rho_k V_k^\Delta, \quad \forall \tau_j \in \omega_x.
\]

Here $\nu$ is a coefficient of artificial viscosity. The total time derivatives for the velocity vector in the difference form are:

\[
u_{jt} = \left\{ u_{jt}^r - \frac{u_j^{r(0.5)}}{r_j^{(0.5)}} u_j^{r(0.5)}, \quad u_{jt}^\varphi + \frac{u_j^{\varphi(0.5)}}{r_j^{(0.5)}} u_j^{r(0.5)}, \quad u_{jt}^z \right\}.
\]

Substituting the boundary values known from the boundary conditions into (4), we get a set of non-linear operator equations for the grid functions $x, u \in B_{x,1}, \rho, T \in B_{\Delta,0}$ at every time step, which is solved by a specially adjusted variant of the Newton method. The gravitational potential $\Phi$ was calculated explicitly at the beginning of every time step.

### 3. Triangular grid structure reconstruction procedure

One of the important problems for application of difference schemes in Lagrangian variables is grid distortion which prevents to continue the simulations and could lead also to the loss of accuracy of the results. In order to overcome this problem in the papers\cite{2,3} and some other papers of these authors the grid remapping procedure for a triangular grid was developed.

Here the remapping procedure was modified what allows to carry out simulations in the presence of large differences in flow parameters\cite{6,7}.

The procedure for the remapping the grid, in turn, consists of two stages. The first is a local change in the structure of the grid. The second is to determine the values of the grid functions in the areas of the changed structure. The local change in the structure of the computational grid is reduced to three local operations:
(1) the diagonal of a quadrangle formed by two triangles is replaced by another diagonal
(2) combining two adjacent grid nodes
(3) adding a new node to the middle of the link between neighboring nodes

The structure of the grid is corrected using the first two operations. Mesh adaptation occurs through operations 2 and 3.

4. Grid functions remapping method for completely conservative
Lagrangian operator-difference scheme for astrophysical MHD problems

At the second stage of the of the grid remapping, the values of the grid functions in the nodes and cells involved in changing the structure mesh are calculated. For the simulation of astrophysical problems, a method of conditional minimization of functionals was proposed and implemented, which ensures the exact implementation of conservation laws. To calculate the density in new cells, it was suggested to look for the conditional minimum of the following functional:

\[
\min \rho_i \sum \left( \frac{\tilde{\rho}_i - \rho_{ci}}{\rho_{ci}/V_i} \right)^2 \rho_{ci},
\]

under the condition of mass conservation of vicinity of the remapping region:

\[
\sum \tilde{\rho}_i V_i = \sum \rho_i V_i = M_{\text{vicinity}}.
\]

Here \(\rho_{ci}\) - is a linear interpolation of the density to a new grid cells. Applying the Lagrange multiplier method to minimize the conditional functional, we obtain:

\[
\tilde{\rho}_i = \rho_{ci} \frac{M_{\text{vicinity}}}{\sum_i \rho_{ci} V_i}.
\]

It is easy to show that the density recalculation by the formula (12) allows us to fulfill the law of conservation of mass in the remapping region.

For the calculations of new values of the poloidal magnetic field components \(H_r, H_z\) we use the following conditional minimization of the functionals:

\[
\min \tilde{H}_r, \sum \left( \frac{\tilde{H}_r - H_{rcl}}{(H_{rcl})^2} \right)^2 V_i, \min \tilde{H}_z, \sum \left( \frac{\tilde{H}_z - H_{zcl}}{(H_{zcl})^2} \right)^2 V_i,
\]

under the conditions of conservation of every component of the magnetic energy in the remapping region:

\[
\sum \tilde{H}_r^2 V_i = \sum H_r^2 V_i = E_{\text{mag, } r \text{ vicinity}}, \sum \tilde{H}_z^2 V_i = \sum H_z^2 V_i = E_{\text{mag, } z \text{ vicinity}}.
\]

Here \(H_{rcl}, H_{zcl}\) - is a linear interpolation of poloidal magnetic field components to a new grid cells.

Conditional minimum of these functionals is found by the Lagrange multiplier method.
For the calculation of the poloidal components of the magnetic field \( H_r, H_z \) we get following formulae:

\[
\tilde{H}_r = H_{rci} \sqrt{\frac{E_{mag, r\, vicinity}}{\sum_i H_{rci}^2 V_i}}, \quad \tilde{H}_z = H_{zci} \sqrt{\frac{E_{mag, z\, vicinity}}{\sum_i H_{zci}^2 V_i}},
\]

For the calculations of the toroidal component of the magnetic field \( H_\phi \) on a new grid the following conditional minimum of the functional is calculated:

\[
\min_{H_\phi} \sum_i \left( \frac{H_\phi i - H_{\phi ci}}{H_{\phi ci}} \right)^2 \tilde{S}_i,
\]

under the condition of the conservation of the toroidal magnetic flux \( H_\phi S \) in the remapping region: \( \sum_i \tilde{H}_\phi i \tilde{S}_i = \sum_i H_\phi i s_i = F_{mag, \phi \, vicinity} \). Finally for the calculation if the toroidal components of the magnetic field \( H_\phi i \) we get the following formula:

\[
\tilde{H}_\phi i = H_{\phi ci} \frac{F_{mag, \phi \, vicinity}}{\sum_i H_{\phi ci}^2 S_i},
\]

Using this formula one can calculate the values of the toroidal component of the magnetic field in a new cells preserving the toroidal magnetic flux.

In order to find the values of the toroidal component of the magnetic field in the cells of the remapping region, with conservation of the toroidal magnetic energy the conditional minimum of the following functional is sought (by analogy with the poloidal components of the magnetic field): \( \min_{H_\phi} \sum_i \left( (\tilde{H}_\phi i - H_{\phi ci})^2 \right) \tilde{V}_i \), provided that the toroidal magnetic energy is preserved in the remapping region: \( \sum_i H_\phi i^2 \tilde{V}_i = \sum_i H_{\phi ci}^2 V_i = E_{mag, \phi \, vicinity} \). In this case, to calculate the toroidal components of the magnetic field \( H_\phi i \) we get the following formula:

\[
\tilde{H}_\phi i = H_{\phi ci} \sqrt{\frac{E_{mag, \phi \, vicinity}}{\sum_i H_{\phi ci}^2 V_i}}.
\]

To find the new values of the temperature \( \tilde{T}_i \) (the pressure \( \tilde{p}_i \)) in the remapping region, we seek the conditional minimum of the following functional: \( \min_{T_i} \sum_i (\tilde{T}_i - T_{ici})^2 \tilde{V}_i \), under the condition of preserving of the internal energy in the remapping region \( \sum_i \tilde{\varepsilon}_i \tilde{V}_i = \sum_i \varepsilon V_i = E_{int, \, vicinity} \). We solve this system of equations by Newton method.

5. Application to the magnetorotational processes in astrophysics

The idea of the MR mechanism of core-collapsed supernovae was suggested by G.S. Bisnovatyi-Kogan in\(^{10}\). During the nonuniform collapse of the rotating iron core differentially rotating configuration is formed. Internal parts of the collapsed core rotate faster than its periphery. In the case of presence even weak initial poloidal
magnetic field the magnetic field will be twisted due to the differential rotation. Increasing magnetic pressure will lead to the formation of MHD shock wave. The shock will move outwards producing supernova explosion. For the numerical study of the MR supernova explosion a set of ideal MHD equations with self-gravitation were numerically solved using described above numerical scheme. During the simulations of MR supernova explosion the development of the special type of MR instability was found.
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Theoretical and observational inferences reveal that accretion and outflows/jets are strongly correlated through fundamental conservation laws. All well-known jetted sources with accreting black hole systems indicate a signature of hot advective accretion flow and a dynamically important magnetic fields at the jet footprint. We inter-connect here the disc and outflow/jet for magnetized, viscous, optically thin, geometrically thick, 2.5-dimensional hot advective flows around black holes. The magnetic fields are captured from the environment, say interstellar medium or companion star, and dragged inward with continuous accretion process. This disc becomes magnetically dominated in vicinity of a black hole due to flux freezing. The accretion geometry as well as energetics of the accretion induced outflows/jets strongly depend on the mass and spin of the black hole, accretion rate, and magnetic field strength. We suggest, this magnetically dominated accretion powered system can easily explain the energetics of the ultraluminous X-ray sources in their hard power-law dominated states.
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1. Introduction

The observational evidences show strong outflows and jets in various black hole (BH) accreting systems, in quasars or active galactic nuclei, microquasars, and gamma-ray bursts. These outflows and jets are more prone to emanate from the inner region of the accretion flow, particularly when the flow is hot, puffed-up, and advective. Observational evidences predict that all BH X-ray binaries to exhibit strong radio jets in its low/hard spectral state. The low/hard state basically indicates the accretion regime with quite low mass accretion rate and the disc is radiatively inefficient. However, the proper mechanisms for the formation, collimation, and acceleration of relativistic jets are still not well understood.

Theoretical models suggest the role of large-scale magnetic fields in the angular momentum transport in accretion, in the formations of strong outflows/jets, and in high-energy radiation mechanism. The large-scale open magnetic fields threaded the disc can extract energy and angular momentum in the form of outflows by tapping gravitational potential energy of a BH. The energy extraction is also possible from the rotational energy of a BH in the presence of sufficient amount of magnetic flux through Blandford and Znajek mechanism. This is verified numerically in general relativistic magnetohydrodynamics framework for magnetically arrested disc (MAD) paradigm, where poloidal magnetic fields are playing the underlying role. Also, vertically inflated toroidal fields can enhance outflow power through the formation of ‘magnetic tower jets’. Observational evidences of jetted sources also suggest the presence of dynamically important magnetic fields at the jet launching
region in the vicinity of a BH\textsuperscript{8}. All these insights motivate us to model disc-outflow symbiosis in the presence of large-scale strong magnetic fields for hot, geometrically thick, advective accretion flow around BHs. Here the advection of both poloidal and toroidal components of magnetic fields occur. We compute the power associated with the magnetically driven accretion induced outflows in this proceeding.

2. Model equations

We propose a magnetized, advective, optically thin, geometrically thick disc-outflow/jet symbiotic model around BHs in the framework of pseudo-Newtonian potential. Here we use cylindrical coordinate assuming a steady and axisymmetric outflow/jet symbiotic model around BHs in the framework of pseudo-Newtonian.

Throughout in our computation, we express radial and vertical coordinates in units and mass density (viscous dissipations are followed from the Ref. 13).

Throughput in our computation, we express radial and vertical coordinates in units of the BH, and \( c \) is the speed of light. We also express other variables accordingly (e.g., velocity in units of \( c \), \( \lambda \) in units of \( GM_{\text{BH}}/c \)) to make all the variables dimensionless. Hence, the continuity equation, the momentum balance equations, the equation for no magnetic monopole, the components of induction equation, and the energy equation are respectively

\[
\frac{1}{r} \frac{\partial}{\partial r} (r \rho v_r) + \frac{\partial}{\partial z} (\rho v_z) = 0, \tag{1}
\]

\[
v_r \frac{\partial v_r}{\partial r} + v_z \frac{\partial v_z}{\partial z} - \frac{\lambda}{r} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( \frac{p}{\rho} \right) + F = \frac{1}{r^2} \left[ - \frac{B_{\phi}}{r} \frac{\partial}{\partial r} (r B_{\phi}) + B_z \left( \frac{\partial B_z}{\partial z} - \frac{\partial B_{\phi}}{\partial r} \right) \right], \tag{2}
\]

\[
v_r \frac{\partial v_r}{\partial r} + v_z \frac{\partial v_z}{\partial z} = \frac{\partial}{\partial z} \left( \frac{r^2 W_{r\phi}}{\rho^2} \right) + \frac{1}{r} \left( F_{r} + \frac{\lambda}{r} \right), \tag{3}
\]

\[
v_r \frac{\partial v_r}{\partial r} + v_z \frac{\partial v_z}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r p v_r}{\rho} \right) + \frac{4}{r} \left( B_r \left( \frac{\partial B_r}{\partial z} - \frac{\partial B_{\phi}}{\partial r} \right) - B_{\phi} \frac{\partial B_{\phi}}{\partial z} \right), \tag{4}
\]

\[
\frac{1}{r} \frac{\partial}{\partial r} (r B_r) + \frac{\partial B_{\phi}}{\partial z} = 0, \tag{5}
\]

\[
\frac{\partial}{\partial z} \left( v_r B_{\phi} - v_{\phi} B_r \right) = \frac{\lambda}{r} \left( \frac{\partial B_r}{\partial z} - v_{\phi} B_{\phi} \right), \tag{6}
\]

\[
\frac{\partial}{\partial z} \left( r (v_r B_r - v_{\phi} B_{\phi}) \right) = 0, \tag{7}
\]

\[
\frac{\partial}{\partial r} \left[ \frac{\partial p}{\partial r} - \Gamma_1 \frac{\rho p}{r} \frac{\partial p}{\partial r} \right] + \frac{v_r}{r^2} \frac{\partial}{\partial z} \left[ \frac{\partial p}{\partial z} - \Gamma_1 \frac{\rho p}{r} \frac{\partial p}{\partial z} \right] = Q^+ - Q^- = f Q^+, \tag{8}
\]

where \( F \) is the magnitude of the gravitational force for a rotating BH corresponding to the pseudo-Newtonian potential\textsuperscript{9}. The generalized viscous stress tensor \( (W_{ij}) \) is written in terms of Shakura-Sunyaev\textsuperscript{10} \( \alpha \)-viscosity parameter with proper modifications\textsuperscript{11} due to advection and is given by \( W_{r\phi} = \alpha (p + \rho u_r^2) \) and \( W_{\phi z} \approx \frac{3}{2} W_{r\phi} \). We consider here the induction equation in the limit of very large magnetic Reynolds number. The energy generation rate per unit volume \( (Q^+) \) due to magnetic and viscous dissipations are followed from the Ref. 13. \( Q^- \) represents the radiative cooling rate per unit volume through different cooling mechanisms\textsuperscript{3}. However in this
proceeding, we do not consider cooling processes explicitly. The factor ‘$f$’ included here to represent the degree of cooling which varies from 0 (for very efficient cooling) to 1 (for no cooling). In this disc-outflow symbiosis region, we also assume that within the disc flow region the vertical variation of any flow variables is much less compared to the corresponding radial variation. This allow us to introduce the vertical variation as $\partial/\partial z \approx s/z$, where the scale variable ‘$s$’ is very small number ($|s| \sim 0.01$).

3. Solution procedure

The set of nine coupled differential equations (1) – (9) for eight flow variables $v_r$, $\lambda$, $v_z$, $p$, $\rho$, $B_r$, $B_\phi$, and $B_z$, along with vertical scale height ($z$) are solved simultaneously to obtain the solutions as functions of independent variable $r$. The sub-sonic matter at very far away from the BH, passes through the sonic/critical location and becomes super-sonic near the event horizon of a BH for such BH accretion process. The outer boundary for our solution is the transition radius between Keplerian to sub-Keplerian flow. The event horizon where matter velocity reaches the speed of light, is the inner boundary. We also use the critical point as one of the boundaries. The different types of sonic/critical points, say, saddle, spiral, and nodal, are described in the Ref. 14.

4. Results

We address here the role of large-scale magnetic fields in the outward transport of angular momentum, as well as in the formation of outflows/jets for this hot advective disc-outflow symbiosis around BHs. Fig. 1 describes the variation of flow parameters, whereas Fig. 2 indicates the variation of magnetic field properties and outflow power as functions of $r$ along the disc-outflow surface for both non-rotating (solid line) and fast rotating (dotted line) BHs. Fig. 1(a) describes the profile for Mach number ($M$) defined as the ratio of radial velocity to the sound speed. The critical location and the corresponding specific angular momentum are $r_c = 6.0$, $\lambda_c = 3.0$ for BHs with spin parameter $a = 0$, and $r_c = 4.2$, $\lambda_c = 1.8$ for BHs with $a = 0.998$, respectively. Very far away from the BH, matter is sub-sonic, whereas near the event horizon matter becomes super-sonic ($M > 1$). The outward transfer of angular momentum is shown in Fig. 1(b). The vertical velocity and the sound speed are higher for rapidly spinning BHs as shown in Figs. 1(c) and (d) respectively. The vertical velocity at the horizon increases from 0.065 when $a = 0$ to 0.145 when $a = 0.998$. The increase of $c_s$ with spin indicates that the temperature of the coupled disc-induced outflow is higher for rapidly spinning BHs.

The magnetic field components and their relative strength are shown in Figs. 2(a) and (b) respectively. The advection of both the toroidal and poloidal field components occur in our computation. Very far away from the BH, the disc is toroidal field dominated due to presence of differential rotation. Within the plunging region,
the poloidal field enhances more compared to the toroidal one due to dominant inward advection and lack of differential rotation. Note that the maximum magnetic field strength near the BH is few factor times $10^7$ G for $20 M_\odot$ BH. The ratios of the magnetic- to viscous-stresses are shown in Fig. 2(c). The dominant nature of large-scale magnetic stress over viscous one indicates that the magnetic stresses are playing the underlying role in angular momentum transport, as well as in outflow formation. The corresponding outflow power is shown in Fig. 2(d). The extracted power from the disc-outflow surface is the combination of mechanical, enthalpy, viscous, and Poynting parts. The maximum reachable power in such configuration is $6 \times 10^{39}$ erg/s for BHs with $a = 0$, and $8.65 \times 10^{39}$ erg/s for BHs with $a = 0.998$. 
5. Discussions

In this proceeding, we discuss the disc flow behaviours and the formation of strong outflows from 2.5-dimensional magnetized, viscous, advective disc-outflow symbiotic model around BHs. The disc is hot puffed-up with (ion) temperature $\sim 10^{11} - 10^{12}$ K for non-rotating to fast-rotating BHs. The magnetic field strength near the stellar mass BHs is few factor times $10^7$ G, which is well below the Eddington magnetic field limit$^{13}$. The components of magnetic stress dominate over the corresponding viscous ones, and hence the outward transfer of angular momentum is mainly controlled by large-scale magnetic stress. However, the origin of such strong magnetic
field in the vicinity of a BH is not clear yet. It was suggested that the externally generated fields are captured from environment, say, interstellar medium or companion star, and dragged inward with continuous accretion process\textsuperscript{15}. The fields become dynamically dominant near the event horizon of a BH due to flux freezing in this quasi-spherical advective process. In our computation, the advection of both the toroidal and poloidal components of magnetic field occur.

We compute the power associated with magneto-centrifugally driven outflows from this magnetically dominated disc-outflow surface around BHs. Note that the effect of BHs’ spins does not appear to play efficient role in such power measurement in this model. This is because we introduce the spin effect through the pseudo-Newtonian potential around rotating BHs. To operate Blandford and Znajek mechanism\textsuperscript{5} properly, we have to formulate this disc-outflow/jet symbiosis in general relativistic magnetohydrodynamics framework. The observational implication to ultra-luminous X-ray sources is discussed in the other proceeding\textsuperscript{16} of this volume based on such magnetically dominated disc-outflow symbiosis including cooling.
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Ringed accretion disks (RADs) are aggregates of corotating and counterrotating toroidal accretion disks orbiting a central Kerr super-massive Black Hole (SMBH) in AGNs. The dimensionless spin of the central BH and the fluids relative rotation are proved to strongly affect the RAD dynamics. There is evidence of a strict correlation between SMBH spin, fluid rotation and magnetic fields in RADs formation and evolution. Recently, the model was extended to consider RADs constituted by several magnetized accretion tori and the effects of a toroidal magnetic field in RAD dynamics have been investigated. The analysis poses constraints on tori formation and emergence of RADs instabilities in the phases of accretion onto the central attractor and tori collision emergence. Magnetic fields and fluids rotation are proved to be strongly constrained and influence tori formation and evolution in RADs, in dependence on the toroidal magnetic fields parameters. Eventually, the RAD frame investigation constraints specific classes of tori that could be observed around some specific SMBHs identified by their dimensionless spin.
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1. Introduction

Ringed accretion disks (RADs) are aggregates of axi-symmetric tori orbiting Kerr SMBHs. The orbiting agglomerate is composed by both corotating and counterrotating tori. These configurations might be generated after different periods of the attractor life, where the angular momentum of the material in accretion on the central attractor in different phases of the BH life could have very different direction and magnitude. The RAD model was first developed considering tori centered on the equatorial plane of the central BH. RAD can be associated to jet emission in many ways, because of the inner edge of accreting disks jet launch point correlation and because the model adopted for each toroidal disk component of the aggregate provides an open solution, proto-jets, consisting of shells funnels of matter along the axis of the BH. It should be noted that the occurrence of double accretion in the RAD is restricted to the case of two tori only, for a couple made by an inner corotating torus and by an outer counterrotating one. Consequently, the double jet shell emission in this system is limited to a jet from external counterrotating matter and an inner jet from the internal corotating matter. It was also provided a general classification of the RAD and of the attractors according to their dimensional spin, providing an indication on the configurations and situation where observational evidences can be found. In Ref. 6 a large part of modellization was dedicated to describing the RAD as a single disk: in fact it has been shown that such kind of agglomerate is generically a geometrically thin disk, axis-symmetric, with knobby surface, and a very varied internal activity–Figs (1). The RAD could
be disguised as one disk characterized by articulated phases of super-Eddington accretion, which could explain the masses problem of super-massive BH at high redshift, after a series of interrupted phase of accretion. The model was introduced in Ref. 8 and fully developed in Ref. 6. In Ref. 5 the unstable configurations were analyzed and particularly constrains on locations of inner and outer edges of the RAD and the toroidal components were given. A detail analysis of RAD tori sequences as remnants of multiple accreting periods of Kerr SMBHs, in active galactic nuclei (AGNs) was considered in Ref. 3. In Ref. 4, the constraints on double configurations, constituted by two tori centered on the BH were given considering the possibility of collision emergence. Energetics associated to the RAD processes occurring in the ringed structure between its components and particularly the evaluation of BH accretion rates is presented in Ref. 1. Here we present the main results of the hydrodynamic (HD) and magnetized RAD based on the investigation in Refs 6, 5, 4, 3, 2, 1, 7.

Overview In Sec. (2) General considerations on hydrodynamic RAD models are discussed. In Sec. (3) constraints are discussed. In Sec. (4) we discuss the effects of toroidal magnetic fields on RADs. Concluding remarks follow in Sec. (5).

2. Orbiting Axi-symmetric tori in a Kerr spacetime

Because of the stationarity (time t independence) and the axis-symmetry ($\phi$-independence) of each toroid of the aggregate, each torus is regulated by the Euler equation only with a barotropic equation of state $p = p(\rho)$, there is

$$\int_{\rho_{in}}^{\rho} \frac{dp}{p + \rho} = W(p) - W(0) = -\ln \frac{U_t}{(U_t)_{in}} + \int_{\l_{in}}^{\l} \frac{\Omega d\l}{1 - \Omega},$$

where $\Omega$ is the fluid relativistic angular frequency, $\l$ specific angular momenta, here assumed constant and conserved inside each torus but not in the RAD, $(t, r, \phi, \theta)$.
are Boyer-Lindquist (B-L) coordinates. We consider $\ell > 0$ for corotating and $\ell < 0$ for counterrotating fluids, within the notation ($\mp$) respectively. $a = J/M \in [0, M]$ is the BH spin, $J$ is the total angular momentum of the gravitational source and $M$ is the gravitational mass parameter. For the tori couple $(C(i), C(o))$, orbiting in the equatorial plane of a given Kerr BH with specific angular momentum $(\ell(i), \ell(o))$, we introduce the concept of corotating ($\ell$) disks defined by the condition $\ell(i)\ell(o) > 0$, and counterrotating ($r$) disks defined by the relations $\ell(i)\ell(o) < 0$. The two ($\ell$) tori can be both corotating, $\ell a > 0$, or counterrotating, $\ell a < 0$, with respect to the central attractor $a > 0$. Each RAD torus is a General Relativistic (GR) model based on the Boyer theory of the equi-pressure surfaces. Boyer surfaces are constant pressure surfaces and $\Sigma_i = \Sigma_j$ for $i, j \in (p, \rho, \ell, \Omega)$. Toroidal surfaces correspond to the equipotential surfaces, critical points of $V_{\text{eff}}(\ell)$ as function of $r$, thus solutions of $W : \ln(V_{\text{eff}}) = c = \text{constant}$ or $V_{\text{eff}} = K = \text{constant}$ C-cross sections of the closed Boyer surfaces (equilibrium quiescent torus); Ox–cross sections of the closed cusped Boyer surfaces, generally associated to proto-jet configurations. In the following we use the notation ($\ell$) to indicate a configuration which can be closed, C, or open O–Figs (1).

The model in constructed investigating the angular momentum distribution inside the disk (which is not constant):

$$\pm \ell_{\ell}^\pm = \pm \frac{a^3 + ar_n(3r_n - 4M) + \sqrt{r_n^2\Delta_n}}{a^2 - (r_n - 2M)^2r_n}, \quad \Delta_n \equiv r_n^2 - 2Mr_n + a^2$$

where $n$ is for the toroidal RAD component, and $\Delta_n$ is here a metric factor. In fact an essential part of the RAD analysis is the characterization of the boundary conditions on each torus in the agglomerate and of the disk. We considered also the function

$$K^\pm(\Delta_{(\pm)}, r) = \frac{1}{2r} \left[ \frac{r[(\Delta_+ - \Delta_-)^2 + 4(r - 2)r]}{2\Delta^2 - \Delta_+ - \Delta_- + r^2} \right]^{1/2}$$

$$\ell = \frac{\Delta_+ + \Delta_-}{2}, \quad a = \frac{(\Delta_+ - \Delta_-)}{2},$$

(dimensionless units), provides constrains on the matter density distribution inside the disk and stitching together the RAD tori.

3. Constraints

In the Bondi quasi spherical accretion, the fluid angular momentum is everywhere smaller than the Keplerian one and therefore dynamically unimportant. In this analysis, however, we consider a full GR model for each RAD toroid where in fact there exists an extended region where the fluids angular momentum in the torus is larger (in magnitude) than the Keplerian (test particle) angular momentum. More precisely as first canvas model we adopt for each toroid a thick, opaque (high optical depth) and super-Eddington, radiation pressure supported accretion disk (in the
toroidal disks, pressure gradients are crucial) cooled by advection with low viscosity. As a consequence, during the evolution of dynamical processes, the functional form of the angular momentum and entropy distribution depends on the initial conditions of the system and on the details of the dissipative processes. From these considerations, using the distribution of relativistic specific angular momentum in the RAD as in Eq. (2) we can fix, as in Refs 6, 5, 4, 1, the constraints on the range of variation of the inner edge of accreting torus, \( r_x \), and on the point of maximum density (pressure) in each torus, \( r_{\text{cent}} \), in dependence from the range of variation of the specific angular momentum in the disk. Precisely, constraints on the angular momentum \( \ell \) ranges are as follow:

**[Range- L1]** \( \ell_1^{\pm} \equiv [\ell_1^{\pm\text{mso}}, \ell_1^{\pm\text{mbo}}] \) where topologies \((C_1, C_\alpha)\) are possible, with accretion point in \( r_\times \in (r_{\text{mbo}}, r_{\text{mso}}) \) and center with maximum pressure \( r_{\text{cent}} \in (r_{\text{mso}}, r_{\text{mbo}}) \);

**[Range- L2]** \( \ell_2^{\pm} \equiv [\ell_2^{\pm\text{mbo}}, \ell_2^{\pm\text{mso}}] \) where topologies \((C_2, O_\times)\) are possible, with unstable point \( r_j \in (r_\times, r_{\text{mbo}}) \) and center with maximum pressure \( r_{\text{cent}} \in (r_{\text{mso}}, r_{\text{mbo}}) \);

**[Range- L3]** \( \ell_3^{\pm} \equiv \ell \geq \ell_3 \) where only equilibrium torus \( C_3 \) is possible with center \( r_{\text{cent}} > r_\gamma \); (in the following indices \( i \in \{1, 2, 3\} \) refer to the ranges of angular momentum \( \ell \in Li \) being \( mso = \)marginally stable orbit and \( mbo = \)marginally bounded orbit, \( \gamma = \)marginally circular orbit (photon orbit.) Alongside the geodesic structure of the Kerr spacetime represented by the set of radii \( R \equiv (r_\times, r_{\text{mbo}}, r_\gamma) \), and \( r_M \)

solution of \( \partial_\gamma^2 \ell = 0 \), relevant to the location of the disk center and outer edge are \( R_\gamma \equiv (\rho_\gamma^{\pm\text{mbo}}, \rho_\gamma^{\pm\text{mso}}, \rho_M^{\pm\text{mso}}) \) :

\[
\begin{align*}
\rho_\gamma^{\pm\text{mbo}} &< \rho_\gamma^{\pm\text{mso}} < \rho_\gamma^{\pm\text{mso}} < \rho_\gamma^{\pm\text{mso}} \quad \text{where} \quad \rho_\gamma^{\pm\text{mbo}} : \ell_\pm (r_\gamma^{\pm\text{mbo}}) = \ell_\pm (\rho_\gamma^{\pm\text{mbo}}) \equiv \ell_\gamma^{\pm\text{mbo}}, \\
\rho_\gamma^{\pm\text{mso}} &< \rho_\gamma^{\pm\text{mso}} < \rho_\gamma^{\pm\text{mso}} \quad \text{where} \quad \rho_\gamma^{\pm\text{mso}} : \ell_\pm (r_\gamma^{\pm\text{mso}}) = \ell_\pm (\rho_\gamma^{\pm\text{mso}}) \equiv \ell_\gamma^{\pm\text{mso}}, \\
\rho_M^{\pm\text{mso}} &< \rho_M^{\pm\text{mso}} < \rho_M^{\pm\text{mso}} \quad \text{where} \quad \rho_M^{\pm\text{mso}} : \ell_\pm (r_M^{\pm\text{mso}}) = \ell_\pm (\rho_M^{\pm\text{mso}}) \equiv \ell_M^{\pm\text{mso}}.
\end{align*}
\]

This expanded structure rules good part of the geometrically thick disk physics and multiple structures. The presence of these radii stands as one of the main effects of the presence of a strong curvature of the background geometry\(^{1,5,6}\).

### 3.1. The RAD constraints

The RAD of the order \( n = 2 \) (the order \( n \) is the number of toroidal components) can be composed by the the following toroidal couples:

i) \( C_\alpha^+ < C_\alpha^- \), ii) \( C_\alpha^+ < C_\alpha^+ \), iii) \( C_\alpha^- < C_\alpha^+ \), and iv) \( C_\alpha^- < C_\alpha^- \). We indicated with \(<\) the relative rotation of maximum density points in the tori–Figs (1). The situation concerning the emergence of more accretion points in RAD and presence of double accretion and screening tori, is summarized as follows:

\[
\text{for } a \in [0, M]: \begin{array}{c}
C_\alpha^- < ... < C_- < ... < C_\alpha^- < ... < C_\alpha^- < ... \end{array}
\]

(a) (b) (c) (d)

where \((a)\) is the inner ring in accretion, \((b)\) is the inner subsequence of corotating tori in equilibrium, \((c)\) is the outer accreting tori and \((d)\) is the outer (mixed or separated) subsequence composed by equilibrium tori only. Further constraints (for the
specific angular momentum, elongation and number \( n \) of tori) on the subsequences (b) and (d) depend on the attractor spin mass ratio—Figs (1). More precisely:

**The RAD canvas**

- There is a maximum \( n = 2 \) of accreting tori of the kind \( C^-_x < C_x^+ \) around supermassive BHs with \( a \neq 0 \). Such tori are strongly constrained in their values of \( \ell \) and \( K \) depending on the spin-mass ratio of the attractor.
- "Screening"-tori located between the accreting disk and the central BH in a RAD sequence as \( C^-_x < C^- < ... < C^+ < C^\pm \) are possible only as corotating, quiescent \( C^- \) inner tori. A screening torus is a corotating (non-accreting) torus eventually detectable by X-ray spectra emission obscuration.
- If a counterrotating torus of a RAD is accreting onto the central BH, then a RAD with a corotating outer \( C^-_x \) torus, is as \( (1^-_x < C^+_x < C^- < C^\pm) \), only orbiting "slow" SMBHs (\( a < 0.46M \)).

- **Corotating Tori** A corotating torus can be the outer of a couple with an inner counterrotating accreting torus. Then the outer torus may be corotating (non accreting), or counterrotating in accretion or quiescent. Both the inner corotating and the outer counterrotating torus of the couple can accrete onto the attractor.

- **Counterrotating Tori** A counterrotating torus can therefore reach the instability by the inner of a \((fr)-(fr)\), or the outer torus of a \((fr)\) couple. If the accreting torus is counterrotating, \( C^+_x \), with respect to the Kerr attractor, there is no inner counterrotating torus, but there is \( C^+_x < C^\pm \) or \((-) < C^+_x \).

4. Influence of toroidal magnetic field in multi-accreting tori

We considered a toroidal magnetic field contribution in each RAD component where the magnetic field is \(^9\):

\[
B^\phi = \sqrt{\frac{2p_B}{g_{\phi\phi} + 2tg_{\theta\phi} + \ell^2g_{tt}}} \quad \text{with} \quad p_B = M(g_{t\phi}g_{t\phi} - g_{tt}g_{\phi\phi})^{q-1}\omega^q \quad (6)
\]

the magnetic pressure, \( \omega \) is the fluid enthalpy, \( q \) and \( M \) (magnitude) are constant; \( V_{eff} \) is a function of the metric and the angular momentum \( \ell \). Euler equation (1) is modified by the term:

\[
\partial_\mu W = \partial_\mu \left[ \ln V_{eff} + G \right], \quad G(r, \theta) = S(g_{t\phi}g_{t\phi} - g_{tt}g_{\phi\phi})^{q-1}, \quad S \equiv \frac{qM\omega^{q-1}}{q-1} \quad (7)
\]

where \( a \neq 0 \) \( q = 1 \), is a singular values for the magnetic parameter \( S \), which is negative at \( q < 1 \), in this case excretion tori are possible. We here concentrate on \( q > 1 \). We therefore consider the equation for the \( W = K \). For \( S = 0 \) (or \( M = 0 \)) this reduces to the HD case. The RAD angular momentum distribution is:

\[
\tilde{t}_r \equiv \frac{a^3 + ar[4Q(r - M)S\Delta^2 + 3r - 4] + \sqrt{r^3\Delta^2[1 + [2Q(r - 1)S\Delta^2 - 1]/(2Q\Delta^2 + 1)]}}{(a^2 - a^3)(r - 2)r - (r - 2)r[2Q(r - 1)S\Delta^2 + 1 + (r - 2)^2r]}^{\Delta^{-1}}
\]

\( Q \equiv q - 1 \) (dimensionless units). However the introduction of a toroidal magnetic field \( B \), makes the study of the momentum distribution within the disk rather
complicated, instead in Ref. 7 it was adopted the function derived from $S$-RAD parameter:

\[ S_{\text{crit}} \equiv -\Delta Q a^2 (a - \ell)^2 + 2r^2 (a - \ell)(a - 2\ell) - 4r(a - \ell)^2 - \ell^2 r^3 + r^4 \]

\[ 2r(r - 1) \left[ r(a^2 - \ell^2) + 2(a - \ell)^2 + r^3 \right] \]  \hspace{1cm} (9)

(dimensionless units) capable of setting the location of maximum density points in the disk and the existence and location of the instability points. Eq. (9) clearly enucleates the magnetic field contribution in the $Q$ term, while interestingly highlights the role of the parameters $\ell$ versus $a^2$. The effects of the toroidal magnetic field in the RAD composition are evident in Fig. (2). In Ref. 7 it is noted that a RAD can be formed by having generally a sufficiently small parameter ($S_q$). Profiles of $(\ell \ell)$ cases are similar independently by the corotation or counterrotation of the fluids in the RAD with the respect to the central Kerr SMBH. Generally the inner torus has maximum values of the $S$ smaller the maximum $S$ found in the outer tori. The most interesting results perhaps emerge in the case of $(\ell \ell)$ couples where it is clear that the magnetic profiles for the couple $C_- < C_+$ (where double accretion occurs) are radically different from the case $C_+ < C_-$. The analysis shows also the importance of the coupling between the toroidal component of the magnetic field and the fluid angular momentum, particularly in the counter-rotating case, $\ell < 0$; for this case, for values $q < 1$ excretion can arise\(^7,10\).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{effects_toroidal_magnetic_fields_on_RADs.png}
\caption{Magnetized RAD of the order $n = 2$. Density profiles versus $S$ functions profiles. Upper line features the corotating couples of corotating (-) and counterrotating (+) tori. Bottom line features the $\ell$counterrotating couples made by $C_+ < C_-$ (left) or $C_- < C_+$ (right)\(^7\).}
\end{figure}

5. Concluding Remarks and Future perspectives

The RAD investigation has revealed a very rich scenario with interesting phenomenology linked to the activity inside the agglomeration, correlated to the processes of instability and interaction between tori and the tori and central SMBH attractor. In this scenario constrains on the presence of screening and obscuring tori were discussed. The analysis of the screening and obscuring tori in particular could lead to observational evidences of a double tori RAD system from the emission
spectrum as X-ray emission screening, showing as fingerprints of the discrete radial profile of the RAD. In Ref. 11 then relatively indistinct excesses of the relativistically broadened emission-line components were predicted arising in a well-confined radial distance in the accretion structure originating by a series of episodic accretion events. Another interesting aspect of this model is the possibility of having inter-disk activity resolved in tori collision or double accretion phase with a double jet emission phase. From the RAD investigation this activity is limited to only two specific tori of aggregate made by a special couple constituted by a corotating and a counterrotating torus. As sideline result we provided a full characterization of the counterrotating tori in the multi-accreting systems. This model is designed for an extension to a dynamic GRMHD setup. Currently the toroidal model adopted to picture each RAD components is used as initial configuration for such systems. Another significant aspect is the possibility of inter-correlate the oscillations of the RAD components with QPOs. Generally instabilities of such configurations, can reveal to be of great significance for the High Energy Astrophysics related to accretion onto supermassive BHs, in Quasars and AGNs. Such activities could be targeted by the planned X-ray observatory ATHENA.
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In this work we consider the effects of vertical self-gravity on a magnetized neutrino-dominated accretion disk, which is supposed to be a candidate for central engine of gamma-ray bursts (GRBs). We study some of the physical timescales that are considered to play a crucial role in the disk’s late-time activity, such as viscous, cooling, and diffusion timescales. We are also interested to probe the emission of X-ray flares’ probability, observed in GRBs’ extended emission by an investigation on the “magnetic barrier” and “fragmentation”. Our results approve the self-gravity as an amplifier for Blandford–Payne luminosity (BP power) and the magnetic field produced through the accretion process, but a suppressor for neutrino luminosity and magnetic barrier. The latter takes place as a result of the fragmentation enhancement in the outer disk, which is more likely to happen for the higher mass accretion rates.
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1. Physical Model

1.1. Basic Formalism

We study a steady and axisymmetric magnetized NDAF (\(\partial/\partial t = 0, \partial/\partial \phi = 0\)) in which self-gravity has been taken into account, vertically. Considering the magnetic field influence in both large scale (magnetic braking mechanism) and small scale (viscous dissipation effects), yields the following results for the continuity and angular momentum equations

\[
\dot{M} = -2\pi R\Sigma v_R = \text{constant} \tag{1}
\]

\[
\dot{M} = \frac{2\pi \alpha R^2 H}{\Omega_k R^2 - j} + \frac{B_\phi B_z R^2}{2\pi(R^2\Omega_k)} \tag{2}
\]

The energy balance equation reads

\[
Q_{\text{vis}} = Q_{\text{adv}} + Q_{\nu} - Q_B \tag{3}
\]

The neutrino cooling rate is expressed by a bridging formula (e.g., Di Matteo et al.\(^1\); Kohri et al.\(^3\)) as follows:

\[
Q_\nu = \sum_i \frac{(7/8)\sigma T^4}{(3/4)\sqrt{\frac{\tau_\nu}{\sqrt{A}} + \frac{1}{3\tau_\nu\nu_i}}} \tag{4}
\]
For $Q_B$, we have
\[ Q_B = 2R\Omega(B_0B_z/4\pi) \]  

The equation of state (EOS) is written as (e.g., Di Matteo et al.\(^1\); Liu et al.\(^5\))
\[ p = p_{\text{gas}} + p_{\text{rad}} + p_{\text{deg}} + p_\nu \]  

Last term denotes the neutrino pressure \( P_\nu = u_\nu \frac{3}{4} \), in which \( u_\nu = \sum \frac{7/8}{\tau_{\nu}/2 + \sqrt{3}/\tau_{\nu}} \) is the neutrino-energy density (Di Matteo et al.\(^1\); Kohri et al.\(^3\)).

Moreover, we consider the polytropic equation of state in vertical direction \( p = K\rho^{4/3} \), where \( K \) is a constant (Liu et al.\(^5\)).

The hydrostatic balance equation in vertical direction reads
\[ 4\pi G\Sigma_z + \frac{\partial \Psi}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} + \frac{1}{8\pi \rho} \left( \frac{\partial B_z^2}{\partial z} + \frac{\partial B_R^2}{\partial z} \right) - \frac{1}{4\pi \rho} B_R \frac{\partial B_z}{\partial R} = 0 \]  

We adopt the pseudo-Newtonian potential, written by Paczynski and Wiita (Paczynski et al.\(^7\)):
\[ \Psi = -\frac{GM}{\sqrt{R^2 + z^2} - R_g} \]  

Regarding some mathematical considerations and relations between magnetic field components achieved by simulations (table 2 of Stone et al.\(^11\)) gives
\[ 2\pi G\rho_0^2 H^2 + \Omega^2 \rho_0 H^2 \left( 2e^{-1/2} - 1 \right) - 10^{-5} H \frac{dp_0}{dR} \]
\[ -2p_0 \left( \beta_2 \frac{1}{1 - \beta_2} \gamma_2 e^{-2/3} + \frac{\beta_1}{1 - \beta_1} \gamma_1 \right) - 10^{-5} \frac{p_0 H}{R} \]
\[ +p_0 \left( \frac{\beta_2}{1 - \beta_2} e^{-2/3} + \frac{\beta_1}{1 - \beta_1} \right) = 0 \]  

where \( \beta_s \) and \( \gamma_s \) are constants.

Furthermore, the magnetic viscosity equation is
\[ \frac{B_R B_\phi}{4\pi} = -\frac{3}{2} \zeta \nu. \]  

In order to achieve a better understanding of the effects of magnetic field and self-gravity through an analogy among the three cases: self-gravitating magnetized NDAF, magnetized case and self-gravitating one, we may get the required equations by ignoring the terms associated with the magnetic field and self-gravity in the above mentioned equations. For instance, considering the hydrostatic balance equation (7), the magnetized NDAF can be obtained via ignoring the first term (which reflects the self-gravity impact)
\[ \frac{\partial \Psi}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} + \frac{1}{8\pi \rho} \left( \frac{\partial B_z^2}{\partial z} + \frac{\partial B_R^2}{\partial z} \right) - \frac{1}{4\pi \rho} B_R \frac{\partial B_z}{\partial R} = 0. \]
Fig. 1. Contours of density for $\dot{M} = 0.1M_\odot/s$ (three left plots) and $\dot{M} = 10M_\odot/s$ (three right plots), with three orders of density are highlighted through dashed lines ($5 \times 10^9$, $10^9$, $3 \times 10^7 \text{ g/cm}^3$ for the left panels, and $10^{11}$, $3 \times 10^{10}$, $7 \times 10^9 \text{ g/cm}^3$ for the right ones). The two top panels are devoted to the self-gravitating magnetized NDAF, the two middle plots are related to the self-gravitating case and the two bottom ones show the magnetized NDAF. Additionally, the shaded areas in pink show the gravitationally unstable zones.
Fig. 2. Magnetic field components, $B_R$, $B_\phi$, $B_z$, for two cases of magnetized NDAF: with (VSGM) and without self-gravity (M) (solid and dashed curves). The radial, azimuthal and poloidal components are plotted in orange, blue and black, respectively.

Fig. 3. Viscous and diffusion time scales for $\dot{M} = 0.1, 10 M_\odot / s$ illustrated by solid and dashed lines. Both magnetized (M) and vertically self-gravitating magnetized (VSGM) cases are considered.

The self-gravitating case is also achievable through an elimination of the magnetic terms

$$4\pi G \Sigma_z + \frac{\partial \Psi}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} = 0. \quad (12)$$
It can be written in the form of
\[ 2\pi G \rho_0^2 H^2 + \Omega^2 \rho_0 H^2 + p_0 (\epsilon^{-1/2} - 1) = 0. \] (13)

Toomre parameter is as follows (e.g., Shu\(^{10}\))
\[ Q_M = Q (1 + \frac{\beta}{1 - \beta}) \] (14)

The magnetic field buoyancy and its rising time toward the disc surface can be estimated as
\[ t_{diff} \approx \frac{H}{v_A} \] (15)

Besides, the viscous time \( t_{\nu} \) can present the timescale of the magnetic flux accumulating in the vicinity of the black-hole, then we have
\[ t_{\nu} = \int_{3R_g}^R \frac{1}{v_R} dR \] (16)

In case of \( t_{\nu} < t_{diff} \) one may expect magnetic barrier to happen. In the gravitational context, fragmentation is possible if (Gammie\(^2\); Perna et al.\(^8\))
\[ t_{cool} < t_{crit} \approx 3\Omega^{-1}, \] (17)

where cooling timescale is denoted by \( t_{cool} \approx (H/R)^2 t_{\nu} \) (Pringle\(^9\)).

The neutrino luminosity, \( L_{\nu} \), is expressed as
\[ L_{\nu} = 2\pi \int_{R_{in}}^{R_{out}} Q_{\nu} R dR \] (18)

The BP power output from a disc is equal to the power of disc magnetic braking and can be calculated as (Livio et al.\(^6\); Lee et al.\(^4\))
\[ L_{BP} = 2\pi \int_{R_{in}}^{R_{out}} Q_B R dR. \] (19)
2. Conclusions

We study the structure and evolution of neutrino dominated accretion discs, in which the consideration of self-gravity and magnetic field provide us with a more realistic picture of these central engines of GRBs. We find self-gravity a booster of magnetic field, mainly in the outer disc. Such an effect, especially in higher accretion rates, enhances the BP power and descends the neutrino luminosity fraction. The latter is against Liu et al.\textsuperscript{5} outcomes but seems a natural result of the strong magnetic field presence as we discussed formerly. On the other hand, the probable fragmentation process, lessens the magnetic barrier possibility by a decrease in magnetic field diffusion time scale in higher mass accretion rates. This result can also be deduced from the estimations, we have already made, and their comparison with the observational evidences.

On the whole, we find both MHD and neutrino processes effective enough ($\left(10^{50-54}\text{erg/s}\right)$) to produce GRBs’ spectrum. Of course, in the case of higher accretion rates, the drop in neutrino efficiency (Fig. 5), as a result of a growth in neutrino opacity, may confirm a decrease in neutrinos capability to transport the energy outside. In the context of late time X-ray flares, the magnetic barrier process would be more probable to power such extended emissions in low accretion rates, because fragmentation is less likely to happen. Yet, this might not be the case for higher accretion rates as fragmentation can overcome magnetic barrier to produce energetic X-ray flares.
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A unification of dark matter and dark energy based on a dynamical space time theory is discussed. By introducing a dynamical space time vector field $\chi^\mu$ as a Lagrange multiplier, a conservation of an energy momentum tensor $T^\mu_\nu(\chi)$ is implemented in addition to the conservation of the metric energy momentum tensor. This Lagrangian generalizes the Unified dark energy and dark matter from a scalar field different from quintessence which did not consider a Lagrangian formulation. This generalization allows the solutions which were found previously, in addition to a non-singular bouncing solutions that rapidly approach to the $\Lambda$CDM model. The dynamical time vector field exactly coincides with the cosmic time for the a $\Lambda$CDM solution and suffers a slight shift (advances slower) with respect to the cosmic time in the region close to the bounce for the bouncing non singular solutions. For some exponential potential which gives a possible interaction between DE and DM and could explain the coincidence problem.
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1. Introduction

Dark energy and Dark matter constitute most of the observable Universe. Yet the true nature of these two phenomena is still a mystery. One fundamental question with respect to those phenomena is the coincidence problem which is trying to explain the relation between dark energy and dark matter densities.

A model, which also continues to be valid after GW170817 event, for a unification of dark energy and dark matter from a single scalar field $\phi$, was suggested by Gao, Kunz, Liddle and Parkinson$^1$. Their model is close to traditional quintessence, and gives dynamical dark energy and dark matter, but introduces a modification of the equations of motion of the scalar field that apparently are impossible to formulate in the framework of an action principle. The basic stress energy tensor which was considered in addition to Einstein equation was:

$$T^\mu_\nu = -\frac{1}{2} \phi^\mu \phi_\nu + U(\phi) g^\mu_\nu$$

(1)

where $\phi$ is a scalar field and $U(\phi)$ is the potential for that scalar. Assuming homogeneous and isotropic behavior the scalar field should be only time dependent $\phi = \phi(t)$. 
Then the kinetic term $-\frac{1}{2} \phi^\mu \phi^\nu$ is parameterizing the dark matter because it contains only energy density with no pressure and $U(\phi)g^\mu\nu$ is parameterizing the dark energy. The basic requirement for this stress energy tensor is its conservation law $\nabla_\mu T^\mu\nu = 0$. By assuming a constant potential $U(\phi) = \text{Const}$ the model provides from the potential the traditional cosmological constant and the kinetic term of the scalar field is shown to provide, from the conservation law of the energy momentum tensor, that the kinetic term dependence has a dust like behavior.

$$-\frac{1}{2} \nabla_\mu (\phi^\mu \phi^\nu) = 0 \quad \Rightarrow \quad \dot{\phi}^2 \sim \frac{1}{a^3} \quad (2)$$

This simple case refers to the classical $\Lambda$CDM model. The special advantage of this model is a unification of dark energy and dark matter from one scalar field and has an interesting possibility for exploring the coincidence problem.

The lack of an action principle for this model brought us to reformulate the unification between dark energy and dark matter idea put forward by Gao, Kunz, Liddle and Parkinson\(^1\) in the framework of a Dynamical Space Time Theory\(^2,3\) which forces a conservation of energy momentum tensor in addition to the covariant conservation of the stress energy momentum tensor that appears in Einstein equation. In the next chapter we explore the equations of motion for these theories. In the third chapter we solve analytically the theory for constant potentials which reproduce the $\Lambda$CDM model with a bounce, which gives a possibility to solve the initial big bang singularity. In the last chapter we solve the theory for an exponential potential which gives a good possibility for solving the coincidence problem.

### 2. Dynamical Space Time Theory

One from the basic features in the standard approach to theories of gravity is the local conservation of an energy momentum tensor. In the field theory case it’s derived as a result rather than a starting point. For example, the conservation of energy can be derived from the time translation invariance principle. The local conservation of an energy momentum tensor can be a starting point rather than a derived result. Let’s consider a 4 dimensional case where a conservation of a symmetric energy momentum tensor $T^\mu\nu(\chi)$ is imposed by introducing the term in the action:

$$S(\chi) = \int d^4x \sqrt{-g} \chi_{\mu\nu} T^\mu\nu(\chi) \quad (3)$$

where $\chi_{\mu\nu} = \partial_\nu \chi_\mu - \Gamma^\lambda_{\mu\nu} \chi_\lambda$. The vector field $\chi_\mu$ called a dynamical space time vector, because of the energy density of $T^\mu\nu(\chi)$ is a canonically conjugated variable to $\chi_0$, which is what we expected from a dynamical time:

$$\pi_{\chi_0} = \frac{\partial L}{\partial \dot{\chi}_0} = T^0_0(\chi) \quad (4)$$

If $T^\mu\nu(\chi)$ is being independent of $\chi_\mu$ and having $\Gamma^\lambda_{\mu\nu}$ being defined as the Christoffel connection coefficients (the second order Formalism), then the variation with respect
to $\chi_\mu$ gives a covariant conservation law:

$$\nabla_\mu T^\mu_{(\chi)} = 0 \quad (5)$$

From the variation of the action with respect to the metric, we get a conserved stress energy tensor $G^{\mu\nu}$ (in appropriate units), which is well known from Einstein equation:

$$G^{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta}{\delta g^{\mu\nu}} [\mathcal{L}_\chi + \mathcal{L}_m], \quad \nabla_\mu G^{\mu\nu} = 0. \quad (6)$$

where $G^{\mu\nu}$ is Einstein tensor, $\mathcal{L}_\chi$ is the Lagrangian in (3) and $\mathcal{L}_m$ is an optional action that involve other contributions.

3. DE-DM Unified Theory from Dynamical Space-Time

A suggestion of an action which can produce DE-DM unification takes the form:

$$\mathcal{L} = \frac{1}{2} R + \chi_\mu T^\mu_{(\chi)} - \frac{1}{2} g^{\alpha\beta} \phi_\alpha \phi_\beta - V(\phi) \quad (7)$$

Consisting of an Einstein Hilbert action ($8\pi G = 1$), quintessence and Dynamical space-time action, when the original stress energy tensor $T^\mu_{(\chi)}$ is the same as the stress energy tensor (1) Gao and colleagues used:

$$T^\mu_{(\chi)} = -\frac{1}{2} \phi^\mu \phi^\nu + U(\phi) g^{\mu\nu} \quad (8)$$

The action depends on three different variables: the scalar field $\phi$, the dynamical space time vector $\chi_\mu$ and the metric $g_{\mu\nu}$. Therefore there are 3 sets in for the equation of motions. For the solution we assume homogeneity and isotropy, therefore we solve our theory with a FLRW metric:

$$ds^2 = -dt^2 + a(t)^2 \left( \frac{dr^2}{1 - Kr^2} + r^2 d\Omega^2 \right) \quad (9)$$

According to this ansatz, the scalar field is just a function of time $\phi(t)$ and the dynamical vector field will be taken only with a time component $\chi_\mu = (\chi_0, 0, 0, 0)$, where $\chi_0$ is also just a function of time. A variation with respect to the dynamical space time vector field $\chi_\mu$ will force a conservation of the original stress energy tensor, which in FRWM gives the relation:

$$\ddot{\phi} + \frac{3}{2} H \dot{\phi} + U'(\phi) = 0 \quad (10)$$

Compared with the equivalent equation which comes from quintessence model, this model gives a different and smaller friction term, as compared to the canonical scalar field. Therefore for increasing redshift, the densities for the scalar field will increase slower than in the standard quintessence.

The second variation with respect to the scalar field $\phi$ gives a non-conserved current:

$$\chi_\lambda U'(\phi) - V'(\phi) = \nabla_\mu j^\mu \quad (11a)$$
\[ j^\mu = \frac{1}{2} \phi_{,\nu} (\chi^{\mu,\nu} + \chi^\nu,\mu) + \phi^\mu \]  
(11b)

and the derivatives of the potentials are the source of this current. For constant potentials the source becomes zero, and we get a covariant conservation of this current. In a FLRW metric this equation of motion takes the form:

\[ \ddot{\phi}(\dot{\chi}_0 - 1) + \dot{\phi}[\dot{\chi}_0 + 3H(\dot{\chi}_0 - 1)] = U'(\phi)(\dot{\chi}_0 + 3H(\dot{\chi}_0) - V'(\phi) \]  
(12)

The last variation, with respect to the metric, gives the stress energy tensor that is defined by the value of the Einstein’s tensor:

\[ G^{\mu\nu} = g^{\mu\nu}(\frac{1}{2} \phi_{,\alpha} \phi_{,\alpha} + V(\phi) + \frac{1}{2} \chi^{\alpha,\beta} \phi_{,\alpha} \phi_{,\beta} + \chi^\lambda \phi_{,\lambda} U'(\phi) - \frac{1}{2}(\chi^\lambda \phi_{,\lambda}^\mu \phi_{,\mu} + \chi^\lambda \phi_{,\lambda} \phi_{,\mu}) \]  
(13)

For the specially homogeneous, cosmological case, the energy density and the pressure of the scalar field are:

\[ \rho = (\dot{\chi}_0 - \frac{1}{2}) \dot{\phi}^2 + V(\phi) \]  
(14a)

\[ p = \frac{1}{2} \dot{\phi}^2 (\dot{\chi}_0 - 1) - V(\phi) - \chi_0 \dot{\phi} U'(\phi) \]  
(14b)

4. A bouncing ΛCDM solution

In order to compute the evolution of the scalar field and to check whether it is compatible with observable universe, we have to specify a form for the potentials. Let’s take a simplified case of constant potentials:

\[ U(\phi) = C, \quad V(\phi) = \Omega_\Lambda \]  
(15)

Overall, in the equations of motion only the derivative the potential \( U(\phi) \) appears, not the potential itself. Therefore a constant part of the potential \( U(\phi) \) does not contribute to the solution. However \( V(\phi) \), as we shall see below, gives the cosmological constant. The conservation of the stress energy tensor from equation (10) gives:

\[ \ddot{\rho} = \frac{2\rho_m}{a^3} \]  
(16)

where \( \Omega_m \) is an integration constant which appears from the solution. From the second variation, with respect to the scalar field \( \phi \), a conserved current is obtained, which from equation (12) gives the exact solution of the dynamical time vector field:

\[ \dot{\chi}_0 = 1 - \kappa a^{-1.5} \]  
(17)

where \( \kappa \) is another integration of constant. Eventually, the densities and the pressure for this potentials are given by (18). By substituting the solutions for the scalar \( \dot{\phi} \) and the vector \( \dot{\chi}_0 \) (in units with \( \rho_c = \frac{8\pi G}{3} = 1 \)) we get:

\[ \rho = \Omega_\Lambda - \frac{\Omega_\kappa}{a^{1.5}} + \frac{\Omega_m}{a^3}, \quad p = -\Omega_\Lambda - \frac{1}{2} \Omega_\kappa a^{4.5} \]  
(18)
where $\Omega_\kappa = \kappa \Omega_m$. Notice that $\Omega_m, \Omega_\kappa$ are integration constants the solution contains and $\Omega_\Lambda$ is parameter from the action of the theory. We can separate the result into three different "dark fluids": dark energy ($\omega = -1$), dark matter ($\omega = 0$) and an exotic part ($\omega = \frac{1}{2}$), which is responsible for the bounce (for $\kappa > 0$). From Eq. (16) the solution produces a positive $\Omega_m$ since it’s proportional to $\dot{\phi}^2$. For $\Omega_\Lambda$ the measurements for the late universe forces the choice of this parameter to be positive. However for another solutions (in the context of Anti de-Sitter space, for instance) this parameter could be negative from the beginning. In Fig. 1 we can see the effective potential for different values of $\Omega_\kappa$. For $\Omega_\kappa = 0$ the solution returns to the known $\Lambda$CDM model. However for $\Omega_\kappa < 0$ we obtain a bouncing solution which also returns to the $\Lambda$CDM for late time expansion. The scale parameter evolution depicted in Fig.(1) can show us the initial conditions where $\dot{a}(t) = 0$, because at that point $a(t)$ is a minimum. In addition, for all cases the initial condition for the scale parameter is not zero $a(0) \neq 0$. These features imply a bouncing universe solutions.

In addition to those solutions, there is a strong correspondence between the zero component of the dynamical space time vector field and the cosmic time. For $\Lambda$CDM there is no bouncing solution $\kappa = 0$ and therefore from equation (17) we get $\chi_0 = t$ that implies that the dynamical time is exactly the cosmic time. For bouncing $\Lambda$CDM we obtain a relation between the dynamical and the cosmic time with some delay between the dynamical time and the cosmic time for the early universe (in the bouncing region). For the late universe the dynamical time returns back to run as fast as the cosmic time again. This relation between the dynamical and the cosmic time may have interesting application in the solution to "the problem of time" in quantum cosmology which will discussed elsewhere. Notice that the dynamical time is a field variable while the cosmic time is a coordinate.

5. Discussion

Here “unified dark energy and dark matter from a scalar field different from quintessence” is formulated through an action principle. Introducing the coupling
of a dynamical space time vector field to an energy momentum tensor that appears
in the action, determines the equation of motion of the scalar field from the vari-
ation of the dynamical space time vector field or effectively from the conservation
law of an energy momentum tensor, as in Ref.\textsuperscript{1}. The energy momentum tensor
that is introduced in the action is related but not in general the same as the one
that appears in the right hand side of the gravitational equations, as opposed to the
non-Lagrangian approach of\textsuperscript{1}, so our approach and that of\textsuperscript{1} are not equivalent. In
many situations the solutions studied in\textsuperscript{1} can be also obtained here asymptotically.
However, there are some solutions, as the non-singular bounce solutions, which are
not predicted by\textsuperscript{1}.

In those solutions the dynamical time behaves as the cosmic time. In particular,
an exact ΛCDM solution, the cosmic time and the dynamical time exactly the same.
This correspondence could be solve the problem of time in quantum cosmology.
Possible signatures for this model or for more generalized forms could be could be
identified from cosmological perturbations theory. For instance, the perturbation
for the scalar field is clear. However, the perturbation for the vector field could be
represented with more degrees of freedom which can reproduce a different power
spectrum for the Cosmic Microwave Background Anisotropies for instance. But
more over than this, the model that was suggested in the last part was only with an
exponential potential. However many combinations of potentials are applicable for
testing the evolution for the energy densities, and using data fitting for those models.
The benefits for this models are that they still preserve the speed of gravity equal to
the speed of light, and also that arises from an action principle. Researching those
families of solutions with more general potentials could help solve the coincidence
problem.
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It is known that one can formulate an action in teleparallel gravity which is equivalent to general relativity, up to a boundary term. In this geometry we have vanishing curvature, and non-vanishing torsion. The action is constructed by three different contractions of torsion with specific coefficients. By allowing these coefficients to be arbitrary we get the theory which is called “new general relativity”. In this note, the Lagrangian for new general relativity is written down in ADM-variables. In order to write down the Hamiltonian we need to invert the velocities to canonical variables. However, the inversion depends on the specific combination of constraints satisfied by the theory (which depends on the coefficients in the Lagrangian). It is found that one can combine these constraints in 9 different ways to obtain non-trivial theories, each with a different inversion formula.
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1. Conventions

Greek indices denote global coordinate indices running from 0 to 3, small Latin indices are spatial coordinate indices running from 1 to 3, whereas capital Latin indices denote Lorentz indices running from 0 to 3. We are always dealing with Lorentzian metrics. Sign convention for the Minkowski metric is \( \eta_{AB} = \text{diag}(−1, 1, 1, 1) \).

2. Introduction

Gravity is conventionally described with the Levi-Civita connection which is induced by a pseudo-Riemannian metric. This means that the covariant derivative of the metric is zero, and the connection is torsion-free but has curvature. However, there are equivalent theories to general relativity

In particular we will perform the Hamiltonian analysis of “new general relativity” (NGR)\(^a\). For discussions of certain issues with these theories see \(^4\)–\(^6\) Previous work on the Hamiltonian analysis on teleparallel gravity theories have been performed in \(^6\)–\(^18\). However, the full Hamiltonian analysis of NGR has not been performed. NGR is described by the following action:

\[
S_{\text{NGR}} = m^2 \rho \int \sqrt{\theta} \left( a_1 T^{\mu}_{\nu \rho} T^{\nu \rho} \mu + a_2 T^{\mu}_{\nu \rho} T^{\rho \nu} \mu + a_3 T^{\mu}_{\rho \nu} T^{\nu \rho} \right) dx, \tag{1}
\]

\(^a\)With NGR, we refer to the more general three-parameter teleparallel gravity in contrast to the special one-parameter teleparallel gravity theory which NGR originally referred to \(^3\).
where $m_{Pl}$ is the Planck mass, $T^{\mu \nu}_{\nu \rho} = \Gamma^{\mu \rho \nu} - \Gamma^{\nu \mu \rho}$ is the torsion component with 
$\Gamma^{\mu \nu \rho} = \epsilon^\mu_A \partial_\nu \theta^A + \epsilon^\mu_A \left( A^{-1} \right)^D_A \partial_{\rho} \Lambda^D_B \theta^B$, with $\theta$ being the tetrad, $\epsilon$ its inverse and $\Lambda$ is a Lorentz matrix. Global spacetime indices are raised and lowered with $g_{\mu \nu} = \theta^A \theta^B \eta_{AB}$, while Lorentz indices are raised and lowered with $\eta_{AB}$. A theory equivalent to general relativity is obtained by setting $a_1 = \frac{1}{2}$, $a_2 = \frac{1}{3}$, and $a_3 = -1$.

Alternatively, the NGR action can be written down in the so-called axial, vector, and tensor decomposition. Then

$$S_{NGR} = m^2_{Pl} \int [\theta] \left( c_1 T_{ax} + c_2 T_{ten} + c_3 T_{vec} \right),$$

with $a_1 = -\frac{1}{2}(c_1 + 2c_2)$, $a_2 = \frac{2}{3}(c_1 - 2c_2)$, $a_3 = \frac{2}{3}(c_2 - 3c_3)$, and

$$T_{vec} = T^\rho_{\rho \nu} T^{\nu \mu},$$
$$T_{ax} = \frac{1}{18} \left( T_{\mu \nu \rho} T^{\mu \rho \nu} - 2T_{\mu \rho \nu} T^{\mu \nu \rho} \right),$$
$$T_{ten} = \frac{1}{2} \left( T_{\mu \rho \nu} T^{\mu \rho \nu} + T_{\rho \mu \nu} T^{\mu \nu \rho} \right) - \frac{1}{2} T^\rho_{\rho \nu} T^{\nu \mu}.$$

### 3. Method

In order to go from the Lagrangian to the Hamiltonian analysis we need to identify the velocities, derive the conjugate momenta and express everything in canonical variables. We may decompose the torsion scalar in the ADM variables:

$$\Theta^A_i = \frac{1}{2\alpha^2} T^{A}_{\mu \nu} T^{B}_{\rho \sigma} M^i_{AB} + \frac{1}{\alpha^2} T^{A}_{\mu i} T^{B}_{\rho k} \left[ M^j_{AB} \beta^j_k + 2\alpha a_2 h^{ij} \xi_B \theta^k_A + 2\alpha a_3 h^{ij} \xi_A \theta^k_B \right],$$

$$+ \frac{1}{\alpha^2} T^{A}_{\sigma j} T^{B}_{\mu k} \left[ M^i_{AB} \beta^i_k + 2\alpha a_2 h^{ij} \xi_A \theta^j_B + 2\alpha a_3 h^{ij} \xi_B \theta^j_A \right] + 3\Theta,$$

where $h_{ij}$ is $\theta^A_i \theta^B_j \eta_{AB}$ is the induced metric, which is used to raise and lower spatial indices, $\xi^A = \frac{1}{2} \epsilon^{A\beta\gamma} \theta^\beta \theta^\gamma$, $M^i_{AB} = -2a_1 h_{ij} \xi_{AB} + (a_2 + a_3) \xi_A \xi_B h^{ij} - 2a_2 \theta^A \theta_B - a_3 \theta^A \theta^B$, and

$$3\Theta = a_1 \eta_{AB} T^{A}_{\mu \nu} T^{B}_{\rho \sigma} h^{jk} + a_2 \eta_{AC} \theta^C_{\mu \nu} h^{im} \eta_{BD} \theta^D_{\rho \sigma} h^{kl} T^{A}_{\kappa \lambda} T^{B}_{\iota \tau} h^{jk}$$

$$+ a_3 [\eta_{AC} \theta^C_{\mu \nu} h^{im} \eta_{BD} \theta^D_{\rho \sigma} h^{kl} T^{A}_{\kappa \lambda} T^{B}_{\iota \tau}] + 3\Theta.$$

Without any loss of generality we can restrict ourselves to the Weitzenböck gauge in which the torsion components are expressed as $T^A_{\mu \nu} = \partial_\nu \theta^A - \partial_\mu \theta^A \nu$, and hence the conjugate momenta become

$$a \pi^i_A = T^B_{\nu \sigma} M^j_{AB} + T^B_{\nu \nu} \left[ M^i_{AB} + 2a_2 h^{ij} \xi_B \theta^k_A + 2a_3 h^{ij} \xi_A \theta^k_B \right].$$
The velocities can now be inverted and expressed in canonical variables using

\[ S_A^i = \dot{\theta}_B M^i_{AB}, \]  

(8)

with

\[
S_A^i = D_j (\alpha \xi^B + \beta^m \theta^B_m) M^i_{AB} B \\
- T_{kl} [M^i_{AB} B]^k + 2\alpha a_2 h^i \xi^B B + 2\alpha a_3 h^i \xi^B A + \alpha \frac{\pi^i_A}{\sqrt{h}}.
\]  

(9)

where \( D_i \) is the Levi-Civita covariant derivative with respect to the induced metric. However, \( M \) in equation (8) is singular for certain combinations of parameters of the theory and can hence only be inverted by the Moore-Penrose pseudo-inverse matrix\(^{12}\). This is apparent if one decomposes the equation into irreducible representations of the rotation group, which generates the following constraints,

\[
2a_1 + a_2 + a_3 =: V A = 0 \implies V C^i := S_A^i \xi^A = 0, \]  

(10)

\[
2a_1 - a_2 =: A A = 0 \implies A C_{ij} := S_A^k \theta^A_{[j} h_{i]k} = 0, \]  

(11)

\[
2a_1 + a_2 =: S A = 0 \implies S C_{ij} := S_A^k \theta^A_{(j} h_{i]k} = 0, \]  

(12)

\[
2a_1 + a_2 + 3a_3 =: T A = 0 \implies T C := S_A^i \theta^A_i = 0. \]  

(13)

These are primary constraints, since these constrain both the tetrad field and their conjugate momenta, which also can be decomposed into irreducible parts. In the axial, vector, tensor decomposition we have that

\[
2c_2 + c_3 \propto V A = 0, \]  

(14)

\[
2c_1 + c_2 \propto A A = 0, \]  

(15)

\[
c_2 \propto S A = 0, \]  

(16)

\[
c_3 \propto T A = 0. \]  

(17)

In this language the primary constraints get some further geometrical meaning. Equations (14) and (15) together imposes the teleparallel equivalent to general relativity and impose invariance of the Lagrangian under pure tetrad local Lorentz transformations\(^9\). This is, however, not more apparent from the axial, vector, tensor decomposition we made. What is more interesting are the constraints imposed by equations (16) and (17). In this decomposition of the torsion scalar they exactly correspond to putting \( T_{\text{ten}} \) and \( T_{\text{vec}} \) to zero respectively.

### 4. Results

Different combinations of (10)-(13) yield 9 non-trivial classes of theories:
Any other solutions would be trivial \((c_1 = c_2 = c_3 = 0)\). Excluding these trivial solutions we can normalize our parameters to
\[
\tilde{c}_i = \frac{c_i}{\sqrt{c_1^2 + c_2^2 + c_3^2}},
\]
for \(i = 1, 2, 3\), which means that we can make a 2-dimensional plot to visualize these theories in the normalized parameter-space. This can be nicely visualized in polar coordinates \((\theta, \phi)\) on the unit sphere with
\[
\tilde{c}_1 = \cos \theta, \quad \tilde{c}_2 = \sin \theta \cos \phi, \quad \tilde{c}_3 = \sin \theta \sin \phi.
\]
Every pair of antipodal points on the sphere corresponds to a ray in the 3-dimensional parameter space, whose elements describe the same theory. Hence, it suffices to display only the upper half sphere \(\tilde{c}_1 \geq 0\), which is done in figure 1. However, note that points on the equator \(\tilde{c}_1 = 0\) still appear twice, and both copies should be identified with each other. This applies in particular to the two purple points in figure 1, both describing the class of theories defined by pure vector torsion \(\tilde{c}_1 = \tilde{c}_2 = 0\). The Hamiltonian is found to always appear with four Lagrange multipliers (linearity in lapse and shifts) with,
\[
H = \alpha \mathcal{H}(\theta, M^{-1}) + \beta^k \mathcal{H}_k(\theta, M^{-1}) + D_i \left[ (\alpha \xi^A + \beta^j \theta^A) \pi_A^i \right],
\]
in the unconstrained case\(^7\).

5. Discussion

One can distinguish 9 different classes of NGR theories by the presence or absence of primary constraints appearing in their Hamiltonian formulation. What remains to be determined is how many secondary constraints are induced by demanding closure of the constraint algebra. Some considerations in this direction have been studied in\(^6,18\), however, our work invites for further investigation. The theories satisfying \(A_I \neq 0, \forall I \in \{V, A, S, T\}\) can be parameterized by two free parameters (and a global rescaling of the Lagrangian, fixing the value of the Planck mass, which does not affect the presence or absence of primary constraints). Models which exhibit one primary constraint \(A_I = 0\) have one free parameter left, while for those with

<table>
<thead>
<tr>
<th>Theory</th>
<th>Constraints</th>
<th>Location in figure 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_I \neq 0 \forall I \in {V, A, S, T})</td>
<td>No constraints</td>
<td>white area</td>
</tr>
<tr>
<td>(A_V = 0)</td>
<td>(\nu C_i = 0)</td>
<td>red line</td>
</tr>
<tr>
<td>(A_A = 0)</td>
<td>(\lambda C_{ji} = 0)</td>
<td>black line</td>
</tr>
<tr>
<td>(A_S = 0)</td>
<td>(\delta C_{ji} = 0)</td>
<td>vertical green line</td>
</tr>
<tr>
<td>(A_T = 0)</td>
<td>(\gamma C = 0)</td>
<td>horizontal blue line</td>
</tr>
<tr>
<td>(A_V = A_A = 0)</td>
<td>(\nu C_i = \lambda C_{ji} = 0)</td>
<td>turquoise point</td>
</tr>
<tr>
<td>(A_A = A_S = 0)</td>
<td>(\lambda C_{ji} = \delta C_{ji} = 0)</td>
<td>purple points (perimeter)</td>
</tr>
<tr>
<td>(A_A = A_T = 0)</td>
<td>(\lambda C_{ji} = \gamma C = 0)</td>
<td>orange point</td>
</tr>
<tr>
<td>(A_V = A_S = A_T = 0)</td>
<td>(\nu C_i = \delta C_{ji} = \gamma C = 0)</td>
<td>gray point (center)</td>
</tr>
</tbody>
</table>
more primary constraints all parameters are fixed. The free parameters might affect the vanishing, or non-vanishing of certain Poisson brackets, which therefore have to be calculated in order to obtain the number of degrees of freedom.

The number of degrees of freedom can be compared with polarization modes in gravitational waves. Furthermore, it can be compared with the linear level in order to find out if the theories are strongly coupled. One may extend this analysis to $f(T_{ax}, T_{ten}, T_{vec})^{19}$ or include parity violating terms.
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In this short paper we study how black hole singularities can be tackled in the context of nonlocal ghost-free gravity, in which the action is characterized by the presence of non-polynomial differential operators containing infinite order covariant derivatives. The ghost-freeness condition can be preserved by requiring that such nonlocal operators are made up of exponential of entire functions, thus avoiding the emergence of extra unhealthy poles in the graviton propagator. We will mainly focus on how infinite order derivatives can regularize the singularity at the origin by making explicit computations in the linear regime. In particular, we will show that this kind of non-polynomial operators can smear out point-like distribution and that the Schwarzschild metric cannot be a solution of the field equations in the ghost-free infinite derivative gravity.
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1. Introduction

Gravitational theories whose actions are made up of terms quadratic in the curvature invariants, besides the Einstein-Hilbert piece, are perturbatively renormalizable\textsuperscript{1}, but incomplete due to the presence of a massive spin-2 ghost mode which makes the Hamiltonian unstable at the classical level classically, while from a quantum mechanical point of view breaks the unitarity condition\textsuperscript{a}. The problem of ghosts in higher derivative theories has been known for long time\textsuperscript{9}, but only recently it was realized that the emergence of pathological degrees of freedom can be prevented when the order of the derivatives in the action is not finite but infinite\textsuperscript{10–13}. Indeed, by choosing certain non-polynomial analytic differential operators in the action one can preserve the number of physical degrees of freedom of the local theory, without introducing any unhealthy mode\textsuperscript{10–13}. Having non-polynomial operators means that the order of derivatives is infinite and this makes the action nonlocal.

In Refs.\textsuperscript{14–17}, this kind of non-polynomial operators were used in a gravitational context to construct a quadratic curvature theory of gravity which is classically stable and unitary at the quantum level. It was noticed that the presence of nonlocality through infinite order derivatives can regularize infinities and many progresses ave been made in order to resolve black hole\textsuperscript{15,16,18–29} and cosmological\textsuperscript{14,30–33} singularities. At the quantum level, this class of ghost-free shows an improved UV behaviour\textsuperscript{15,34–36} but the renormalizability has been shown only for

\textsuperscript{a}See Refs.\textsuperscript{2–6,8,8}, and references therein, for astrophysical and cosmological applications involving quadratic curvature gravitational actions.
a peculiar subclass of non-polynomial operators\textsuperscript{35}; see also Refs.\textsuperscript{34,37–40} for nonlocal extensions of the standard model of particle physics, and Refs.\textsuperscript{41,42} for applications beyond standard quantum mechanics.

In this manuscript we will review the main aspects regarding avoidance of singularities in ghost-free infinite derivative gravity, showing how infinite order derivatives can smear out point-like sources and, thus, regularize singularities. The paper is organized as follows: in Section 2, we introduce the gravitational action and, by working in the linear regime, we derive the form of the spacetime metric for a static point-like source; in Section 3 we show the regularizing properties of infinite derivative operators and explain why the Schwarzschild metric can not be a solution in ghost-free nonlocal gravity.

Throughout the paper we work in Natural Units, \( \hbar = 1 = c \), and adopt the mostly positive metric convention, \( \eta = \text{diag}(-1, +1, +1, +1) \).

2. Nonlocal gravitational action and linearized metric solution

For simplicity we will only work with one of the simplest model of quadratic nonlocal gravity which captures all the relevant properties of nonlocality. Let us consider the following gravitational action\textsuperscript{15,16,18}

\[
S = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left\{ R + G_{\mu\nu} F(\Box) R^{\mu\nu} \right\},
\]

where \( G_{\mu\nu} = R_{\mu\nu} - g_{\mu\nu} R / 2 \) is the Einstein tensor, \( \kappa^2 \equiv 8\pi G \) with \( G = 1/M_p^2 \) being the Newton constant.

In local theories the form factor \( F(\Box) \) is a polynomial of \( \Box \), while in the case of nonlocal theories it is a non-polynomial function of \( \Box \). We consider one of the simplest example\textsuperscript{16}:

\[
F(\Box) = 1 - e^{-\Box/M_s^2} - \Box
\]

which is analytic and modify the short-distance (UV) behavior of Einstein’s GR as only positive power of \( \Box \) appear when Taylor expanding; \( M_s \) is needed to make the argument of the exponential dimensionless, while from a physical point of view it is a new fundamental energy scale at which nonlocal effects should manifest.

If we perturb the Minkowski metric by small a perturbation,

\[
g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu},
\]

where \( h_{\mu\nu} \) is the graviton perturbation, the action can be written up to order \( O(h_{\mu\nu}^2) \) as follows\textsuperscript{16}:

\[
S^{(2)} = \frac{1}{4} \int d^4x h_{\mu\nu} e^{-\Box/M_s^2} O^{\mu\nu\rho\sigma} h_{\rho\sigma},
\]

where

\[
O^{\mu\nu\rho\sigma} = \frac{1}{4} \left( \eta^{\mu\rho} \eta^{\nu\sigma} + \eta^{\mu\sigma} \eta^{\nu\rho} \right) \Box - \frac{1}{2} \eta^{\mu\nu} \eta^{\rho\sigma} \Box
\]

\[
+ \frac{1}{2} \left( \eta^{\mu\rho} \partial^\sigma \partial^\nu + \eta^{\nu\sigma} \partial^\mu \partial^\rho - \eta^{\mu\nu} \partial^\rho \partial^\sigma - \eta^{\mu\sigma} \partial^\nu \partial^\rho \right)
\]
is a four-rank operator $O^{\mu\nu\rho\sigma}$ which is totally symmetric in all its indices. By inverting the kinetic operator $e^{-\Box/M_s^2}O^{\mu\nu\rho\sigma}$ one can obtain the graviton propagator around Minkowski; see Refs.\textsuperscript{10,13,15,16,43,44} for details. While, by varying the action in Eq. (4) we obtain the linearized field equations, which we wish to solve in presence of a Delta Dirac distribution placed at $r = 0$, i.e. the stress-energy tensor is given by $T_{\mu\nu} = m\delta_0^\mu\delta_0^\nu\delta^{(3)}(\vec{r})$. By working in the conformal Newtonian gauge, we can write the perturbed metric (3) in isotropic coordinates as follows:

$$ds^2 = -(1 + 2\Phi(r))dt^2 + (1 - 2\Psi(r))dr^2 + r^2d\Omega^2,$$

where $r = \sqrt{x^2 + y^2 + z^2}$ is the isotropic radial coordinate, so that the field equations reads

$$e^{-\nabla^2/M_s^2}\nabla^2\Phi = e^{-\nabla^2/M_s^2}\nabla^2\Psi = 4\pi G\delta^{(3)}(\vec{r})$$

The infinite derivative differential equation in Eq. (7) can be easily solved by going to Fourier space and then anti-transforming back to coordinate space:

$$\Phi(r) = \Psi(r) = -4\pi Gm \int d^3k \frac{e^{-k^2/M_s^2}e^{i\vec{k}\cdot\vec{r}}}{k^2} = -\frac{Gm}{r} \text{Erf}\left(\frac{M_s r}{2}\right),$$

where Erf($x$) := $\frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$ is the so called error-function.

The gravitational potential in Eq. (8) turns out to be non-singular at $r = 0$, $\Phi(0) = 2GmM_s/\sqrt{\pi} < \infty$; while for large distances it reduces to Newton’s law $\Phi(r) \sim -Gm/r$, as expected. From a physical point of view, nonlocality is able to regularize the point-like source at $r = 0$ smearing it out on a region of size $1/M_s$ thanks to the infinite order derivatives. Also, the linearized curvature invariants turn out to be non-singular at $r = 0$; in particular, the metric becomes conformally-flat, since all the components of the Weyl tensor vanish at the origin\textsuperscript{23}.

3. Towards non-linear and non-singular metric solutions

The metric solution in Eq. (8) is linear and says nothing about the non-linear regime where singularity may still appear. We now wish to move towards the non-linear regime and explain why nonlocality may help also in this case, in particular we want to understand whether the Schwarzschild singularity is admissible in ghost-free nonlocal gravity.

First of all, let us remind that in Einstein’s general relativity the Schwarzschild metric, whose components contain the mass $m$, is derived by imposing a boundary condition at the origin, i.e. by putting a delta-Dirac distribution at $r = 0$, which means that on the right-hand side of the Einstein field equations we have vacuum everywhere except at $r = 0$\textsuperscript{45}. Indeed, strictly speaking the Schwarzschild metric is not a vacuum solution of the Einstein’s field equation.
To check whether the Schwarzschild metric is a solution in ghost-free infinite
derivative gravity we need to substitute $R \sim \delta^{(3)}(\vec{r})$ and $R_{\mu\nu} \sim \delta^{(3)}(\vec{r})$ in the full
non-linear field equations\textsuperscript{18}. In such a case, we do not obtain exactly zero on the
left-hand side but we will have some complicated expression involving derivatives
of delta. For example, in a fourth order theory of gravity one would generate up to
third order derivatives of the delta-Dirac, so that the Schwarzschild metric is still
an exact solution which couples to a more complicated point-source which is not just
a simple delta, and is not positive definite, which means that it is not a physical
solution. We can understand this feature by looking at the linear regime for the
action in Eq. (1). The modified Poisson equation for the gravitational potential
would be of the following kind:

$$[1 - F(\nabla^2)\nabla^2)^2 \Phi(r) = 4\pi G \rho(r). \quad (9)$$

In fourth order gravity we have a constant form-factor $F(\Box) = -\alpha$, with $\alpha > 0$, from
which it is clear that there always exists a source which generates the Schwarzschild
solution, $\Phi(r) \sim 1/r$, and such a source is given by

$$\rho(r) = \frac{1}{4\pi G}[1 + \alpha \nabla^2] \nabla^2 \left( -\frac{Gm}{r} \right) = -\frac{m}{2\pi r}[\delta'(r) + \alpha \delta''(r)] \quad (10)$$

which is not positive defined. A similar scenario will also hold for any local higher
derivative theory of gravity: for any gravitational theory with a polynomial form
factor $F$ there exist always a source which generates a the $1/r$ Schwarzschild
singularity. For instance, in sixth order gravity, $F(\Box) = -\alpha \Box$, the $1/r$ potential
is generated by the density distribution $\rho(r) = -m/(2\pi r)[\delta'(r) + \alpha \delta''(r)]$.

In ghost-free infinity derivative gravity, the form factor is a non-polynomial
function, therefore one has infinite order derivatives acting on $1/r$, or in other
words, by looking at the full field equations they will act on the Schwarzschild
curvature $R \sim \delta^{(3)}(\vec{r})$. Unlike the local scenario in which we have a finite number
of terms, nonlocal differential operators would generated a complicated expression
on the left-hand side involving infinite order derivatives of the delta-Dirac, which
generically would not correspond to a point-like source but to an object with a
non-point support.

A-priori the Schwarzschild metric could be still a solution but coupled to a source
which is not point-like. However, we argue that in infinite derivative gravity there
exist no source which can couple to the Schwarzschild metric. We have a strong
hint coming from the linear regime in favour of our claim. Indeed, by looking at
the modified Poisson equation in Eq. (9) with the form factor in Eq. (2) and using
the method of Fourier transform, we obtain:

$$\rho(r) = \frac{1}{4\pi G} e^{-\nabla^2/M_s^2} \left( -\frac{Gm}{r} \right) = \frac{1}{2\pi^2 r} \int_0^\infty dk k \sin(k r) e^{+k^2/M_s^2} = \infty. \quad (11)$$

From the last equation, we can notice that, at least in the linear regime, it is
impossible to define any source $\rho(r)$ which can generated the Schwarzschild metric
with $1/r$ behaviour. In fact, the only option could be $\rho(r) \sim e^{-\nabla^2/M^2} \delta(\vec{r})$, but it turns out that it cannot be mathematically defined since $e^{-\nabla^2/M^2} \delta(\vec{r}) = \infty$.

Hence, non-locality through infinite order derivatives does not allow the Schwarzschild metric as an exact solution, and this is a very strong hint which allow us to claim that the same feature will be also present in the full non-linear regime\textsuperscript{25}; see also Ref.\textsuperscript{46} for further developments regarding the non-linear level.
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The Horizon Quantum Mechanics allows one to analyse the gravitational radius of spherically symmetric systems and compute the probability that a given quantum state is a black hole. We first review the global formalism and show that it reproduces a gravitationally inspired GUP relation but also leads to unacceptably large fluctuations in the horizon size of astrophysical black holes if one insists in describing them as (smeared) central singularities. On the other hand, if they are extended systems, like in the corpuscular models, no such issue arises and one can in fact extend the formalism to include asymptotic mass and angular momentum with the harmonic model of rotating corpuscular black holes. The Horizon Quantum Mechanics then shows that, in simple configurations, the appearance of the inner horizon is suppressed and extremal (macroscopic) geometries seem highly disfavoured.
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1. HQM for spherical sources

The world as we know it, is best described by quantum physics, and black holes should be represented as quantum objects as well. A first non-trivial question that follows is how much of the classical description of black holes given by general relativity we can still keep at the quantum level. One feature that should presumably live up into the quantum realm is that black holes are “gravitational bound states”. Nonetheless, most of the existing literature simply analyses quantum effects on classical black hole space-times, and the proper quantum nature of the background itself is not fully accounted for. Finally, one might notice that a classical quantity that characterises such bound states (in the particular case when spherical symmetry is preserved) is the so called “gravitational radius”,

\[ R_H = 2G_N M, \]
where \( M \) here can be the local Misner-Sharp mass \( M = M(r) \) or the total ADM mass of the system. A quantum treatment of the gravitational radius could therefore be a good starting point for developing a fully quantum theory of black holes, much like quantising the position of the electron proved to be a good starting point for a quantum description of the hydrogen atom.

The Horizon Quantum Mechanics (HQM)\(^{1–13} \) was precisely proposed with the purpose of describing the gravitational radius of spherically symmetric compact sources and for determining the existence of a horizon in a quantum mechanical fashion. In a classical spherically symmetric system, the gravitational radius \( R \) uniquely determines the location of the trapping surfaces where the null geodesic expansion vanishes. The latter surfaces are proper horizons in a time-independent configuration, which is the case we shall consider here for simplicity. It is then straightforward to uplift this description of the causal structure of space-time to the quantum level by simply imposing the relation between the gravitational radius and the Misner-Sharp mass as a constraint to be satisfied by the physical states of the system\(^2 \), that is

\[
0 = \left( \hat{M} - \frac{\hat{R}_H}{2G} \right) | \Psi \rangle = \sum_{\alpha,\beta} \left( E_\alpha - \frac{R_{H\beta}}{2G} \right) C(E_\alpha, R_{H\beta}) | E_\alpha \rangle | R_{H\beta} \rangle ,
\]

where \( | E_\alpha \rangle \) are eigenstates “Hamiltonian” operator \( \hat{M} \), that is

\[
\hat{M} = \sum_\alpha E_\alpha | E_\alpha \rangle \langle E_\alpha |
\]

and likewise \( | R_{H\alpha} \rangle \) are eigenstates of the gravitational radius operator,

\[
\hat{R}_H = \sum_\alpha R_{H\alpha} | R_{H\alpha} \rangle \langle R_{H\alpha} |
\]

Solutions to the constraint (2) are given by

\[
C(E_\alpha, R_{H\beta}) = C(E_{\alpha}, 2G N E_{\alpha}) \delta_{\alpha\beta} \equiv C_S(R_{H\alpha}/2G) \delta_{\alpha\beta} ,
\]

and one can then define the horizon wave-function (HWF)\(^1 \) as

\[
\psi_H(R_{H\alpha}) = ( R_{H\alpha} | \psi_H ) = C_S(R_{H\alpha}/2G) .
\]

Once the HWF is introduced, one can define the probability that a given source with position wave-function \( \psi_S = \psi_S(r) \) is a black hole as

\[
P_{BH} = \int_0^\infty \mathcal{P}_<(r < R_H) dR_H ,
\]

where \( \mathcal{P}_<(r < R_H) = P_S(r < R_H) \mathcal{P}_H(R_H) \) is the probability density that the source is found within its gravitational radius. The latter is in turn defined in terms of the probability

\[
P_S(r < R_H) = 4\pi \int_0^{R_H} |\psi_S(r)|^2 r^2 dr
\]
that the source lies inside the radius $r = R_H$ and the probability density

$$P_H(R_H) = 4\pi R_H^2 |\psi_H(R_H)|^2$$

(9)

that $R_H$ equals the gravitational radius.

Besides formal developments, we have applied the HQM to specific states of the harmonic black hole model\textsuperscript{14}, which can be considered as a working realisation of the corpuscular black holes proposed by Dvali and Gomez\textsuperscript{15}. If the black hole contains only one quantum constituent, with energy $M \simeq \hbar/\lambda$, where $\lambda$ is the Compton length of the constituent, the results is a black hole only provided $\lambda \lesssim \ell_p$ (the Planck length), corresponding to a mass $M \gtrsim m_p$ (the Planck mass). For this case one also recovers a Generalised Uncertainty Principle\textsuperscript{3}

$$\Delta r \sim \hbar, \quad \Delta R_H \sim \hbar + \Delta p,$$

(10)

and a quantum hoop conjecture\textsuperscript{4}. However, the fluctuations in the horizon size are given by

$$\langle \Delta \hat{R}_H^2 \rangle \sim \lambda^{-2} \sim \Delta p^2,$$

(11)

which becomes extremely large for macroscopic black holes with $M \simeq \hbar/\lambda \gg m_p$. This result supports the idea that a black hole must instead be made by a large number $N$ of constituents of energy $\varepsilon \simeq \hbar/\lambda$ (such that $M \simeq N \varepsilon \sim \sqrt{N} m_p$ and $\lambda \sim R_H \sim \sqrt{N} \ell_p$). For the latter case, horizon fluctuations can be very small, of order $1/N$, and the quantum harmonic model is simple enough that one can determine explicitly the probability that the chosen states are indeed black holes\textsuperscript{16}.

2. HQM for rotating sources

In a space-time generated by an axially-symmetric rotating source, we exploit the fact that the asymptotic behaviour of the system is described by the Kerr metric. We can then uplift to a quantum condition for the physical states the classical relation that determines the two horizon radii

$$R_{\pm} = M \pm \sqrt{M^2 - a^2}$$

(12)

from the mass $M$ and angular momentum $J = a^2 M^2$ of the source which holds in the (asymptotic) Kerr metric\textsuperscript{10}. The formalism described in the previous section now doubles with the introduction of two gravitational radius operators, $\hat{R}_{\pm}$, and corresponding HWF’s we can denote as $\psi_{\pm} = \psi_H(R_{\pm})$. The probability $P_{BH+} = P_+$ that the whole source is a black hole is then obtained from $\psi_+$, and the probability $P_{-}$ that the inner horizon is also realised is likewise determined from $\psi_-$. The harmonic black hole model\textsuperscript{14} also allows one to compute the above two probabilities for states of a large number $N$ of gravitons with non-vanishing total angular momentum\textsuperscript{10}. The main result is that, for extremal configurations with $M^2 \simeq a^2$, one finds

$$P_+ \simeq P^{N}_{1+} \ll 1,$$

(13)
where $P_{1+} \lesssim 1$ is the probability that each constituent is inside $R_+$. For instance, we typically obtain $P_1 \simeq 0.7$ and, since $N \sim M^2/m_0^2 \gg 1$ for astrophysical sources, it appears that such configurations are very unlikely to have a horizon and be black holes. Moreover, the inner horizon $R_-$ also has a small probability to exist for large sources, to wit

$$P_- \simeq P_1^N \ll 1,$$

(14)

where now $P_{1-} \ll 1$ is the probability that each constituent is inside the inner horizon $R_-$. A typical value is $P_{1-} \simeq 0.05$ and $N \gg 1$.

The overall conclusion is that quantum fluctuations for rotating geometries, although negligibly small for the horizon of non extremal configurations, appear to be large enough to spoil the causal structure of extremal configurations and eliminate the presence of inner horizons. We recall that the latter are in fact rather problematic in the semiclassical description, because of the effect called mass inflation\textsuperscript{17}. We remark that the HQM seems to provide a solution to this problem in general, since the inner horizon is removed also for electrically charged sources\textsuperscript{5}.
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The curve in space occupied by the mass during time evolution, is a geodesic on the space-time manifold curved by the presence of masses: the mass can only follow its trajectory consistently with the underlying gravitational field. Is it possible to think at the charge trajectory in a similar fashion? Is it possible to say that the charge trajectory, the curve in phase-space occupied by the charge during time evolution, is the geodesic on the extended phase-space curved by the presence of charges? If yes then it should be possible to obtain an Einstein’s equation also for electromagnetism. This is done by considering a metric on the whole extended phase-space, which is the phase-space \((x, v)\) plus the time, \(t\). It is proposed to add a Hilbert-Einstein term in the lagrangian when velocities are considered as dynamical variables. Here, it will be analyzed what happens if the (non perturbative) guiding center description of motion is adopted\(^1\). In such case, a similar mechanism to the one proposed by Kaluza and Klein (KK)\(^3,4\) a century ago is found. The advantage of using the present description is that, now, there is no need of looking for a compactification scheme as required in the original KK mechanism. Indeed, the extra-dimension that appears in the guiding center transformation is a physical and, in principle, measurable variable being the gyro-phase, the angle obtained when the velocity space is described by a sort of cylindrical transformation of velocities coordinates. Regardless of the equations that are really similar to the one seen in the KK mechanism, the new claim is in the interpretation of the extra dimension as a coordinate coming from the velocity space. Until now, all the compactification mechanisms have been shown to give problems, like the inconsistency of the scale of masses with observations. Instead, without a compactification at the Planck scale length and giving a physical meaning to the extra-coordinate, it seems that the KK mechanism can finally be accepted as a realistic explanation of the presence of gravitation and electromagnetism treated in a unified manner in general relativity theory extended to higher dimensions.
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1. Introduction

The thesis of the present work is that through the guiding center transformation\(^1,2\) it is possible to support the Kaluza-Klein model\(^3-6\) without the need to use new physical dimensions with respect to those of the phase space extended to time, \((t, x, v)\). What turns out is that the extra dimension comes from the velocity space. There are two constants of motion, the single particle lagrangian that does not change value with respect to the guiding center transformation and the magnetic moment, \(\mu\), that does not change value with respect to the variation of the gyrophase, \(\gamma\). In the non perturbative guiding center transformation it is assumed that there exist a reference point, the guiding center \((X, U)\), from where the particle motion is seen to be closed and periodic. Thus the motion of a charged particle is represented by the product of the guiding center orbit times the circle with gyroradius, \(\rho\). Such
helicoidal motion is implicitly written in a flat phase space as

\[ x = X + \rho(t, X, \gamma; \mu, \varepsilon) \]
\[ u = U(t, X; \mu, \varepsilon) + \nu(t, X, \gamma; \mu, \varepsilon), \]

where, \( \varepsilon \) is the energy, \( u = x' \) is the relativistic velocity of the particle, \( U = X' \) is the relativistic velocity of the guiding center and \( \nu = \rho' \) is the difference of the formers or the proper time derivative of the gyroradius. The relativistic lagrangian is:

\[ L = -p_\alpha u^\alpha, \]

(2)

being the co-momentum \( p_\alpha = u_\alpha + (e/m)A_\alpha(x^2) \), with \( A_\alpha \) the e.m. potential. Also the guiding center has a co-momentum defined as \( P_\alpha = U_\alpha + (e/m)A_\alpha(X^2) \), in such a way that the lagrangian in (2) is

\[ L = -p_\alpha u^\alpha = -P_\alpha U^\alpha - (e/m)g^\prime. \]

(3)

If the gauge function \( g \) is proportional to the product of the magnetic moment, \( \mu \), times the gyro-phase, \( \gamma \), it is called the guiding center gauge function:

\[ g = (m/e)\mu\gamma. \]

Such gauge function doesn’t alter the equation of motion but it is useful for preserving the same value of the lagrangian along the motion. The link with the KK model starts from denoting the values

\[ z^0 = t, \quad z^1 = X, \quad z^4 = \gamma, \quad w^0 = P_0 = U_0 + (e/m)\Phi, \quad w^5 = P = U + (e/m)A \]

and \( w_4 = (m/e)\mu \), then

\[ L = -w_\alpha z^\alpha, \quad \text{for } \alpha = 0, 1, 2, 3, 4. \]

(4)

which is equivalent to a scalar product in a space-time of five dimensions. Moreover, if you require that \( w_5 = w_6 = 0 \) and \( z^5 = \mu, \quad z^6 = \varepsilon \) is the particle energy \( \text{per unitary mass} \), then you can also write

\[ L = -w_A z^A, \quad \text{for } A = 0, 1, 2, 3, 4, 6. \]

(5)

The latter is what is called the phase-space lagrangian from which it is possible to find the Hamilton’s equations. It is better to denote with a hat the guiding center phase-space lagrangian: \( \hat{L}(z^A, z^A) \), for \( A, B = 0, 1, 2, 3, 4, 6 \). As said in, the reason for the vanishing of \( w_5 \) and \( w_6 \) is due to the fact that \( \varepsilon \) is the conjugate coordinate of \( t \) and \( (m/e)\mu \) is the conjugate coordinate of \( \gamma \).

Now, the lagrangian is invariant at a glance with respect to general non-canonical phase-space coordinates transformations, that include also the gauge transformations.

2. Kaluza-Klein solution

The coordinates \( z^A \) with \( A = 0, 1, 2, 3, 4, 5, 6 \), just introduced, belong to the extended phase space, e.g. \( z^A = (t, X, \gamma, \mu, \varepsilon) \) are the guiding center coordinates. As for general relativity, where a geometry is given to the space-time, in this section a geometry is given to the extended phase-space.
Let’s start from the Poincaré-Cartan one-form from (5): \( \mathcal{L}d\mathcal{s} = -w_A dz^A \), for \( A = 0, 1, 2, 3, 4, 5, 6 \). The same one-form can be written as

\[
\mathcal{L}d\mathcal{s} = -\hat{g}_{AB} w^B dz^A,
\]

being \( \mathcal{L} \) a scalar quantity and where \( \hat{g}_{AB} \) is the metric tensor on the extended phase-space with the property that \( w_A \equiv \hat{g}_{AB} w^B \). Thus, \( w^B \) are the contra-variant momenta. Once the metric tensor on the extended phase-space is appeared, it is possible to apply a variational principle for finding it. For this reason, we consider a lagrangian density over the extended phase space where the single particle lagrangian is multiplied for the distribution of masses and, then, added to the HE lagrangian in extended dimensions. In the following the lagrangian density on the extended phase-space is

\[
\ell_a = f_m \mathcal{L} - \frac{\mathcal{R}}{16\pi G},
\]

Thus, the action is:

\[
S = \int \ell_a dM,
\]

which is a definite integration in a domain \( \partial M \) of the extended phase space. In the guiding center transformation the volume element of the extended phase-space is

\[
dM = \tilde{J}_p dtd^3Xd\gamma d\mu d\varepsilon.
\]

It is possible to separate in \( \ell_a \) the effects of different contributions: a matter, a field and an interaction lagrangian densities on the extended phase-space. Concerning the field action, \( S_f \), we have:

\[
S_f = -\int \frac{\mathcal{R}}{16\pi G} \sqrt{\bar{g}} d^7z = -\int \frac{F_{\alpha\beta} F^{\alpha\beta}}{4} \sqrt{-gdtd^3X} - \int \frac{R}{16\pi G} \sqrt{-gdtd^3X}.
\]

In order to obtain the latter result the KK mechanism is applied setting the following fifth dimensional metric tensor:

\[
\bar{g}_{ab} = \begin{vmatrix}
g_{\alpha\beta} - 16\pi G A_{\alpha} A_{\beta} & -16\pi G(\mu/e)^2 \mu A_{\alpha}
g_{\alpha\beta} - 16\pi G(\mu/e)^2 \mu A_{\beta} & -16\pi G(\mu/e)^4 \mu^2
\end{vmatrix}.
\]

The gravitational constant, \( \bar{G} \), is obtained from

\[
\frac{\bar{G}}{G} = 4 \int (\mu/e)^2 \sqrt{\pi G} \tilde{J}_p d\gamma d\varepsilon d\mu.
\]

At the same time, the action due to the interaction is

\[
S_{id} = \int f_m (1 + \mathcal{L}) \sqrt{\bar{g}} d^7z = -\int A_\alpha J^{\alpha} \sqrt{-gdtd^3X},
\]
where $J^\alpha$ is the charge four-current density which is a field depending on $(t, X)$. Thus the sources of fields are the guiding centers. The former equation is obtained through the non perturbative guiding center transformation and through the misleading symmetry, below described. It is worth noticing that once integrated in the velocity space, the obtained lagrangian density is the one used for describing the presence of matter as source of a gravitational field, which gives the Einstein’s equation, together with a charge four-current density as source of an e.m. field, which gives the Maxwell’s equations. It is worth noticing that after the integration over the velocity space the model equations have lost locality, being $X$ the position of the guiding center and not of the particle. Without locality all the singularities of gravitation, e.g. the problems concerning black holes treated as singularities, and of electrodynamics, e.g. the self-energy problem, are ruled out.

Moreover, from (7) it is also possible to deduce a Boltzmann’s equation.

2.0.1. Boltzmann’s equation from geometry

By writing $\dot{L} = s'$, as the proper time derivative of the principal Hamilton function, $s$, then it is possible to recognize a Legendre’s transformation in equation (7) that explicitly becomes

$$\ell_a = f^m s' - \frac{\dot{R}(f^m, s)}{16\pi G}. \quad (13)$$

Surprisingly, the distribution of masses is the conjugate momentum of the single particle action. By varying such lagrangian density on extended phase-space with respect to $s$ and $s'$, then the Euler-Lagrangian equation is

$$f'_m = \nabla_s \dot{R} \quad \frac{16\pi G}{16\pi G}. \quad (14)$$

The former is a Boltzmann’s equation, describing the evolution of the distribution function, with a RHS that depends on the geometry instead of a collision operator. However, it is not possible to arrive at a Fokker-Planck’s equation without considering fluctuations, not considered here.

2.1. The misleading symmetry

In the relativistic case, it is chosen to preserve the product $u^\alpha A_\alpha(x^\beta) = U^\alpha A_\alpha(X^\beta)$ that allows to write $L = -1 - (e/m)u^\alpha A_\alpha(x^\beta) = \dot{L}$ with

$$\dot{L} = -1 - (e/m)U^\alpha A_\alpha(X^\beta), \quad (15)$$

which is the same form of $L$. The required condition is reached if

$$(m/e)\mu \gamma' = 1 - U^\alpha U_\alpha. \quad (16)$$
The latter relation is also more interesting if \((m/e)\mu\gamma' = U^4 U_4\), where \(U^4 = z^\nu = \gamma'\) and \(U_4\) is firstly defined as \(U_4 \equiv w_4 = (m/e)\mu\). In such way that

\[ U^\alpha U_\alpha = 1, \quad \text{for } a = 0, 1, 2, 3, 4. \]  

Moreover, if the relation \(w_a = U_a + (e/m)A_a\) is used, then \(A_4 = 0\) for consistency: there is not a 5th component of the e.m. potential. The symmetry that leaves invariant the form of \(L = -1 - \frac{e}{m}u^\alpha A_\alpha(x^\beta) = -1 - (e/m)U^\alpha U_\alpha(X^\beta)\) is said misleading because there is no way, starting from the dynamics, e.g. from the lagrangian, to distinguish particle’s coordinates from guiding center’s coordinates. The only chance for appreciating the difference is by measuring the dispersion relation: from kinematics, the particle has \(u^\alpha u_\alpha = 1\) whilst the guiding center doesn’t, \(U^\alpha U_\alpha \neq 1\), that means that the guiding center is a virtual particle. It is worth noticing that in such extended phase-space approach, the space-time is defined as the domain where the e.m. four-potential is defined, in such a way that electromagnetism occurs for separating the space-time where uncharged particles moves from the whole extended phase-space.

3. Conclusion

We have just seen that the guiding center transformation, which is a particular local translation in the extended phase space, e.g. see (1), is a symmetry because it leaves the same lagrangian form. In analogy to what happens for the local translation in spacetime, the conserved quantity for the present symmetry should be called the extended energy-momentum tensor \(\hat{T}_{AB}\). Now, the Einstein tensor for the extended phase space is obtained from the variation of \(-\hat{R}/16\pi\hat{G}\) with respcet to \(\delta\hat{g}^{AB}\):

\[ \hat{G}_{AB} = \hat{\text{Ric}}_{AB} - \frac{\hat{R}}{2} \hat{g}_{AB}, \]  

and the Einstein equation can be written also for the extended phase space,

\[ \hat{G}_{AB} = 8\pi\hat{G}\hat{T}_{AB}. \]  

It is worth noticing that, if confirmed, we have just obtained gravitation and electromagnetism from a geometrical perspective.
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1. Introduction

Scalar-tensor gravity is the prototype theory alternative to general relativity (GR). The main motivation to modify gravity comes from cosmology: to explain the present acceleration of the universe, the GR-based ΛCDM model introduces a completely ad hoc dark energy.\(^1\) Modifying gravity is an alternative.\(^2,3\) The most popular approach is metric \(f(R)\) gravity, which is an \(\omega = 0\) Brans-Dicke (BD) theory (with a potential) in disguise. But this is not the only fundamental motivation: all attempts to quantize gravity introduce corrections to GR, consisting of quadratic terms in the curvature (giving rise to Starobinsky inflation\(^4\)), scalar fields, or non-local terms (for example, the low-energy limit of bosonic string theory is an \(\omega = -1\) BD theory\(^5,6\)). What is more, Dirac’s idea of varying fundamental “constants” of physics\(^7\) is partially realized in scalar-tensor gravity, where the scalar degree of freedom \(\phi \sim G^{-1}\) is dynamical. More recently, with quantum gravity in mind, it has been found that generalized BD solutions describe asymptotically Lifschitz black holes.\(^8\)

When available, analytic solutions provide insight into various aspects of a theory, but they are relatively rare in scalar-tensor gravity. Therefore, it is valuable...
to find new solution-generating techniques. We explore a new one based on a 1-parameter symmetry group of BD theory. As an application, we found three new families of solutions of BD theory with potential $V \propto \phi^\beta$, and of $f(R) = R^\alpha$ gravity. They include Friedmann-Lemaître-Robertson-Walker (FLRW) cosmologies with power-law or exponential scale factor; spherical, time-dependent, asymptotically FLRW solutions; and axially symmetric (cosmic string-like) geometries.

2. Symmetry Group of Brans-Dicke Theory

The action of vacuum BD theory with a potential

$$S_{BD} = \int d^4x \sqrt{-g} \left[ \phi R - \frac{\omega}{\phi} g^{ab} \nabla_a \phi \nabla_b \phi - V(\phi) \right]$$

(1)

is invariant in form under the transformation $(g_{ab}, \phi) \rightarrow (\tilde{g}_{ab}, \tilde{\phi})$, where

$$\tilde{g}_{ab} = \Omega^2 g_{ab} = \phi^{2\alpha} g_{ab},$$

$$\tilde{\phi} = \phi^{1-2\alpha}, \quad \alpha \neq 1/2$$

(2)

and where we follow the notation of Ref. 10. Using the standard transformation properties under conformal transformations

$$\tilde{g}^{ab} = \Omega^{-2} g^{ab}, \quad \sqrt{-\tilde{g}} = \Omega^4 \sqrt{-g},$$

$$\tilde{R} = \Omega^{-2} \left( R - \frac{6\Box \Omega}{\Omega} \right),$$

(4)

(5)

one obtains

$$R = \phi^{2\alpha} \tilde{R} - \frac{6\alpha(1-\alpha)}{(1-2\alpha)^2} \phi^{6\alpha-2} \tilde{g}_{ab} \tilde{\phi} \nabla_a \tilde{\phi} \nabla_b \tilde{\phi} + \frac{6\alpha}{1-2\alpha} \phi^{4\alpha-1} \Box \tilde{\phi}.$$ (6)

The last term contributes only a total divergence to $\sqrt{-\tilde{g}} \phi \tilde{R}$ in the action (1),

$$\frac{6\alpha}{1-2\alpha} \sqrt{-\tilde{g}} \Box \tilde{\phi} = \frac{6\alpha}{1-2\alpha} \partial_{\mu} \left( \sqrt{-\tilde{g}} \tilde{g}^{\mu\nu} \partial_{\nu} \tilde{\phi} \right)$$

(7)

and the BD action (1) then becomes

$$S_{BD} = \int d^4x \sqrt{-\tilde{g}} \left\{ \tilde{\phi} \tilde{R} - \left[ \frac{\omega}{(1-2\alpha)^2} + \frac{6\alpha(1-\alpha)}{(1-2\alpha)^2} \right] \right\}$$

$$\frac{\tilde{g}^{ab}}{\phi} \nabla_a \tilde{\phi} \nabla_b \tilde{\phi} - \phi^{-\frac{6\alpha}{1-2\alpha}} V(\tilde{\phi}) \right\}.$$ (8)

By redefining the BD coupling and the potential according to

$$\tilde{\omega}(\omega, \alpha) = \frac{\omega + 6\alpha(1-\alpha)}{(1-2\alpha)^2},$$

$$\tilde{V}(\tilde{\phi}) = \phi^{-\frac{6\alpha}{1-2\alpha}} V \left( \phi^{-\frac{1}{2\alpha}} \right),$$

(9)

(10)
we write
\[ S_{BD} = \int d^4x \sqrt{-g} \left[ \hat{\phi} R - \frac{\omega}{\phi} g^{ab} \tilde{\nabla}_a \hat{\phi} \tilde{\nabla}_b \hat{\phi} - \hat{V}(\phi) \right], \] (11)
i.e., the action (1) is invariant in form. The transformations (3) form a 1-parameter Abelian group.\textsuperscript{11,12}

A special case is given by a power-law potential \( V(\phi) = V_0 \phi^n \), which becomes \( \hat{V}(\phi) = V_0 \phi^n \) with \( \tilde{n} = \frac{n}{1 - 2\alpha} \) (and is invariant if \( n = 2 \)).

2.1. Electrovacuum Brans-Dicke theory

Electrovacuum BD theory is described by the action
\[ S_{BD} = \int d^4x \sqrt{-g} \left[ \phi \hat{R} - \frac{\omega}{\phi} g^{ab} \tilde{\nabla}_a \phi \tilde{\nabla}_b \phi - V(\phi) - \frac{1}{4} F^{ab} F_{ab} \right]; \] (12)
since \( \hat{F}_{ab} = F_{ab} \) and \( \sqrt{-g} F^{ab} F_{ab} = \sqrt{-g} \hat{F}^{ab} \hat{F}_{ab} \), also \( \sqrt{-g} \mathcal{L}_{(m)} \) remains invariant under the transformations (3).

2.2. Conformally invariant matter

For simplicity, let us use now the field equations
\[ R_{ab} - \frac{1}{2} g_{ab} R = \frac{8\pi}{\phi} T_{ab} + \frac{\omega}{\phi^2} \left( \tilde{\nabla}_a \phi \tilde{\nabla}_b \hat{\phi} - \frac{1}{2} g_{ab} \tilde{\nabla}^c \tilde{\nabla}_c \hat{\phi} \right) \]
\[ + \frac{1}{\phi} \left( \tilde{\nabla}_a \tilde{\nabla}_b \phi - g_{ab} \tilde{\nabla}^d \tilde{\nabla}_d \phi \right) - \frac{V}{2\phi} g_{ab}, \] (13)

\[ \Box \hat{\phi} = \frac{1}{2\omega + 3} \left[ \frac{8\pi}{\phi} T + \hat{\phi} \frac{dV}{d\hat{\phi}} - 2\hat{V} \right]. \] (14)

The symmetry transformation (3) gives
\[ \hat{\Box} \hat{\phi} = \frac{1}{2\omega + 3} \left[ \frac{8\pi}{1 - 2\alpha} \hat{T} + \hat{\phi} \frac{d\hat{V}}{d\hat{\phi}} - 2\hat{\phi} \right] \] (15)
and the field equations are conformally invariant only if \( T = 0 \). Moreover,
\[ \hat{R}_{ab} - \frac{1}{2} \hat{g}_{ab} \hat{R} = \frac{8\pi}{\phi^{2\omega}} \tilde{T}_{ab} + \frac{\omega}{\phi^2} \left( \tilde{\nabla}_a \hat{\phi} \tilde{\nabla}_b \hat{\phi} - \frac{1}{2} \hat{g}_{ab} \tilde{\nabla}^c \tilde{\nabla}_c \hat{\phi} \right) \]
\[ + \frac{1}{\phi} \left( \tilde{\nabla}_a \tilde{\nabla}_b \hat{\phi} - \hat{g}_{ab} \tilde{\nabla}^d \tilde{\nabla}_d \hat{\phi} \right) - \frac{\hat{V}}{2\phi} \hat{g}_{ab} \] (16)
where \( \tilde{T}_{ab} = \Omega^{-2} T_{ab} \), so the first term in the right hand side becomes \( 8\pi \hat{T}_{ab}/\hat{\phi} \) and it is invariant. Hence, the field equations are invariant for arbitrary \( V(\phi) \) but only for conformally invariant matter.
3. Example: Brans-Dicke Cosmology

In the case of FLRW cosmology, the Lagrangian reduces to a point-like one, but the symmetry (3) is not a Noether nor a Hojman symmetry. Moreover, the classical symmetry is broken by Wheeler-DeWitt quantization in minisuperspace: quantum effects cause an anomalous symmetry breaking similar to that occurring in condensed matter systems.\(^{13}\)

This time our “seed” is\(^{14,15}\)

\[
ds^2 = -dt^2 + S^2(t) \left( \frac{dr^2}{1 - kr^2} + r^2 d\Omega_2^2 \right)
\]

with power-law scale factor \(S(t)\). We have vacuum BD theory with \(V \equiv 0\) and

\[
S(t) = S_0 t^p, \quad \phi(t) = \phi_0 t^q.
\]

The symmetry transformation yields

\[
ds^2 = -t^{2\alpha} dt^2 + S_0^2 t^{2(\alpha + \omega)} \left( \frac{dr^2}{1 - kr^2} + r^2 d\Omega_2^2 \right); \quad (20)
\]

we introduce a new time \(\tau\) with \(t = (\alpha q + 1) \sqrt{\frac{\alpha + 1}{\alpha q + 1}} \tau\), then the new solution is recast in the form

\[
ds^2 = -d\tau^2 + \hat{S}_0^2 \tau^{2(q + \omega)} \left( \frac{dr^2}{1 - kr^2} + r^2 d\Omega_2^2 \right), \quad (21)
\]

\[
\hat{\phi}(\tau) = (\alpha q + 1) \sqrt{\frac{\alpha + 1}{\alpha q + 1}} \phi_0^{1 - 2\alpha} \tau^{\frac{2(1 - 2\alpha)}{\alpha + 1}}, \quad (22)
\]

or \(\hat{S}(\tau) = \hat{S}_0 \tau^{\hat{p}}, \quad \hat{\phi}(\tau) = \hat{\phi}_0 \tau^{\hat{q}}\) with

\[
\hat{p} = \frac{p + \omega q}{\alpha q + 1}, \quad \hat{q} = \frac{q(1 - 2\alpha)}{\alpha q + 1}, \quad (23)
\]

\[
\hat{S}_0 = (\alpha q + 1) \sqrt{\frac{\alpha + 1}{\alpha q + 1}} S_0, \quad \hat{\phi}_0 = (\alpha q + 1) \sqrt{\frac{\alpha + 1}{\alpha q + 1}} \phi_0^{1 - 2\alpha}. \quad (24)
\]

4. A New Family of Spherical Time-Dependent Solutions

Begin now from a special case of a family of spherical, time-dependent solutions of vacuum BD gravity conformal to the Fonarev\(^{16}\) spacetime of GR\(^{17}\)

\[
ds^2 = -A(r) \sqrt{1 + 4d^2} \left[ \frac{2d - \frac{1}{\sqrt{4d^2 + 1}}}{\sqrt{4d^2 + 1}} \right] e^{4d t + \frac{2d - \frac{1}{\sqrt{4d^2 + 1}}}{\sqrt{4d^2 + 1}}} dt^2
\]

\[
+ e^{2d t - \frac{2d}{\sqrt{4d^2 + 1}}} A(r) \sqrt{1 + 4d^2} \left[ \frac{1}{1 + 4d^2} \right] dr^2
\]

\[
+ A(r) \frac{1}{\sqrt{1 + 4d^2}} \left[ \frac{2d + \frac{1}{\sqrt{4d^2 + 1}}}{\sqrt{4d^2 + 1}} \right] r^2 d\Omega_2^2, \quad (25)
\]

\[
\phi(t, r) = \phi_0 \sqrt{1 + 4d^2} \left[ A(r) \frac{1}{\sqrt{1 + 4d^2}} \right] e^{2d t - \frac{2d}{\sqrt{4d^2 + 1}}}, \quad (26)
\]
where \( A(r) = 1 - 2m/r \), \( V(\phi) = V_0\phi^2 \), \( \beta = 2 \left(1 - d/\sqrt{2\omega + 3}\right) \). Our “seed” is the special case with \( a \neq 0 \) and with time dependence eliminated by the parameter choice
\[
d = \left(2\sqrt{2\omega + 3}\right)^{-1} = \sqrt{2\omega + 3}/2
\]
(simultaneously, which gives \( \omega = -1 \) (this is the low-energy limit of the bosonic string, so presumably this solution has a stringy analogue). The scalar field remains time-dependent, \( \beta = 1 \), and \( V(\phi) = V_0\phi \) (corresponding to a cosmological constant). Then
\[
ds^2 = -dt^2 + A(r)^{-\sqrt{2}\phi^2}d\tau^2 + A(r)^{1-\sqrt{2}\phi^2}d\Omega^2_{(2)},
\]
\[
\phi(t, r) = \phi_0 e^{2\alpha t}A(r)^{1/\sqrt{2}},
\]
which is a special case of the Campanelli-Lousto geometry. The symmetry transformation (3) applied to this seed now generates a new solution with
\[
\tilde{V}(\tilde{\phi}) = V_0 \tilde{\phi}^{1+2\alpha}, \quad \tilde{\omega} = \frac{6\alpha(1-\alpha)-1}{(1-2\alpha)^2}
\]
given by
\[
ds^2 = -e^{2\alpha t}A(r)^{\alpha \sqrt{2}}d\tau^2 + e^{4\alpha t}A(r)^{1-\sqrt{2}(1-\alpha)}d\Omega^2_{(2)},
\]
\[
\tilde{\phi}(t, r) = \tilde{\phi}_0 e^{2(1-2\alpha)t}A(r)^{\frac{1-2\alpha}{\sqrt{2}}}, \quad \tilde{\phi}_0 = \phi_0^{1-2\alpha}.
\]
If \( a \neq 0 \), we can define the new time \( \tau = \frac{e^{2\alpha t}}{2a^2} \) to obtain
\[
ds^2 = -A(r)^{\alpha \sqrt{2}}d\tau^2 + (2\alpha a \tau)^2 \left[ A(r)^{-\sqrt{2}(1-\alpha)}d\tau^2 + A(r)^{1-\sqrt{2}(1-\alpha)}r^2d\Omega^2_{(2)} \right],
\]
\[
\tilde{\phi}(\tau, r) = \phi_\ast \tau^{1-2\alpha}A(r)^{\frac{1-2\alpha}{\sqrt{2}}}, \quad \tilde{\phi}_\ast = \left(2\alpha \right)^{1/\alpha} \phi_0^{1-2\alpha}.
\]
If \( m \to 0 \), or for \( r \gg m \), this geometry reduces to a spatially flat FLRW universe with linear scale factor \( \Omega(t) = 2\alpha a \tau \) and the scalar field
\[
\tilde{\phi}(\tau, r) = \phi_\ast \tau^{\frac{1-2\alpha}{\alpha}}
\]
acts asymptotically as a perfect fluid with \( P = -\rho/3 \).

5. Conclusions

The 1-parameter Abelian symmetry group formed by the transformations (2) and (3) as \( \alpha \) varies offers a new solution-generating technique for (electro)vacuum BD gravity with a potential \( V(\phi) \). The symmetry transformation (3) introduces one new parameter \( \alpha \) in addition to those already present in the seed solution. We have
found a new 2-parameter family of spherical time-dependent, asymptotically FLRW solutions and also new FLRW solutions with power-law (or exponential\(^9\)) scale factor. New cylindrical (cosmic string-like) solutions have also been found and they are reported in Ref.\(^9\).

By using the BD representation of \(f(R)\) gravity, it can be shown that these new solutions are also solutions of \(f(R) = R^n\) theory.\(^9\) The mathematical technique exposed does not, of course, guarantee that the new solutions are physically interesting, but it constitutes a new tool. Future work will explore new applications of the solution-generating technique presented here.
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1. Introduction

The relativity of spacetime means that spacetime is an object-dependent notion. The potential of an electric force depends on the charge of the particle, and the particle’s acceleration depends on its charge-to-mass ratio. This was recognized in the geometric approach of [1]. Given a particle, we assume that there is a metric of the particle’s spacetime, defined in a preferred inertial frame, which is a function of the total potential of the forces which affect the particle.

Moreover, we assert that the particle moves freely in its spacetime. In other words, the force field creates the geometry of the particle’s spacetime in such a way that the particle’s acceleration is zero in its spacetime. The basis for this assumption is the fact that an inanimate object has no internal mechanism with which to change its velocity. Thus, in its world, its acceleration is zero. Note that GR makes the same claim about an object freely falling in a gravitational field.
The object moves along a geodesic and thus has zero acceleration. We generalize this idea from GR and claim that every object is in free fall in its spacetime. We call this principle the Generalized Principle of Inertia (GPI). Explicitly, it states that an inanimate object moves freely, that is, with uniform motion, in its spacetime.

Note that if gravity is the only force around, we do not perceive the relativity of spacetime. It is masked by the Equivalence Principle, which implies that a gravitational field is felt equally by all objects, independent of their mass. In the specific case of gravity, the landscape is the same for everybody, and spacetime is not object dependent. However, in light of our goal to extend our approach to all forces (in particular, the electromagnetic force), we must take the relativity of spacetime into account.

Since a geodesic has minimal length, it is advantageous to use a variational principle. Thus, we will derive Euler-Lagrange type equations and obtain conservation of certain momenta. With these tools we can compute the metric.

We always have a preferred frame of reference, in which we place an observer far away from the sources of the field, where the potential is zero. For example, if we are considering the motion of Mercury, we use a frame with the sun at the center and measure distances with respect to the background of fixed stars. If we are dealing with motion within a distant galaxy, we will use the frame represented by the microwave background radiation [2, 3].

2. The Variational Principle and Conserved Momenta

We present the preferred frame, Lagrangian approach to geometrize the motion of an object of mass \( m \), obeying the GPI, in a force field. Let \( ds^2 = g_{\alpha\beta}(q) dq^\alpha dq^\beta \) be the metric of the object’s spacetime, where \( q^\alpha, \alpha = 0, 1, 2, 3 \) are the preferred-frame coordinates. In order to define the length of the trajectory, we introduce a Lagrangian: \( L(q, \dot{q}) = \sqrt{g_{\alpha\beta}(q) \dot{q}^\alpha \dot{q}^\beta} \). By the GPI, the object’s trajectory \( q(\sigma) \) satisfies the Euler-Lagrange equations

\[
\frac{\partial L}{\partial q^\mu} - \frac{d}{d\sigma} \frac{\partial L}{\partial \dot{q}^\mu} = 0, \tag{1}
\]

where \( \dot{q} = \frac{dq}{d\tau} \). It is known that the length of the trajectory does not depend on the parametrization. We choose \( \sigma \) to be \( \sigma = \tau = c^{-1}s \), called proper time, which is proportional to \( s \) and reduces to the coordinate time \( t \) in the classical limit. Then equation (1) becomes

\[
m_e \frac{\partial L}{\partial q^\mu} = \frac{dp_\mu}{d\tau}, \quad \text{where} \quad p_\mu = m_e \frac{\partial L}{\partial \dot{q}^\mu} = mg_{\mu\beta} \dot{q}^\beta \tag{2}
\]

is the conjugate momentum and the dot denotes differentiation by \( \tau \). This implies:

**Proposition 1** If the metric coefficients \( g_{\alpha\beta} \) do not depend on the coordinate \( q^\mu \), then the \( \mu \) component \( p_\mu \) of the conjugate momentum is conserved on the trajectory.
3. The metric of a static, spherically symmetric gravitational field

We consider the motion of an object of mass \( m \) in a static, spherically symmetric gravitational field. We use spherical coordinates \( ct, r, \theta, \phi \) in our preferred inertial frame and place the origin of our frame at the center of the symmetry of the field. The Newtonian potential is \( U(r) = -\frac{GmM}{r} \). Let

\[
u(r) = -\frac{2U(r)}{mc^2} = \frac{r_s}{r} \quad \tag{3}\]

denote the corresponding dimensionless potential, where \( r_s = \frac{2GM}{c^2} \) is the Schwarzschild radius.

From spherical symmetry and conservation of angular momentum, the RND metric in our preferred frame is of the form \[4\]

\[
ds^2 = g_{00}(r)c^2dt^2 - g_{11}(r)dr^2 - 2cg_{01}(r)dtdr - r^2d\Omega^2, \quad \tag{4}\]

where \( d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2 \). The metric coefficient \( g_{01} \) may differ from zero, since we do not assume that the speed of light toward the source is the same as the speed of light away from the source. From the symmetry of the problem, we may also assume, without loss of generality, that the motion is in the plane \( \theta = \pi/2 \). Hence, we may replace \( d\Omega^2 \) with \( d\phi^2 \).

Using the Newtonian limit, we can show \[5\] that \( g_{00}(r) = 1 - \nu \). Conservation of angular momentum implies \( r^2\dot{\phi} = J \). Since the metric is static, the conjugate momenta \( p_t \) is conserved and

\[
(1 - \nu)c\dot{t} - g_{01}\dot{r} = K. \quad \tag{5}\]

Introducing (the negative of) the determinant \( g = g_{00}g_{11} + g_{01}^2 \), the RND evolution equation for massive and massless particles is

\[
g\dot{r}^2 = -(1 - \nu) \left( c^2\varepsilon + \frac{J^2}{r^2} \right) + K^2, \quad \tag{6}\]

where the symbol \( \varepsilon \) is defined to equal 1 for massive objects and 0 for massless particles. If \( g = 1 \) (and only if), the RND evolution equation (6) leads to the same trajectories as in Schwarzschild spacetime. Thus, in order to predict the correct anomalous precession of Mercury, we assume from now on that \( g = 1 \), and the RND metric of a static, spherically symmetric gravitational field becomes

\[
ds^2 = (1 - \nu(r))c^2dt^2 - \frac{1 - g_{01}^2(r)}{1 - \nu(r)}dr^2 - 2cg_{01}(r)dtdr - r^2d\phi^2, \quad \tag{7}\]

with \( \nu(r) \) defined by (3). Note that the dynamics based on the metric (7) predicts the observed precession of Mercury, periastron advance of a binary star and gravitational lensing, regardless of the value of \( g_{01} \).
4. Same trajectories but different velocities

The RND metric (7) produces the same values for $\dot{r} = \frac{dr}{d\tau}$ and the same trajectories as in Schwarzschild spacetime, for both massive and massless particles. However, RND and the Schwarzschild model predict different velocities $\frac{dr}{dt}$ in the preferred frame. From (5), we obtain $\dot{t} = \frac{(K + g_{01}\dot{r})/(c(1-u))}{(c(1-u))}$, implying that the radial velocity $v = \dot{r}/\dot{t}$ depends on $g_{01}$.

Hence, we expect that the magnitude of the velocity when moving from perigee to apogee is not the same as when moving in the other direction. Since the difference depends on $\dot{r}$, this can be observed for orbits with high eccentricity, and, in order that $g_{01}$ not be too small, we must be close to the Schwarzschild radius. So we expect to observe this difference for stars with high eccentricity in the neighborhood of a black hole, like the stars S2 and S14 of Sagittarius A*.

Since for light $ds^2 = 0$, the speed of light $v_\uparrow(r) \leq 0$ toward the massive object and the speed of light $v_\downarrow(r) \geq 0$ away from the source, is, using (7),

$$v_\uparrow(r) = c\frac{1-u(r)}{1+g_{01}(r)}, \quad v_\downarrow(r) = -c\frac{1-u(r)}{1-g_{01}(r)}.$$  

Having measured the two one-way speeds, one then computes

$$g_{01} = \frac{v_\downarrow + v_\uparrow}{v_\downarrow - v_\uparrow}.$$  

Since the metric is, by assumption, asymptotically flat, we see that as $r$ approaches infinity, the magnitude of both $v_\downarrow(r)$ and $v_\uparrow(r)$ approach the inertial frame speed of light $c$, as expected.

GR and RND disagree on the one-way speeds, but the RND time of a round trip for light is the same as in the Schwarzschild spacetime [4]. This means that a round-trip speed of light experiment cannot distinguish between GR and RND. For this, we need an experiment which measures both one-way speeds of light. We have also shown that RND predicts the observed the Shapiro time delay if $g_{01}(r) \ll 1$. Here, even though $g_{01} \neq 0$, the RND prediction agrees with GR. The reason is that the trajectory of light as it passes the Sun is similar to a round trip, since the light first approaches the Sun and then travels away from the Sun.

Let $g_{01}(r) = u^n(r)$, for $n = 1, 2, 3, ...$. Then the metric coefficients are polynomials of degree $2n - 1$, and the metric is analytic everywhere except at the origin. Of particular interest is the first-order polynomial metric, for which $g_{01}(r) = u(r)$. In this case $ds^2 = \eta_{\mu\nu}dx^\mu dx^\nu - u(cdt + dr)^2$. For this metric, the two directional radial light velocities are

$$v_\uparrow(r) = \frac{1-u(r)}{1+u(r)}c \quad \text{and} \quad v_\downarrow(r) = -c.$$  

The speed of light $v_\uparrow$ vanishes at the Schwarzschild radius. However, unlike the Schwarzschild model, light travelling toward the source does not slow down. We see this as more natural than the Schwarzschild prediction.
5. Testing the \( g_{01} = 0 \) prediction of \( GR \) for a spherically symmetric gravitational field

It can be shown that Einstein’s field equations imply that \( g_{01} = 0 \). Here, we propose two experiments, one for massive bodies and one for light, to test the \( GR \) prediction that \( g_{01} = 0 \) and to determine the value of \( g_{01} \) in Nature.

The first experiment, as mentioned above, is to observe orbital velocities of stars with high eccentricity near black holes and calculate \( g_{01} \) from equation (9).

The second experiment tests the influence of the gravitational field of the Earth on the one-way speed of light. We have designed an experiment using two 193nm sub-mW lasers [6] of Optica Photonics, with coherence length > 150m, see Figure 1. For the first-order polynomial metric, from (10), we would expect the “toward” light (a) and the “away from” light (b) from laser A to produce different phase shifts at \( d = 10m \) of 0.3\( \pi \), which should be detectable by interference with the laser B. The influence of the frequency of the light, caused by the gravitational redshift, predicted by \( GR \) and tested in the Pound-Rebka experiment [7], should be negligible with respect to the effect we are testing.

![Experimental setup](image)

6. More forces and more sources

First, we extend \( RND \) to an arbitrary static, conservative force. Let \( U(x) \) denote the potential of the field at the spatial point \( x \). Introduce, at each \( x \) where \( \nabla U(x) \neq 0 \), a normalized vector \( n(x) \) in the direction of \( \nabla U(x) \). Let \( dx_{n} = (dx \cdot n)n \) and \( dx_{tr} = dx - (dx \cdot n)n \), respectively, denote the projections of the spatial increment.
\(dx\) in the parallel and transverse directions to \(n(x)\). In this notation, as in (7), the RND metric is

\[
ds^2 = (1 - u(x))c^2 dt^2 - \frac{1 - g_{01}(x)}{1 - u(x)} dx_n^2 - 2cg_{01}(x) dt dx_n - dx_r^2.
\]

(11)

It can be shown that the metric can be continuously extended to points where \(\nabla U\) vanishes.

Consider now motion of an object in a field generated several sources affecting it. We assume that the field of each source \(j\) obeys an inverse square law with potential \(U(r) = -k_j/r\) in its comoving frame and propagates with the speed of light in our preferred frame. We use Lorentz covariance and an approach similar to that of the Liénard-Wiechert potentials (see, for example, [8], pp. 174-6) and [9]. We find that the four-potential per unit mass at space-time \(x\) is

\[
A_\alpha(x) = \Sigma_j \frac{-k_j(w_j)_\alpha}{(x'_j(\tau_j(x)) - x) \cdot w_j},
\]

(12)

where \(x'_j(\tau_j(x)) - x\) is the relative position of the source \(j\) at the retarded time \(\tau_j(x)\), and \(w_j\) is its four-velocity the source at that time. Note that this four-potential tends to 0 when \(x\) is far removed from the sources.

Since each individual four-potential is a timelike vector, the total four-potential is also timelike. Therefore, we can apply a Lorentz transformation \(\Lambda\) from \(K\) to an inertial frame \(K'\) such that \(\Lambda(A) = (U, 0, 0, 0)\). In \(K'\), the four-potential behaves like a “static” potential. Therefore, in \(K'\), the metric is defined by formula (11), with \(u\) defined by (3). To obtain the metric in \(K\), apply the inverse Lorentz transformation \(\Lambda^{-1}\) to the metric in \(K'\).
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The direct detection of gravitational waves and gamma-ray counterparts has confirmed that gravitational waves propagate with the speed of light, disruling some of the scalar-tensor gravity models. A huge class of Horndeski theories (those with generic G2 and G3, and with G4 depending only of the scalar field) however survived the test. The study of perturbations of such models is important to establish the ghost-free and instability-free parameter regimes. This has been investigated for a wide range of scalar-tensor theories in the spherically symmetric setup, exploring a 2+1+1 decomposition of space-time based on an orthogonal double foliation. The orthogonality however consumed one gauge degree of freedom, allowing the discussion of only the odd sector of the scalar part of perturbations. In order to describe the even sector perturbations, we worked out a novel 2+1+1 decomposition of space-time and gravitational dynamics, based on a non-orthogonal double foliation. We explore this new formalism for the perturbations of both the spherically symmetric metric tensor and scalar field in generic scalar-tensor theories, achieving an unambiguous gauge-fixing. This opens up the way for the discussion of the full spectrum of perturbations of spherically symmetric scalar-tensor gravity, including both the odd and even sectors of the scalar part of perturbations.
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1. Introduction

While General Relativity has been a temendously successful theory in establishing the compatibility of the gravitational interaction with the Special Relativistic constraint for signal propagation and has been tested successfully in all sorts of observations both on the Solar System scale and beyond, its extensions have been also systematically investigated.

Their necessity emerged due to A) the expectation to combine the geometric theory of gravity with quantum considerations, B) the need to understand the mysterious, yet at present dominating component of the Universe, dark energy, which drives its accelerating expansion, and C) the yet unsuccessful attempts to identify dark matter through its weak interaction, rending it at present entirely in the gravitational sector.

Possible extensions arise from both modifying the dynamics of the metric tensor and from including secondary fields. Such extensions could be tested, constrained, or falsified through precision cosmological observations or analysis of detected gravitational waves.

Indeed, the recent eleven-fold detection of gravitational waves by the LIGO Scientific Collaboration and Virgo Collaboration1–7 confirmed the propagation speed of gravitational waves (tensorial perturbations) to be the speed of light within $-3 \times 10^{-15}$ and $+7 \times 10^{-16}$ accuracy.8 The surviving theories could be
further subjected to stability analysis, demanding the avoidance of Ostrogradsky-
stabilities, ghosts, Laplacian instabilities or tachyons.

In the framework of scalar-tensor gravity the Horndeski theories\textsuperscript{9,10} are known
to ensure second-order dynamics for both the metric tensor and the scalar field.
Demanding the speed of light to be the speed of propagation of tensorial modes, the
$L_5$ contribution to the Lagrangian has been disruled, together with the kinetic term
dependence of $L_4$.\textsuperscript{11–14} The latter could be kept for a class of the beyond Horndeski
models,\textsuperscript{15,16} which allow for higher-than-second order spatial derivatives, but no
such time derivatives.

Both classes of theories were excessively analysed in a cosmological context.
Black hole perturbations were also explored. For perturbations of spherically sym-
metric, static black holes the odd and even sector perturbations decouple. Both
were analysed for the Horndeski class of models,\textsuperscript{17,18} while for the beyond Horndeski
models only the stability analysis of the odd sector has been carried on,\textsuperscript{19} based
on an orthogonal double foliation.\textsuperscript{20,21} The orthogonality requirement however re-
sulted in a gauge fixing, which was unambiguous for the odd sector, nevertheless
generated an arbitrary function of all coordinates but the radial for the even sector,
hampering the physical interpretation of the even sector perturbations.

In order to avoid this shortcoming we proposed\textsuperscript{22} to develop another decom-
position of space-time and all affected geometrical quantities along a nonorthogonal
double foliation. The details of this work involve a quadruple set of embedding
variables (extrinsic curvatures, normal fundamental forms and normal fundamental
scalars).\textsuperscript{23} These variables provide the set of velocity phase-space variables complement-
ing the induced 2-metric, radial shift and radial lapse. A Hamiltonian analysis
established the canonical coordinates and momenta in terms of these geometric
variables in a General Relativistic setup, also the Hamiltonian and diffeomorphism
constraints.\textsuperscript{23} The complementary metric variables, the temporal shift and lapse
are left arbitrary, hence an unambiguous gauge-fixing became possible.

2. The nonorthogonal double foliation

The space-time $\mathcal{B}$ is foliated with the 3-dimensional hypersurfaces $\Sigma_t$ (spacelike,
with normal $n^a$) and $\mathcal{M}_\chi$ (timelike, with normal $l^a$), their intersection being the
2-dimensional surface $\Sigma_{t\chi}$ (with $g_{ab}$ the induced metric, normals $k^a$ along $\mathcal{M}_\chi$ and
$m^a$ along $\Sigma_t$). The 4-dimensional metric is 2+1+1 decomposed in two equivalent
ways, employing the orthonormal bases $(n^a, m^a)$ and $(k^a, l^a)$:

\begin{align}
\tilde{g}_{ab} &= -n_a n_b + m_a m_b + g_{ab}, \\
\tilde{g}_{ab} &= -k_a k_b + l_a l_b + g_{ab}.
\end{align}

The evolution vectors along a temporal coordinate $t$ and a spatial one $\chi$ running in
$\mathcal{M}_\chi$ can also be decomposed in these bases:

\begin{align}
\left( \frac{\partial}{\partial t} \right)^a &= N n^a + N^a + N m^a = \frac{N}{c} k^a + N^a,
\end{align}
Here \( N^a \) is a 2-dimensional shift, \( M^a \) is a radial shift; \( N \) and \( M \) the lapse and radial lapse, \( s = \sinh \phi \), \( \epsilon = \cosh \phi \). The new element of the formalism is the third component \( N = \tanh \phi \) of the 3-dimensional shift vector, which in the orthogonal limit vanishes.

The 2+1+1 decomposition of the covariant derivatives of the basis vectors

\[
\nabla_a n_b = K_{ab} + 2m_a k_b + m_a m_b l + n_a m_b l^* - n_a a_b , \quad (5)
\]

\[
\nabla_a b_b = L_{ab} + 2k_a L_b + k_a k_b L + I_a k_b K^* + l_a b_b , \quad (6)
\]

\[
\nabla_a k_b = K_{ab} + I_a k_b + I_b L_a + l_a I_b K^* + k_a l_b L - k_a a_b , \quad (7)
\]

\[
\nabla_a m_b = L^*_{ab} + n_a L_b^* + n_b K_a + n_a n_b L^* + m_a n_b K + m_a b_b^* , \quad (8)
\]

define a set of geometrical quantities, which characterize the embedding of \( \Sigma_1 \): extrinsic curvatures \( (K_{ab}, \ L_{ab}, \ K^*_{ab}, \ L^*_{ab}) \); accelerations \( (a_a, \ a^*_{ab}) \) of the timelike congruences \( (n^a, \ k^a) \), and similar “accelerations” \( (b_a, \ b^*_{ab}) \) of the spacelike congruences \( (l^a, \ m^a) \); normal fundamental forms \( (K_a, \ L_a) \) and similarly defined quantities \( (K^*_{a}, \ L^*_{a}) \) for the basis vectors \( (m^a, \ k^a) \) with vorticities

\[
\tilde{\omega}_{ab}^{(k)b} = \frac{1}{2} D_a \phi + \frac{s}{2\epsilon} (a_a + b_a) ,
\]

\[
\tilde{\omega}_{ab}^{(m)b} = \frac{1}{2} D_a \phi - \frac{s}{2\epsilon} (a_a + b_a) . \quad (9)
\]

These are all depicted on Fig. 1. They exhibit a complex set of interdependence relations, meticulously explored.\(^{23}\)

3. Gauge fixing in scalar-tensor gravitational theories

In this section we summarize the main result\(^{23}\) in the gauge-fixing of the perturbations of the spherically symmetric, static background in an unspecified scalar-tensor theory. Similarly to the unitary gauge in cosmology, here we aim to achieve a “radial unitary” gauge, thus to absorb the perturbation of the scalar field in a suitable choice of coordinates. On the spherically symmetric, static background (where quantities carry an overbar) Helmholtz-like theorems assure the decompositions

\[
\delta N_a = \bar{D}_a P + E^b_a \bar{D}_b Q , \quad (10a)
\]

\[
\delta M_a = \bar{D}_a V + E^b_a \bar{D}_b W , \quad (10b)
\]

\[
\delta g_{ab} = \bar{g}_{ab} A + \bar{D}_a B + \frac{1}{2} ( E^a_c \bar{D}_c + E^c_a \bar{D}_c + E^c_b \bar{D}_c \bar{D}_a ) C , \quad (10c)
\]

with \( E_{ab} = \sqrt{g} \varepsilon_{ab} \) the 2-dimensional Levi-Civita tensor and \( \varepsilon_{\theta \phi} = 1 \). The scalars \( (N, M, \bar{N}, P, V, A, B) \) and \( (Q, W, C) \) form the even and odd sectors of the perturbations, respectively, and they decouple. The latter represent the tensor degrees of freedom.\(^{17}\)
Fig. 1. The bases adapted to the two foliations, their embedding variables and the nonvanishing vorticities.

Next, we explore the diffeomorphism gauge freedom, with generators
\[
(\xi^t, \xi^\chi, \xi^a = \bar{D}^a \xi + P^{ba} \bar{B}_{ba} \eta), \quad (a = \theta, \varphi)
\] (11)
also Helmholtz-decomposed. The initial metric and scalar perturbations are related to those (denoted by overhat) emerging after the diffeomorphism as
\[
\mathcal{L}_\xi \hat{g}_{ab} = \delta \hat{g}_{ab} - \hat{\delta} \hat{g}_{ab}, \quad \mathcal{L}_\xi \phi = \delta \phi - \hat{\delta} \phi,
\] (12)
which generate the respective variations of the even and odd sector variables. In the framework of the nonorthogonal double foliation we managed to unambiguously fix the gauge through the choice
\[
\xi^t = \frac{P + \hat{\xi}}{\hat{N}^2}, \quad \xi^\chi = \frac{\delta \phi}{\phi'}, \quad \xi = -\frac{B}{2}, \quad \eta = -\frac{C}{2},
\] (13)
which ensure the radial unitary gauge \( \hat{\delta} \phi = 0 \), the perturbation of the 2-metric being a conformal rescaling \( (\hat{B} = 0 = \hat{C}) \) and \( \hat{P} = 0 \), a condition impossible to achieve in the orthogonal double foliation formalism, which consumed the respective degree of freedom.

Hence the odd sector consist of \( (\hat{Q}, \hat{W}) \), while the even sector is formed by \( (\hat{N}, \hat{M}, \tilde{N}, \tilde{V}, \tilde{A}) \). The former has been extensively discussed, while the study of the latter became possible with the unambiguous gauge choice emerging in the nonorthogonal double foliation formalism and will be presented elsewhere.
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Propagating shock-waves can be discussed in terms of junction conditions between space-time regions separated by a hypersurface. Recent observations of gravitational waves and their electromagnetic counterparts established that the former also propagate with the speed of light. Hence energetic gravitational waves could be perceived as shock-waves on null hypersurfaces. The most generic scalar-tensor theories with at most second order dynamics, the Horndeski-theories were severely constrained. We derive junction conditions across a null hypersurface for the subclass of allowed Horndeski-theories with linear kinetic term dependence, exploring a formalism based on a transverse null vector. We obtain a 2+1 decomposed generalised Lanczos equation, with the jump of the transverse curvature induced by both the distributional energy-momentum tensor of the wavefront of the shock-wave, and by the jump in the transverse derivative of the scalar. The surface density, current and pressure of the distributional light-like shock-wave and the transverse derivative of the scalar are also constrained by a scalar junction equation.
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1. Introduction

In general relativity, matching two solutions of the Einstein field equations across a hypersurface separating them is realized through the Israel junction conditions, provided the hypersurface is timelike or spacelike. Across a boundary hypersurface, they prescribe the continuity of the induced metric and of the extrinsic curvature. The discontinuity of the extrinsic curvature is also admissible for hypersurfaces referred to as thin shells. The Lanczos equation relates the jump of the extrinsic curvature to the distributional stress-energy tensor \( T_{\mu\nu} \) of the thin shell.

Israel’s procedure breaks down if the hypersurface is null. This is a physically relevant case, as impulsive shock-waves traveling at the speed of light are described by null hypersurfaces, are event horizons. The generalization of the Israel junction conditions to arbitrary hypersurfaces has been developed by Barrabés and Israel. If the hypersurface is specified to be null, then in Poisson’s reformulation, the junction conditions take a particularly simple form. The most general scalar-tensor theory with second order equations of motion for both the scalar and the metric tensor was given by Horndeski. Recent gravitational wave observations have severely constrained this class. The subclass guaranteeing the propagation of the tensorial modes with the speed of light has a Lagrangian for the scalar field often referred to as kinetic gravity braiding theory. The coupling of the curvature with the scalar can be through an unspecified function of the scalar field, in the Jordan frame. Adding these contributions together we get a generalised kinetic gravity braiding class of scalar-tensor theories.
Junction conditions across timelike and spacelike hypersurfaces in the full Horn-deski class have been found, but the null case has not been discussed. This case is important, as all electromagnetic and gravitational waves propagate on the light-cone.

In this work we address the junction conditions across null hypersurfaces in a subset of the generalised kinetic gravity braiding class of theories, namely those in which the Lagrangian is linear in the kinetic term $X = -\frac{1}{2} (\nabla \phi)^2$:

$$L = B(\phi)X + V(\phi) - 2\xi(\phi)\Box \phi X + \frac{1}{2} F(\phi)R$$  (1)

Here $B, V, \xi, F$ are arbitrary smooth functions of the dynamical scalar field $\phi$. In the following we denote by $\langle Q \rangle$ and $[Q]$ the average and jump of the quantity $Q$ across the null hypersurface. Greek and capital Latin indices denote spacetime and two-dimensional spatial indices, respectively.

2. Junction conditions

Following Poisson, we employ a pseudo-orthonormal basis with two null vectors $N^\mu$ and $L^\mu$, normalized as $L^\mu N_\mu = -1$. Here $N^\mu$ is the normal (surface gradient, which is also tangent), while $L^\mu$ plays the role of the transverse vector, with respect to which we perform a $(2+1)+1$ decomposition. Across the hypersurface, the continuity of both the metric tensor $g_{\mu\nu}$ and scalar $\phi$ are required. Their first derivatives can have jumps $c_{\mu\nu}$ and $\zeta$ given by

$$[\partial_\kappa g_{\mu\nu}] = -N_\kappa c_{\mu\nu},$$  (2)

$$[\partial_\mu \phi] = -N_\mu \zeta,$$  (3)

hence the second order derivatives of the metric and scalar fields acquire distributional contributions along the thin shell. The distributional equations of motion take the form

$$\varepsilon^{\mu\nu} = \frac{1}{2} \mathcal{F}^{\mu\nu}$$  (4)

$$\varepsilon^\phi = 0,$$  (5)

where $\varepsilon^{\mu\nu}$ and $\varepsilon^\phi$ are the singular parts of the tensorial and scalar Euler-Lagrange expressions, respectively. The distributional stress-energy-momentum tensor of the shockwave may be decomposed with respect to the basis $\{L, N, e_2, e_3\}$ (where $e_2, e_3$ are spatial basis vectors orthogonal to both $L$ and $N$) as

$$\mathcal{F}^{\mu\nu} = \rho N^\mu N^\nu + j^A (N^\mu e^\nu_A + e^\mu_A N^\nu) + p^{AB} e^\mu_A e^\nu_B,$$  (6)

with the expressions $\rho, j^A, p^{AB}$ interpreted as surface energy density, surface current and surface stress, respectively. These quantities could entirely be given in terms of internal hypersurface coordinates, hence they are calculatable even if the bulk coordinates are discontinuous across the hypersurface.
The explicit form of these components for the Lagrangian (1) have been derived\textsuperscript{21} as

\begin{align}
p &= F(\phi)[K_{AB}]q^{AB} + F'(\phi)[\phi_L] - 2\xi(\phi)[\phi_L^2]q_N, \quad (7) \\
J^A &= -F(\phi)[K_{NA}^A] + 2\xi(\phi)\phi_N\phi^A[\phi_L], \quad (8) \\
p^{AB} &= pq^{AB}, \quad (9) \\
p &= F(\phi)[K_{NN}] - 2\xi(\phi)[\phi_L^2]q_N, \quad (10)
\end{align}

where \(\phi_L, \phi_N\) are derivatives along \(L^\mu\) and \(N^\mu\) respectively, \(\phi_A\) is the derivative along \(e^\mu_A\), \(q_{AB} = g(e^A, e^B)\) is the two-dimensional induced metric, \(q^{AB}\) its inverse, capital latin indices are raised and lowered with the \(q\) metrics, and \(K\) is the “transverse curvature” defined as

\[K_{ab} = e^\mu_a e^\nu_b \nabla^\mu L^\nu,\]  

where \(a, b = 1, 2, 3\) and \(e^\mu_1 \equiv e^\mu_N = N^\mu\). The jump of the transverse curvature is related to the jump of the metric derivative as \([K_{ab}] = \frac{1}{2}e^\mu_a e^\nu_b \epsilon_{\mu\nu}\) and the jump of the scalar field’s transverse derivative is \([\phi_L] = \zeta\). Equations (7-10) represent the 2+1 decomposition of the tensorial equation (4), a generalization of the Lanczos equation.

The scalar equation (5) for the Lagrangian (1) becomes

\[0 = \xi(\phi)\phi_N^2 q^{AB}[K_{AB}] - 2\xi(\phi)\phi_N\phi^A[K_{NA}] + F'(\phi)[K_{NN}] - 2\xi(\phi)[\phi_L]q_N + 2\xi(\phi)\phi_N[\phi_L K_{NN}] \quad (12)\]

This equation contains the jumps of various components of the transverse curvature, which in principle are expressible\textsuperscript{21} from the generalized Lanczos equations (7-10) in terms of the surface energy density, current, pressure and the jump of the transverse derivative of the scalar field. Hence, the scalar equation (12) could be perceived as a constraint on the distributional sources, mediated by the cubic derivative coupling \(\xi\) and the jump of the transverse derivative of the scalar and of its square.

The expression \([\phi_L K_{NN}]\) can be transformed away\textsuperscript{21} by a suitable gauge in the tetrad choice. The normal vector field is autoparallel\textsuperscript{3}

\[N^\nu \nabla_\nu N^\mu = \kappa N^\mu \quad (13)\]

with the \textit{non-affinity parameter} \(\kappa = K_{NN}\). If the null fields are rescaled as \(\bar{N}^\mu = e^\alpha N^\mu\) and \(\bar{L}^\mu = e^{-\alpha} L^\mu\) with some function \(\alpha\) defined on the hypersurface, the non-affinity parameter transforms as

\[
\bar{\kappa} = e^\alpha (N^\nu \nabla_\nu \alpha + \kappa). \quad (14)
\]

It is possible to set

\[ [\phi_L \bar{\kappa}] = 0 \quad (15)\]
by solving the differential equation

$$\frac{\partial \alpha}{\partial \lambda} = -\langle \kappa \rangle - \frac{\langle \phi_L \rangle}{[\phi_L]} [\kappa],$$

(16)

where $\lambda$ is a coordinate adapted to $N^\mu$. Therefore, with this choice of gauge, the last term of Eq. (12) vanishes.

3. Concluding remarks

We have presented generic tensorial and scalar junction conditions across null hypersurfaces in generalized kinetic gravity braiding theories with linear kinetic term dependence.

The tensorial equation emerges as a generalized Lanczos equation, with the 2+1 decomposition (7-10) based on a pseudo-orthonormal basis in which the null vector is the normal. The jump of the scalar derivative along a second null vector, which is transverse to the hypersurface, also enters the generalized Lanczos equation.

The scalar equation (12) further constrains the energy, current, pressure of the shock-wave and the jump of the transverse derivative of the scalar field. In the absence of the cubic derivative coupling $\xi$, this simply reduces to the condition of vanishing isotropic pressure of the shock-wave, a property already revealed in the case of Brans-Dicke theory in the Jordan frame.\textsuperscript{22}
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$f(T)$ gravity is a generalization of the teleparallel equivalent of general relativity (TEGR), where $T$ is the torsion scalar made up of the Weitzenböck connection. This connection describes a spacetime with zero curvature but with nonvanishing torsion, which fully encodes the gravitational phenomena. We will present recent results in $f(T)$ gravity related with the issue of the degrees of freedom of the theory. In particular, we discuss the recent finding that $f(T)$ gravity has one extra degree of freedom compared with TEGR, which was concluded through a detailed Hamiltonian analysis of the constraint structure of the theory. The physical interpretation of this result at the level of the trace of the equations of motion and its comparison with the $f(R)$ case is discussed.
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1. Teleparallel gravity and the $f(T)$ paradigm

The teleparallel equivalent of general relativity is an alternative formulation of gravity that employs the tetrad field $e_a = e_μ^a \partial_μ$ as a dynamical variable. Unlike general relativity, which is formulated in a Riemann spacetime equipped with the Levi-Civita connection, teleparallel theories of gravity are commonly defined in terms of the Weitzenböck connection. The Riemann tensor vanishes in this connection, therefore it describes a curvatureless spacetime with absolute parallelism (or teleparallelism). However, the Weitzenböck connection $Γ^ρ_μν = e_ρ^a(\partial_μ E^a_ν - \partial_ν E^a_μ)$, where $E^a_μ dx^μ$ is the co-tetrad field. The action giving dynamical equations that are equivalent to Einstein equations is

$$S = \frac{1}{2κ} \int d^4x \ E \ T = \frac{1}{2κ} \int d^4x \ ES_ρ^{μν} T^ρ_μν$$

where $κ = 8πG$, $E = \det(E^a_μ)$, and it is implicitly defined the torsion scalar $T$, and the so-called superpotential $S_ρ^{μν}$ is given by

$$S_ρ^{μν} = \frac{1}{4}(T^{μν}_ρ - T^{μρ}_ν + T^{νρ}_μ) + \frac{1}{2} T^σ_ρ \delta^{μν}_σ - \frac{1}{2} T^σ_ν \delta^{μν}_σ.$$  

The equations of motion for the action (1) are

$$4e_ρ^a(Ee_λ^μ S_λ^{μν}) + 4e_μ^a T_ρ^{μλ} S_ρ^{λν} - e_ν^a T = -2κe_ρ^a T^ρ_σ,$$

where $T^σ_ν$ represents the energy-momentum tensor. The equivalence between GR and TEGR theories emerges, both at the levels of the equations of motion and
the Lagrangians, when the metric is expressed in terms of the co-tetrad as \( g_{\mu\nu} = \eta_{ab} E^a_\mu E^b_\nu \), since it results

\[
R = -T + 2 e \partial_\mu (ET^\mu)
\]

where \( R \) is written in terms of the tetrad field and calculated with the Levi-Civita connection. Therefore, both Lagrangians only differ by a surface term that is integrated out when plugged into the action.

TEGR is a suitable framework for building deformations of GR, since its Lagrangian has only first order derivatives of the tetrad field, therefore any function of \( T \) will give a gravitational theory with second order equations of motion. The first application of modified teleparallel gravities to high energy modifications of GR was through a Born-Infeld approach\(^1\), where the main purpose was to obtain an early accelerated expansion of the Universe without resorting to an inflaton field. Later there were proposed low energy deformations to GR through the so-called \( f(T) \) gravities, intended to be an alternative explanation of the late-time accelerated expansion of the Universe. The \( f(T) \) gravity action is given by\(^2-4\)

\[
S = \frac{1}{2\kappa} \int d^4x \, E f(T),
\]

and its equations of motion are

\[
4e \partial_\mu (f'(T) E \delta_{\lambda}^\mu S_{\lambda}^{\mu\nu} + 4f'(T) E_{\alpha}^{\lambda} T^{\alpha}_{\mu\lambda} S_{\sigma}^{\mu\nu} - e_{\alpha}^{\nu} f(T) = -2\kappa e_{\alpha}^{\lambda} T_{\lambda}^{\nu}. \]

These dynamical equations have a very unusual peculiarity: they violate local Lorentz invariance. This happens in a very particular way: given a tetrad \( E^a \) that satisfies the equations (6), the local Lorentz transformed tetrad \( E^a' = \Lambda^a_a E^a \) does not necessarily satisfy them. This is commonly understood as the theory choosing a preferential frame that endows the spacetime with a determined parallelization. Other interpretations of the problem of Lorentz invariance and its relation with the additional degree(s) of freedom of the theory will be reviewed in the next section.

2. On local Lorentz invariance and Hamiltonian formalism

The issue about the number and nature of the additional degrees of freedom in modified teleparallel gravity theories is an open question, which has been faced through several approaches. One of the main strategies utilized is the study of the Hamiltonian formulation of \( f(T) \) gravity. This has been studied in the past\(^5\), with the outcome that the theory possesses \( n - 1 \) extra d.o.f. when compared with TEGR. The authors suggested that the extra d.o.f. of \( f(T) \) gravity would manifest in a kind of Higgs mechanism, through a massive vectorial field or a scalar field plus a massless vectorial field. So far, it has not been shown such physical equivalence between these hypothetical fields and the \( f(T) \) Lagrangian. Moreover, no extra degrees of freedom appears at the level of cosmological perturbations\(^6-9\). This strongly suggests that the counting of degrees of freedom in\(^5\) should be revised in the light of new work. Recently the issue about the Hamiltonian formalism of
\( f(T) \) gravity has been revised by an independent Hamiltonian analysis\(^{10}\), with the outcome that the theory possess only one extra degree of freedom compared with TEGR. This analysis was based in a Hamiltonian formulation of teleparallel gravity\(^{11}\) built from a Lagrangian quadratic in first-order derivatives in the tetrad field and proportional to a supermetric\(^{11}\) or constitutive tensor\(^{12}\), a Lorentz invariant mathematical object that significantly simplifies the calculation of the Hamiltonian and the Poisson brackets. This formulation shows that the Hamiltonian structure of TEGR is very simple: the traditional Arnowitt-Deser-Misner constraint structure from general relativity has an additional subalgebra representing local Lorentz transformations that are gauge symmetries of the theory\(^{11}\).

The Hamiltonian formulation of TEGR mentioned before has been used to develop the Hamiltonian formulation of \( f(T) \) gravity in the Jordan frame representation of the theory\(^{10}\). This frame is obtained by defining the Legendre transform of the \( f(T) \) action with the help of a scalar field, alike to the \( f(R) \) gravity case. It is found a novel constraint structure where it appears a new constraint associated with the introduction of the scalar field, which does not commute with a subset of the constraints \( \tilde{G}_{ab}^{(1)} \) associated with the Lorentz sector. In particular, the scalar field constraint \( G_{\pi}^{(1)} \) has a nonvanishing Poisson bracket with only one linear combination of the \( n(n-1)/2 \) Lorentz constraints \( \tilde{G}_{ab}^{(1)} \). Both constraints pair up to become second class, while the remaining constraints are first-class. This could be interpreted as a partial violation of Lorentz symmetry in a unique, undetermined combination of boosts and rotations. The counting of degrees of freedom gives that \( f(T) \) gravity has \( n(n-3)/2 + 1 \) physical d.o.f., this means one additional d.o.f. \( f(T) \) gravity compared with TEGR\(^{10}\).

Other meditations upon the degrees of freedom of \( f(T) \) gravity can be found in the literature. For instance, the method of characteristics for hyperbolic partial differential equations has been applied for studying the qualitative behavior of the degrees of freedom\(^{13}\). The authors find evidence for an extra d.o.f., however they assume that the theory would have three extra d.o.f.\(^{5}\). The absence of the supposedly missing two extra d.o.f. leads to the authors to conclude that the theory would have superluminal modes and a bad posed Cauchy problem. It is mandatory to revisit these claims in the light of recent research. Other potentially helpful approaches in this respect must be explored, as the proposals of covariant approaches where the spin connection is taken different from zero\(^{14-16}\). Another helpful strategy could be the introduction of Lagrange multipliers that enforce the vanishment of the Riemann tensor, guaranteeing the null curvature condition\(^{17}\). Finally, considerations about remnant symmetries on the theory\(^{18}\) and the search for solutions to \( f(T) \) through a null tetrad approach\(^{19,20}\) should be further addressed.

In what follows, we will explore one possible approach for understanding the nature of the extra d.o.f. in \( f(T) \) gravity, through its comparison with the well known \( f(R) \) gravity case. We will find convincing evidence for its existence in the trace of the equations of motion, however it is noteworthy to point out that the interpretation of the extra d.o.f. in both theories is radically different.
3. The nature of the extra d.o.f.

One of the most studied modifications of general relativity is $f(R)$ gravity. The action of this gravitational theory is given by

$$S_{f(R)} = \frac{1}{2\kappa} \int d^4x \sqrt{-g} f(R) + S_m(g_{\mu\nu}),$$

(7)

where $S_m$ is the action for matter minimally coupled to gravity. This action has fourth-order dynamical equations given by

$$f'(R)R_{\mu\nu} - \frac{1}{2} f(R)g_{\mu\nu} - \frac{\nabla_\mu \nabla_\nu - g_{\mu\nu} \Box}{2} f'(R) = \kappa T_{\mu\nu}.$$ 

(8)

By taking the trace of the equations of motion it is obtained a relation between the Ricci scalar $R$ and the trace $T$ of the energy-momentum tensor that is algebraical, that is

$$f'(R)R - 2f(R) + 3 \Box f'(R) = \kappa T.$$ 

(9)

This equation shows the propagation of a new degree of freedom related with $f'(R)^{22,23}$. Moreover, it is possible to write (8) and (9) as second-order equations for the metric and the scalar object $f'(R)$ by changing the notation to

$$\phi \equiv f'(R), \quad V(\phi) \equiv R\phi - f(R),$$

(10)

to rewrite Eq.(8) as

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = \frac{\kappa}{\phi} T_{\mu\nu} - \frac{g_{\mu\nu}}{2\phi} V(\phi) + \frac{1}{\phi} [\nabla_\mu \nabla_\nu \phi - g_{\mu\nu} \Box \phi].$$

(11)

We recognize in Eq.(10) the Legendre transform of $f(R)$, hence it is also obtained that $R = V'(\phi)$, which together with (11) are the dynamical equations associated with the action

$$S_{fR}[g_{\mu\nu}, \phi] = -\frac{1}{2\kappa} \int d^4x \sqrt{-g} [\phi R - V(\phi)] + S_{\text{matter}}.$$ 

(12)

For completing the Legendre transformations it is needed that $\phi$ be a function of the scalar curvature $R$ and moreover, that the Lagrangian in (12) is equivalent to the Legendre transform of the function $V(\phi)$, therefore it can be rewritten as a function of $R$ by defining $f(R) = \phi R - V(\phi)$. The trace of Eq. (11) can be regarded as a wave equation for a self-interacting scalar field $\phi$, since it satisfies

$$3 \Box \phi - \phi^3 V'(\phi) = \kappa T.$$ 

(13)

In this way, $\phi$ looks as a scalar field minimally coupled to the metric $g_{\mu\nu}$, but also coupled to the matter through the trace of the energy-momentum tensor. Meanwhile, Eq.(11) are Einstein equations, on which the source are the matter and the scalar field. The strategy used through the redefinition (10) allows to rephrase $f(R)$
gravity as a scalar-tensor theory with second-order dynamical equations. The equations (11) describe the dynamics of the metric field, therefore they encompass two d.o.f. in four dimensions. Additionally, there is one extra d.o.f. described by (13).

A reasonable approach would be to perform the same procedure to the equations of motion of $f(R)$ gravity, that is to say, to develop an analogous calculation of the trace of the equations of motion. The analogy is not complete, due to the fact that, while the equations of motion of $f(R)$ gravity are second-order in $f(R)$, the dynamical equations for $f(T)$ gravity are first-order in the analog variable $f'(T)$. We can clearly see this feature if we rewrite the equations of motion (6) through the Legendre transform

$$\phi = f'(T), \quad V(\phi) = T\phi - f(T),$$

(14)
to become

$$4\phi^{-1}e_{\mu}^{\tau}(\phi E_{\alpha}^{\lambda}S_{\mu\nu}^{\lambda\nu}) + 4e_{a}^{\lambda\mu}T_{\mu\nu} - e_{a}^{\nu\mu}T = -\frac{2\kappa}{\phi}e_{a}^{\lambda\mu}T^{\lambda\nu} + e_{a}^{\nu\mu}V(\phi).$$

(15)

These dynamical equations keep the structure of the TEGR equations, except for the renormalization of the volume $E$, the gravitational constant $\kappa$, and an additional term $\phi^{-1}V(\phi)$ that behaves as a local cosmological constant. Then the trace of (15) easily writes as

$$2T_{\mu}^{\nu}\partial_{\mu}\phi + 2\phi e^{\tau}_{\mu}e_{\mu}^{\tau}(ET^{\mu}) - T\phi + 2V(\phi) = -\kappa T,$$

(16)
or alternatively as

$$2T_{\mu}^{\nu}\partial_{\mu}\phi + 2V(\phi) + \phi R = -\kappa T,$$

(17)
when substituting $2e_{\mu}^{\tau}(ET^{\mu})$ by $R + T$, as stated in Eq.(4). We return to the TEGR case when $\phi = 1$ and $V(\phi) = 0$; in this case the equation (17) implies $R = -\kappa T$, the classical result obtained in GR. Therefore, it is fair to say that (17) encodes more information than merely GR, and could be interpreted as the description of the propagation of an extra scalar degree of freedom that was not present in TEGR. It has been suggested that the existence of an extra d.o.f. in $f(T)$ is connected with the loss of a gauge symmetry. This can be seen in terms of the symmetries of $T$, which do not remain invariant under general local Lorentz transformations. Henceforth, $f(T)$ will inherit a remnant gauge symmetry, which has an on-shell character$^{21}$. The implications of this remnant symmetry and its relevance in cosmological solutions deserves further research.

4. Conclusions and future work

In this work we have introduced teleparallel gravity and its simplest modification, the so-called $f(T)$ gravity, and briefly reviewed the important issue about the degrees of freedom in this theory. We have discussed several approaches on the counting of d.o.f., in particular some results obtained through the Dirac-Bergmann algorithm for constrained Hamiltonian systems. Recent work suggests that $f(T)$ gravity...
would have only one extra d.o.f., in opposition to previous research. These claims are checked through the comparison with the $f(R)$ gravity case. In both theories the calculation of the trace of the equations of motion reveals an additional scalar d.o.f.. Nonetheless, its interpretation in the $f(T)$ case is qualitatively different, as it satisfies a first-order differential equation. This equation shows evidence that the additional scalar field could be related to the proper parallelization of spacetime. It is strongly encouraged further research about the characterization of the d.o.f. of more general teleparallel gravities and its implications in cosmology and compact objects.
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In 2010, Banados and Ferreira (BF) constructed a variant of Born-Infeld (BI) gravity with a simple matter coupling and demonstrated how the standard background FRW cosmology could become free of curvature singularities (big-bang). Further investigations revealed many interesting consequences of this BF version of BI gravity. For a toy 3D version, we show a simple analytical solution exhibiting the removal of the big-bang singularity. Thereafter, we look at BI gravity coupled to scalar BI matter, where we are able to find non-singular (loitering and bounce types) background solutions with late as well as early time acceleration. Finally, we elevate the BI gravity parameter to a space-time dependent field (in a novel Brans-Dicke like way) and demonstrate how cosmologies without singularities and with late as well as early-time acceleration can indeed arise quite naturally.

1. The singularity problem

The fact that curvature singularities inevitably appear in many solutions of Einstein’s field equations of General Relativity (GR) is well-known. Very general theorems on singularities (largely defined using geodesic incompleteness) with minimal assumptions (causal structure and energy conditions) were proven long ago by Penrose, Hawking and others. In electrodynamics too, a singular behaviour of the electric field at the location of the charge is known. It is not any huge embarrassment in electrodynamics. On the other hand a spacetime singularity (be it in the sense of diverging curvature scalars or geodesic incompleteness or both) is indeed problematic because one cannot extend the spacetime beyond that location. Apart from the fact that via Einstein equations, spacetime singularities correspond to infinities in energy density of matter, it is the inextendability of spacetime beyond such special points where some pathologies arise and/or curvature invariants diverge, which makes the theory unacceptable at those points.

It is believed that quantum gravity would cure classical GR of the singularity problem. And, indeed there are indications in various such attempts – i.e. in string theory and loop quantum gravity. On the other hand, it may be asked if any other classical theory of gravity can admit non-singular solutions. This is a valid question and it is along these lines we direct our presentation below.
2. Born-Infeld structures and Born-Infeld gravity

The appearance of a singularity at the location of the electric charge, is well known. A way out was sought in the work of Born and Infeld (BI)\(^1\), which had links with earlier work due to Eddington\(^2\). BI proposed a nonlinear electrodynamics with an action given as:

\[
S_{BI} = \int \frac{1}{\kappa^2} \left\{ 1 - \sqrt{-Det[\eta_{ij} + \kappa F_{ij}]} \right\} d^4x. \tag{1}
\]

The field equations when solved for a point source lead to a resolution of the self-energy singularity in the electric field. \(\kappa\) plays the role of a new parameter which yields an upper bound on the electric field of a point charge.

In 1998, Deser and Gibbons\(^3\) first proposed a gravity action (in a metric formulation) building on BI electrodynamics and Eddington’s old ideas (notably the square root and the determinant in the action). Later, in 2004, Vollick\(^4\) worked out a Palatini formulation of the Deser-Gibbons theory, incorporating matter in a rather artificial way. More recently, Banados and Ferreira (BF)\(^5\) have come up with a theory where the matter coupling is quite simple. The action proposed by BF is given as:

\[
S_{BF}(g, \Gamma, \Psi) = \frac{1}{\kappa} \int d^4x \left[ \sqrt{-|g_{ij} + \kappa R_{ij}|} - \lambda \sqrt{-g} \right] + S_M(g, \Psi), \tag{2}
\]

where \(|g_{ij} + \kappa R_{ij}| = Det[|g_{ij} + \kappa R_{ij}|]\) and \(g = Det[g_{ij}]\). Note that the matter coupling here is standard, using the \(g_{ij}\) and matter fields \(\Psi\). For \(\kappa R\) small we get back the Einstein-Hilbert action \((\Lambda = \frac{\lambda}{\kappa})\). When \(\kappa R\) is large we recover the Eddington action\(^2\). Without matter, BF theory is equivalent to GR.

Variation w.r.t. \(g_{ij}\) gives us the field equation:

\[
\sqrt{-gg^{ij}} = \lambda \sqrt{-gg^{ij}} - \kappa \sqrt{-gT^{ij}}. \tag{3}
\]

On varying w.r.t \(\Gamma^i_{jk}\) we find that the \(q_{ij}\) as obtained from solving the equation,

\[
q_{ij} = g_{ij} + \kappa R_{ij}(q) \tag{4}
\]

is a metric with a Christofel connection. The usual conservation law (covariant derivative using \(g_{ij}\), \(\nabla_j T^{ij} = 0\) holds. One may also consider the BF action as a bimetric gravity action where the two metrics are \(q_{ij}\) and \(g_{ij}\). \(g_{ij}\) is the physical one while \(q_{ij}\) is auxiliary.

The main problem in finding analytical solutions is in the inversion of the equation \(q_{ij} = g_{ij} + R_{ij}(q)\). Since these equations cannot be solved, one needs to postulate \(g_{ij}\) and \(q_{ij}\) separately (with different unknown functions) and write down the field equations. Then only one may be able to find solutions. We shall now provide examples in cosmology. For more details on Born-Infeld inspired gravity theories and their consequences see a recent review\(^6\).
2.1. Cosmology

We assume line elements of the form:

\[ ds^2 = -dt^2 + a^2(t) \left( dx^2 + dy^2 + dz^2 \right), \]

\[ ds_q^2 = -U(t) dt^2 + a^2(t) V(t) \left( dx^2 + dy^2 + dz^2 \right), \]

where \( U(t), V(t), a(t) \) are three unknowns. The energy-momentum tensor \( T^{ij} \) is that of a perfect fluid, i.e. \( T^{00} = \rho, T^{\alpha\alpha} = p \ (\alpha = 1, 2, 3) \).

With these assumptions one writes down all the field equations stated earlier, for this case. Assuming \( p = \rho^3 \) one gets the Friedmann equation as:

\[ 3H^2(\bar{\rho}) = 1 - \frac{1}{\kappa} \left[ \bar{\rho} - 1 + \frac{1}{3\sqrt{3}} (1 + \bar{\rho})(3 - \bar{\rho})^3 \right] \times \frac{(1 + \bar{\rho})(3 - \bar{\rho})^2}{(3 + \bar{\rho})^2} \]

where \( \bar{\rho} = \kappa \rho \). For small \( \bar{\rho} \) one gets \( H^2 \sim \frac{4}{3} \), which is the Friedmann equation in GR. Note that \( H^2 \) has zeros at \( \bar{\rho} = 3 \) and \( \bar{\rho} = 0 \) for \( \kappa > 0 \). For \( \kappa < 0 \) zeros are at \( \bar{\rho} = 0 \) and \( \bar{\rho} = -1 \). Note the difference with the usual FRW model where \( 3H^2 = \rho \) and the only zero is at \( \rho = 0 \).

One can find numerical solutions of the scale factor for \( \kappa < 0, \kappa > 0 \) (Fig. 1):

![Fig. 1. Plot of the scale factor \( a(t) \) for \( \kappa = \pm 1 \). \( a_B \) is the nonzero minimum value of \( a(t) \) corresponding to maximum density \( \bar{\rho}_B \) and \( t \) is an arbitrary time scale. \( 8\pi G = 1, c = 1 \).](image)

Note the nonzero minimum value of \( a(t) \) which corresponds to the upper limit on \( \rho \). There is no big-bang singularity or any singularity in the future. The absence of the singularity is largely controlled by the BI parameter \( \kappa \) and the structure of BI gravity. In a toy 2 + 1 dimensional model it is possible to find simple analytical solutions which exhibit non-singular features. For example, in a 2 + 1 version of the BF theory, the scale factor in the 2 + 1 cosmology (with \( \kappa < 0 \) and \( p = \frac{\rho}{2} \)), has the form: \( a(t) = \sqrt{\frac{\rho}{|\kappa|}} + 1 \), which never vanishes and yields a toy, nonsingular universe.

3. BI gravity + BI matter: cosmologies

A useful question to ask is: what happens if there are BI structures in both the gravity and matter sectors in BF theory? We assume a simple scalar BI structure
which has been studied extensively as tachyon matter about a decade or so ago. The action we work with is
\[ S = S_{BI}(g, \Gamma, \Psi) + S_M, \]
where
\[ S_{BI} = \frac{c^3}{8\pi G \kappa} \int d^4x \left[ \sqrt{-|g_{\mu\nu} + \kappa R_{\mu\nu}(\Gamma)|} - \lambda \sqrt{-g} \right], \]
where \( \lambda = \kappa \Lambda + 1 \), and
\[ S_M = -\frac{1}{c} \int \sqrt{-g} \alpha_T^2 V(\phi) \sqrt{1 + \alpha_T^{-2} g_{\mu\nu} \partial_\mu \phi \partial_\nu \phi} d^4x, \]
where \( V(\phi) \) is the potential for the scalar field and \( \alpha_T \) is the constant parameter. Analytical solutions are possible. More importantly, we ask: what are the features of the cosmological solutions? Here, in Fig. 2, the scale factor \( a(\tau) \) for a constant negative pressure solution with the equivalent pressure and energy densities of the scalar field, \( p_\phi = -\alpha_T^2 C_2 c^2 \) and \( \rho_\phi = C_2 (a^{-3} + \alpha_T^2 \tau^2) \) is plotted as a function of the cosmological time \( \tau \). We choose \( 8\pi G = 1, c = 1 \) and \( \kappa = 0.5, \alpha_T = 5.0, C_2 = 0.001. \) Initial value of \( a(\tau) \) is chosen as \( a = 0.06 \) at \( \tau = 0.06 \). Initial loitering is followed by deceleration and late-time acceleration. The zoomed version in Fig. 3 shows clearly the loitering phase and the transition into deceleration. The loitering phase also includes an acceleration, where the scale factor has an exponential growth \((a \sim a_0 \exp(2\sqrt{2}c \tau / \sqrt{3\kappa}))\). For negative \( \kappa \) we obtain a bounce solution (not shown).

![Fig. 2. Plot of scale factor \( a(\tau) \).](image1)

![Fig. 3. Zoomed \( a(\tau) \) near big-bang](image2)

We have fitted the late-time acceleration found in our solution, using Type Ia supernovae (Union2.1 compilation) data. The best fit values of the cosmological parameters for the positive \( \kappa \) solution are given as:
\[ q_0 = -0.605^{+0.026}_{-0.054}; \quad \Omega_{DM0} = 0.255^{+0.051}_{-0.021}; \quad \Omega_{DE0} = 0.745^{+0.016}_{-0.051} \]
Note that there is no separate dark matter or dark energy. We use a result due to Roy Chowdhury and Padmanabhan\(^9\) to split the BI matter into a dark matter part and a dark energy part. This is characteristic of BI matter like the scalar BI used here. In summary, the BI matter coupled to BI gravity does produce a nonsingular universe with a late-time acceleration. More details are available in\(^8\).
4. BI gravity with a Brans-Dicke scalar: cosmologies

Let us finally turn to another important issue which is related to the BI gravity parameter $\kappa$. From various proposals for tests of the BF theory one obtains various bounds on $\kappa$. This is rather problematic and we wish to avoid this in a Brans-Dicke like way. Recall that the original BD idea was to replace $G$ by a smooth field $\phi(x, y, z, t)$. Here we replace $\kappa$ with a smooth field $\kappa(x, y, z, t)$. The action is taken as:

$$S_{BI\kappa} = \int \left[ \frac{1}{\kappa} \left( \sqrt{-g} \left| g_{\alpha\beta} + \kappa R_{\alpha\beta}(\Gamma) \right| - \sqrt{-\tilde{g}} \right) - \sqrt{-\tilde{g}} \tilde{\omega}(\kappa) g^{\mu\nu} \partial_\mu \kappa \partial_\nu \kappa \right] d^4x + S_M(g, \Psi).$$

(8)

Here, $\tilde{\omega}(\kappa)$ is a coupling function (like in scalar-tensor theories).

The three field equations ($\Gamma$, $g$ and $\kappa$ variation) are:

$$q_{\alpha\beta} = g_{\alpha\beta} + \kappa R_{\alpha\beta}(q),$$

(9)

$$\sqrt{-q} g^{\alpha\beta} - \sqrt{-g} g^{\alpha\beta} = -\kappa \sqrt{-g} T_{\alpha\beta}^{eff}$$

(10)

where

$$T_{\alpha\beta}^{eff} = T_{\alpha\beta} - 2 \tilde{\omega}(\kappa) g^{\mu\nu} \partial_\mu \kappa \partial_\nu \kappa + 2 \tilde{\omega}(\kappa) g^{\mu\alpha} g^{\nu\beta} \partial_\mu \kappa \partial_\nu \kappa,$$

(11)

$T_{\alpha\beta}^{eff}$ is the usual stress-energy tensor, and finally,

$$2\kappa \tilde{\omega}(\kappa) \nabla_\mu \nabla^\mu \kappa + \kappa \tilde{\omega}'(\kappa) \nabla_\mu \kappa \nabla^\mu \kappa + \frac{1}{\kappa} \sqrt{-q} \left( \frac{1}{2} q^{\alpha\beta} R_{\alpha\beta}(q) - \frac{1}{\kappa} \right) = 0.$$ (12)

We now turn to FRW cosmologies. Assuming $\kappa(t) = \kappa_0 + \epsilon e^{\mu t}$ with $\kappa_0$, $\epsilon$, and $\mu$ as parameters, we consider several cases: $p, p = 0$ (vacuum); $p = 0$ (pressureless dust); $p = \frac{\epsilon}{2}$ (radiation). We investigate the nature of the scale factors for various ranges of $\kappa_0$, $\epsilon$ and $\mu$.

Let us illustrate this for the case of radiation: (a) $p = \frac{\epsilon}{2}$: $\kappa_0 > 0$, $\mu > 0$, $\epsilon < 0$ (Fig. 4(a)), (b) $p = \frac{\epsilon}{2}$: $\kappa_0 < 0$, $\mu > 0$, $\epsilon < 0$ (Fig. 4(b)).

Generic features for $\kappa > 0$ (non-singular beginning), and $\kappa < 0$ (bounce) are retained in Figs. 4(a) and 4(b). Further details on this work is available in 10.

5. Concluding remarks

A recently proposed novel theory of gravity based on a Born–Infeld structure which matches with GR in vacuum is discussed with emphasis on its ability to resolve the cosmological singularity problem. We have first shown how the original BF version yields a nonsingular FRW universe. Incorporating BI structures in both the gravity and matter sectors we have analytically obtained non-singular FRW cosmologies with initial loitering and late time acceleration. We have also fitted the late-time cosmology with available Supernova data and obtained best-fit values for the cosmological parameters. Further, solutions with an initial bounce and late acceleration are found.
Fig. 4. (a) plot of scale factor $a(t)$ for $\kappa_0 > 0$, $\mu > 0$, $\epsilon < 0$. The parameters used are $\kappa_0 = 1$, $\mu = 0.1$, and $\rho_0 = 0.1$ (in $\rho = \rho_0/a^4$). We choose $a(0) = 1$, $\kappa(0) = 0.999$ for the numerical solution. (b) plot of scale factor $a(t)$ for $\kappa_0 < 0$, $\mu > 0$, $\epsilon < 0$. The parameters used are $\kappa_0 = -1$, $\mu = 0.1$, and $\rho_0 = 0.01$. We choose $a(0) = (-\kappa_0 \rho_0)^{1/4} = a_B$, $\kappa(0) = -1.00001$ for the numerical solution.

In the final part of this article, we have proposed a Brans-Dicke like modification of the BI gravity theory where the BI parameter is elevated to a scalar field. Analysing cosmological solutions we have observed that a nonsingular FRW universe is possible here too for $\kappa > 0$, while for $\kappa < 0$, we have an initial bounce.

Are these solutions useful as background cosmologies? Can we study cosmological perturbations, structure formation, early universe phenomenology, inflation, dark matter, CMB ... in the models we have discussed here? Unless that is done and more links with present-day cosmological observations are established, these models and solutions will merely remain elegant mathematical curiosities.
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We present a novel theory of gravity, namely, an extension of symmetric teleparallel gravity. This is done by introducing a new class of theories where the nonmetricity \( Q \) is coupled nonminimally to the matter Lagrangian. This nonminimal coupling entails the nonconservation of the energy-momentum tensor, and consequently the appearance of an extra force. We also present several cosmological applications.
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1. Introduction

The fact that general relativity (GR) is facing so many challenges, namely, (i) the difficulty in explaining particular observations, (ii) the incompatibility with other well established theories, (iii) and the lack of uniqueness, may be indicative of a need for new gravitational physics. Thus, a promising approach is to assume that at large scales GR breaks down, and a more general action describes the gravitational field

\[ L \sim f_1(R) + \left[1 + \lambda f_2(R) \right] L_m, \]

where \( f_i(R) \) (with \( i = 1, 2 \)) are arbitrary functions of the Ricci
scalar $R$ and $L_m$ is the matter Lagrangian density. Applications have been explored such as in an effective dark energy or dark matter\textsuperscript{9–12}. An interesting feature of these theories is the non-conservation of the energy-momentum tensor, so that the coupling between the matter and the higher derivative curvature terms describes an exchange of energy and momentum between both.

Indeed, it is possible to tackle gravitation through several approaches, namely, with the metric formalism\textsuperscript{1–3}, which consists on varying the action with respect to the metric and setting the Levi-Civita connection, or through the metric-affine formalism\textsuperscript{13}, where the metric and the affine connection are regarded as independent variables, or even through a hybrid approach\textsuperscript{9,14,15}. Note that the metric $g_{\mu\nu}$ may be thought of as a generalization of the gravitational potential and is used to define notions such as distances, volumes and angles. On the other hand, the affine connection $\Gamma^\nu_{\alpha\beta}$ defines parallel transport and covariant derivatives.

In fact, a basic result in differential geometry is that the general affine connection may be decomposed into the following 3 independent components:

\begin{equation}
\Gamma^\lambda_{\mu\nu} = \{\lambda_{\mu\nu}\} + K^\lambda_{\mu\nu} + L^\lambda_{\mu\nu},
\end{equation}

where the first term is the Levi-Civita connection of the metric $g_{\mu\nu}$, defined as:

\begin{equation}
\{\lambda_{\mu\nu}\} = \frac{1}{2} g^{\lambda\beta} (\partial_\mu g_{\beta\nu} + \partial_\nu g_{\beta\mu} - \partial_\beta g_{\mu\nu}).
\end{equation}

The second term $K^\lambda_{\mu\nu}$ is the contortion, given by

\begin{equation}
K^\lambda_{\mu\nu} \equiv \frac{1}{2} T^\lambda_{\mu\nu} + T_{(\mu\lambda\nu)},
\end{equation}

with the torsion tensor defined as $T^\lambda_{\mu\nu} \equiv 2\Gamma^\lambda_{[\mu\nu]}$. The third term is the disformal

\begin{equation}
L^\lambda_{\mu\nu} \equiv \frac{1}{2} g^{\lambda\beta} (-Q_{\mu\beta\nu} - Q_{\nu\beta\mu} + Q_{\beta\mu\nu}),
\end{equation}

which is defined in terms of the nonmetricity tensor, given by $Q_{\mu\nu\rho} \equiv \nabla_\rho g_{\mu\nu}$.

This implies that by making assumptions on the affine connection, one is essentially specifying a metric-affine geometry\textsuperscript{16}. For instance, the standard formulation of GR assumes a Levi-Civita connection, which implies vanishing torsion and nonmetricity, while its teleparallel equivalent (TEGR), uses the Weitzenböck connection, implying zero curvature and nonmetricity\textsuperscript{17}. More recently, the symmetric teleparallel theories of gravity were analysed in\textsuperscript{18–21}, which possess remarkable features. Here, we present an extension of the symmetric teleparallel gravity, by introducing a new class of theories where a general function of the nonmetricity $Q$ is coupled nonminimally to the matter Lagrangian, in the framework of the metric-affine formalism\textsuperscript{22}.

This work is outlined in the following manner: In Section 2, we present the formalism of an extended symmetric teleparallel equivalent of general relativity. In Section 3, we consider some cosmological applications and conclude in Section 4.
2. Nonmetricity-matter coupling

2.1. Action and gravitational field equations

Consider the action defined by two functions of the nonmetricity $Q$, given by

$$S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} f_1(Q) + f_2(Q)L_M \right],$$  \hspace{1cm} (5)

where $L_M$ is a Lagrangian function for the matter fields.

We define the nonmetricity tensor and its two traces as follows:

$$Q_{\alpha\mu
u} = \nabla_\alpha g_{\mu\nu}, \quad Q_\alpha = Q_{\alpha\mu\mu}, \quad \tilde{Q}_\alpha = Q_{\mu\alpha\mu}.$$  \hspace{1cm} (6)

It is also useful to introduce the superpotential

$$4P^\alpha_{\mu
u} = -Q^\alpha_{\mu
u} + 2Q_{(\mu}^{\alpha\nu)} - Q^{\beta\mu}g_{\nu\beta} - \tilde{Q}^{\alpha}_{\mu\nu} - \delta^\alpha_\mu Q_{\nu},$$  \hspace{1cm} (7)

where one can readily check that $Q = -Q_{\alpha\mu\nu}P^{\alpha\mu\nu}$, which is a useful relation.

For notational simplicity, we introduce the following definitions

$$f = f_1(Q) + 2f_2(Q)L_M, \quad F = f'_1(Q) + 2f'_2(Q)L_M,$$  \hspace{1cm} (8)

and specify the following variations

$$T_{\mu\nu} = -\frac{2}{\sqrt{-g}} \delta(\sqrt{-g}P^\alpha_{\mu\nu}) + \frac{1}{2} g_{\mu\nu}f_1 + F (P_{\alpha\mu\nu}Q_{\nu\beta} - 2Q_{\alpha\beta\mu}P^{\alpha\beta\nu}) = -f_2T_{\mu\nu}.$$  \hspace{1cm} (9)

2.2. Divergence of the energy-momentum tensor

The divergence of the energy-momentum tensor is given by:

$$\frac{2}{\sqrt{-g}} \nabla_\alpha \left( \sqrt{-g} P_{\mu\nu}^\alpha \right) + \frac{1}{2} g_{\mu\nu}f_1 + F (P_{\alpha\mu\nu}Q_{\nu\beta} - 2Q_{\alpha\beta\mu}P^{\alpha\beta\nu}) = -f_2T_{\mu\nu}.$$  \hspace{1cm} (10)

and the variation with respect to the connection, yields the following relation

$$\nabla_\mu \nabla_\nu \left( \sqrt{-g} P_{\mu\nu}^\alpha - f_2H_{\alpha\mu\nu} \right) = 0.$$  \hspace{1cm} (11)

2.2. Divergence of the energy-momentum tensor

The divergence of the energy-momentum tensor is given by:

$$\mathcal{D}_\mu T_{\nu}^{\mu} = \frac{2}{\sqrt{-g}} \nabla_\alpha \nabla_\beta H_{\nu}^{\alpha\beta} = \frac{2}{\sqrt{-g}f_2} \left[ [\nabla_\alpha \nabla_\beta f_2] H_{\nu}^{\alpha\beta} + 2f_2(\nabla_\alpha \nabla_\beta)H_{\nu}^{\alpha\beta} \right] - (T_{\nu}^{\mu} - \delta_\mu^\alpha L_M) \nabla_\mu \log f_2,$$  \hspace{1cm} (12)

where $\mathcal{D}_\alpha$ denoted the metric covariant derivative with respect to the symbols (2).

This shows that due to the coupling between the nonmetricity $Q$ and the matter fields, the matter energy-momentum tensor is no longer conserved. The first term of the right-hand-side is due to the nonminimal coupling of the hypermomentum, and the second term is related to the nonminimal coupling of the energy-momentum tensor.
Consider a perfect fluid, given by the energy-energy tensor, \( T_{\mu\nu} = (\rho + p) u_\mu u_\nu + pg_{\mu\nu} \), so that the energy and momentum balance equations gives
\[
\dot{\rho} + 3\mathcal{H}(\rho + p) = S,
\]
where \( \dot{\cdot} = u_\mu D^\mu \), and \( \mathcal{H} = (1/3)D^\mu u_\mu \). For simplicity, one can decompose the energy source term as \( S = S_T + S_H \), where \( S_T \) is defined by
\[
S_T = (\rho + L_M) \frac{f_2}{f_2},
\]
which vanishes when we adopt the Lagrangian \( L_M = -\rho \), and the hypersource is given as
\[
S_H = -\frac{2}{\sqrt{-g}} u^\nu \left[ \nabla_\alpha \nabla_\beta H_{\nu}^{\alpha\beta} + \frac{1}{f_2} (\nabla_\alpha \nabla_\beta f_2) H_{\nu}^{\alpha\beta} + \frac{1}{f_2} f_{2,(\alpha} \nabla_{\beta)} H_{\nu}^{\alpha\beta} \right].
\]

Note that the non-conservation of the energy-momentum tensor implies non-geodesic motion, where an extra-force \( F^\lambda \) arises due to the \( Q \)-matter coupling
\[
\frac{d^2 x^\lambda}{ds^2} + \{^\lambda_{\mu\nu}\} u^\mu u^\nu = F^\lambda.
\]

The extra-force can be decomposed as
\[
F^\lambda = -\frac{h^{\alpha\lambda} \nabla_\alpha p}{\rho + p} + F^\lambda_T + F^\lambda_H,
\]
where the first term on the right-hand-side is the usual general relativistic contribution of the pressure gradient. The extra force \( F^\lambda \) consists of the term \( F^\lambda_T \), defined as
\[
F^\lambda_T = (-p + L_M) h^{\lambda\nu} \nabla^\nu \log f_2,
\]
and the hyperforce \( F^\lambda_H \) is given by
\[
S_H = -\frac{2}{\sqrt{-g}} u^\nu \left[ \nabla_\alpha \nabla_\beta H_{\nu}^{\alpha\beta} + \frac{1}{f_2} (\nabla_\alpha \nabla_\beta f_2) H_{\nu}^{\alpha\beta} + \frac{1}{f_2} f_{2,(\alpha} \nabla_{\beta)} H_{\nu}^{\alpha\beta} \right].
\]

It is interesting that the extra force (16) vanishes identically for a perfect fluid if we adopt the Lagrangian prescription \( L_M = p \).

3. Cosmological applications

In the framework of standard Friedman-Robertson-Walker (FRW) geometry, we have \( Q = 6H^2 \). Introducing the effective energy density \( \rho_{\text{eff}} \) and effective pressure \( p_{\text{eff}} \) of the cosmological fluid, defined as
\[
\rho_{\text{eff}} = -\frac{f_2}{2F} \left( \rho - \frac{f_1}{2f_2} \right), \quad p_{\text{eff}} = \frac{2F}{F} H - \frac{f_2}{2f_2} \left( \rho + 2p + \frac{f_1}{2f_2} \right),
\]
we can write the gravitational field equations in a form similar to the Friedmann equations of GR as
\[
3H^2 = \rho_{\text{eff}}, \quad 2\dot{H} + 3H^2 = -p_{\text{eff}}.
\]
To describe cosmological evolution, and the possible transition to an accelerated phase, we also introduce the parameter $w$ of the dark energy equation of state, defined as

$$w = \frac{p_{\text{eff}}}{\rho_{\text{eff}}} = \frac{-4\dot{H} + f_2\left(\rho + 2p + \frac{f_1}{2f_2}\right)}{f_2\left(\rho - \frac{f_1}{2f_2}\right)},$$  \hspace{1cm} (20)$$

The deceleration parameter can be written as

$$q = \frac{1}{2}(1 + 3w) = 2 + \frac{3\left(4\dot{H} - f_1 - 2f_2p\right)}{f_1 - 2f_2p}.$$  \hspace{1cm} (21)$$

Thus, as a first step in this direction we have obtained the generalized Friedmann equations describing the cosmological evolution in flat FRW type geometry. The coupling between matter and the $Q$ field introduces two types of corrections. The first is the presence of a term of the form $f_2/2F$ multiplying the components of the energy-momentum tensor (energy density and pressure) in both Friedmann equations. Secondly, an additive term of the form $f_1/4F$ also appears in the generalized Friedmann equations. The basic equations describing the cosmological dynamics can then be reformulated in terms of an effective energy density and pressure, which both depend on the standard components of the energy-momentum tensor, and on the functions $f_i(Q)$, $i = 1, 2$, and on $F$. In the vacuum case $\rho = p = 0$, the deceleration parameter takes the form $q = -1 + 12\dot{H}/f_1$, showing that, depending on the mathematical forms of the coupling functions, a large number of cosmological evolutionary scenarios can be obtained. Generally, we have shown explicitly that for late times, the Universe attains an exponentially accelerating de Sitter phase$^{22}$.

4. Conclusions

In this work, we have explored an extension of the symmetric teleparallel gravity, by considering a new class of theories where the nonmetricity $Q$ is coupled nonminimally to the matter Lagrangian, in the framework of the metric-affine formalism. As in the standard curvature-matter couplings, this nonminimal $Q$-matter coupling entails the nonconservation of the energy-momentum tensor, and consequently the appearance of an extra force. Thus, in summary, we have established the theoretical consistency and motivations on these extensions of $f(Q)$ family of theories. Furthermore, we considered cosmological applications, in which the presented approach provides gravitational alternatives to dark energy. As future avenues of research, one should aim in characterizing the phenomenology predicted by these theories with a nonmetricity-matter coupling, in order to find constraints arising from observations.
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In this talk we discuss some classical aspects of general polynomial higher-derivative gravity. In particular, we describe the behaviour of the weak-field solutions associated to a point-like mass at small distances and provide necessary and sufficient conditions for the metric to be regular. We also consider the metric for a collapsing thick null shell, and verify that it is regular if the aforementioned conditions are valid.
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1. Introduction

Higher-derivative theories of gravity possess interesting features from both quantum and classical point of views. Indeed, the inclusion of higher-derivative terms in the Lagrangian can make the theory perturbatively renormalizable, while they can also smooth out classical singularities. Owing to these good properties, higher derivatives are often considered in the search for a fundamental theory of gravity. One of the main difficulties of this approach to quantum gravity, nonetheless, is the presence of ghost-like degrees of freedom, which classically generate instabilities in the solutions and, in the quantum perspective, violate unitarity. For example, consider the model defined by the action

$$ S = \frac{1}{4k^4} \int d^4 x \sqrt{-g} \left( 2R + RF_1(\Box)R + R_{\mu\nu} F_2(\Box)R^{\mu\nu} \right), $$

where $F_j(\Box)$ is a real polynomial of degree $\delta_j$ of the d’Alembert operator. The propagator associated this model, in the Landau gauge, is given by

$$ G_{\mu\nu,\alpha\beta}(k) = \frac{P_{\mu\nu,\alpha\beta}^{(2)}}{k^2 f_2(-k^2)} + \frac{P_{\mu\nu,\alpha\beta}^{(0-s)}}{2k^2 f_0(-k^2)}, $$

where $f_0$ and $f_2$ are polynomial functions of degree $d_0 = \max\{\delta_1, \delta_2\} + 1$ and $d_2 = \delta_2 + 1$, respectively, defined as

$$ f_0(\Box) = 1 - [F_2(\Box) + 3F_1(\Box)] \Box, \quad f_2(\Box) = 1 + \frac{1}{2} F_2(\Box) \Box. $$
Hence, if the polynomial \( f_s(z) \) has \( N_s \) distinct real roots \( z = -m_{(s)i}^2 \) with multiplicity \( n_{(s)i} \), then the propagator has \( N_0 + N_2 \) massive poles. In Ref. 2 it was shown that half of these excitations correspond to ghost modes.

Recently there have been some proposals for dealing with these ghosts still in the framework of higher-derivative gravity (HDG). For example, in the Lee-Wick HDG\(^7,8\) the ghost-like poles of the propagator are associated to complex masses. Such modes can then appear as virtual states only, yielding an unitary scattering matrix.\(^7\) Another approach to avoid ghosts is to make a non-local extension of the polynomial HDG by using non-polynomial functions \( F_j \) such that the propagator has no other degrees of freedom besides the graviton.\(^9\)-\(^13\)

In this talk we present some classical aspects of the general polynomial-derivative gravity model (1), namely, we discuss the avoidance of Newtonian singularities. We remark that, in the weak field approximation, the local model (1) is the most general one with higher derivatives, and it contains the case of Lee-Wick gravity as particular case. The original results presented here were published in Ref. 14.

Using similar arguments it is possible to extend considerations to some classes of non-local gravity theories, as carried out in a more general manner in Ref. 15.

### 2. Singularities in the Newtonian limit

In order to evaluate the field generated by a point-like source in the static non-relativistic weak-field approximation we consider metric fluctuations around the Minkowski spacetime, \( g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu} \), sourced by the energy-momentum tensor \( T_{\mu\nu} = M \delta^3(r) \delta^0_\mu \delta^0_\nu \). In this case the metric can be written in the isotropic form

\[
 ds^2 = - \left[ 1 + \frac{2}{3} (2\chi_2 + \chi_0) \right] dt^2 + \left[ 1 - \frac{2}{3} (\chi_2 - \chi_0) \right] (dx^2 + dy^2 + dz^2) \tag{4}
\]

and one can show that the (linearised) equations of motion for the potentials \( \chi_s \) (\( s = 0, 2 \)) are equivalent to solving\(^14\)

\[
 f_s(\Delta) \Delta \chi_s = \kappa_s M \delta^3(r) , \tag{5}
\]

with \( \kappa_0 = -\kappa/2, \kappa_2 = \kappa \). We remark that the decomposition of the usual Newtonian potentials into \( \varphi = \frac{1}{2}(2\chi_2 + \chi_0) \) and \( \psi = \frac{1}{2}(\chi_2 - \chi_0) \) allows a great simplification in the notation and considerations, as it splits the contribution of the scalar and spin-2 modes, through \( \chi_0 \) and \( \chi_2 \), respectively.

The solution of (5) can be obtained by the Laplace\(^14,16\) or Fourier\(^15\) transform technique and reads

\[
 \chi_s(r) = -\frac{\kappa_s M}{4\pi r} + \frac{\kappa_s M}{4\pi r^2} \sum_{i=1}^{N_s} \sum_{j=1}^{n_{(s)i}} \frac{a_{(s)i,j}}{(j-1)!} \left( \frac{r}{2m_{(s)i}} \right)^{j-\frac{3}{2}} K_{j-\frac{3}{2}}(m_{(s)i}r) , \tag{6}
\]

where \( K_{j} \) is the modified Bessel function of the second kind. Also, \( z = -m_{(s)i}^2 \) is one of the \( N_s \) distinct roots of the equation \( f_s(-z) = 0 \) and \( n_{(s)i} \) is its multiplicity. Of course, if \( d_s \) is the degree of \( f_s(z) \), then \( \sum_i n_{(s)i} = d_s \). The coefficient \( a_{(s)i,j} \) can
be obtained by the Heaviside residue method, and follows from the partial fraction decomposition of \([zf_x(-z)]^{-1}\).

The solution above can be expanded in power series around \(r = 0\), which gives

\[
\chi_s(r) = -\frac{\kappa_s M}{4\pi r} \left( 1 - S_s^{(0)} \right) + c_s + \frac{\kappa_s M}{8\pi} \sum_{i=1}^{N_s} \left( S_s^{(1)} - S_s^{(2)} \right) r + O(r^2),
\]

where \(c_s\) is a constant and

\[
S_s^{(0)} = \sum_{i=1}^{N_s} a(s)_{i,1}, \quad S_s^{(1)} = \sum_{i=1}^{N_s} a(s)_{i,1}^2, \quad S_s^{(2)} = \sum_{i=1}^{N_s} a(s)_{i,2}. \tag{8}
\]

It is possible to show\(^5,14\) that \(S_s^{(0)} = 1\) for any \(d_s \geq 1\), which means that all the theories which have at least four derivatives in the spin-\(s\) sector have a finite potential \(\chi_s(r)\) at \(r = 0\). Moreover, one can prove\(^14,15\) that \(S_s^{(1)} = S_s^{(2)}\) if and only if \(d_s \geq 2\) — in other words, \(\chi_s'(0) = 0\) in all theories with more than four derivatives in the spin-\(s\) sector. It can be shown that, for these models, the condition \(\chi_s'(0) = \chi_s''(0) = 0\) is necessary and sufficient to have regular curvature invariants.\(^14,16\) Thus, it follows that the metric (4) is regular in all theories which have at least six derivatives in both spin-0 and spin-2 sectors.\(^14,15\)

### 3. Singularities in the ultrarelativistic limit

The static Newtonian solution presented in the previous section can be used to construct the metric of a non-spinning gyraton (see, e.g., Refs. 17, 18). The general idea is to apply a boost to the non-relativistic metric and then take the Penrose limit. With this solution one can consider a homogeneous spherical shell distribution of gyratons with total mass \(M\) imploding towards its centre, and analyse the occurrence of singularities and the formation of mini black holes.\(^16,17,19\)

In Ref. 14 it was shown that the Kretschmann scalar associated to the \(I\) domain of the collapsing thick null shell in a general polynomial theory is

\[
R_{\mu
u\alpha\beta}^2 = \frac{32G^2M^2}{3\tau^2} \left[ 4\Delta^2 \left( \ln r \right)^2 + c' \Delta \ln r + c'' \Delta + \left( S_2^{(0)} - S_2^{(1)} \right)^2 \right] + O(r^2), \tag{9}
\]

where \(\tau > 0\) is the thickness of the shell, \(\Delta \equiv S_2^{(1)} - S_2^{(2)}\) and \(c'\) and \(c''\) are constants which depend on the massive parameters of the theory. Inasmuch as \(\Delta = 0\) for the theories with more than four derivatives in the spin-2 sector, the collapse of the thick null shell does not generate a singularity. On the other hand, the Kretschmann invariant diverges for models with less than six derivatives.

\(^a\)The \(I\) domain, defined by the locus of the spacetime points for which \(r + |t| < \tau/2\), is characterized by the intersection of the in-coming and the out-coming fluxes of null fluid. In this domain the shell assumes its highest density, favouring the mini black hole formation and the emergence of singularities.
The solution for the collapsing shell can also be used to verify the existence of mass gap for the formation of mini black holes. This is related to the occurrence of apparent horizons in the solution, i.e., regions such that \( g \equiv (\nabla g)^2 = 0 \), where \( g \) is the component \( g_{\theta \theta} \) of the spherically symmetric metric. In fact, one can show that the invariant \( g \) reads

\[
g(r) = 1 + \frac{2GM(S^{(0)}_2 - S^{(2)}_2)r^2}{3\tau} + O(r^4)
\]

for the collapsing thick null shell in any polynomial gravity theory.\(^ {14}\) Since \( r < \tau \) on the domain \( \mathcal{I} \), it follows that

\[
\frac{2GM|S^{(0)}_2 - S^{(2)}_2|}{3\tau} < \frac{2GM|S^{(0)}_2 - S^{(2)}_2|}{3}\tau.
\]

In other words, given any \( \tau \) it is possible to avoid the existence of an apparent horizon on \( \mathcal{I} \) provided that the total mass \( M \) of the shell is sufficiently small. This result was obtained for the first time in Ref. 19 for the theory with only four derivatives; in Refs. 17 and 16 it was extended for the ghost-free gravity and polynomial gravity with only real and non-degenerate masses, while in Ref. 14 general polynomial theories were considered, including the case of Lee-Wick gravity.

4. Conclusions

The results presented here show that there is a significant difference of the HDG theories with four and more derivatives. Even though the modified Newtonian potential is finite in both cases (if there are at least four derivatives in the spin-2 and spin-0 sectors), the former always contains curvature singularities in the solution associated to a point-like mass. On the other hand, these singularities are regularized in the models with more than four derivatives. The same situation occurs for the collapsing thick null shell, for which curvature singularities are avoided only in the models with six or more derivatives.

These results bring more motivations for further studies on the occurrence of singularities in the spherically symmetric static solutions in the full non-linear regime of HDG models. For example, the numerical searches for solutions in theories with 6, 8 and 10 derivatives reported in Ref. 20 only found regular solutions. In what concerns the fourth-derivative gravity, it is known that singularities are present in both regimes.\(^ {3,21,22}\) This subject certainly deserves more investigation.
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We construct a two-dimensional action that is an extension of spherically symmetric Lovelock gravity. In spite that the action contains arbitrary functions of the areal radius and the norm squared of its gradient, the field equations are second order and obey the Birkhoff’s theorem. Similar to the spherically symmetric Lovelock gravity, the field equations admit the generalized Misner-Sharp mass that determines the form of the vacuum solution. The arbitrary functions in the action allow for vacuum solutions that describe a larger class of nonsingular black-hole spacetimes than previously available.
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1. 2D effective actions for spherically symmetric spacetimes

The metric for \( n (\geq 3) \)-dimensional spherically symmetric spacetimes is given by

\[
d_{(n)}^{2} = g_{\mu\nu}(x)dx^\mu dx^\nu = \bar{g}_{AB}(y)dy^A dy^B + R(y)^2d\Omega_{(n-2)}^2, \tag{1}
\]

where \( \bar{g}_{AB}(y) \) \( (A, B = 0, 1) \) is the general two-dimensional (2D) Lorentzian metric, \( d\Omega_{(n-2)} \) is the line-element on the unit \( (n-2) \)-sphere, and \( R \) is the areal radius.

After imposing spherical symmetry and integrating out the angular variables, the general \( n (\geq 3) \)-dimensional gravitational action,

\[
I_n = \frac{1}{16\pi G_{(n)}} \int d^n x \sqrt{-g} \mathcal{L} (\mathcal{R}, \mathcal{R}_{\mu\nu}, \mathcal{R}_{\mu\nu\rho\sigma}), \tag{2}
\]

reduces to a 2D effective action. The variation of this effective 2D action will give the same equations of motion for the original action \( (2)^1-3 \).

We adopt units such that \( c = \hbar = 1 \) and \( G_{(n)} \) denotes the \( n \)-dimensional gravitational constant. In the following, \( D_A \) and \( \mathcal{R}[\bar{g}] \) denote the covariant derivative and the Ricci scalar with respect to \( \bar{g}_{AB} \), respectively. We also define \( (DR)^2 := (D_A R)(D^A R) \) and a length parameter \( l \) proportional to the Planck length as \( l^{n-2} := 16\pi G_{(n)}/A_{(n-2)} \), where \( A_{(n-2)} \) is the volume of a unit \( (n-2) \)-sphere. The complete analysis for the results presented here is available in Ref. 4.
1.1. **Effective 2D action for Einstein gravity and its generalization**

The Einstein-Hilbert action for general relativity corresponds to $L = R$ in the action (2) and its effective 2D action takes the form

$$I_{EH(2)} = \frac{1}{l^{n-2}} \int d^2y \sqrt{-g} \left\{ R^{n-2} \mathcal{R}[g] \ight. \left. + (n-2)(n-3)R^{n-4}(DR)^2 + (n-2)(n-3)R^{n-4} \right\}. \quad (3)$$

By the Birkhoff’s theorem, the unique vacuum solution with spherical symmetry is the well-known Schwarzschild-Tangherlini solution.

A natural way to generalize the spherically symmetric action (3) in Einstein gravity is the following 2D dilaton gravity:

$$I_{(2)} = \frac{1}{l^{n-2}} \int d^2y \sqrt{-g} \left\{ \phi(R) \mathcal{R}[g] + h(R)(DR)^2 + V(R) \right\}, \quad (4)$$

where $\phi(R)$, $h(R)$, and $V(R)$ are arbitrary functions of a scalar field $R$. (See Ref. 5 for a review on this class of 2D gravity.) This standard 2D dilaton gravity theory (4) obeys the Birkhoff’s theorem. Namely, the general vacuum solution has the following form:

$$ds^2 = -f(R)dt^2 + f(R)^{-1}dR^2. \quad (5)$$

If one chooses $h(R) = V(R) = \phi_{,RR}(R)$, the metric function is given by

$$f(R) = 1 - \frac{l^{n-2}M}{j(R)}, \quad \left( j(R) := \int V(R)dR \right). \quad (6)$$

Especially, in the case with $n = 4$ and $\phi_{,R} = j(R) = (R^2 + l^2)^{3/2}/R^2$, the general vacuum solution is the well-known Bardeen metric:

$$ds^2(4) = -\left(1 - \frac{l^2MR^2}{(R^2 + l^2)^{3/2}}\right)dt^2 + \left(1 - \frac{l^2MR^2}{(R^2 + l^2)^{3/2}}\right)^{-1}dR^2 + R^2d\Omega^2(2). \quad (7)$$

The Bardeen spacetime (7) is certainly nonsingular everywhere, however, this class of nonsingular black holes are considered to be unphysical. This is because the metric (7) violates the *limiting curvature conjecture*, which asserts that the curvature invariants are bounded by some fundamental value in a viable fundamental theory. In fact, to the best of our knowledge, this limiting curvature condition cannot be fulfilled within the framework of the action for pure 2D dilaton gravity (4). This is the main reason why we consider a more general class of 2D dilaton gravity.

1.2. **Effective 2D action for Lovelock gravity and its generalization**

Lovelock gravity is a natural generalization of general relativity in arbitrary dimensions as a second-order quasilinear theory of gravity. The second-order field equations ensure the ghost-free nature of the theory and Lovelock gravity reduces to general relativity with a cosmological constant in four dimensions.
In the action (2), Lovelock gravity in vacuum corresponds to
\[ \mathcal{L} = \sum_{p=0}^{\lceil n/2 \rceil} 2^{-p} \alpha(p) \delta^{\mu_1 \cdots \mu_p}_{\rho_1 \cdots \rho_p} \delta_{\sigma_1}^\rho \cdots \delta_{\sigma_p}^\rho \mathcal{R}_{\mu_1 \nu_1} \cdots \mathcal{R}_{\mu_p \nu_p} \rho_1 \cdots \rho_p \sigma_1 \cdots \sigma_p R^\rho_{\sigma_1} \cdots R^\rho_{\sigma_p}, \] (8)
where \( \delta_{\mu_1 \cdots \mu_p}^{\rho_1 \cdots \rho_p} := p! \delta_{\mu_1}^{\rho_1} \cdots \delta_{\mu_p}^{\rho_p} \), and its effective 2D action was obtained\(^{10,11}\) as
\[ I_{L,(2)} = \frac{1}{n-2} \int d^2 y \sqrt{-\bar{g}} R^{n-2} \sum_{p=0}^{\lceil n/2 \rceil} \frac{(n-2)!}{(n-2p)!} \alpha(p) \left[ p R(\bar{g}) R^{2-2p} + (n-2p)(n-2p-1) \left( (1-Z)^p + 2pZ \right) R^{-2p} \right. \]
\[ \left. + p(n-2p) R^{1-2p} \left( 1 - (1-Z)^p \right) (D_A R) (\frac{D_A Z}{Z}) \right], \] (9)
where we have defined \( Z := (DR)^2 \). The Birkhoff’s theorem in Lovelock gravity shows that, under several technical assumptions, the unique vacuum solution is given by the Schwarzschild-Tangherlini-type solution\(^{12,13}\).

In analogy with the action (4), we now propose\(^4\) the following natural extension of the spherically symmetric Lovelock action (9)
\[ I_{XL} = \frac{1}{n-2} \int d^2 y \sqrt{-\bar{g}} \left\{ \phi(R) \mathcal{R}[\bar{g}] + \eta(R,Z) + \chi(R,Z) (D_A R) (\frac{D_A Z}{Z}) \right\}, \] (10)
where \( \eta(R,Z) \) and \( \chi(R,Z) \) are as yet arbitrary functions of a scalar field \( R \) and \( Z \). For any given \( \phi(R) \) and \( \chi(R,Z) \), one can choose the function \( \eta(R,Z) \) as
\[ \phi_{,RR} = \eta_{,Z} - \chi_{,R}, \] (11)
where a comma denotes the partial derivative, so that the field equations obey the Birkhoff’s theorem for \( Z = (DR)^2 \neq 0 \) and \( \chi - \phi_{,R} \neq 0 \). Then the resulting general vacuum solution has the following form:
\[ ds^2 = -f(R) dt^2 + f(R)^{-1} dR^2. \] (12)
Actually, the condition (11) ensures the existence of the generalized Misner-Sharp mass which satisfies the unified first law. Under the condition (11), the existence of Minkowski vacuum requires
\[ \eta(R,1) = 2\phi_{,RR}. \] (13)

2. Designing nonsingular black holes

Now we show how to construct specific nonsingular black holes as exact solutions by making appropriate choices for the functions in the action (10). We are interested in constructing nonsingular black holes that satisfy the limiting curvature condition, namely curvature invariants are everywhere bounded for arbitrarily large \( M \).
Such an example is the following Hayward nonsingular black hole\textsuperscript{14}:

\begin{equation}
    f(R) = 1 - \frac{l^2 MR^2}{R^3 + l^4 M},
\end{equation}

of which generalization in \( n \) dimensions is given by\textsuperscript{4}

\begin{equation}
    f(R) = 1 - \frac{l^{n-2} MR^2}{R^{n-1} + l^n M}.
\end{equation}

This \( n \)-dimensional Hayward black hole (15) is the unique vacuum solution in the theory with

\begin{equation}
    \eta(R, Z) = \frac{(n-3)l^{n-2} R^n (1-Z) - (n-1) l^n R^{n-2} (1-Z)^2}{\{l^{n-2} R^2 - l^n (1-Z)\}^2},
\end{equation}

\begin{equation}
    \chi(R, Z) = \phi_R - \frac{l^{n-2} R^{n+1}}{\{l^{n-2} R^2 - l^n (1-Z)\}^2}.
\end{equation}

Also, the following Bardeen-type nonsingular black hole\textsuperscript{4}

\begin{equation}
    f(R) = 1 - \frac{l^{n-2} MR^2}{(R^2 + M^2 (n-1))^{2/(n-1)} (n-1)/2}
\end{equation}

or new nonsingular black hole\textsuperscript{4}

\begin{equation}
    f(R) = 1 + \frac{R^{n+1}}{2 l^{n+2} M} \left( 1 - \sqrt{1 + \frac{4 l^{2n} M^2}{R^2 (n-1)}} \right)
\end{equation}

can be the unique vacuum solution in the theory with a suitable choice of \( \eta(R, Z) \) and \( \chi(R, Z) \).
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We analyze the propagation of gravitational waves in a molecular matter medium: our findings demonstrate that dispersion only is expected, together with the emergence of three extra polarizations, able to induce longitudinal stresses. We also give quantitative estimates of the predicted effects.

**Keywords**: Macroscopic gravity, gravitational wave dispersion, extra polarizations, longitudinal stress, multi-messenger astronomy.

1. Introduction

The Theory of General Relativity provides us a very accurate and elegant theoretical framework from which forecast on all natural phenomena dominated by gravity. One of the most fascinating features of the theory is the prediction of the fact that the gravitational field is radiative: curvature can propagate through spacetime with the speed of light. With the first direct measurement of a gravitational wave, in 2015, we are witnessing the birth of a new era in the fields of astronomy, astrophysics and cosmology. The major part of theoretical studies have dealt with the asymptotic properties of gravitational waves, far from bounded sources, Refs. 1, 2, 3, 4. Many other authors have dealt with the problem of the propagation of gravitational waves in a matter medium: the case of a dissipative fluid is considered in Refs. 5, 6, whilst a collisionless kinetic gas is studied in Refs. 7, 8, 9, 10, 11; the interaction between gravitational waves and neutrinos is analyzed in Refs. 12, 13, 14 whereas the case of spinning particles is investigated in Ref. 15.

Our aim is to analyze the propagation of gravitational wave in a matter medium described as a set of point-like masses, grouped into molecules: it has been shown, Ref. 16 that such a medium can be modelled, through the application of Kaufman molecular moments averaging method, Ref. 17 (whose application is denoted by $\langle \cdot \rangle$), as

$$\langle T_{\mu\nu} \rangle = T^{(f)}_{\mu\nu} + \frac{c^2}{2} \partial^\rho \partial^\sigma Q_{\mu\rho\nu\sigma},$$

(1)
where $T^{(f)}_{\mu\nu}$ is the stress energy tensor that describes a set of free particles, i.e. the centers of mass of the molecules, and $Q_{\mu\rho\nu\sigma}$ is the quadrupole polarization tensor, that gives account of the molecular structure, characterized by the same set of symmetries of Riemann tensor.

We find, through a direct calculation performed via the geodesic deviation equation, that the quadrupole tensor is generated, on a static level, by the tensor of the second spatial derivatives of the Newtonian potential of the molecule. Moreover, if the molecule is perturbed with a vacuum gravitational wave we find that the latter is source of an induced contribution to the quadrupole moment of the molecule: the alteration in the structure of the molecules causes the fact that the medium reacts to the gravitational wave with a mean field that modifies the propagation of the wave inside the medium itself.

We show that only dispersion is expected, along with the appearance of three extra degrees of freedom able to induce longitudinal stresses on test particles. We also give some quantitative estimates of the predicted effects, by assuming the medium to be either similar to our own galaxy or to a more exotic object.

2. Constitutive relation and modified wave equation

The derivation of the constitutive relation is made under the hypothesis of slow motion of the point-like masses composing the molecule and small departure from Minkowski background metric. Moreover, the molecule is imagined as a sphere of constant mass density, characterized by a definite macroscopic radius $L$: the reduced wavelength $\bar{\lambda}$ of the gravitational radiation interacting with the molecule must be greater than the molecular size. We perturb the molecule with a vacuum, plus polarized gravitational wave and we express the quadrupole tensor in terms of the amplitudes of the wave. It can be checked that the following constitutive relation comes out:

$$Q_{\nu j 00} = \epsilon_g \left( \frac{2}{c^2} \phi_{ij} + \frac{1}{2} h_{ij,00} \right), \quad Q_{\mu j k} = Q_{ijkl} = 0. \quad (2)$$

Here $\phi$ is the Newtonian potential of the molecule and $h_{\mu\nu}$ is the small departure from Minkowski background, the dynamical metric perturbation called gravitational wave. The constant $\epsilon_g$ is a real gravitational dielectric constant and can be calculated as

$$\epsilon_g = \frac{N L^5 c^2}{4G}, \quad (3)$$

being $N$ the density of molecules inside the medium. We write the macroscopic form of Einstein field equation

$$G_{\mu\nu} = \chi \left( T^{(f)}_{\mu\nu} + \frac{c^2}{2} \partial^\rho \partial^\sigma Q_{\mu\rho\sigma} \right) = \frac{8\pi G}{c^4} \chi, \quad (4)$$

at first order in $h_{\mu\nu}$, implementing the constitutive relation (2): we find a set of fourth order partial differential equation for the wave inside the medium. We write
the problem in terms of the trace reversed matrix $\bar{h}_{\mu\nu}$ on which we are allowed to activate Hilbert gauge fixing, given the diffeomorphism invariance of the theory:

$$\bar{h}_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h, \quad \partial^\mu \bar{h}_{\mu\nu} = 0. \quad (5)$$

We find that the trace $\bar{h}$ solves

$$\Box (\partial_0^2 + m^2) \bar{h} = 0, \quad (6)$$

where $\Box$ is d’Alembert wave operator and $m^2 = \frac{c^2}{4\pi G\epsilon_g}$: hence $\bar{h}$ is a superposition of an harmonic part, solution of d’Alembert equation, that can be canceled out with a further gauge transformation that preserves Hilbert gauge, plus a solution of the harmonic oscillator $\partial_0^2 + m^2$ that does not propagate. This means that we can set $\bar{h}$ to zero: the remaining five degrees of freedom solve the fourth order PDE

$$\partial_0^4 h_{\mu\nu} + m^2 \Box h_{\mu\nu} = 0. \quad (7)$$

We search for plane wave solutions of (7), choosing the $z$ axis to be coincident with the direction of propagation of the wave, $\bar{h}_{\mu\nu} \propto e^{i(\omega(k)t - k z)}$ and we calculate the dispersion relation:

$$\omega_\pm^2 (k) = c^2 \left( -\frac{m^2}{2} \pm \sqrt{\frac{m^4}{4} + m^2 k^2} \right). \quad (8)$$

It can be shown that only the plus signed solution has a physical significance, because it goes back to be the standard vacuum dispersion relation $\omega(k) = ck$ when the material medium is removed, in the limit $\epsilon_g \to 0$, or $m^2 \to \infty$, in contrast to the minus signed, that shows a divergence in the same limit. It is also easy to show that $\omega_+ (k)$ is real for any value of the wavenumber: dispersion only is expected. We calculate the group velocity

$$v_g(k) = \frac{m^2 c k}{2 \sqrt{\left( \sqrt{m^2 k^2 + \frac{m^4}{4}} - \frac{m^2}{2} \right) \left( m^2 k^2 + \frac{m^4}{4} \right)}} \xrightarrow{k \ll m} c \left( 1 - \frac{3k^2}{2m^2} \right). \quad (9)$$

We will show that the condition $\lambda \gg L$ always implies $k \ll m$.

3. Polarizations

We exploit the gauge freedom, fixing

$$\bar{h} = \bar{h}_{11} + \bar{h}_{22} + \left( 1 - \frac{c^2 k^2}{\omega^2} \right) \bar{h}_{33} = 0, \quad (10)$$

via the following equations:

$$\bar{h}_{11} = h_+ + \bar{h}^*, \quad \bar{h}_{22} = -h_+ + \bar{h}^*, \quad \bar{h}_{33} = -\frac{2\omega^2}{c^2 k^2 - \omega^2} \bar{h}^*. \quad (11)$$
In order to analyze which kind of deformation is induced by each component on a sphere of test particles, we calculate the geodesic deviation equation, taken in the comoving frame

\[
\frac{1}{c^2} \frac{d^2 \xi^\mu}{dt^2} = R^\mu{}_{\nu\rho\sigma} u^\nu u^\rho \xi^\sigma = R^\mu{}_{00} \xi^i, \tag{12}
\]

where \( \xi^\mu = (0, \xi^x, \xi^y, \xi^z) \) is a vector denoting the separation between two nearby geodesics and the Riemann tensor is constructed up to the first order in \( \bar{h}^\mu{}_{\nu} \). We fix the vector \( \xi^\mu \) as

\[
\xi^\mu = \left( 0, \xi^x(0) + \delta \xi^x, \xi^y(0) + \delta \xi^y, \xi^z(0) + \delta \xi^z \right), \tag{13}
\]

being \( \xi^i(0) \) the initial positions and \( \delta \xi^i \) the displacements of order \( O(h) \) induced by the gravitational wave. We compute (12) up to order \( h \) separately for each component of \( \bar{h}_{\mu\nu} \), finding that:

1. \( \bar{h}_+ \) is a standard plus mode in the \( xy \) plane,
2. \( \bar{h}_{12} \) is a standard cross mode in the \( xy \) plane,
3. \( \bar{h}_{13} \) is a cross mode in the \( xz \) plane,
4. \( \bar{h}_{23} \) is a cross mode in the \( yz \) plane,
5. \( \bar{h}^* \) is a superposition of two pure modes: a breathing mode (Refs. 18, 19, 20) in the \( xy \) plane and a longitudinal mode along the \( z \) direction.

The ratio between the amplitudes of the anomalous polarizations and the standard ones (plus and cross polarization in the transverse plane) are found to be of order \( k^2/m^2 \).

4. Models of macroscopic media

Now we will give some quantitative estimates of \( \epsilon_g \), without any intention of being too accurate, but merely realistic, in the characterization of the involved parameters. Let us begin with the case of a medium composed by molecules whose size is roughly the typical size of a binary system, Refs. 21, 22, 23: we will set \( L = 30 \, AU = 4.4 \cdot 10^{12} \, m \). In terms of the wavenumber, the condition \( \lambda \gg L \) reads as \( kL \ll 1 \): we will fix \( kL = 0.05 \), i.e. \( k = 1.14 \cdot 10^{-14} \, m^{-1} \). The parameter \( N \) changes considerably in different regions of the Galaxy, therefore we calculate \( \epsilon_g \) for three different values of \( N \): in (i) we set \( N = 1 \, pc^{-3} \) (our neighborhood), in (ii) we choose the value \( N = 100 \, pc^{-3} \) (inner region) and in (iii) we fix \( N = 10^5 \, pc^{-3} \) (Galaxy core). We report the results obtained for \( \epsilon_g \) and for the ratio \( k^2/m^2 \), that gives the entity of the deviation from \( c \) in the group velocity and the ratio between the amplitudes of the anomalous polarizations and the standard ones:

\[
\begin{align*}
(i) & \quad \epsilon_g = 1.89 \cdot 10^{40} \, kg \, m & k^2/m^2 = 2.27 \cdot 10^{-14} \\
(ii) & \quad \epsilon_g = 1.89 \cdot 10^{42} \, kg \, m & k^2/m^2 = 2.27 \cdot 10^{-12} \\
(iii) & \quad \epsilon_g = 1.89 \cdot 10^{45} \, kg \, m & k^2/m^2 = 2.27 \cdot 10^{-9}. 
\end{align*}
\]
Now we consider the case of a material medium composed by molecules whose size is roughly comparable with the size of an open cluster, Refs. 24, 25: we set for $L$ the value $L = 3 \text{pc} = 9.26 \cdot 10^{16} \text{m}$. As before, we fix $kL = 0.05$, i.e. $k = 5.40 \cdot 10^{-19} \text{m}^{-1}$. Our galaxy is estimated to contain about 100,000 open clusters, mainly located in the central disc. We will calculate the density of molecules as the number of molecules ($10^5$) divided by the volume of the Galaxy, assuming it to be a disc with diameter of 45 kpc and thickness of the disc of about 0.6 kpc (roughly the size of the Milky Way, Ref. 26). We obtain the value $N = 3.55 \cdot 10^{-57} \text{m}^{-3}$. We calculate $\epsilon_g$ and $k^2/m^2$:

$$\epsilon_g = 8.13 \cdot 10^{54} \text{kg m} \quad k^2/m^2 = 2.21 \cdot 10^{-8}.$$ 

One can imagine a medium in which the density of clusters is 5 or 50 times greater than in our Galaxy: being the ratio $k^2/m^2$ linear in $N$, we expect for such a medium a magnitude of Macroscopic Gravity effects of order $10^{-7} \div 10^{-6}$.

5. Conclusions

In this work we have demonstrated that the propagation of a gravitational wave in a molecular medium shows remarkable differences with respect to the vacuum case. By establishing a constitutive relation between the quadrupole tensor and the perturbative fields acting on the molecule, namely a vacuum gravitational wave $h_{\mu\nu}$ and the Newtonian potential of the molecule itself $\phi$, we have derived the law of motion for the wave inside the medium, a fourth order PDE: we have ruled out the possibility of damped and growing modes and determined that dispersion only occurs. We have outlined the fact that only the trace of the gravitational wave is still solution of d'Alembert equation, hence erasable with a gauge transformation. The remaining five degrees of freedom are not harmonic: they cannot be canceled out by a gauge transformation that preserves Hilbert gauge. This finding demonstrates that a gravitational wave in a matter medium possesses five degrees of freedom and it is able to induce longitudinal stresses in a sphere of test particles. We have showed that the quantity $k^2/m^2$ acts as a quantifier of two different observables: the deviation from $c$ in the group velocity and the ratio between the amplitudes of the anomalous polarizations and the standard ones. Lastly we have established some models of molecular medium, varying the values of the parameters $L$ and $N$: we have estimated the entity of Macroscopic Gravity effects, obtaining for $k^2/m^2$ values in the range $10^{-14} \div 10^{-6}$. We focused our analysis on two specific regions of wavelengths. In the first case (binaries) the signal is characterized by $\lambda \simeq 10^{13} \text{m}$, that is comparable with the scale of lengths to which the space interferometer LISA will be sensitive, Refs. 27, 28. In the second case (clusters) the wavelength of the signal is in the region $\lambda \simeq 10^{18} \text{m}$ and it is, in principle, detectable by experiments like IPTA, Refs. 29, 30. Despite the modest entity of the expected deviation from vacuum General Relativity, the integrated effect over very large distances can become significant and the propagation of gravitational waves can
be considerably different from that of an electromagnetic counterpart, in a typical “follow up” scenario of multi-messenger astronomy.
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Construction of a model of Quantum Gravity, which will be some day in concordance with experiments, is one of the most fascinating tasks we have in modern theoretical physics. There are a plethora of common problems, which must be solved to find a viable candidate for Quantum Gravity. We introduce the concept of the nonlinear graviton and we end with possible experimental evidence for our approach.
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1. Introduction

We have two main branches in theoretical physics, which describe the Universe at very small and very large scales. These are called General Relativity (GR) and Quantum Mechanics (QM). QM and GR passed many experimental tests and they seem to be fundamental theories of Nature except very high energies.

There are a plethora of reasons, why we should try to build a theory, which would reduce to QM and GR in certain limits. One of the reasons is the unification and the other argument is the existence of singularities. There are many common issues, which must be solved, when we want to unify QM with GR. We need to make the theory non-local and background independent. We must also deal with dimensional reduction at high energies. We discussed other issues, which are connected to this problematics in. Let us mention, for example, problem of arrow of time, determinism or indeterminism of the theory, connections with particle physics, dark matter, dark energy, Wheeler delayed choice experiment and EPR paradox.

Already many attempts have been made during the 20th century to reconcile QM and GR. Let us mention String Theory (ST), Loop Quantum Gravity (LQG), Causal Dynamical Triangulation (CDT), Causal Set Approach (CSA), Group Field Theory, and many others. We present a distinct approach in this article. We claim that, the mathematical apparatus for this theory is hidden in parts of algebraic geometry, and algebraic topology.

2. First remarks about a new paradigm

We want to show that there is hidden a new philosophical concept that could lead to a new theory in the physical foundations of previously mentioned theories. We will use the knowledge that particles are not point-like objects. But the spacetime will be not continuous for us. So, ST will be for us just a toy model.
We will not use deep knowledge from LQG. But the investigations are connected to studies of the following set, where the basic objects are topologically circles, and they are Hopf-linked, Figure 1. The formulation of the paradigm, which will follow leads to a mathematical investigation of this set.

Space (not spacetime!) will be discretized to objects, which are called rings. These will be deformable circles, which could be Hopf-linked. We want to argue that points are not the mathematical abstraction, which we will need. When we would discretize to points, the singularities of the type of black holes and initial singularities would be unavoidable. A motivation to this discretization comes from a philosophical branch called finitism, which avoids completed infinities altogether. And this effort to discretize to these rings is well motivated by discrete causal set theory, where we want to put particles, fields, and spacetime on equal footing. Let’s stop for a moment on this key point of this paradigm.

We all know very well that GR is perturbatively non-renormalizable. This means that when we try to construct Feynman diagrams and deal with gravitons similarly as in QM the theory diverges.

Another fact from a different area of physics is that the notion of particles is non-unique in quantum field theory in curved background. This serves us as an inspiration for our construction of graviton on the fundamentally nonlinear level.

Our paradigm will come with the existence of a new object, which will be the ring, as we already said. It is a finite deformable circle, which has a finite circumference of 1 Planck length and could stretch from 2 Planck lengths to possibly macroscopic distances. Why we need this object and why it is useful to have particles, fields, and rings? The answer is that we would be possible to put particles, fields, and spacetime on the equal level. Now we will always keep any particle and field together with some trajectory, which will be part of the ring. This will enable us at the end to model particle and fields in a unique description.
The first thing we need to do is to prove that our discretization is correct according to a deep principle, the so-called holographical principle. It states that the area of any surface $S$ enclosing a volume $V$ measures the information content of the underlying theory in the volume $V$. Our discretization is in concordance with this principle. The number of rings scales as the area of the enclosed volume.

An urgent question comes to our mind. Is this discretization just a mathematical tool or a real physical object? We claim that it is not a mathematical abstraction.

A keynote about nonlinear graviton

What we have done so far is an artificial discretization. So what does it have to do with gravity? We need to mention the standard picture of GR and QM. According to GR is a matter moving in 4-dimensional continuous spacetime $(M, g)$ described by topological variety $M$ with a metric $g$. As was quoted by J.A.Wheeler, matter says spacetime how to curve, and spacetime says to matter how to move.

On the other hand, particles jump up on this manifold according to the quantum field theory and are interacting with each other by exchanging the elementary particles of fields. They locally curve the spacetime. These two pictures are incompatible.

What we have in our minds as a picture for a description of gravity are some elementary particles exchanging gravitons. Do we have any experimental evidence that gravitons really exist? It is interesting that detection of the inflationary gravitational wave background, would provide us with direct observational confirmation of the fact that gravity must be quantized. While on the purely theoretical level there is no doubt that it should be so, in particular, if one treats gravity as a low-energy effective QFT, there is so far no evidence for the quantum nature of gravity. Discovery of the inflationary gravitational wave background would be revolutionary.

We could always pose a question, is it possible to observe just one graviton in some apparatus as we could observe just one photon? It is only an academic question because one graviton has the too tiny effect to be observable in any possible experiment with interferometers. But we want to indicate that the answer is no. It is not possible to observe the effect of just one graviton, because the picture we have in our mind from the standard QM, is incorrect.

Let's consider Figure 2. We have two particles (we don't say now, how we want to model them) and we switch on the gravity. Then a ring (trajectory or element of space) is created between these two particles, which links it. This link will create an attractive force between these two particles. We could think about it as a spring between them, although it does not have properties of a linear spring. It simultaneously creates a trajectory for exchanging other fields and particles, so a creation of other three interactions.

One question immediately comes to our minds. Is it not a contradiction with the basic principles of QM? We do not say that a particle has a trajectory in QM. We speak about probabilities. But this trajectory creates in Planck time from 2 Planck
Fig. 2. The old picture of particles exchanging gravitons is incorrect according to RP (Ring Paradigm). When we switch on the extragravity (which is the unification of all four interactions), an element of space - ring - is created between these two particles. Other particles could then travel on these trajectories. The important thing is that these trajectories are created in Planck time.

Fig. 3. There is a particle knocked in a box at the figure. It jumps from one trajectory to other trajectory. The trajectories are parts of rings, which are created between the walls of the box and they are changing in Planck time.

lengths to possibly arbitrary distances, and it is changing in Planck time. So, let's consider some particle knocked in the box as in Figure 3.

It is a well-known fact that we could not localize it. There are randomly created trajectories in the box, and the particle jumps from one trajectory to other as we depicted it.

We now just move forward. What we want to draw ultimately is a more advanced version of a Feynman diagram as in Figure 4.

There are two trajectories with opposite orientation, then a trajectory is created in Planck time between these two trajectories. Particles (vibrating rings) are coming on the first ring, then a vibrating ring is traveling in-between, and two particles originate on the second ring.

It is immediately clear that we will need to make this picture of vibrating rings traveling around other rings dynamical. We will need the process of creating a ring, the process of absorption of rings and breaking of rings, Figure 5. We wish to model the false vacuum (creation and absorption) at the end and also accelerated expansion (breaking). We said that we could talk about the ring as a very strange spring between the two particles. We can stretch it, the force is increasing first, and then it is decreasing as \( \frac{1}{r^2} \) with the distance \( r \) between these two rings.
Fig. 4. We need to draw an advanced version of the Feynman diagram in RP. We switch on extragravity at the beginning, then a ring is created in Planck time between these two rings. Particles collide on these rings on the left, then a particle is propagating on the ring between these two rings, and finally, two new particles are created on these rings on the right.

Fig. 5. The basic processes with rings are creation, absorption and breaking of a ring.

Conclusion
We introduced a concept of nonlinear graviton in this short article. We claim that graviton is not a particle. It is a ring (element of space, trajectory), which connects other rings, and which produces force between them.

One immediate result is the limit velocity, by which we are able to send information in our Universe. Particles and fields of the standard model could travel only with maximal velocity of light in vacuum. If we will find other particles outside
standard model, they will still maximally travel with velocity of light. But the ring is created in Planck time on possibly arbitrary distances in the Universe. Could we send some information by it? Could it have some technical applications? These are the important questions, on which we need to find answers in future research.
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Perfect fluid geometries in Rastall’s cosmology
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The equation of state of an ultrarelativistic perfect fluid is obtained as a necessary condition for a perfect fluid space-time in Rastall’s cosmology.
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1. Introduction

It is well known the importance of a perfect fluid description of gravitational sources in General Relativity. It has been also stressed the relevance of compatibility of perfect-fluid solutions with modified or extended theories of gravity.

In this note we point out some cosmological features emerging from the request that the Rastall model describe a perfect fluid geometry of space-time.

We shortly recall some features of the model introduced by Rastall in 1972; we refer to this paper for the relevant issues and stress that the chosen signature for the underlying Lorentzian manifold will be (−, +, +, +), in accordance with such a source.

Let then $\text{Lor}X$ be the open submanifold of the subbundle of symmetric tensors constituted by regular metrics with the above choice of the Lorentzian signature. An induced fibered chart on $J^2\text{Lor}X$ has local coordinates $(x^\alpha, g_{\alpha\beta}, g_{\alpha\beta\gamma}, g_{\alpha\beta\gamma\nu})$ and we can define other local coordinates $g^{\mu\nu}$ and so on by the relation $g_{\alpha\mu}g^{\mu\nu} = \delta^\nu_\alpha$.

As well known Einstein equations read

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = \kappa_{GR} T_{\mu\nu},$$

where $\kappa_{GR} = \frac{8\pi G}{c^4}$; the Ricci tensor is obtained from a metric connection, so that $R_{\mu\nu} = R_{\mu\nu}(j^2g)$ and the scalar curvature $R$ has to be intended as $R(j^2g) = g^{\alpha\beta} R_{\alpha\beta}(j^2g)$. These equations naturally imply the conservation of energy-momentum tensor as a consequence of the Bianchi identities.

The Rastall model for gravity coupled with matter governed by an energy-momentum tensor satisfying (with $\lambda$ a suitable non-null dimensional constant)

$$\hat{T}_{\kappa\mu} = \lambda R_{\nu},$$

where the comma denotes the partial derivative, and by field equations

$$R_{\mu\nu} - \frac{1}{2} (1 - 2\kappa r) R g_{\mu\nu} = \kappa_r \hat{T}_{\mu\nu},$$

*Corresponding Author
where \( \kappa_r \) is a dimensional constant to be determined in order to give the right Poisson equation in the static weak-field limit. This model introduces an energy-momentum tensor fulfilling the requirement \( \nabla_\mu \hat{T}_\nu^\mu \equiv \hat{T}_{\nu,\mu} \neq 0 \) without violating the Bianchi identities; for a 4-vector, say \( a_\nu \), \( \hat{T}_{\nu,\mu} = a_\nu \) and \( a_\nu \neq 0 \) on curved spacetime, but \( a_\mu = 0 \) on flat spacetime (in agreement with Special Relativity). Of course, in general, \( \kappa_r \neq \kappa_{GR} \). Taking the trace of Eqs.(1) gives us the so-called structural or master equation (4\( \kappa_r \lambda - 1 \)) \( R = \kappa_r \hat{T} \) (\( \kappa_r \lambda \neq \frac{1}{4} \)).

By this relation the Rastall equations (1) can be recast in the form of Einstein equations. Indeed, one can immediately write \( G_{\mu\nu} = \kappa_r S_{\mu\nu} \), where \( S_{\mu\nu} \equiv \hat{T}_{\mu\nu} - \frac{4\kappa_r \lambda - 1}{4\kappa_r \lambda - 4} g_{\mu\nu} \hat{T} \). By construction, this new energy-momentum tensor is conserved, i.e. \( S_{\mu\nu} ;_\mu = 0 \). Furthermore, (if \( u_\mu \) is a 4-velocity with \( g_{\mu\nu} u_\mu u_\nu = -1 \)) by assuming \( \hat{T}_{\mu\nu} = -(\rho + p) u_\mu u_\nu - pg_{\mu\nu} \), i.e. the source is a perfect isentropic fluid with energy density \( \rho \) and pressure \( p \), we can explicitly work out an expression for \( S_{\mu\nu} \). The source turns out to be still a perfect fluid, provided we redefine its energy density and pressure.\(^{11}\)

2. Perfect fluid space-times in Rastall’s cosmology

Rastall’s cosmology has been recently object of attention in scientific community; some papers are concerned with the querelle whether Rastall’s stress-energy tensor corresponds to an artificially isolated part of the physical conserved stress-energy or not\(^{2,7,10,15}\), some others are concerned with the derivation of a related variational principle (i.e. with the question how to get a - eventually modified - Rastall model which could be derived by a Lagrangian and physically different from Einstein gravity), see e.g. Refs. 12, 14, 13.

We study this model from the point of view of the compatibility of its geometry with a perfect fluid description of space-time. Indeed, as a gravity model it provides a non minimal coupling between metric and matter and we try to understand how this is related with this compatibility requirement.

Indeed it is well known that by suitably introducing a matter density \( \mu \), the energy density of space-time \( \bar{\rho} \) can be defined as a function of \( \mu \) satisfying \( \bar{\rho} = \mu \bar{\rho}' - \bar{\rho} \) where the prime denotes derivation with respect to \( \mu \); (this is equivalent with asking whether we can derive the tensor \( R_{\mu\nu} \equiv \hat{T}_{\mu\nu} \) from a variational principle, i.e. with looking for a Lagrangian density depending on \( \rho(\mu) \) from which \( \hat{T}_{\mu\nu} \) can be derived variationally; such kind of space-times appear e.g. in the dual Lagrangian description of the Ricci tensor for barotropic perfect relativistic fluids\(^{6}\), see also Refs. 4, 5, 8).

We therefore have

\[
\hat{T}_{\alpha\beta} = \bar{\rho}(\mu) g_{\alpha\beta} - \mu \bar{\rho}'(\mu) [g_{\alpha\beta} + u_\alpha u_\beta],
\]

with trace \( \hat{T} = 4\bar{\rho} - 3\mu \bar{\rho}' \); moreover \( \bar{\rho} = \mu^2 \frac{d}{d\mu} \left( \frac{\mu}{\bar{\rho}} \right) = \mu \bar{\rho}' - \bar{\rho} \).
2.1. Ultrarelativistic equation of state from a perfect fluid geometry

By requiring the perfect fluid Ricci tensor to be also a Rastall’s geometry the following identity should hold true.

\[ \tilde{T}_{\alpha\beta} = \hat{T}_{\alpha\beta} - \frac{1}{24\lambda - 1}\left(4\tilde{T}_{\alpha\beta} - \mu\hat{T}_{\alpha\beta} \right) \]

\[\equiv \left[ \rho - \mu\rho' \right]g_{\alpha\beta} - \mu\rho' u_\alpha u_\beta \equiv -pg_{\alpha\beta} - (\bar{p} + \bar{p})u_\alpha u_\beta. \tag{2}\]

The above identity leads to

\[ \rho' = \rho'. \]

By inserting this and deriving with respect to \( \mu \) we get

\[ \frac{2\lambda - 1}{4\lambda - 1}(4\rho' - 3(\mu\rho')') = 0. \]

Let us now exclude the case \( 2\lambda - 1 = 0 \). We see that a necessary condition for the Ricci tensor of a nontrivial Rastall’s geometry of matter to be a perfect fluid is

\[ 4\rho' - 3(\mu\rho')' = 0. \]

i.e.

\[ \rho' - 3p' = 0. \]

the equation of state is therefore

\[ p = \frac{1}{3}\rho + \text{const.}(\mu), \]

i.e. if we denote \( \alpha \) the integration constant (a constant function of \( \mu \)) (uniquely determined by initial data)

\[ p - \alpha = \frac{1}{3}\rho \]

In particular it is easy to get that \( -3\alpha = \rho - 3p = \hat{T} \), i.e. \( \alpha = -\frac{1}{3}\hat{T} \).

By redefining the pressure \( \pi = p - \alpha = p + \frac{1}{3}\hat{T} \) the equation of state is the one of an ultrarelativistic perfect fluid with pressure \( \pi \) and energy density \( \rho \).

\[ \pi = \frac{1}{3}\rho \iff p = \frac{1}{3}(\rho - \hat{T}) \]

i.e. with a rescaled pressure or equivalently a energy density rescaled by the trace of the energy-momentum tensor. This relation gives us a model with constant (with respect to the matter density \( \mu \) energy-tensor trace \( \hat{T} \) and consequently constant (with respect to \( \mu \)) scalar curvature.
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How to use unimodular quantum cosmology for the prediction of a late-time classical universe?
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Unimodular quantum cosmology admits wavepacket solutions that evolve according to a kind of Schrödinger equation. Though this theory is equivalent to general relativity on the classical level, its canonical structure is different and the problem of time does not occur. We present an Ehrenfest theorem for the long term evolution of the expectation value of the scale factor for a spatially flat Friedmann universe with a scalar field. We find that the classical and the quantum behavior in the asymptotic future coincide for the special case of a massless scalar field. We examine the general behavior of uncertainties in order to single out models that can lead to a classical universe.

1. Introduction

The canonical quantization of general relativity leads to the so-called problem of time (see references therein). In most non-perturbative approaches of quantum gravity time has disappeared from the theory and is seen as an artifact of the classical limit. Here we investigate quantum cosmology in the framework of unimodular gravity. This theory is practically equivalent to general relativity at the classical level, but since it has a different canonical structure time does not disappear from the quantum theory and the quantization of unimodular theory yields different results compared to the quantization of general relativity. In we constructed a class of unitarily evolving solutions with a negative expectation value of the Hamiltonian for the special case of a spatially flat universe with a massless scalar field. Investigating a special example, we found that the classical and quantum dynamics of the scale factor coincide for the asymptotic future (though with significant spread). Here we compare the expectation value of the scale factor to the evolution of its classical counterpart for solutions of the spatially flat Friedmann universe with an arbitrary scalar field which yields an Ehrenfest theorem for the late time behavior. We examine the evolution of the uncertainties in order to single out models that can lead to a classical universe in the asymptotic future.

2. About Unimodular Gravity

We start with the Einstein Hilbert action

$$S_{EH} = \frac{1}{2\kappa} \int_{\mathcal{M}} d^4x \sqrt{-g} (R - 2\Lambda) - \frac{1}{\kappa} \int_{\partial\mathcal{M}} d^3x \sqrt{h} K,$$

where

$$\kappa = \frac{8\pi G}{c^4}.$$
contains the velocity of light \( c \) and the gravitational constant \( G \). We also take into account the matter action \( S_m \) that describes the fields. If we vary the action \( S = S_m + S_{EH} \) with respect to the metric \( g_{\mu\nu} \) under the restriction \( -g = 1 \), we obtain Einstein’s equations with an arbitrary additional constant \( \Lambda \), that can be identified with the cosmological constant of general relativity \(^2\).

\[
R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R = \kappa T_{\mu\nu} - \Lambda g_{\mu\nu}, \quad \sqrt{-g} - 1 = 0 .
\]  

\((2)\)

This theory is called unimodular gravity. Any solution of unimodular gravity \((2)\) is also a solution of general relativity for a specific cosmological constant and vice versa. The only difference between the two theories is, that \( \Lambda \) is a natural constant in general relativity while it is a conserved quantity in unimodular gravity. But since in both theories the cosmological constant can not vary over the whole universe, we would have to investigate different universes to determine if solutions with different \( \Lambda \) exist (unimodular theory) or if \( \Lambda \) is a “true” natural constant. So the two theories are practically indistinguishable on the classical level.

3. The Unimodular Hamiltonian of a spatially flat Friedmann Universe

The metric of a homogeneous and isotropic spacetime (Friedmann universe)

\[
ds^2 = -N^2(t)c^2dt^2 + a^2(t)d\Omega_3^2
\]  

\((3)\)

is characterized by the lapse function \( N(t) \) and the scale factor \( a(t) \). If the spatial curvature is zero, \( d\Omega_3^2 \) is the line element of three-dimensional flat space.

Inserting the metric into the Einstein-Hilbert action \((1)\) with \( \Lambda = 0 \) yields \((1)\)

\[
S_{EH} = \frac{3}{\kappa} \int dt N \left( -\frac{a^2}{c^2 N^2} \right) v_0 ,
\]

where \( v_0 \) is the volume of the spacelike slices according to \((3)\).

The action of a scalar field in a Friedmann universe \((3)\) reads

\[
S_m = \int dt Na^3 \left( \frac{\dot{\phi}^2}{2N^2c^2} - V(\phi) \right) v_0 .
\]

\((4)\)

Using the unimodular condition for the lapse function \( N = a^{-3} \), we find for the Hamiltonian \((4)\) of the unimodular theory

\[
H_{uni} = \frac{c^2 \dot{p}_\phi^2}{2 a^6} - \frac{c^2 p_a^2}{4e a^4} + V(\phi)
\]

\((5)\)

The Hamiltonian is a conserved quantity and not a constraint as in general relativity.

The canonical quantization of this Hamiltonian yields

\[
\hat{p}_a = -i\hbar \frac{\partial}{\partial a}, \quad \hat{p}_\phi = -i\hbar \frac{\partial}{\partial \phi},
\]

\((6)\)
\[ \hat{H} = \frac{\hbar^2 c^2}{4\epsilon} \frac{1}{a^6} \frac{\partial}{\partial u} \frac{\partial}{\partial a} - \frac{\hbar^2 c^2}{2} \frac{1}{a^6} \frac{\partial^2}{\partial \phi^2} + V(\phi). \] (7)

Here we have chosen the factor ordering that gives the part of the Hamiltonian that is quadratic in the momenta the form of a Laplace Beltrami operator \(^1\).

The evolution of the wavefunction \(\psi(a, \phi, t)\) is determined by
\[ \hat{H} \psi = i\hbar \frac{\partial}{\partial t} \psi. \] (8)

The Hamiltonian is symmetric with respect to the inner product defined by the measure \(a^5 da d\phi\), where \(a \in (0, \infty)\) and \(\phi \in (-\infty, \infty)\).

Applying the coordinate transformations
\[ A = a^3/3 \quad B = \frac{3}{\sqrt{2\epsilon}} \phi \] (9a)
and
\[ u = Ae^{-B} \quad v = Ae^{B}, \] (9b)
we obtain for the Hamilton operator
\[ \hat{H} = \frac{\hbar^2 c^2}{\epsilon} \frac{\partial^2}{\partial u \partial v} + V\left(\frac{u}{v}\right) \] (10)

The volume element is given by \(dudv\) and \(u \in (0, \infty), \quad v \in (0, \infty)\).

The classical unimodular Hamiltonian then reads
\[ H = -\frac{c^2}{\epsilon} p_u p_v + V\left(\frac{u}{v}\right). \]

The Laplace-Beltrami factor ordering ensures that the quantization of the Hamiltonian commutes with the coordinate transformation if we understand classical transformations as canonical point transformations (see also \(^5\)).

4. General properties of the time evolution

In \(^4\) we have derived a class of unitarily evolving wavepacket solutions of (8) for the special case of a massless scalar field \((V = 0)\). We found that these solutions fulfill in the late phase of time evolution
\[ \lim_{t \to \infty} \psi(0, v, t) = \lim_{t \to \infty} \psi(u, 0, t) = 0. \] (11)

Now we assume that a wavepacket solution for a general scalar field can be found and that it also fulfills (11). We investigate the physical behaviour of these solutions compared to the evolution of the classical quantities.

As in ordinary quantum mechanics, the evolution of the expectation values of an observable \(\hat{O}\) with respect to a solution \(\psi(u, v, t)\) of the Schrödinger equation (8) is given by
\[ \frac{d}{dt} \langle \psi | \hat{O} | \psi \rangle = -\frac{i}{\hbar} \left( \langle \psi | \hat{O} \hat{H} | \psi \rangle - \langle \hat{H} \hat{O} | \psi \rangle \right). \] (12)
This implies the equation
\[ \frac{d}{dt} \langle \psi | \hat{O} | \psi \rangle = -i \frac{\hbar}{\epsilon} \langle \psi \left[ \hat{O}, \hat{H} \right] | \psi \rangle, \] (13)
only if \( \hat{O} \psi \) obeys
\[ \langle \hat{H} \psi | \hat{O} | \psi \rangle = \langle \psi | \hat{H} \hat{O} | \psi \rangle. \] (14)
In the case of the Hamiltonian (10), this condition reads
\[ \int_0^\infty \psi^*(u,v,t) \frac{\partial}{\partial v} \hat{O} \psi(u,v,t) dv \bigg|_{v=0} - \int_0^\infty \left( \frac{\partial}{\partial u} \psi^*(u,v,t) \right) \hat{O} \psi(u,v,t) du \bigg|_{u=0} = 0. \] (15)
We find that this condition is fulfilled in the limit \( t \to \infty \) for wavepackets with the property (11). This means that the time evolution that we derive by the application of (13), gives the correct result for the limit \( t \to \infty \), and is approximately valid in the late phase of time evolution.

We find for the variable \( uv \), related to the scalefactor by \( A^2 = uv = \frac{4\epsilon}{\pi} \)
\[ \lim_{t \to \infty} \frac{d^2}{dt^2} \langle A^2 \rangle = \frac{c^2}{\epsilon} \left( -2 H + V + u \frac{\partial V}{\partial u} + v \frac{\partial V}{\partial v} \right), \] (16a)
whereas the classical time evolution reads
\[ \lim_{t \to \infty} \frac{d^2}{dt^2} A^2 = \frac{c^2}{\epsilon} \left( -2 H + V + u \frac{\partial V}{\partial u} + v \frac{\partial V}{\partial v} \right). \] (16b)
So we see that in the special case of a massless scalar field the late time behavior of the classical scalefactor and its expectation value according to unimodular quantum cosmology are the same. In general (16) represents the Ehrenfest theorem for unimodular quantum cosmology.

The result for the uncertainty \( \Delta(A^2) \) in the special case of a massless scalar field reads
\[ \lim_{t \to \infty} \frac{d^4}{dt^4} (\Delta(A^2))^2 = \frac{24c^2}{\epsilon^2} (\Delta H)^2, \]
which implies that the uncertainty \( \Delta(A^2) \) is monotonically growing with \( t^2 \) in the late phase of time evolution.

5. Evolution of uncertainties for general matter models

All dynamical equations in this section are derived under the assumption (11) using (13) and are therefore valid for late times. We find for the dynamics of the expectation values
\[ \frac{d}{dt} \langle v \rangle = -\mu \langle \hat{p}_u \rangle, \quad \frac{d}{dt} \langle u \rangle = -\mu \langle \hat{p}_v \rangle, \quad \frac{d}{dt} \langle \hat{p}_u \rangle = -\langle \frac{\partial V}{\partial v} \rangle, \quad \frac{d}{dt} \langle \hat{p}_v \rangle = -\langle \frac{\partial V}{\partial u} \rangle, \] (17)
where \( \mu = \frac{c^2}{\epsilon} = \frac{2\pi G}{3c^2} \).
If \( \frac{\partial V}{\partial v} \), \( \frac{\partial V}{\partial u} \) fulfill

\[
\langle F(u,v) \rangle \approx F(\langle u \rangle,\langle v \rangle) \quad (18)
\]

the equations constitute a closed system of ordinary differential equations for the expectation values, which coincide with the classical evolution equations according to (7).

The four observables \( \hat{u}, \hat{v}, \hat{p}_v, \hat{p}_u \) give rise to ten uncertainties \( (\Delta u)^2, (\Delta v)^2, (\Delta p_u)^2, (\Delta p_v)^2, \Delta(u,v), \Delta(u,p_u), \Delta(v,p_v), \Delta(p_u,p_v) \), where the mixed uncertainties of two observables are defined by

\[
\Delta(v_1,v_2) = \frac{1}{2} \left\{ \langle \hat{v}_1 \hat{v}_2 \rangle + \langle \hat{v}_2 \hat{v}_1 \rangle - 2 \langle \hat{v}_1 \rangle \langle \hat{v}_1 \rangle \right\}
\]

The application of (13) yields the evolution equations that contain expectation values of partial derivatives of \( V \) as for instance

\[
\frac{d}{dt} \Delta(u,p_u) = -\mu \Delta(p_u)^2 - \left\langle \frac{\partial V}{\partial u} \right\rangle + \left\langle \frac{\partial V}{\partial v} \right\rangle \langle u \rangle \quad (19)
\]

Expanding the occurring derivatives of \( V \) around the expectation values given by (17) and neglecting all stochastic moments of higher than second order yields a closed system of linear differential equations for the variances (quadratic uncertainties):

\[
\begin{align*}
\frac{d}{dt}(\Delta u)^2 &= -2\mu \Delta(u,p_u), \\
\frac{d}{dt}(\Delta v)^2 &= -2\mu \Delta(v,p_v), \\
\frac{d}{dt} \Delta(u,p_u) &= -\mu \Delta(p_u)^2 - V_{22} \Delta(u,v) - V_{12}(\Delta u)^2, \\
\frac{d}{dt} \Delta(v,p_v) &= -\mu \Delta(p_v)^2 - V_{11} \Delta(u,v) - V_{12}(\Delta v)^2, \\
\frac{d}{dt} \Delta(u,v) &= -\mu \Delta(v,p_v) - \mu \Delta(u,p_u), \\
\frac{d}{dt}(p_u)^2 &= -2V_{11}(\Delta(u,p_u) - 2V_{12}(\Delta(v,p_v), \\
\frac{d}{dt}(p_v)^2 &= -2V_{22}(\Delta(v,p_v) - 2V_{12}(\Delta(u,p_u), \\
\frac{d}{dt} \Delta(u,p_v) &= -V_{11} \Delta(u,p_u) - V_{12} \Delta(p_u,v) - V_{22} \Delta(v,p_v) - V_{12} \Delta(p_v,u), \\
\frac{d}{dt} \Delta(u,\hat{u}) &= -\mu \Delta(p_u,p_v) - V_{11}(\Delta u)^2 - V_{12} \Delta(u,v), \\
\frac{d}{dt} \Delta(v,\hat{v}) &= -\mu \Delta(p_u,p_v) - V_{11}(\Delta v)^2 - V_{12} \Delta(u,v),
\end{align*}
\]

where we have chosen the abbreviations

\[
V_{11} = \frac{\partial^2 V}{\partial v^2}, \quad V_{22} = \frac{\partial^2 V}{\partial u^2}, \quad V_{12} = \frac{\partial^2 V}{\partial v \partial u}.
\]

Given that all contributions of higher moments can be neglected, all uncertainties remain bounded if the system (20) is stable. This is especially the case if \( V_{11}, V_{22}, V_{12} \)
converge to fixed values for late times and fulfill

\[ |V_{12}| < \sqrt{V_{11}V_{22}}, \quad V_{12} < 0 \]

since then all characteristic roots of (20) have zero real part and are of simple type (see for instance\(^6\)).

If we neglect deviations from the classical dynamics which would be of the order of magnitudes of variances (see (18)) we can evaluate (20) inserting the classical solutions for \(\langle u \rangle, \langle v \rangle, \langle \hat{p}_u \rangle, \langle \hat{p}_v \rangle\) and verify if the initial assumption of small uncertainties (variances) is justified.
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Newton gauge cosmological perturbations for static spherically symmetric modifications of the de Sitter metric
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Static coordinates can be convenient to solve the vacuum Einstein’s equations in presence of spherical symmetry, but for cosmological applications comoving coordinates are more suitable to describe an expanding Universe, especially in the framework of cosmological perturbation theory (CPT). Using CPT we develop a general method to transform in the weak field limit any static spherically symmetric (SSS) metric from static coordinates to the Newton gauge. We apply the method to the Schwarzschild de Sitter (SDS) metric to a SSS solution of the Brans-Dicke theory, confirming the results obtained independently by solving the perturbation equations in the Newton gauge. We then consider different classes of SSS metrics obtained by modifying the SDS metric and compute the corresponding Bardeen potentials. Using the gauge invariance of the Bardeen potentials we obtain a gauge invariant definition of the turn around radius, checking it is consistent with the result obtained in static coordinates for the SDS metric and for other SSS metrics.

1. Introduction

Spherically symmetric solutions are important because they allow to compute different observables within the solar system or to study the stability of large scale structure\textsuperscript{1,2}. They can consequently provide a very important tool to test modified gravity theories\textsuperscript{3}. In general relativity the most general spherically symmetric vacuum solution of the Einstein’s field equations with a cosmological constant, the Schwarzschild-De-Sitter solution, can be written in static coordinates\textsuperscript{4}. This is a consequence of the Birkhoff’s theorem, but for a general modified theory of gravity such a coordinate system may not be possible. For a modified gravity theory in fact the most general spherically symmetric solution may not be expressed in static coordinates, but only a subclass of the general solutions. This is the consequence of the fact that the Birkhoff’s theorem may not hold in modified gravity theories\textsuperscript{5}.

In cosmology comoving coordinates are more convenient to describe an expanding Universe, especially in the framework of cosmological perturbation theory (CPT), and it is therefore useful to find the coordinate transformation from static to comoving coordinates. In this paper we develop a general method to transform in the weak field limit any spherically symmetric metric from static coordinates to the Newton gauge and apply it to different known and new cases. We first apply the method to the Schwarzschild de Sitter (SDS) metric, confirming it does indeed allow to compute correctly the Newtonian potential due to a point mass in an expanding Universe. We then compute the Newtonian potentials for a spherically symmetric solution of the Brans-Dicke theory in static coordinates, confirming the results obtained independently by solving the Brans-Dicke field equations in the Newton gauge\textsuperscript{3}. Using the gauge invariance of the Bardeen potentials we obtain a gauge
invariant definition of the turn around radius, checking it is consistent with the result obtained in static coordinates for the SDS metric and for other static spherically symmetric (SSS) metrics. We finally consider different generalized classes of SSS metrics and using the same method we transform them to the Newton gauge.

2. Static Coordinates

Assuming a general spherically symmetric metric ansatz of the type

\[ ds^2 = F(t, R) dt^2 - H(t, R) dR^2 - R^2 d\Omega^2, \]

one of the Einstein’s equations gives \( \partial_t f = 0 \), implying the existence of the well known static coordinates solution

\[ F(t, R) = H(t, R)^{-1} = \left( 1 - \frac{2m}{R} - \frac{R^2}{l^2} \right), \]

where have defined \( l^2 = 3/\Lambda \). Substituting the same general ansatz in the field equation of a different gravity theory the equation \( \partial_t f = 0 \) may not hold anymore, and a general spherically symmetric solution may not be written in static coordinates anymore. The de-Sitter metric, i.e. the \( m = 0 \) limit of the SDS metric, can also be written in isotropic coordinates

\[ R = e^{t/l} r \]

\[ t = \tilde{t} - \frac{1}{2} \log(r^2 e^{2t/l} - l^2) \]

\[ ds^2 = d\tilde{t}^2 - a^2(t)(dr^2 + r^2 d\Omega^2), \]

where \( a(\tilde{t}) = e^{\tilde{t}/l} \). These coordinates are called comoving coordinates in cosmology because they are interpreted as the coordinates of the observer comoving with the Hubble flow, and for this reason we will use this terminology in the rest of this paper. We will use a similar coordinate transformation from static to comoving coordinates to re-write the SDS metric far from the Schwarzschild radius, i.e. for \( m \ll r \) in terms of cosmological perturbations respect to the FRW background.

3. Cosmological perturbations in a spherically symmetric space and their relation with static coordinates

For cosmological applications it is useful to re-write the SSS metrics in comoving coordinates. The the most general scalar perturbations respect to the flat FRW background can be written as

\[ ds^2 = a^2 \left\{ (1 + 2\phi) dt^2 - 2\partial_i \phi dx_i dx^j - [(1 - 2\phi)\delta_{ij} + D_{ij}\chi] dx^i dx^j \right\}, \]

where \( D_{ij} = \partial_i \partial_j - \frac{1}{3} \delta_{ij} \nabla^2 \).
Assuming spherical symmetry the metric can be written as
\[
ds^2 = a^2 \left[ (1 + 2\psi) dt^2 - \left( 1 - 2\phi + \frac{2}{3} \mathcal{E} \right) dr^2 - 2\omega' d\tau dr - \left( 1 - 2\phi - \frac{1}{3} \mathcal{E} \right) r^2 d\Omega^2 \right],
\]
where
\[
\mathcal{E} = \chi'' - \frac{\chi'}{r},
\]
and the prime ‘ denotes derivative respect to \( r \).

Static coordinates are not commonly used in cosmology, where the comoving coordinate are normally preferred, but can be useful to solve different problems such as the estimation of the maximum size of gravitationally bounded structures. This is due to the fact that in static coordinates it is more convenient to define the turn around radius. For this reason it can be interesting to understand what cosmological perturbations metrics can be written in static coordinates. In general it is difficult to establish if static coordinates exist for a generic metric written in the form in eq.(7), so we will to approach the problem from the opposite direction and look for an answer to this question: what form does it take in terms of cosmological perturbations theory a metric which can be written in static coordinates?

4. SDS metric in the Newton gauge

After substituting \( R = e^{\ell/l} \) in the SDS metric in static coordinates, far from the cosmological and Schwarzschild horizon, i.e. for \( m \ll r \ll l \), at leading order we get
\[
ds^2 = \left( 1 - \frac{2m}{ar} \right) dt^2 - 4m\dot{a} dt dr - a^2 \left( 1 + \frac{2m}{ar} \right) dr^2 - a^2 r^2 d\Omega^2,
\]
where \( \dot{a} = da/dt \). Introducing conformal time \( d\tau = dt/a(t) \) we then get
\[
ds^2 = a^2 \left[ \left( 1 - \frac{2m}{ar} \right) dt^2 - 4m \frac{a_r}{a^2} dt dr - \left( 1 + \frac{2m}{ar} \right) dr^2 - r^2d\Omega^2 \right],
\]
and comparing with equation (7) we get
\[
\psi = -\frac{m}{ar},
\]
\[
\phi = -\frac{m}{3ar},
\]
\[
\omega' = \frac{2ma_r}{a^2},
\]
\[
\mathcal{E} = \frac{2m}{ar}.
\]

After integrating eq.(8) and \( \omega' \) we finally get
\[
\omega = \frac{2ma_r}{a^2} r
\]
\[
\chi = -\frac{2mr}{a} + \frac{1}{2} r^2 C(\tau) + D(\tau),
\]
where \( C \) and \( D \) are functional constants of integration. Since we are only interested in perturbations which should vanish in a limit in which the mass vanishes, the physically interesting solutions correspond to \( C = D = 0 \).

Using cosmological perturbation theory (CPT) we can derive explicitly the gauge transformation between the static coordinates and the Newton gauge. Under an infinitesimal space-time translation of the form

\[
\tilde{x}^0 = x^0 + \zeta, \\
\tilde{x}^i = x^i + \partial^i \beta, (17)
\]

the gauge transformations are

\[
\tilde{\phi} = \phi - \frac{1}{3} \nabla^2 \beta + \frac{a}{a} \zeta, \\
\tilde{\omega} = \omega + \zeta + \beta \tau, \\
\tilde{\psi} = \psi - \zeta \tau - \frac{a}{a} \zeta, \\
\tilde{\chi} = \chi + 2 \beta. (22)
\]

Imposing the Newton gauge condition

\[
\omega_N = \chi_N = 0, (23)
\]

after solving the differential equations (19) we get

\[
\beta = \frac{m r}{a}, (24) \\
\zeta = -\frac{m r a \tau}{a^2}. (25)
\]

We can then use the gauge transformations to calculate the perturbations in the Newton gauge up to leading order

\[
\Psi_N = -\frac{m}{a r}, (26) \\
\Phi_N = -\frac{m}{a r}. (27)
\]

Instead of finding the transformation taking to the Newton gauge we could have also computed the Bardeen potentials\(^8\) directly from eq.(11) up to leading order:

\[
\Psi_B = \psi - \frac{1}{6} \left[ a \left( \frac{\chi \tau}{2} - \omega \right) \right] \tau = -\frac{m}{a r}, (28) \\
\Phi_B = \phi + \frac{1}{6} \nabla^2 \chi - \frac{a \tau}{a} \left( \omega - \frac{\chi}{2} \right) = -\frac{m}{a r}. (29)
\]

As expected the the Bardeen potentials reduce to the Newton gauge potentials obtained in eq.(27) and eq.(26), and the metric takes the form

\[
ds^2 = a^2 \left[ \left( 1 - \frac{2m}{a r} \right) d\tau^2 + \left( 1 + \frac{2m}{a r} \right) \left( dr^2 + r^2 d\Omega^2 \right) \right]. (30)
\]
5. Spherically symmetric solutions in Brans-Dicke theory in static coordinates and in the Newton gauge

In Brans-Dicke (BD) theory the the Jebsen-Birkhoff theorem is valid if the scalar field is time independent. As a consequence under the assumption of a static scalar field also the static ansatz for the metric adopted in should give the most general spherically symmetric solution. Applying a perturbative approach the solution of the field equations can be written as

\[ ds^2 = \left[ 1 - (1 + \epsilon) \frac{2m}{R} - (1 - 2\epsilon) \frac{\Lambda R^2}{3} \right] dt^2 \]
\[ - \left[ 1 - (1 - \epsilon) \frac{2m}{R} - (1 - 4\epsilon) \frac{\Lambda R^2}{3} \right] dR^2 - R^2 d\Omega^2, \]

where \( \epsilon = \frac{1}{2\omega + 3} \). The SDS solution is recovered in the limit \( \epsilon \to 0 \), which is also the limit in which the BD theory reduced to GR.

Adopting comoving coordinate defined as \( R = ar \) the metric takes the form

\[ ds^2 = \left[ 1 - (1 + \epsilon) \frac{2m}{ar} - (1 - 2\epsilon) \frac{\Lambda (ar)^2}{3} \right] dt^2 \]
\[ - \left[ 1 - (1 - \epsilon) \frac{2m}{ar} - (1 - 4\epsilon) \frac{\Lambda (ar)^2}{3} \right] (adr + a'r dt)^2 - (ar)^2 d\Omega^2, \]

and after introducing conformal time \( dt = ad\tau \)

\[ ds^2 = a^2 \left[ 1 - (1 + \epsilon) \frac{2m}{ar} - (1 - 2\epsilon) \frac{\Lambda a^2 r^2}{3} \right] dr^2 \]
\[ - \left[ 1 - (1 - \epsilon) \frac{2m}{ar} - (1 - 4\epsilon) \frac{\Lambda a^2 r^2}{3} \right] \left( dr^2 + \frac{a'^2}{a^2} dr d\tau + \frac{r^2 a'^2}{a^2} d\tau^2 \right) - r^2 d\Omega^2, \]

we obtain the Bardeen potentials from the perturbations in the gauge given

\[ \Psi_B = - \frac{m}{ar} (1 + \epsilon), \]  
\[ \Phi_B = - \frac{m}{ar} (1 - \epsilon), \]

which coincide with the Newton gauge result as expected, due to the gauge invariance of \( \Psi_B \) and \( \Phi_B \). These potentials reduce to the GR result \( \Phi_N = \Psi_N = - \frac{m}{ar} \) in eq.(26,27) when \( \epsilon \to 0 \).

In general relativity the absence of anisotropic pressure perturbations in the vacuum implies that \( \Phi_N = \Psi_N \) while in BD theory the field equations do imply this anymore, and they can be different. Note we have recovered, far form the cosmological horizon, the metric computed in solving the perturbation equations in the Newton gauge. This shows explicitly what is the coordinate transformation between the solution in static and comoving coordinates, and that the solutions are indeed the same. The advantage of this approach is that it allows to derive the metric as a Newton gauge perturbation of the FRW solution directly from the
metric in static coordinates, without the need to solve again the perturbed field equations as it was done in \(^3\).
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Motivated by the symmetric teleparallel equivalent of general relativity we present a class of extended gravity theories where a scalar field is nonminimally coupled to nonmetricity $Q$. The Lagrange multipliers ensure that the connection is torsion free and flat. As a consequence, there exists a coordinate system where the connection coefficients vanish globally. We give the field equations for the metric, connection, and scalar field, and then briefly discuss cosmology, conformal invariance, and the relation with $f(Q)$ theory.
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1. Introduction

General relativity (GR) as a geometric theory of gravity is based on metric Levi-Civita connection endowed with curvature $R$. However, by invoking alternative assumptions about the connection, one may reformulate the theory as teleparallel equivalent of general relativity (TEGR) based on torsion $T$, or symmetric teleparallel equivalent of general relativity (STEGR) based on nonmetricity $Q$.\textsuperscript{1} Very recently the latter was generalized to $f(Q)$ gravity\textsuperscript{2} in analogy with $f(R)$ theories. In the present note we review our work on constructing a scalar-nonmetricity theory,\textsuperscript{3,4} in analogy with the scalar-tensor gravity based on curvature.

2. Triality of gravitational theories

2.1. Connections

On metric-affine spacetimes no constraints are imposed on the metric $g_{\mu\nu}$ and on the connection $\Gamma^\lambda_{\mu\nu}$ so that they are completely independent variables. The most general affine connection can be decomposed into three parts

$$\Gamma^\lambda_{\mu\nu} = \{\lambda_{\mu\nu}\} + K^\lambda_{\mu\nu} + L^\lambda_{\mu\nu} \quad (1)$$

given by the Levi-Civita connection $\{\lambda_{\mu\nu}\}$ of the metric $g_{\mu\nu}$, contortion

$$K^\lambda_{\mu\nu} \equiv \frac{1}{2} g^{\lambda\beta} (T_{\mu\beta\nu} + T_{\nu\beta\mu} + T_{\beta\mu\nu}) = -K_{\nu\mu}^\lambda, \quad (2)$$

and disformation

$$L^\lambda_{\mu\nu} \equiv \frac{1}{2} g^{\lambda\beta} (-Q_{\mu\beta\nu} - Q_{\nu\beta\mu} + Q_{\beta\mu\nu}) = L_{\nu\mu}^\lambda. \quad (3)$$

The contortion tensor can be defined via torsion,

$$T^\lambda_{\mu\nu} \equiv 2\Gamma^\lambda_{[\mu\nu]} = \Gamma^\lambda_{\mu\nu} - \Gamma^\lambda_{\nu\mu}. \quad (4)$$
and the disformation tensor via nonmetricity,
\[ Q_{\rho\mu\nu} \equiv \nabla_{\rho} g_{\mu\nu} = \partial_{\rho} g_{\mu\nu} - \Gamma_{\beta \rho \mu} g_{\beta \nu} - \Gamma_{\beta \rho \nu} g_{\mu \beta} . \] (5)

Let us recall, that the torsion measures the non-closure of the parallelogram if two vectors are parallel transported along to each other, and the nonmetricity is associated with the change in length of a vector upon parallel transport.

Strictly speaking, nonmetricity, torsion, as well as curvature
\[ R^\sigma_{\rho\mu\nu} \equiv \partial_\mu \Gamma^\sigma_{\nu\rho} - \partial_\nu \Gamma^\sigma_{\mu\rho} + \Gamma^\alpha_{\nu\rho} \Gamma^\sigma_{\mu\alpha} - \Gamma^\alpha_{\mu\rho} \Gamma^\sigma_{\nu\alpha} \] (6)
are all properties of the connection. Restricting the connection we can define different geometries, see Fig. 1. In the present note we focus our attention to the case, when torsion and curvature are zero, i.e. the symmetric teleparallel (STP) connection. To denote a situation where a particular property is imposed on the connection, and consequently on the covariant derivative, curvature, etc, we use overset labels, e.g., $^{\text{STP}} \nabla$, $^{\text{STP}} \Gamma$, $^{\text{STP}} R$.

In what follows we shall utilize the symmetric teleparallel connection, $^{\text{STP}} \Gamma^\lambda_{\mu\nu} = \Gamma^\lambda_{\mu\nu},$ which is torsion free, $^{\text{STP}} T_{\mu\nu\nu} = 0,$ and flat, $^{\text{STP}} R_{\sigma\rho\mu\nu} = 0.$ In that case there exists a coordinate system $\{\xi^\sigma\}$ where the connection coefficients $^{\text{STP}} \Gamma^\lambda_{\mu\nu}$ vanish globally, $^{\text{STP}} \Gamma^\lambda_{\mu\nu}(\xi^\sigma) = 0.$

The result leads to corollaries. First, the covariant derivatives commute
\[ ^{\text{STP}} \nabla_\mu ^{\text{STP}} \nabla_\nu T = \partial_\mu \partial_\nu T = \partial_\nu \partial_\mu T = ^{\text{STP}} \nabla_\nu ^{\text{STP}} \nabla_\mu T \big|_{\{\xi^\sigma\}}, \] where $T$ is a tensor (density) of arbitrary rank (and weight). Secondly, in an arbitrary coordinate system $\{x^\alpha\}$, the connection coefficients read
\[ ^{\text{STP}} \Gamma^\lambda_{\mu\nu} = \frac{\partial x^\lambda}{\partial \xi^\sigma} \frac{\partial}{\partial x^\mu} \left( \frac{\partial \xi^\sigma}{\partial x^\nu} \right), \] (7)
where $\{\xi^\sigma\}$ are the coordinates for which the connection vanishes.
2.2. Equivalent formulations of general relativity

The curvature scalar for general connection reads

\[ R = \bar{R} + M^\lambda_{\nu\rho} M^\mu_{\lambda\rho} g^{\nu\rho} - M^\lambda_{\mu\rho} M^\mu_{\nu\lambda} g^{\nu\rho} + \nabla_\mu \left( M^\mu_{\nu\rho} g^{\nu\rho} - M^\nu_{\nu\rho} g^{\mu\rho} \right), \]  
(8)

where we have used the notation \( M^\lambda_{\mu\nu} = K^\lambda_{\mu\nu} + L^\lambda_{\mu\nu} \). If we restrict the geometry to have vanishing torsion and nonmetricity, hence \( M^\lambda_{\mu\nu} = 0 \), and the curvature scalar (8) is simply \( R = \bar{R} \) which is the case of GR. If we choose a Weitzenbck connection whereby the curvature and the nonmetricity are zero, thus \( \bar{R} = 0 \), \( M^\lambda_{\nu\rho} = \bar{K}^\lambda_{\nu\rho} \), then Eq. (8) yields \( \bar{R} = \bar{T} - 2\nabla_\mu \bar{T}^\mu \), where we introduced the torsion scalar \( T \) and its trace \( T^\mu \). The action given by \( \bar{R} \) differs from the one of GR by just a total divergence term and thus provides an equivalent theory (TEGR).

A third possibility is to impose vanishing curvature and torsion, which is the case of symmetric teleparallel connection. Plugging \( \bar{R} = 0 \) and \( M^\lambda_{\nu\rho} = \bar{L}^\lambda_{\nu\rho} \) into (8) now yields

\[ \bar{R} = Q - \nabla_\mu (Q^\mu - \bar{Q}^\mu), \]  
(9)

where we introduced the nonmetricity scalar \( Q \) as

\[ Q = -\frac{1}{4} Q_{\alpha\beta\gamma} Q^{\alpha\beta\gamma} + \frac{1}{2} Q_{\alpha\beta\gamma} Q^{\beta\gamma\alpha} + \frac{1}{4} Q_{\alpha} Q^{\alpha} - \frac{1}{2} Q, \]  
(10)

and two independent contractions,

\[ Q_{\alpha} \equiv Q_{\alpha}^{\beta} \beta, \quad \tilde{Q}^\alpha \equiv Q_{\beta}^{\beta\alpha}. \]  
(11)

As the action constructed with the nonmetricity scalar (10) restricted to symmetric teleparallel connection would differ from the GR action only by a total divergence term, and the latter does not contribute to the equations of motion, we get another formulation of Einstein’s gravity, i.e. STEGR. The three equivalent formulations are summarized on Fig. 2.
3. Scalar-nonmetricity theory

Let us introduce the action

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} (\mathcal{L}_g + \mathcal{L}_\ell) + S_m, \]  

(12)

with gravitational Lagrangian of a scalar \( \Phi \) coupled to nonmetricity \( Q \),

\[ \mathcal{L}_g = A(\Phi)Q - B(\Phi)g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi - 2V(\Phi), \]  

(13)

and Lagrange multipliers terms that impose vanishing curvature and torsion,

\[ \mathcal{L}_\ell = 2\lambda_\nu^{\rho\mu} R_\nu^{\sigma \mu \rho} + 2\lambda_\nu^{\mu \rho} T_\nu^{\sigma \mu \rho}. \]  

(14)

Here \( S_m \) denotes the action of matter fields (not directly coupled to the scalar field \( \Phi \)). The general action contains three functions describing the nonminimal coupling, kinetic term, and potential of the scalar field \( A(\Phi), B(\Phi), V(\Phi) \). The nonmetricity scalar \( Q \) is given by (10). In the case when \( A = 1 \) and \( B = V = 0 \) the theory reduces to plain STEGR.

Variation of the action (12) with respect to the metric gives symmetric field equations

\[ \frac{2}{\sqrt{-g}} \nabla_\sigma \left( \sqrt{-g} \mathcal{L}_P^{\sigma \mu \nu} \right) + \frac{1}{2} g_{\mu\nu} A \mathcal{L}_P^{\sigma \mu \nu} - \mathcal{A} \left( \mathcal{P}^{\sigma \mu \nu} \mathcal{Q}^{\nu \sigma \rho} - 2Q^{\mu \sigma \rho} \right) + \]  

\[ + \frac{1}{2} g_{\mu\nu} \left( Bg^{\sigma \rho} \partial_\sigma \partial_\rho + 2V \right) = \mathcal{T}_{\mu\nu}, \]  

(15)

Here \( \mathcal{P}^{\sigma \mu \nu} \) is the nonmetricity conjugate (or superpotential)

\[ \mathcal{P}^{\sigma \mu \nu} = -\frac{1}{2} \mathcal{L}_P^{\sigma \mu \nu} + \frac{1}{4} \mathcal{Q}^{\sigma \mu \nu} \]  

(16)

which satisfies \( \mathcal{P} = Q^{\mu \nu} \mathcal{P}_{\mu \nu} \) and the matter energy-momentum tensor \( \mathcal{T}_{\mu\nu} \) is defined as usual.

Variation with respect to the scalar field \( \Phi \) gives

\[ 2B \nabla_\alpha \nabla^\alpha \Phi + B' g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi + A' Q - 2V' = 0, \]  

(17)

where the primes mean derivative with respect to the scalar field. The equation for the metric does not contain second derivatives of the scalar field, and analogously the equation for the scalar field does not contain second derivatives of the metric. Hence the equations are naturally “debraided”. On the other hand, the scalar field is not sourced by ordinary matter, as it would be in the scalar-curvature-tensor case.

Variation of the action (12) with respect to connection yields an equation containing Lagrange multipliers

\[ \nabla_\rho \left( \sqrt{-g} \lambda_\rho^{\nu \rho} \right) + \sqrt{-g} \lambda_\rho^{\mu \nu} = \sqrt{-g} A \mathcal{P}_\rho^{\mu \nu}. \]  

(18)

Due to the symmetric teleparallel connection the covariant derivatives commute and it is possible to eliminate the Lagrange multipliers, which are antisymmetric with
respect to their last indices, from (18) by acting on it with \( \nabla_\mu \nabla_\nu \). The result can be simplified further by using the equivalent of Bianchi identity, \( \nabla_\alpha \nabla_\beta (\sqrt{-g} P^{(\alpha \beta)}) = 0 \), to give

\[
\nabla_\mu \left[ (\partial_\nu A) \nabla_\lambda \left( \sqrt{-g} g^{\nu \lambda} \right) \right] = 0.
\]

(19)

The equation for the connection (19) is not trivially satisfied and in order to find a solution we must solve the three equations simultaneously. In addition, we have the continuity equation for matter, which follows from the three above mentioned equations and can be used as a separate consistency check.

4. Remarks

4.1. Example: flat FRLW cosmology

Let us consider the spatially (Levi-Civita) flat line element \( ds^2 = -dt^2 + a(t)^2 \delta_{ij} dx^i dx^j \). From the equation for the connection (19) we observe that if the metric and the scalar field depend on one and the same variable \( t \), then the coincident gauge \( \Gamma^\lambda_{\mu \nu} = 0 \) is a consistent choice, because the anti-symmetrization vanishes for \([0,0]\) case. Calculating the Lagrangian \( \tilde{Q} \) in these coordinates yields \( \tilde{Q} = -6(\dot{a}/a)^2 = -6H^2 \) and the corresponding Friedmann equations read

\[
H^2 = \frac{1}{3\mathcal{A}} \left( \rho + \frac{1}{2} B \dot{\Phi}^2 + V \right),
\]

(20)

\[
2 \dot{H} + 3H^2 = \frac{1}{\mathcal{A}} \left( -2A'(3B + 1/2) \dot{\Phi} + V' + 3A' H^2 \right).
\]

(21)

\[
B \ddot{\Phi} + (3BH + 1/2) \dot{\Phi} + V' + 3A' H^2 = 0.
\]

(22)

Here \( \rho \) is the energy density and \( p \) is the pressure of the matter fluid. By combining the equations we arrive at \( \dot{\rho} + 3H(\rho + p) = 0 \), thus checking once more that the coincident gauge \( \Gamma^\lambda_{\mu \nu} = 0 \) is a suitable choice. These equations coincide with those obtained in the scalar-torsion case, and hence describe both early and late time accelerating phase equally well.

4.2. Conformal transformations

The nonmetricity scalar transforms under the conformal transformation \( \bar{g}_{\mu \nu} = e^{2\Omega(\Phi)} g_{\mu \nu} \) as follows:

\[
\bar{Q} = e^{-\Omega} \left( Q + \frac{3}{2} g^{\mu \nu} \partial_\mu \Omega \partial_\nu \Omega + (\dot{Q} - \ddot{Q}) \partial_\mu \Omega \right).
\]

(23)

The term \( g^{\mu \nu} \partial_\mu \Omega \partial_\nu \Omega \) can be absorbed into the redefinition of the kinetic term of the scalar field, however the term \( (\dot{Q} - \ddot{Q}) \partial_\mu \Omega \) does not appear in the original action and causes the action (12) not to preserve its structure under conformal transformations. However, if we add a term \( \frac{1}{2} (\dot{Q} - \ddot{Q}) \partial_\mu A(\Phi) \) to the original
Lagrangian, we obtain the exact equivalent to the familiar scalar-curvature theory, which is covariant under the conformal transformations and scalar field redefinitions.

4.3. Equivalence with $f(Q)$

Following the standard procedure it is possible to show that $f(Q)$ theories\(^2\) where $\mathcal{L}_{g,f(Q)} = f(Q)$ form a subclass of scalar-nonmetricity theories. Utilizing an auxiliary field $\Phi$ we can write

$$\mathcal{L}_{g,aux} = f'(\Phi)Q - (f'(\Phi)\Phi - f(\Phi)).$$ \hspace{1cm} (24)

By varying the action (24) with respect to $\Phi$ yields $f''(\Phi)(\Phi - Q) = 0$. By varying the action (24) with respect to $\Phi$ one gets $f''(\Phi)(\Phi - Q) = 0$. As $f''(\Phi) \neq 0$, the equation of motion gives $Q = \Phi$ and we restore the original action. After identifications $A(\Phi) = f'(\Phi)$ and $2V(\Phi) = f'(\Phi)\Phi - f(\Phi)$ we get scalar-nonmetricity action without a kinetic term for the scalar field (i.e $B(\Phi) = 0$).

5. Summary

Of the three alternative geometric reformulations of general relativity, the symmetric teleparallel gravity and its extensions have received the least attention so far. In our work we endeavor to explore the ground by considering a generic setting where a scalar field is nonminimally coupled to the nonmetricity scalar in the symmetric teleparallel framework. A lot of research waits ahead, most obviously constructing solutions and clarifying their features, but also understanding the relations between the theories established in different geometric settings.
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1. Introduction

Sufficient experimental evidence in the recent decade have unveiled a mysterious picture of accelerated expansion of universe\(^1\). It is also believed that universe is currently exhibiting a transient phase of cosmic expansion with $\omega = -1$ and ultimately it will collapse sometime in the future\(^2\). This interesting phenomenon of late time acceleration and dark energy is somehow justified by modification of gravity. The $f(R)$ theory of gravity has been debated seriously with some fruitful results\(^3\). Interesting reviews\(^4\) may be helpful for a better comprehension of the theory.

The involvement of a general function of Ricci scalar in the theory predicts many solutions of modified field equations as compared to ordinary general relativity. However, one can also recover already known solutions. The simplest example is the existence of de Sitter solution when dealing with the vacuum case and power law $f(R)$ gravity model\(^5\). Similarly, Einstein static universe does exist in $f(R)$ theory with barotropic perfect fluid\(^6\). Thus investigating modified gravity, in particular, using power law model with anisotropic background seems interesting. In this study, locally rotationally symmetric (LRS) Bianchi type I spacetime is investigated by considering anisotropic fluid and power law $f(R)$ gravity model.

2. Field Equations in $f(R)$ Gravity

The $f(R)$ gravity field equations are

$$f(R)R_{\mu \nu} - \frac{1}{2} f(R)g_{\mu \nu} - \nabla_\mu \nabla_\nu f(R) + g_{\mu \nu} \Box f(R) = \kappa T_{\mu \nu},$$

(1)
where $f_R(R)$ is the derivative of $f(R)$ with respect to $R$ and the other notations have their usual meanings. Moreover, we consider LRS Bianchi type I spacetime
\[ ds^2 = dt^2 - X^2(t)dx^2 - Y^2(t)[dy^2 + dz^2], \]
and assume that the universe is filled with anisotropic fluid
\[ T^\mu_\nu = \text{diag}[\rho, -p_x, -p_y, -p_z]. \]
We further characterize the anisotropic fluid as
\[ T^\mu_\nu = \text{diag}[1, -\omega, -(\omega + \delta), -(\omega + \delta)]\rho, \]
where $\omega$ and $\delta$ are equation of state and skewness parameters respectively. Since $f(R)$ gravity field equations are highly non-linear in nature, so we adopt a conventional physical assumption of proportionality of shear scalar and expansion scalar which gives
\[ X = Y^s, \quad s \in \mathbb{R}. \]
Using, Eqs. (2), (4) and (5), the modified field equations simplify to
\[ (2s + 1)\ddot{Y}^2 f_R - \frac{f}{2} - \dot{Y} f_R + (s + 2) \frac{\dot{Y}}{Y} \dot{f}_R = \kappa \rho, \]
\[ -\left( \frac{2\dot{Y}}{Y} + \frac{\dot{Y}^2}{Y^2} \right) f_R + \frac{f}{2} + \dot{Y} f_R - \frac{2\dot{Y}}{Y} \dot{f}_R - \ddot{f}_R = \kappa \omega \rho, \]
\[ -\left( (s + 1) \frac{\dot{Y}}{Y} + s^2 \frac{\dot{Y}^2}{Y^2} \right) f_R + \frac{f}{2} + \dot{Y} f_R - (s + 1) \frac{\dot{Y}}{Y} \dot{f}_R - \ddot{f}_R = \kappa (\omega + \delta) \rho, \]
where $\ddot{Y} \equiv (s + 2) \frac{\ddot{Y}}{Y} + (s^2 + s + 1) \frac{\dot{Y}^2}{Y^3}$ and the over dot is to denote time derivative.

3. Dynamics of Anisotropic Universe with Power Law $f(R)$ Model
Now we consider the well known $f(R)$ gravity model as
\[ f(R) = \zeta R^{r+1}, \quad \zeta, \ r \in \mathbb{R} - \{0\}. \]
Differentiating Eq.(9) with respect to $R$, it follows that
\[ f_R(R) = \zeta (r + 1) R^r, \]
Without loss of any generality, we may choose $\zeta = \frac{1}{r+1}$. This simplifies the work for further analysis. Since the field equations (6)-(8) are still complicated even with the choice of power law model. Thus, a power law form of metric coefficient is chosen
\[ Y(t) = \xi t^{\frac{1}{r+1}}, \quad \xi \in \mathbb{R} - \{0\}. \]
Using these settings, Eqs.(6)-(8) provide the corresponding expressions for energy density and pressure components.

\[
\rho = \frac{-1}{l^2(r+1)(s+2)^2} \left[ \left(2 rs^2 + 2r^2 s^2 - 2s + 4rs + 8s r^2 + 8r^2 + 6r - 1 \right) \left(\frac{2(2s+1)}{l^2(s+2)^2}\right)^r \right], \quad (12)
\]

\[
p_x = \frac{-1}{l^2(r+1)(s+2)^2} \left[ \left(2 rs^2 - 2s + 4r^3 s^2 + 6r^2 s^2 + 4rs + 20sr^2 + 16r^3 s + 16r^2 + 16r^3 - 1 \right) \left(\frac{2(2s+1)}{l^2(s+2)^2}\right)^r \right], \quad (13)
\]

\[
p_y = \frac{-1}{l^2(r+1)(s+2)^2} \left[ \left(2rs - 2s + 4r^2 s^2 + 4r^3 s^2 + 16r^3 s + 18sr^2 + 4r + 16r^3 + 20r^2 - 1 \right) \left(\frac{2(2s+1)}{l^2(s+2)^2}\right)^r \right] = p_z. \quad (14)
\]

Manipulating Eqs.(12)-(14), EoS and skewness parameters turn out to be

\[
\omega = \frac{4r^3 s^2 + 2s^2 r + 6r^2 s^2 - 2s + 20sr^2 + 16r^3 s + 4sr + 16r^3 + 16r^2 - 1}{2r^2 s^2 + 2s^2 r + 8sr^2 + 4sr - 2s + 8r^2 + 6r - 1}, \quad (15)
\]

\[
\delta = -\frac{2r(r+1)(s+2)(s-1)}{2r^2 s^2 + 2s^2 r + 8sr^2 + 4sr - 2s + 8r^2 + 6r - 1}. \quad (16)
\]

The behavior of these parameters is reflected in Fig. (1a) and (1b) respectively. It is worthwhile to notice that many possibilities of equation of state parameter exist. For example, an interesting case arise when \(\omega = -1\) describing cosmic expansion.\textsuperscript{2,7,8}
In this case, explicit solutions of Eq. (15) turn out to be
\[ r = \frac{-1 - s \pm \sqrt{3 + 6s + s^2}}{2(s + 2)}, \]  
and
\[ s = \frac{-4r^2 - 3r + 1 \pm \sqrt{-5r^2 - 4r + 1}}{2r(r + 1)}. \]  

So in the light of above constraints, one can choose suitable power law $f(R)$ gravity model and the corresponding solution metric. In this case, a generic solution metric turns out to be
\[ ds^2 = dt^2 - \xi^2 t^{\frac{2\mu}{\lambda + 2}} dx^2 - \xi^2 t^{\frac{2\lambda}{\lambda + 2}} (dy^2 + dz^2). \]  

It is important to notice here that the anisotropy parameter involved in the above spacetime may also be used to reconstruct some well known solutions for physical relevance. For example, $s = -1/2$ gives the well known Kasner’s universe and obviously this value corresponds to vacuum case (see Eqs. (12)-(14)).

3.1. Power Law model and Energy Bounds
The energy bounds have gained popularity in the modern day cosmology. It is important to mention here that viability of cosmological models and some important theorems about black holes are associated with the energy bounds. The usual energy conditions namely null energy conditions (NEC), weak energy conditions (WEC), strong energy conditions (SEC) and dominant energy conditions (DEC)
are defined as

\begin{align*}
\text{NEC:} & \quad \rho + p_x \geq 0, \quad \rho + p_y \geq 0 \\
\text{WEC:} & \quad \rho \geq 0, \quad \rho + p_x \geq 0, \quad \rho + p_y \geq 0, \\
\text{SEC:} & \quad \rho + 3p_x \geq 0, \quad \rho + 3p_y \geq 0, \quad \rho + p_x \geq 0, \quad \rho + p_y \geq 0, \\
\text{DEC:} & \quad \rho \geq 0, \quad \rho \pm p_x \geq 0, \quad \rho \pm p_y \geq 0.
\end{align*}
\tag{20}

The graphical behavior of these conditions is reflected in Figs. (2)-(4). It is mentioned here that we have fixed $\kappa = 1$ and the model parameter $r = 1/3$. Moreover, we choose the same range of anisotropy parameter $s$ as in the case of EoS parameter plot (see Fig. (1)). Since these values corresponds to negative $\omega$, so it is already anticipated that most of the energy bounds will not be satisfied. In particular, Fig. (3) depicts that SEC is violated. It is interesting as this violation seems to support an accelerating universe.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig3a.png}
\includegraphics[width=0.4\textwidth]{fig3b.png}
\caption{Plots of SEC}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig4a.png}
\includegraphics[width=0.4\textwidth]{fig4b.png}
\caption{Plots of DEC}
\end{figure}
4. Outlook

In the present work, we study the dynamics of anisotropic universe in modified gravity. LRS Bianchi type I spacetime is investigated in the metric theory of $f(R)$ gravity to meet this aim. Moreover, an anisotropic fluid is considered with deviation parameter to discuss the dynamics of modified field equations. A general solution metric is reported using the well-known power law $f(R)$ gravity model. In particular, explicit equation for EoS parameter is reported in terms of anisotropy and $f(R)$ model parameters. The graphical analysis of equation of state parameter is also given which includes $\omega = -1$ predicted for cosmic expansion. The energy conditions are also discussed for a range of specific model parameter. We have only discussed some limited choices and many other possibilities can also be explored. It is shown that anisotropic universe in modified gravity anticipate some interesting solutions and viable power law $f(R)$ gravity models can be reconstructed using suitable values of model parameter.
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We investigate the existence and stability of the Einstein universe in the context of $f(R,T,Q)$ gravity, where $Q = R_{\mu\nu}T^{\mu\nu}$. Considering linear homogeneous perturbations around scale factor and energy density, we formulate static as well as perturbed field equations. We parameterize the stability regions corresponding to conserved as well as non-conserved energy-momentum tensor using linear equation of state parameter for particular models of this gravity. The graphical analysis concludes that for a suitable choice of parameters, the stable regions of the Einstein universe are obtained which indicate that the big-bang singularity can be avoided successfully by the emergent mechanism in non-minimal matter-curvature coupled gravity.
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1. Introduction

The strong non-minimal coupling between gravity and matter fields present in $f(R,T,Q)$ gravity has gained much attention to study the issue of current accelerated cosmic expansion⁴. Odintsov and Sáez-Gómes² explored matter instability, ΛCDM model and de Sitter solutions in this modified theory. Sharif and Zubair investigated the validity of thermodynamical laws³ and derived the energy conditions⁴ for two different models of this gravity. The physical behavior of compact objects is also discussed in this gravity⁵. We have analyzed the dust spherical solution in the same gravity⁶.

The emergent universe scenario to resolve the issue of big-bang singularity is based on the stability of Einstein universe (EU) against all kinds of perturbations. In general relativity, the idea of this emergent universe is not proved successful due to unstable EU against homogenous perturbations⁷. Seahra and Böhmer⁸ showed that stable EU solutions exist in $f(R)$ models for perfect fluid with linear equation of state (EoS) and remain unstable against inhomogeneous perturbations. Shabani and Ziaie⁹ discussed the stable solutions of EU in $f(R,T)$ gravity which were unstable in $f(R)$ gravity. Sharif and Ikram¹⁰ investigated the stability of EU against linear homogeneous perturbations in $f(G,T)$ gravity and found stable solutions.

This paper explores the effects of strong non-minimal coupling on the stability of EU using homogeneous linear perturbations in $f(R,T,Q)$ gravity. In the next section, we formulate the field equations of this theory and investigate the stability of EU for both conserved and non-conserved energy-momentum tensor (EMT). In the last section, we concluding our results.
2. Stability Analysis of Einstein Universe in \( f(R, T, Q) \) Gravity

The line element for closed FRW universe model is given by
\[
d s^2 = dt^2 - a^2(t) \left( \frac{1}{1 - \frac{r^2}{a^2}} dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2) \right),
\]
where \( a(t) \) represents the scale factor. The EMT for perfect fluid is
\[
T_{\mu\nu} = (\rho + p)u_\mu u_\nu - pg_{\mu\nu},
\]
where \( \rho, \ p \) and \( u_\mu \) indicate energy density, pressure and four velocity, respectively.

In closed FRW universe background, the field equations of \( f(R, T, Q) \) gravity corresponding to \( \mathcal{E}_m = -p \) are obtained as
\[
\frac{3}{a^2}(1 + \dot{a}^2) = \frac{1}{f_R + p_{fQ}} \left[ \kappa^2 \rho + (\rho + p) f_T + 3 \left( \frac{a\ddot{a} + \dot{a}^2 + 1}{a^2} \right) f_R + \frac{1}{2} \right.
\times f(R, T, Q) - \frac{3}{a^2} \dot{a} R f_R - \frac{3}{2} \left( \frac{4\dot{a}^2 - a\ddot{a} + 2}{a^2} \right) \rho f_Q - \frac{3}{2} \left. \right]
\times \left( \frac{a\ddot{a} + 2\dot{a}^2}{a^2} \right) p_{fQ} + \frac{3}{2a} \dot{a} \left[ (p - \rho) f_Q \right],
\]
\[
-2a\ddot{a} - (1 + \dot{a}^2) = \frac{1}{f_R + p_{fQ}} \left[ \kappa^2 a^2 p - \frac{a^2}{2} f(R, T, Q) - 3(a\ddot{a} + \dot{a}^2 + 1) f_R 
+ 2a\dot{a} \dot{f}_T + a^2 \dot{f}_R + \frac{1}{2} \left( 4\dot{a}^2 - a\ddot{a} + 2 \right) p_{fQ} + \frac{1}{2}(a\ddot{a} 
+ 2\dot{a}^2) \rho_{fQ} + 2a\dot{a} \left[ (p + \rho) f_Q \right] + \frac{a^2}{2} \dot{a} \left[ (p - \rho) f_Q \right] \right],
\]
where dot shows derivative with respect to time. The conservation equation is
\[
\dot{\rho} + \frac{3}{a^2} \frac{\dot{a}}{a} (\rho + p) = \frac{1}{2\kappa^2 + 3(f_T - \frac{2\dot{a}^2 + \dot{a} \ddot{a}}{a^2} f_Q)} \left[ \frac{3}{a^2} (\ddot{a} - 3\dot{a}^2) (\rho + p) 
- 3 \left( \frac{\ddot{a}}{a^2} - \frac{\dot{a}^2}{a^2} \right) \dot{a} p \right] f_Q - 2(p + \rho) \dot{f}_T + 6 \left( \frac{\dot{a}}{a} \right)^2 (\rho + p) 
\times \dot{f}_Q + \dot{a} p_{fT} \right].
\]

We consider linear homogeneous perturbations to investigate the stability of EU in \( f(R, T, Q) \) gravity. For this purpose, we take \( a(t) = a_0 \) = constant for EU and the corresponding field equations (3) and (4) reduce to
\[
\frac{3}{a_0^2} = \frac{1}{f_R + p_0 f_Q} \left[ \kappa^2 \rho_0 + (\rho_0 + p_0) f_T + \frac{f(R_0, T_0, Q_0)}{2} + \frac{3}{a_0^2} f_R + \frac{3}{a_0^2} p_0 f_Q \right],
\]
\[
-\frac{1}{a_0^2} = \frac{1}{f_R + p_0 f_Q} \left[ \kappa^2 p_0 - \frac{1}{2} f(R_0, T_0, Q_0) - \frac{3}{a_0^2} f_R + \dot{f}_T f_R + \frac{p_0}{a_0^2} f_Q \right],
\]
where \( R_0 = R(a_0) = -\frac{6}{a_0^2}, \ T_0 = p_0 - 3p_0 \) and \( Q_0 = 6\frac{\dot{a}_0}{a_0^2} \). Here \( \rho_0 \) and \( p_0 \) denote the unperturbed energy density and pressure, respectively. In order to examine the stability regions, we consider linear EoS defined as \( p(t) = \omega \rho(t) \) (\( \omega \) is the EoS
parameter) and introduce the expressions for linear perturbations in scale factor and energy density depending only on time as follows

\[ a(t) = a_0 + a_0 \delta a(t), \quad \rho(t) = \rho_0 + \rho_0 \delta \rho(t). \quad (8) \]

where \( \delta a(t) \) and \( \delta \rho(t) \) express the perturbed scale factor and energy density, respectively. We assume that \( f(R, T, Q) \) is analytic and by applying Taylor series expansion for three variables up to first order, this turns out to be

\[ f(R, T, Q) = f(R_0, T_0, Q_0) + f_R \delta R + f_T \delta T + f_Q \delta Q. \quad (9) \]

Using linear EoS, \( \delta R, \delta T \) and \( \delta Q \) become

\[ \delta R = -6(\delta \dot{a} - \frac{2\delta a}{a_0^2}), \quad \delta T = T_0 \delta \rho_0, \quad \delta Q = 3\rho_0[(\omega - 1)\delta \dot{a} - 4 \omega \frac{\dot{a}}{a_0^2}\delta a + 2 \omega^2 \frac{\dot{\rho}}{a_0^2}]. \quad (10) \]

Substituting Eqs.(6)-(10) into the field equations (3) and (4), we obtain the linearized perturbed equations as

\[ 6(f_R + \rho_0 f_Q)\delta a + a_0^2 \rho_0 [\kappa^2 + (1 + \omega)f_T + \frac{1}{2}(1 - 3\omega)f_T - \frac{3}{a_0^2}f_Q]\delta \rho = 0, \quad (11) \]

\[ 2(f_R + \rho_0 f_Q)\delta \dot{a} + \frac{2}{a_0^2}(\rho_0 \omega f_Q - f_R)\delta a + \rho_0 [\kappa^2 \omega - \frac{1}{2}(1 - 3\omega)f_T - \frac{\omega}{a_0^2}f_Q]\delta \rho \]

\[ + \frac{1}{2} \rho_0 (1 - \omega) f_Q \delta \ddot{\rho} = 0. \quad (12) \]

These express a direct relation between perturbed scale factor and energy density.

### 2.1. Stability for conserved case

The conservation law does not hold in \( f(R, T, Q) \) gravity but we assume that this law holds in this gravity for which the right hand side of Eq.(5) becomes zero and we obtain

\[ \dot{f}_T - 2(\rho + p)\partial_t f_T + \frac{3}{a^2} \left[ \frac{\dot{a}}{a}(a\ddot{a} - 4\dot{a}^2)(\rho + p) - (a\ddot{a} - a^2)\dot{p} \right] f_Q \]

\[ + 6(\frac{\dot{a}}{a})^2(\rho + p)\partial_t f_Q = 0. \quad (13) \]

From the standard conservation equation, we obtain the relation defined by \( \delta \dot{\rho}(t) = -3(1 + \omega)\delta \dot{a}(t) \). To construct the perturbed field equation in the form of perturbed scale factor, we eliminate \( \delta \rho \) from Eqs.(11) and (12), obtain \( a_0^2 \) from Eqs.(6) and (7) and then substitute the expression of \( \delta \dot{\rho}(t) \) in the resulting equation which yields

\[ \left[ 2(f_R - \omega \rho_0 f_Q) \right] \left[ \rho_0 \left\{ \kappa^2 + (1 + \omega)f_T - \frac{3\rho_0(1 + \omega)(\kappa^2 + f_T)}{2f_R + \rho_0(3 + \omega)f_Q} \right\} f_Q + \frac{1}{2}(1 - 3\omega) \]

\[ \times f_T \right] \right) + 6 \rho_0 (f_R + \rho_0 f_Q) \left\{ \kappa^2 \omega - \frac{\omega \rho_0(1 + \omega)(\kappa^2 + f_T)}{2f_R + \rho_0(3 + \omega)f_Q} \right\} f_Q - \frac{1}{2}(1 - 3\omega)f_T \]

\[ + \left[ \rho_0 \left( \frac{2f_R + \rho_0(3 + \omega)f_Q}{\rho_0(1 + \omega)(\kappa^2 + f_T)} \right) \left\{ \kappa^2 + (1 + \omega)f_T - \frac{3\rho_0(1 + \omega)(\kappa^2 + f_T)}{2f_R + \rho_0(3 + \omega)f_Q} \right\} f_Q + \frac{1}{2} \]

\[ \times (1 - 3\omega)f_T \left\{ \frac{3}{2} \rho_0(1 - \omega^2)f_Q - 2(f_R + \rho_0 f_Q) \right\} \right\} \delta \ddot{a} = 0. \quad (14) \]
We consider a specific form of $f(R,T,Q)$ gravity given by $f(R,T,Q) = R + f(T) + g(Q)$, where $f(T)$ and $g(Q)$ are the generic functions of $T$ and $Q$, respectively. We assume that the conservation law holds for this model. Using this assumption along with $a(t) = a_0 = constant$, Eq.(13) leads to $\dot{p} = 2(\rho + p)\dot{T} = 0$, where prime shows derivative with respect to $T$. Consequently, using linear EoS ($\rho = \omega p$) and perturbation in energy density given in Eq.(8), the resulting second-order differential equation is obtained as $\omega f'(T) - 2(1 + \omega)Tf''(T) = 0$, whose solution is

$$f(T) = \frac{c_1 T(1 + \omega)(2T(1 + \omega))^{\frac{\omega + \omega^2}{2 + 3\omega}}}{2 + 3\omega} + c_2,$$

where $c_1$ and $c_2$ are integration constants.

It is mentioned here that the conservation law holds only for this unique expression of $f(T)$ in the proposed model. For the considered model, substitution of $f(T)$ into Eq.(14) leads to the following resulting differential equation

$$[6\Delta_1 + 6\Delta_2\Delta_3 + 2\Delta_4\Delta_5 - 3g(Q)(2\Delta_5 + \Delta_3\Delta_6 - \Delta_7\Delta_9)]\delta a - [(\Delta_8 + \Delta_9)\times g'(Q) + 2\Delta_3\Delta_{10}]\delta b = 0,$$

where $\Delta_i$’s ($i = 1, 2, 3, ..., 10$) are

$\Delta_1 = \frac{\rho_0\kappa^4}{3}(1 + 4\omega + 3\omega^2)$,  $\Delta_2 = \rho_0\kappa^2(1 + \omega)(10 + 7\omega) + 2\rho_0\omega(1 + 3\omega + \omega^2)$,

$$\Delta_3 = \frac{\rho_0\kappa^4}{2}(2\rho_0(1 + \omega)(1 + 3\omega))$$,

$$\Delta_4 = \rho_0\omega(2 + \omega + \rho_0(1 + \omega + \omega^2)),$$

$$\Delta_5 = \rho_0\omega(1 + 4\omega + 3\omega^2),$$

$$\Delta_6 = \rho_0\kappa^2(8\omega(1 + \omega) + 3(1 - \omega^4)),$$

$$\Delta_7 = \rho_0\kappa^2(2(3 + \omega) + \rho_0(1 - 4\omega + 3\omega^2)),$$

$$\Delta_9 = 9 - \omega^2 + \frac{\rho_0}{2}(9 - 13\omega + 7\omega^2 - 3\omega^3),$$

$$\Delta_{10} = \frac{2\kappa^2}{\Delta_3} + (3 - \omega).$$

The solution of Eq.(16) is $\delta a(t) = b_1 e^{\Omega t} + b_2 e^{-\Omega t}$, where $b_1$ and $b_2$ are integration constants and $\Omega$ represents the frequency of small perturbation which is of the form

$$\Omega^2 = \frac{6(\Delta_1 + \Delta_2\Delta_3 + 2\Delta_4\Delta_5 - 3g(Q)(2\Delta_5 + \Delta_3\Delta_6 - \Delta_7\Delta_9))}{(\Delta_8 + \Delta_9)g'(Q) + 2\Delta_3\Delta_{10}}.$$

### 2.2. Stability for non-conserved case

Here, we discuss the stability when EMT is not conserved. We consider another specific model $f(R,T,Q) = \alpha R + f(Q)$, where $\alpha$ is an arbitrary constant. For this model, the perturbed field equations (11) and (12) lead to

$$6[\alpha + \rho_0 f'(Q)]\delta a + a_0^2 \rho_0 \left[\kappa^2 - \frac{3}{a_0^2}f'(Q)\right] \delta \rho = 0,$$

$$\left[2\alpha + \rho_0\left(\frac{1 + 3\omega^2}{2}\right)f'(Q)\right] \delta a + \frac{2}{a_0^2} \rho_0\omega f'(Q) - \alpha] \delta a + \rho_0\omega \left[\frac{1}{a_0^2}f'(Q)\right] \delta \rho = 0.$$
The differential equation in perturbed scale factor is obtained by eliminating $\delta \rho$ and by substituting the value of $a_{20}$ of the form

$$2\kappa^2 \rho_0 (1 + \omega) [\alpha (1 + 3\omega) + 4\omega \rho_0 f'(Q)] \frac{\delta}{\delta a} = 0,$$

whose solution is $\delta a(t) = a_1 e^{\Omega t} + a_2 e^{-\Omega t}$, where $a_j$'s ($j = 1, 2$) are integration constants and frequency of small perturbation ($\Omega$) with $\xi_2 = \rho_0 f'(Q)$ is given by

$$\Omega^2 = \frac{2\kappa^2 \rho_0 (1 + \omega) (\alpha (1 + 3\omega) + 4\omega \xi_2)}{4\alpha^2 + \alpha (3\omega^2 - 2\omega + 7) \xi_2}.$$  \hspace{1cm} (20)

For graphical analysis, we take $\kappa^2 = 1$, $\rho_0 = 0.3$ and $\rho_0 = \xi_1$ as a new parameter. Fig. 1 shows the existence of stable EU for $\Omega^2$ corresponding to different values of $c_1$. It is observed that the stable EU exists for all values of $\omega \geq -1$ and these regions are becoming more smooth with increasing value of $c_1$. For negative values of $c_1$, the stable modes exist in the range $-1 < \omega < \frac{1}{2}$ and with decreasing value of $c_1$, the graphs show more stable regions towards positive values of EoS parameter. Figure 2 indicates the stable EU for $\Omega^2$ and it is found that for $\alpha = 1$, the stable regions appear only for negative values of $\omega$ but for greater values of $\alpha$, we obtain stable region also for positive values of $\omega$. The stable EU for negative values of $\alpha$ also exists and this stability increases with decreasing value of $\alpha$.

![Fig. 1. Plots of stable regions in $(\omega, \xi_1)$ space for $\Omega^2$ with $c_1 = 1$ (cyan), $c_1 = 7$ (yellow) for left plot, $c_1 = -1$ (cyan) and $c_1 = -7$ (yellow) for right plot.](image)

3. Concluding Remarks

This paper studies the stability of EU with closed FRW universe model and perfect fluid in $f(R,T,Q)$ gravity. We have formulated static and perturbed field equations using scalar homogeneous perturbations about energy density and scale factor. These equations are parameterized by linear EoS parameter. The second order perturbed differential equations are constructed whose solutions provide the
existence and stability regions of EU for particular $f(R,T,Q)$ models. We have analyzed both conserved as well as non-conserved EMT cases against perturbations scheme. We conclude that stable modes of EU exist against homogeneous scalar perturbations for all values of EoS parameter if the model constraints are chosen appropriately in this gravity. The stable EU against vector perturbations also exist because any initial vector perturbations remain frozen. It is worthwhile to mention here that the range of EoS parameter is greatly enhanced as compared to that of $f(R)$ gravity and more stable regions are found as compared to $f(R,T)$ theory due to the presence of generic function of $Q$. Like all other modified theories, our results also reduce to GR in the absence of dark source terms.
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We discuss anisotropic source describing the phenomena of collapse and expansion in the context of $f(R, T)$ theory. For this purpose, we take an auxiliary solution of the Einstein field equations and evaluate expansion scalar whose negative values lead to collapse and positive values give expansion. For both cases, the behavior of density, pressures as well as anisotropic parameter is explored and the effects of model parameter on these quantities are examined. We also check the energy conditions for physical viability of these generating solutions.
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1. Introduction

The force of gravity is responsible for maintaining the structure of celestial bodies, restricting them in their respective tracks as well as controlling different astrophysical phenomena. Stars are one of these heavenly objects that are in equilibrium state due to balance of inward gravity and outward thermal pressure. When this balance is disturbed, star first experiences expansion and becomes red giant or massive stars lead to red super giants. After this expansion phase, a supernova explosion occurs and star collapses resulting into compact objects like white dwarfs, neutron stars and black holes. Oppenheimer and Snyder\(^1\) are the pioneers to explore the gravitational collapse of dust matter. Glass\(^2\) investigated the collapsing and expanding solutions for a spherical system within the framework of general relativity (GR). Abbas explored these solutions for plane symmetric stellar structure\(^3\), spherical symmetric charged system\(^4\) as well as cylindrical charged fluid configurations\(^5\) in GR. These collapsing and expanding solutions are also generated in the background of $f(R, T)$ gravity for a sphere in the absence\(^6\) and presence of electromagnetic field.

To discuss the mysteries of dark energy and dark matter, researchers proposed different extensions or alternatives to GR. Here, we consider the $f(R, T)$ theory which couples curvature scalar and trace of energy momentum tensor. This manuscript generates the collapsing and expanding solutions for a plane symmetric anisotropic source in $f(R, T)$ context. In next section, we define the basic equations for a plane symmetric stellar structure in $f(R, T)$ theory and its subsections contain the generating solution for collapse as well as expansion. Finally, we summarize our results.

2. Basic Equations in $f(R, T)$ Theory

We consider the following metric and energy-momentum tensor to describe the geometry and matter distribution inside the anisotropic plane symmetric source,
respectively

\[
ds^2 = -A^2(t, z)dt^2 + B^2(t, z)(dx^2 + dy^2) + C^2(t, z)dz^2,
\]

\[
T_{\mu\nu} = (\rho + p_\perp)V_\mu V_\nu + p_\perp g_{\mu\nu} + (p_z - p_\perp)\chi_\mu \chi_\nu,
\]

where \(V_\mu, \chi_\mu, \rho, p_z\) and \(p_\perp\) denote the four velocity, unit four-vector, density as well as pressures in \(z\) and its perpendicular direction, respectively. Here, the four-vectors \(V_\mu\) and \(\chi_\mu\) have the following expressions

\[
V^\mu = (A^{-1}, 0, 0, 0), \quad K^\mu = (0, 0, 0, C^{-1}),
\]

and \(V^\mu V_\nu = -1, \chi^\mu \chi_\nu = 1, V^\mu \chi_\nu = 0\).

The \(f(R, T)\) gravity action

\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{16\pi} f(R, T) + L_m \right],
\]

produces the following field equations

\[
f_R R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} f + (g_{\mu\nu} \Box - \nabla_\mu \nabla_\nu) f_R = 8\pi T_{\mu\nu} - f_T (T_{\mu\nu} + \Theta_{\mu\nu}) + 8\pi E_{\mu\nu},
\]

where \(f_R\) and \(f_T\) denote the derivatives of \(f(R, T)\) with respect to \(R\) and \(T\), respectively, while \(\Theta_{\mu\nu}\) is defined as

\[
\Theta_{\mu\nu} = g^{\gamma\alpha} \frac{\delta T_{\gamma\alpha}}{\delta g_{\mu\nu}}, \quad T_{\mu\nu} = g_{\mu\nu} L_m - \frac{\partial L_m}{\partial g^{\mu\nu}}.
\]

We consider \(f(R, T) = R + 2\lambda T\) suggested by Harko et al.\(^7\) to investigate how curvature-matter coupling effects the generating solutions for collapse and expansion. This \(f(R, T)\) model and \(L_m = -\rho\) yield the following field equations

\[
G_{\mu\nu} = (8\pi + 2\lambda) T_{\mu\nu} + 2\lambda \rho g_{\mu\nu} + \lambda T g_{\mu\nu},
\]

which produces the following set of equations

\[
\frac{\dot{B}^2}{BA^2} - \frac{B'^2}{C^2A^2} - 2\frac{B''}{BC} + 2\frac{\dot{C}}{C} \frac{B}{B} + 2\frac{B'}{C} \frac{C'}{C^3} = (8\pi + \lambda)\rho - 2\lambda p_\perp - \lambda p_z,
\]

\[
-\frac{\dot{B}B}{BA^2} + \frac{\dot{A}AB}{A^2B} + \frac{A'B'}{C^2AB^2} + \frac{B''}{B^2C^2} - \frac{\dot{C}B}{CB^2A^2} - \frac{B'C'}{B^2C^2} + \frac{A''}{ABC^2} - \frac{\dot{C}}{CA^2B}
\]

\[
+ \frac{\dot{A}C}{A^2CB} - \frac{A'C'}{ABC^2} = (8\pi + 4\lambda)p_\perp + \lambda \rho + \lambda p_z,
\]

\[
-2\frac{\dot{B}B}{BA^2} + 2\frac{\dot{A}AB}{A^2B} + 2\frac{A'B'}{ABC^2} - \frac{\dot{B}^2}{B^2} + \frac{B'^2}{B^2C^2} = (8\pi + 3\lambda)p_z + \lambda \rho + 2\lambda p_\perp,
\]

where an over dot and prime correspond to the derivative with respect to \(t\) and \(z\), respectively. Simultaneous solution of field equations gives the following values of
The pressure anisotropy is defined by the relation

\[ \rho = \frac{A^{-3}B^{-2}C^{-3}}{8(2\pi + \lambda)(4\pi + \lambda)} \left[ -AC \left\{ (8\pi + 5\lambda)(A^2C^2\dot{B}^2 + A^4B'^2) + \lambda C^4(\dot{B}^2 + B'^2) \right\} \\
+ 2\lambda B^4 \left\{ C^2(\dot{A}\dot{C} - A\dot{C}) - A^2A'C' + A^2CA'' \right\} + 2B \left\{ (8\pi + \lambda)A^3C^2\dot{B}\dot{C} + \lambda C^5 \right\}
+ \left( \dot{A}\dot{B} - A\dot{B}' - A'\dot{B} \right) + (8\pi + 5\lambda)(A^5B'C'\dot{A}'\dot{C}B'') \right\}
+ 2\lambda B^3 \left\{ -AC^2\dot{B}\dot{C} \\
+ C^3(\dot{A}\dot{B} - A\dot{B}') - A^3B'C' + A^2C(A'\dot{B}' + AB'') \right\} \right], \tag{10} \]

\[ p_z = \frac{A^{-3}B^{-2}C^{-3}}{8(2\pi + \lambda)(4\pi + \lambda)} \left[ AC \left\{ -\lambda A^2C^2\dot{B}^2 + \lambda A^4B'^2 - (8\pi + 3\lambda)C^4(\dot{B}^2 + B'^2) \right\}
- 2\lambda B^4 \left\{ C^2(\dot{A}\dot{C} - A\dot{C}) - A^2A'C' + A^2CA'' \right\} + 2B \left\{ -\lambda A^3C^2\dot{B}\dot{C} + (8\pi + 3\lambda) \right\}
\times C^5(\dot{A}\dot{B} - A\dot{B}' - A'\dot{B}') - \lambda A^5B'C' + \lambda A^5CB'' - 2\lambda B^3 \left\{ -AC^2\dot{B}\dot{C} + C^3 \right\}
\times (\dot{A}\dot{B} - A\dot{B}') - A^3B'C' + A^2C(A'\dot{B}' + AB'') \right\}], \tag{11} \]

\[ p_\perp = \frac{A^{-3}B^{-2}C^{-3}}{8(2\pi + \lambda)(4\pi + \lambda)} \left[ AC \left\{ -\lambda A^2C^2\dot{B}^2 + A^4B'^2 + C^4(\dot{B}^2 + B'^2) \right\} + (4\pi + \lambda) \right]
\times B^4 \left\{ C^2(\dot{A}\dot{C} - A\dot{C}) - A^2A'C' + A^2CA'' \right\} - 2\lambda B \left\{ A^3C^2\dot{B}\dot{C} + C^5(\dot{A}\dot{B} - A\dot{B}' + A^3B'C' - A^3C\dot{B}) + 2(4\pi + \lambda)B^3 \left\{ -AC^2\dot{B}\dot{C} + C^5(\dot{A}\dot{B} - A\dot{B}') - A^3\dot{B}\dot{C} + A^2C(A'\dot{B}' + AB'' \right\} \right\]. \tag{12} \]

The pressure anisotropy is defined by the relation

\[ \Delta = p_z - p_\perp. \tag{13} \]

The expansion scalar is obtained as

\[ \Theta = \frac{1}{A} \left( \frac{2\dot{B}}{B} + \frac{\dot{C}}{C} \right), \tag{14} \]

and we consider an auxiliary solution of Eq. (8) as

\[ A = \frac{\alpha \dot{B}}{B^\gamma}, \quad C = B^\gamma, \tag{15} \]

where \( \gamma \) and \( \alpha > 0 \) are arbitrary constants. The above solution leads to

\[ \Theta = (2 + \gamma)B^{1-\gamma}. \tag{16} \]

The positive values of \( \Theta \) provide expansion and its negative values correspond to collapse. We discuss these cases in the following subsections.

### 2.1. Generating solution for collapse

For collapsing solution, we find the metric coefficient \( B \) using the Taub’s mass\(^8\) for plane symmetric configuration and then using the concept of trapped surfaces (that
whether the collapse lead to the formation of trapped surfaces or not). The mass function is evaluated as

\[ m(t, z) = \frac{(g_{11})^2}{2} R_{12}^2 = \frac{B}{2} \left( B^{2\gamma} - \frac{B'^2}{B^{2\gamma}} \right). \]  

(17)

For \( B' = B^{2\gamma} \), it has been discussed that no trapping surfaces are found for a plane symmetric object experiencing collapse\(^3\). Hence we have

\[ B_{col} = \left[ (1 - 2\gamma)z + g(t) \right]^{\frac{1}{1-2\gamma}}, \]  

(18)

with \( g(t) \) an integration function. This expression of \( B_{col} \) in turn yields the following values of \( A \) and \( C \) (we take \( \alpha = 1 \))

\[ A_{col} = \frac{g(t)}{1 - 2\gamma} \left[ (1 - 2\gamma)z + g(t) \right]^{\frac{1}{1-2\gamma}}, \]  

(19)

\[ C_{col} = \left[ (1 - 2\gamma)z + g(t) \right]^{\frac{1}{1-2\gamma}}. \]  

(20)

The corresponding values of density and pressures are obtained by substituting this solution in Eqs.(10)-(12). For graphical analysis, we chose \( g(t) = t \) and the analysis is summarized in Table 1. The graphs of \( \rho \) and \( p_z \), for different values of \( \lambda \) are shown in Figure 1. For collapse solution, there is no change in different parameters with respect to time.

Table 1: Change in parameters with respect to \( r, t \) and \( \lambda \) for the collapsing solution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>As ( z ) increases</th>
<th>As ( \lambda ) increases</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>positively decreases</td>
<td>positively decreases</td>
</tr>
<tr>
<td>( p_z )</td>
<td>positively decreases</td>
<td>positively increases</td>
</tr>
<tr>
<td>( p_\perp )</td>
<td>negatively increases</td>
<td>negatively increases</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>positively decreases</td>
<td>positively decreases</td>
</tr>
</tbody>
</table>

2.2. Generating solution for expansion

In order to generate a solution for an expanding plane symmetric configuration, we need the value of \( B \) that leads to expansion. We assume that it is a sum of temporal and radial components and choose the values of free parameters such that \( \Theta \) remains positive for these values. Thus we have the following expanding solution

\[ A_{exp} = \frac{\alpha}{(r + t)^\gamma}, \quad B_{exp} = \alpha(r + t), \quad C_{exp} = \alpha(r + t)^\gamma. \]  

(21)

After replacing these values in Eqs.(10)-(12), we find the expressions of density and pressures. The plots of \( \rho \) and \( p_z \) are given in Figure 2 as well as the graphical analysis is summarized in Table 2. For the expanding solution, the physical parameters also vary with varying time.
Table 2: Change in parameters with respect to $r$, $t$ and $\lambda$ for the expanding solution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>As $z$ increases</th>
<th>As $t$ increases</th>
<th>As $\lambda$ increases</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>positively decreases</td>
<td>positively decreases</td>
<td>positively decreases</td>
</tr>
<tr>
<td>$p_z$</td>
<td>positively decreases</td>
<td>positively decreases</td>
<td>positively decreases</td>
</tr>
<tr>
<td>$p_\perp$</td>
<td>negatively decreases</td>
<td>negatively increases</td>
<td>negatively increases</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>positively decreases</td>
<td>positively decreases</td>
<td>positively decreases</td>
</tr>
</tbody>
</table>

3. Summary

The expanding universe can affect different phenomena happening in the universe, one of which is the life of a star. In this paper, we investigate the generating solutions for collapsing and expanding phases during stellar evolution and consider
an anisotropic plane symmetric source in the context of \( f(R,T) \) theory. Firstly, we assume a solution in the form of metric coefficient \( B \) and then find it to generate a solution for collapse and expansion. We also investigate the role of model parameter \( \lambda \) on different quantities. It is found that the energy conditions are satisfied in both solutions for chosen values of parameters implying the validity of solutions.
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In this work we reformulate classical and quantum cosmology in terms of a tomographic description. This approach enables us to describe the quantum and classical states of the universe in the same way and allows us to examine some aspects of the transition from the initial quantum stage to the next classical one, which are not evident in the other formulations of quantum cosmology. For reasons of simplicity and because they allow us to very effectively illustrate some aspects of the quantum-classical transition, we have considered the Hartle-Hawking model for a de Sitter universe and the corresponding classical model. The analysis obtained can also be extended to the tunneling from nothing of Vilenkin-Linde, provided that some restrictions are made in the models. We demonstrate that the Hartle-Hawking model does not have a classic limit.
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1. Introduction. Tomography was originally introduced for clinical purposes as an imaging technique to create three-dimensional images of the interior of the human body from two-dimensional sections obtained by X-rays. Its application was subsequently extended to many other fields of scientific research. In particular the same principles were applied to quantum tomography in order to reconstruct the state of a quantum system. In fact the tomographic analysis of a system either in quantum optics as in quantum mechanics was used to reconstruct the Wigner function, which is a distribution function on the phase space. Similarly, a classical probability function in the phase space can be obtained through a tomographic analysis. This shows that classical and quantum states can both be described by a tomographic approach. This motivates the extension of the tomographic approach to quantum cosmology.

Introduction of quantum cosmology (see e.g.[3][4]) is motivated by the necessity to address the conceptual problems introduced by the prediction in classical general relativity of an initial singularity which is unacceptable from a physical point of view because the knowledge of an initial state enables us to predict the future evolution of a classical system, otherwise we can establish the probabilities of the evolution of a quantum system. With quantum cosmology we substitute this indefinite classical state with a quantum state. This is a plausible working hypothesis because distance scales are extremely small and the energy densities are extremely high at times close to the initial singularity. But the theoretical approach to quantum cosmology is quite different from that of ordinary quantum systems, because for the latter the initial conditions are imposed with respect to an external environment that does not exist in cosmology and they can be varied at will, while in cosmology the initial conditions become a physical law to all effects, because in this context we are considering just one and only one “experiment”. Quantum cosmology is formulated as
the restriction of quantum gravity to homogeneous space-times; with this restriction a theory very close to quantum mechanics emerges, where the Wheeler-de Witt equation takes the place of the Schrödinger equation.

The importance of applying quantum tomography to quantum cosmology is that through the tomographic representation both classical and quantum states can be represented in the same way allowing us to compare them and eventually to study the quantum-classical transition for a system like the universe. In this paper we determine the tomogram of the Hartle-Hawking initial state and compare its classical limit with the classical tomogram.

2. Tomograms In quantum mechanics where, due to the uncertainty principle, the state of a system is specified in terms of probability distributions by introducing a wave function or the density matrix. A quantum state can be also represented in the phase space, in analogy with classical mechanics, by the Wigner function defined by the non linear transform of the wave function \( \psi(x) \),

\[
W(x, p) = \frac{1}{2\pi} \int \psi \left( x + \frac{u}{2} \right) \psi^* \left( x - \frac{u}{2} \right) e^{-iup} du. \tag{1}
\]

and if non pure states are considered, its definition can be extended to any matrix density by

\[
W(x, p) = \frac{1}{2\pi} \int \rho \left( x + \frac{u}{2}, x - \frac{u}{2} \right) e^{-iup} du. \tag{2}
\]

The Wigner function has to satisfy the normalization condition,

\[
\int W(q, p) dq dp = 1. \tag{3}
\]

Similarly in quantum cosmology alongside the concepts of wave function and density matrix the Wigner function was introduced with the purpose to better understand the problem of the classical transition of a quantum universe. Unfortunately, these representations can hardly be related directly to the observational data.

Recently the notion of standard positive probability distribution function (tomogram) was introduced in cosmology to describe the quantum state of universe as an alternative to wave function or to density matrix. The tomogram can be defined as the modified Radon transform, of the Wigner function

\[
\mathcal{W}(X, \mu, \nu) = \int W(q, p) \delta(X - \mu x - \nu p) \frac{dx dp}{\hbar}. \tag{4}
\]

It depends on the random variable \( X \) given by the linear combination of position and momentum:

\[
X = \mu x + \nu p \tag{5}
\]

where \( \mu = s \cos \theta \) and \( \nu = s^{-1} \sin \theta \) parameterize the rotation and squeezing of the reference frames of the phase space through a set of linear canonical transformations. So, we say that the quantum state is given if the position probability distribution \( \mathcal{W}(X, \mu, \nu) \) in an ensemble of rotated and squeezed reference frames in the classical
phase space is given. From Eqs. (1) and (4) it follows that we can derive the tomogram from the wave function $\psi(x)$ which is

$$W(X,\mu,\nu) = \frac{1}{2\pi|\nu|\hbar} \left| \int \psi(y) \exp \left[ i \left( \frac{\mu}{2\hbar\nu} y^2 - \frac{X}{\hbar\nu} y \right) \right] dy \right|^2 . \quad (6)$$

Finally when $\mu = 0$ and $\nu = 1$ the tomographic amplitude reduces to a Fourier transform from $x$ to $X \equiv p$, and is proportional to the density $|\psi(p)|^2$ in the $p$ representation.

The symplectic tomogram $W(X,\mu,\nu)$ has the following properties of a) non negativity, i.e. $W(X,\mu,\nu) \geq 0$ and b) normalization $\int W(X,\mu,\nu) dX = 1$, which characterizes it as a marginal probability function. For more details see e.g. ref. [5].

3. Classical symplectic tomography

The definition of tomogram (4) can be extended to any distribution on the phase space. Therefore we apply this definition to a classical distribution $f(q,p)$, for instance a solution of the Boltzmann equation,

$$W(X,\mu,\nu) = \int f(x,p) \delta(X - \mu x - \nu p) dx dp . \quad (7)$$

If the classical probability distribution $f(q,p)$ is normalized also the tomogram is normalized and satisfies the following conditions,

$$\int W(X,\mu,\nu) dX = 1 \quad (8)$$

The (initial) state of a simple particle is described the distribution function

$$f(q,p) = \delta(x - x_0) \delta(p - p_0) \quad (9)$$

we obtain by eq. (7) the tomogram of a free particle

$$W(X,\mu,\nu) = \delta(X - \mu x_0 - \nu p_0) \quad (10)$$

where for a moving particle the time dependent with distribution function

$$f(q,p,t) = \delta(x - x(t)) \delta(p - p(t)) \quad (11)$$

the corresponding tomogram is

$$W(X,\mu,\nu) = \delta(X - \mu x(t) - \nu p(t)) . \quad (12)$$

3. The de Sitter model in General Relativity

Let us determine the tomogram that describes the classical state of the de Sitter universe where the cosmological constant is responsible for the universe expansion even in the absence of material fields. We consider a closed homogeneous and isotropic model with a cosmological constant $\Lambda$. Using the notations of [7] [8], it is described by the metric

$$ds^2 = l_p^2 \left[ -N^2(t) dt^2 + a^2(t) d\Omega_3^2 \right] \quad (13)$$
where $a(t)$ is the expansion factor of the universe, $d\Omega^2_3$ is the metric of the unit three-sphere $N(t)$ is the lapse function, $l_p = 2/3\ell_p$, with $\ell_p$ the Planck length. Introducing the phase space variable $q = a^2$ and Hamiltonian
\[
\mathcal{H} = \frac{1}{2} \left( -4p^2 + \lambda q - 1 \right)
\] (14)
where $\lambda$ is the cosmological constant in Planck units. The constraint $\mathcal{H} = 0$ implies that position and momentum are not independent. It corresponds to a trajectory on the phase space. At any fixed time the distribution on the phase space reduces to just one point of this trajectory. Therefore the distribution function is the Dirac delta of the constraint,
\[
f(q,p) = \delta \left( -4p^2 + \lambda q - 1 \right)
\] (15)
From Eqs. (7) and (15), the classical tomogram is
\[
W(X,\mu,\nu) = \frac{1}{2|\mu|} \frac{1}{\sqrt{\frac{\lambda_1^2}{16\rho^2} + \frac{\lambda_1}{\mu} - 1}}.
\] (16)

As the function in Eq. (16) is not integrable on $-\infty$ to $+\infty$, we cannot normalize the tomogram on this interval. The tomogram is a probability function and it has to satisfy the normalization condition. Therefore we impose that function (16) is different from zero only on the interval $C = \left[ \mu, \lambda \left( 1 - \frac{\lambda_1^2}{16\rho^2} \right), \lambda\mu + \frac{\mu}{\lambda} \left( 1 - \frac{\lambda_1^2}{16\rho^2} \right) \right]$. Finally we see that if the cosmological constant is of the order of magnitude of $10^{-122}$, which is in Planck units the value nowadays accepted, the interval $C$ becomes very narrow. In other words the very high degree of homogeneity of the classical (de Sitter) universe is a consequence of the extreme smallness of the cosmological constant.

4. The de Sitter quantum cosmological models. In quantum cosmology the Hamiltonian constraint becomes an equation, in the de Sitter it is
\[
\left( 4\hbar^2 \frac{d^2}{dq^2} + \lambda q - 1 \right) \psi(q) = 0.
\] (17)
Equation (17) becomes the Airy equation
\[\text{Ai}(x) \text{ and } Bi(x).\]
The most interesting are those which can be evolved to a classical universe with the properties actually observed in the present time. In this work we recall the Hartle and Hawking proposal, we mention that there are also the models related to the “no-boundary condition” and the Vilenkin-Linde “tunneling of the universe from nothing beginning”. The wave functions corresponding to all these initial conditions in a de Sitter (quantum) universe were derived originally by Halliwell and Louko. This models where analyzed in and extend the discussion of these models to the Wigner functions, see. Here we will consider just the Hartle and Hawking wave function,
\[
\psi_{HH} = A \text{Ai} \left( \frac{1 - \lambda q}{(2\lambda)^{2/3}} \right).
\] (18)
because only with this wave function we can express the corresponding tomogram in an analytic form allowing us to compare it with the classical tomogram (16).

To derive the tomogram the Hartle-Hawking tomogram we insert the wave function (18) in (6) and obtain

$$W(X, \mu, \nu) = \frac{A^2}{|\mu|} |\frac{\mu}{A} (\frac{1}{(2\hbar \lambda)^{2/3}} \left(1 - \frac{\lambda X}{\mu} - \frac{\lambda^2 \nu^2}{16 \mu^2}\right))|^2.$$  (19)

Then we calculate its classical limit by taking the limit $\hbar \to 0$; indeed we consider the limit $(2\hbar \lambda)^{2/3} \to 0$ by keeping $\lambda$ fixed, as $(2\hbar \lambda)^{2/3}$ approaches zero the argument goes to infinite and using the Airy function can be substituted by its asymptotic expressions\(^{13, 14}\), in particular we notice that the argument of the Airy function in (18) is the negative of the argument of (16), so we are interested in

$$W(X, \mu, \nu) \approx \frac{A^2}{8 \pi^2 |\mu|} \frac{(2\hbar \lambda)^{4/3}}{1 - \frac{\lambda X}{\mu} - \frac{\lambda^2 \nu^2}{16 \mu^2}}^{1/2} \times \left|\cos\left(\frac{2}{3} S^{3/2} - \frac{\pi}{4}\right)\right|^2,$$  (20)

when its argument is negative.\(^{13, 14}\) When its argument is positive the asymptotic expression of (19) vanishes in this limit giving no contribution to the tomogram.

The normalization constant $A$ is fixed by imposing that the quantum and classical tomograms have the same coefficient, so

$$A = \frac{2^{1/6} \pi^{1/2}}{\hbar^{1/6} \lambda^{1/3}}.$$  (21)

We notice that the one over square root factor of (20) coincides with the classical tomogram, but the square modulus of the cosine does not converge when its argument goes to infinity. We conclude that the Hartle and Hawking model does not have a classical limit. Similarly we cannot find a classical limit for the Vilenkin-Linde solutions because these functions are not integrable on the real line, so that we cannot obtain a tomogram at least we do not try to modify them in some way. Finally we notice that the classical limit of the tomogram, whose expression incidentally is similar to Vilenkin’s wave function,

$$W(X, \mu, \nu) = \frac{A^2}{|\mu|} \left[\frac{1}{2} \left|\frac{1}{(2\hbar \lambda)^{2/3}} \left(1 - \frac{\lambda X}{\mu} - \frac{\lambda^2 \nu^2}{16 \mu^2}\right)\right|^2 \right. + i \left. \arg\left(\frac{1}{(2\hbar \lambda)^{2/3}} \left(1 - \frac{\lambda X}{\mu} - \frac{\lambda^2 \nu^2}{16 \mu^2}\right)\right)\right|^2.$$  (22)

coincides with (16) therefore it represents a quantum universe that converges to the classical de Sitter universe.
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In our contribution we present spherically symmetric solutions in four dimensions to
the Einstein-Weyl (and also general quadratic) gravity admitting arbitrary value of the
cosmological constant. The main attention is paid to the black hole spacetimes represent-
ing one parameter extension of the well-known Schwarzschild-(anti-)de Sitter geometry of
Einstein’s general relativity. This additional parameter corresponds to the non-vanishing
value of the Bach tensor at the black hole horizon. Our work thus generalises recent pa-
per by Lü et al. (Phys. Rev. Lett. 114 (2015) 171) to any value of the cosmological
constant. Moreover, using more convenient metric ansatz, the field equations form an
autonomous system and their solution is explicitly obtained in an exact form of power
series. The physical interpretation of these geometries is also discussed, namely we inves-
tigate specific tidal effects on free test particles or their basic thermodynamic properties.
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1. Introduction

Black holes represent one of the most important theoretical predictions of
the Einstein general relativity. Almost immediately after its formulation Karl
Schwarzschild¹ found a static spherically symmetric solution to the field equa-
tions. However, its ‘black-hole nature’ was understood many years later. In our
contribution, we are interested in the extension of such a fundamental solution in
the framework of the so called quadratic gravity²,³ (including the Einstein–Weyl
theory). This paper is based on our recent letters⁴,⁵, where the main aim was to
simplify the field equations, to find their explicit solution in a closed form, and to
admit any value of the cosmological constant.

The most general four-dimensional quadratic gravity in vacuum can be intro-
duced via the Einstein-Hilbert action containing the Ricci scalar \( R \), the cosmological
constant \( \Lambda \), and a contraction of the Weyl tensor \( C_{abcd} \):

\[
S = \int d^4x \sqrt{-g} \left( \gamma (R - 2\Lambda) + \beta R^2 - \alpha C_{abcd}C^{abcd} \right),
\]  
(1)
where $\alpha$, $\beta$, and $\gamma = G^{-1}$ are constants. Here we employ a natural simplifying assumption of the constant scalar curvature, namely

$$R = \text{const.}, \quad \Rightarrow \quad R = 4\Lambda,$$

under which the field equations become

$$R_{ab} - \Lambda g_{ab} = 4k B_{ab}, \quad \text{with} \quad k \equiv \frac{\alpha}{\gamma + 8\beta \Lambda},$$

where $B_{ab} \equiv (\nabla^c \nabla^d + \frac{1}{2} R^{cd}) C_{abcd}$ is the traceless, symmetric and conserved Bach tensor ($g^{ab} B_{ab} = 0$, $B_{ab} = B_{ba}$, $B_{ab}^{bc} = 0$).

2. The spacetime geometry

A spherically symmetric spacetime is usually presented as

$$ds^2 = -h(\bar{r}) dt^2 + \frac{dr^2}{f(\bar{r})} + \bar{r}^2 (d\theta^2 + \sin^2 \theta d\phi^2).$$

In Refs. 4,5 it was shown that its more suitable form for analysing the quadratic gravity field equation is

$$ds^2 = \Omega^2(r) \left[ d\theta^2 + \sin^2 \theta d\phi^2 - 2 \, du \, dr + \mathcal{H}(r) \, du^2 \right],$$

which is related to the classic form (4) by the transformation

$$\bar{r} = \Omega(r), \quad \bar{t} = u - \int \mathcal{H}(r)^{-1} dr,$$

and

$$h(\bar{r}) = -\Omega^2 \mathcal{H}, \quad f(\bar{r}) = -\left( \frac{\Omega'}{\Omega} \right)^2 \mathcal{H},$$

with prime denoting the derivative with respect to the coordinate $r$. The metric (5) is conformal to a direct-product Kundt ‘seed’ of the algebraic type D, see Refs. 6–8. The Killing horizons corresponding to $\partial_u = \partial_t$ are located at $r_h$ introduced via condition

$$\mathcal{H}|_{r=r_h} = 0.$$

The geometries (5) can be characterized using the scalar curvature invariants,

$$C_{abcd} C^{abcd} = \frac{1}{3} \Omega^{-1} (\mathcal{H}'' + 2)^2,$$

where we have introduced two independent Bach components, namely

$$B_1 \equiv \mathcal{H}\mathcal{H}''' - \frac{1}{2} \mathcal{H}''^2 + 2.$$
3. The quadratic gravity field equations

Using the ansatz (5) together with the conformal behaviour of the Bach tensor \( B_{ab} = \Omega^{-2} B_{\mu}^{\mu ab} \) and the contracted Bianchi identities, we obtain the field equations (3) in the form of two simple ODEs for the functions \( \Omega(r) \) and \( H(r) \), namely

\[
\Omega\Omega'' - 2\Omega'^2 = \frac{1}{3}k B_1 H^{-1},
\]

\[
\Omega'\Omega' + 3\Omega'^2 H + \Omega^2 - \Lambda\Omega^4 = \frac{1}{3}k B_2.
\]

Moreover, the trace of (3), i.e., \( R = 4\Lambda \), becomes

\[
\mathcal{H}\Omega'' + \mathcal{H}'\Omega' + \frac{1}{4}(\mathcal{H}'' + 2)\Omega = \frac{2}{3} \Lambda \Omega^3.
\]

These equations do not explicitly depend on the variable \( r \) (an autonomous system) and their solutions can be found as power series around any point \( r_0 \),

\[
\Omega(r) = \Delta \sum_{i=0}^{\infty} a_i \Delta^i, \quad \mathcal{H}(r) = \Delta \sum_{i=0}^{\infty} c_i \Delta^i,
\]

with \( \Delta \equiv r - r_0 \), and \( n, p \in \mathbb{R} \).

3.1. Vanishing Bach tensor

In fact, for \( B_{ab} = 0 \) \( \Leftrightarrow B_1 = 0 = B_2 \) Einstein’s theory is restored, and using the gauge freedom \( r \to \lambda r + \nu, \ u \to \lambda^{-1} u \) of the metric (5), field equations (12) and (13) yield the classic solution

\[
\Omega(r) = \bar{r} = -\frac{1}{r}, \quad \mathcal{H}(r) = \frac{\Lambda}{3} - r^2 - 2m r^3.
\]

Employing the explicit relations (7) it is straightforward to show that these functions really represent the Schwarzschild-(anti–)de Sitter spacetime\(^6,7\) corresponding to \( f = h = 1 - 2m \bar{r}^{-1} - \frac{\Lambda}{3} \bar{r}^2 \) in the metric (4).

3.2. Non-vanishing Bach tensor

A generic case \( B_{ab} \neq 0 \) leads to the non-trivially coupled system of the field equations (12), (13) which solutions can be found in the form (15). Analysing dominant powers of \( \Delta \) in the equations we may immediately restrict the admitted values of parameters \([n, p]\) and the cosmological constant \( \Lambda \), see Tab. 1. The most interesting black hole case \([n, p] = [0, 1]\) will be discussed in the following section.

| \( n \) | 0 | 0 | 1 | -1 | -1 | 0 | 0 | \( < 0 \) |
| \( p \) | 1 | 0 | 0 | 2 | 0 | 2 | \( \geq 2 \) |
| \( \Lambda \) | any | any | any | 0 | \( \neq 0 \) | \( \neq 0 \) | \( \frac{3}{11n^2 + 30n + 1} \) |

Table 1. The only allowed values of \([n, p]\) and \( \Lambda \) in (15), which are restricted by dominant powers of \( \Delta \) in (12), (13), and (14).
4. Explicit black hole solution expanded around horizon

In the case \( [0, 1] \), the single root of \( H \) given by \( r_0 \equiv r_h \) represents the non-degenerate Killing horizon, see equation (8). Subsequently, the field equations (12), (13), together with the trace (14), specifically restrict the coefficients in (15) with free parameters \( a_0, c_0, c_1 \).

To obtain physical meaning of these free parameters we identify the Schwarzschild-(anti-)de Sitter ‘background’ spacetime (16). We begin with evaluation the Bach tensor (11) on the horizon, i.e., \( \mathcal{B}_1(r_h) = 0, \mathcal{B}_2(r_h) = -\frac{4}{3}a_0^2 b \). Here we have introduced the dimensionless parameter \( b \equiv \frac{1}{3}(c_1 - 2 + \Lambda a_0^2) \). Surprisingly, setting \( b = 0 \) makes the Bach tensor vanishes everywhere and effectively leads to the Einstein case, where using the gauge freedom we may set

\[
a_0 = -\frac{1}{r_h}, \quad c_0 = r_h - \frac{\Lambda}{r_h},
\]

and sum up the series to obtain exactly the Schwarzschild-(anti-)de Sitter black hole spacetime (16) with the identification \( \frac{2}{3} - r_h^2 = 2m r_h^2 \).

In the generic case \( b \neq 0 \), we separate the ‘Bach contribution’ proportional to the parameter \( b \) in the original coefficients \( a_i, c_i \) of (15) by introducing their parts \( \alpha_i, \gamma_i \) (and factorizing some constants). With the ‘background’ gauge choice (17), we get a one-parameter extension of the Schwarzschild-(A)dS spacetime,

\[
\Omega(r) = -\frac{1}{r} - \frac{b}{r_h} \sum_{i=1}^{\infty} \alpha_i \left( \frac{r_h - r}{\rho r_h} \right)^i,
\]

\[
\mathcal{H}(r) = (r - r_h) \left[ \frac{r^2}{r_h} - \frac{\Lambda}{3r_h^3} \left( r^2 - r r_h + r_h^2 \right) + 3b \rho r_h \sum_{i=1}^{\infty} \gamma_i \left( \frac{r - r_h}{\rho r_h} \right)^i \right],
\]

where

\[
\rho \equiv 1 - \frac{\Lambda}{r_h^2}, \quad \alpha_1 \equiv 1, \quad \gamma_1 = 1, \quad \gamma_2 = \frac{1}{3} \left[ 4 - \frac{1}{r_h} \left( 2\Lambda + \frac{1}{2} \right) + 3b \right],
\]

and \( \alpha_i, \gamma_{i+1} \) for \( l \geq 2 \) are (with \( a_0 \equiv 0 \)) given by

\[
\alpha_l = \frac{1}{l^2} \left[ -\frac{2\Lambda}{3r_h^2} \sum_{j=0}^{l-1} \sum_{i=0}^{j} \left( \alpha_{l-1-j} \rho^j + (\rho^{l-1-j} + b \alpha_{l-1-j}) \left( \alpha_i \rho^{l-j} + \alpha_{l-j-i} (\rho^j + b \alpha_i) \right) \right) \right. \\
- \frac{4}{3} \alpha_{l-2} (2 + \rho) \rho (l-1)^2 + \alpha_{l-1} \left[ \frac{1}{3} + (1 + \rho) (l(l-1) + \frac{1}{4}) \right] \\
- 3 \sum_{i=1}^{l} (-1)^i \gamma_i (\rho^{l-j} + b \alpha_{l-j}) \left[ l(l-1) + \frac{1}{2} i (i+1) \right], \\
\gamma_{l+1} = \frac{1}{kr_h^2 (l+2)(l+1)(l-1)} \sum_{i=0}^{l-1} \left[ \alpha_i \rho^{l-j} + \alpha_{l-j-i} (\rho^j + b \alpha_i) \right] (l-i)(l-1-3i).
\]

This solution represents a three-parameter family of spherically symmetric static Schwarzschild-Bach-(anti-)de Sitter black holes in the quadratic gravity, where
• the value \( r = r_h \) corresponds to the Killing horizon since \( \mathcal{H}(r_h) = 0 \),
• the parameter \( \Lambda \) representing the cosmological constant can be set to zero which recovers the results of Ref. 4,
• the parameter \( b \) determines contribution of the non-trivial Bach tensor.

These physical parameters determine the scalar invariants (9), (10) on the horizon,

\[
C_{abcd} C^{abcd}(r_h) = 12 \left( (1 + b)r_h^2 - \frac{1}{3}\Lambda \right)^2, \quad B_{ab} B^{ab}(r_h) = \frac{r_h^4}{4k^2} b^2.
\]  \hspace{1cm} (23)

To examine convergence of the series in (18), (19) we use the d’Alembert ratio test. With \( n \) growing, the ratio between two subsequent terms approaches a specific constant and the series asymptotically behave as geometric series, see Fig. 1. The metric function \( \mathcal{H}(r) \) outside the black-hole horizon is plotted in Fig. 2. We may observe a qualitative difference between \( \Lambda < 0 \) and \( \Lambda > 0 \), respectively, corresponding to the presence of an outer boundary of the static region \( (r > r_h) \) for \( \Lambda > 0 \).

![Fig. 1. The ratio convergence test for solutions (18), (19), here given by \( r_h = -1, k = 0.5 \) with \( b = 0.2, \Lambda = -2 \) (top) and \( b = 0.3, \Lambda = 0.2 \) (bottom).](image1)

![Fig. 2. Two plots of the metric function \( \mathcal{H}(r) \) given by (19) with the same parameters as in Fig. 1. Vertical dashed lines indicate the radii of the convergence. For positive \( \Lambda \) the function \( \mathcal{H}(r) \) seems to have another root corresponding to the cosmological horizon. First 50 (red), 100 (orange), 200 (green), 300 (blue) terms in the expansions are visualized.](image2)
5. Physical properties

Interestingly, for the solutions introduced above the two independent parts (11) of the Bach tensor $B_1, B_2$ can be observed via a specific relative motion of free test particles described by the equation of geodesic deviation. Technical detail and explicit expressions can be found in Refs. 4,5.

Finally, let us mention the expression for the black hole entropy which also contain the remnant of the Bach tensor. Applying the generalized definition of entropy\(^9\) we obtain

$$S = \frac{1}{4} A \left( 1 + \frac{4}{3} k \Lambda - 4 k r_h^2 b \right) = \frac{1}{4} A \left( 1 + \frac{4}{3} k \Lambda - 4 k \bar{r}_h^{-2} b \right), \quad (24)$$

where $A = 4 \pi r_h^{-2} = 4 \pi \bar{r}_h^2$ is the horizon area. More detailed discussion as well as other thermodynamic quantities are presented in our original letters.\(^4,5\)
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The $f(R, T)$ gravity theory was proposed as an extension of the $f(R)$ theories, for which besides geometrical correction terms, proportional to the Ricci scalar $R$, one has also material correction terms, proportional to the trace of the energy-momentum tensor $T$. Those material extra terms prevent the energy-momentum tensor of the theory to be conserved. On the other hand, in the context of noncommutative quantum mechanics, the presence of compact dimensions whose coordinates do not commute with time imply that time evolution is discretized, a feature which induces violations of energy conservation. In the present work we propose a connection between these two effects, so that the energy nonconservation observed in the 4-dimensional $f(R, T)$ gravity can be understood as a macroscopic effect of nonconservative quantum transitions involving the compact extra dimension. It turns out that the energy flows between the ordinary (commutative) 4-dimensional spacetime and the compact extra dimension.
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1. Introduction

The $f(R, T)$ gravity is a generalization of the $f(R)$ theories. Its gravitational action depends on an arbitrary function of both the Ricci scalar $R$ and the trace of the energy-momentum tensor $T$. The dependence on $T$ was inspired initially by the consideration of existence of exotic imperfect fluids and quantum effects, the later sometimes associated with conformal anomaly.

The $f(R, T)$ action reads

$$ S = \int d^4x \sqrt{-g} \left[ \frac{f(R, T)}{16\pi} + \mathcal{L}_m \right]. \quad (1) $$

In (1), $f(R, T)$ is the general function of $R$ and $T$, $\mathcal{L}_m$ is the matter Lagrangian and $g$ is the determinant of the metric tensor $g_{\mu\nu}$. 
Field equations of $f(R,T)$ gravity present extra terms, and due to those new terms the covariant derivative of the energy-momentum tensor is shown to be non-null, that is,

$$\nabla^\mu T_{\mu\nu} = F \left[ (\mathcal{L}_m g_{\mu\nu} - T_{\mu\nu}) \nabla^\mu \ln f_T(R,T) + \nabla^\mu \left( \mathcal{L}_m - \frac{1}{2} T \right) g_{\mu\nu} \right],$$

(2)

where we introduce the notation

$$F = \frac{f_T(R,T)}{8\pi + f_T(R,T)}$$

and $f_T(R,T) = \partial f(R,T)/\partial T$.

Considering the energy-momentum tensor $T_{\mu\nu}$ to describe a perfect fluid we can assume the matter Lagrangian to be $L_m = \rho$.

In General Relativity the energy-momentum tensor is covariantly conserved, so that a flat space-time background leads to well-defined energy and momentum conservation laws, in particular described by the continuity and Navier-Stokes equations. Therefore, we consider the Minkowski metric as the background space-time metric, such that $\nabla_\mu T^{\mu\nu} = 0$. Then, from the covariant derivative of the energy-momentum tensor (2), for $\nu = 0$, one can obtain the modified continuity equation

$$\frac{\partial \rho}{\partial t} + \nabla \vec{j} = f_T \left[ \frac{1}{8\pi + f_T} \left( \frac{1}{2} \frac{\partial \rho}{\partial t} - \vec{j} \cdot \vec{\nabla} (\ln f_T) \right) \right],$$

(3)

where $\rho$ is the energy density of the system and $\vec{j}$ represents the energy current density.

From (3), for $f_T = 0$, the standard continuity equation is recovered. It is worth to note that equation (3) implies that in $f(R,T)$ gravity the energy conservation law is not respected, even in a flat spacetime background. This fact can be interpreted as energy flux that is ejected (injected) from (in) the system (see Ref. 4 for a detailed account). The loss or gain of energy will depend on the function $f_T(R,T)$.

2. Noncommutative quantum theory

2.1. The algebra of noncommutative spacetime

The canonical $D$-dimensional noncommutative spacetime is defined by replacing the coordinates $x_i$ by Hermitian operators $\hat{x}_i$ which obey the commutation relations

$$[\hat{x}_i, \hat{x}_j] = i\theta_{ij} \mathbb{1},$$

(4)

where $\theta_{ij}$ are the components of an antisymmetric $D \times D$ constant tensor and $\mathbb{1}$ is the unity element of the spacetime noncommutative algebra. The components of $\theta$ determine the spacetime discretization, in the same manner as the Planck constant $\hbar$ discretizes the phase space in quantum mechanics. The geometric notion of point is
no longer meaningful, because the coordinates cannot be simultaneously measured, leading to a spacetime uncertainty relation,
\[ \Delta x_i \Delta x_j \geq |\theta_{ij}|/2. \]  
(5)

It was argued\(^7\) that one can reach a lower bound limit on the measurements of lengths, \( \Delta x_{\text{min}} = l_P. \) In the low-energy limit, \( l_P \to 0, \) one recovers the usual classical spacetime with commutative coordinates.

2.1.1. The noncommutative plane

In the special case of \( D = 2, \) one obtains the noncommutative plane, also called Moyal plane\(^8\), obeying the commutation relation \((i,j \in \{0,1\})\)
\[ [\hat{x}_i, \hat{x}_j] = i\theta \epsilon_{ij}, \]  
(6)
where \( \epsilon_{ij} \) is the 2-dimensional Levi-Civita pseudo-tensor and \( \theta > 0. \) Equation (6) leads to the Heisenberg-like uncertainty relation
\[ \Delta x_0 \Delta x_1 \geq \frac{\theta}{2}. \]  
(7)

2.1.2. Noncommutative cylinder

Another noncommutative spacetime of interest is the noncommutative cylinder, which can be seen as resulting from the compactification of the spatial coordinate of the Moyal plane. As a consequence, the time evolution gets quantized, as shown in Ref.\(^9\).

The classical (commutative) cylinder is topologically equivalent to \( \mathbb{R} \times S^1, \) where \( S^1 \) is a circle. In the present work we consider the compact dimension as a hidden warped space-like extra dimension, analogously to the Kaluza-Klein theory, but with the hidden dimension replaced by a noncommutative circle. Quantum Mechanics in the noncommutative cylinder was considered in Ref.\(^10\), where it was shown that energy is no longer conserved in scattering processes.

Taking into account the extra dimension (from now on denoted by \( \hat{x}_4 \)) together with the commutative coordinates, \( x_1, x_2 \) and \( x_3, \) we consider a Hamiltonian of the form \( \hat{H}_{\text{total}} = \hat{H}_{\text{commut}}(x_1, x_2, x_3) + \hat{H}_{\text{extra}}(\hat{x}_4), \) so that the physical states can be expressed as
\[ \Psi_{\text{total}}(\hat{x}_0, x_1, x_2, x_3, \hat{x}_4) \equiv \psi(x_1, x_2, x_3) \hat{\psi}(\hat{x}_0, \hat{x}_4). \]  
(8)

As a consequence of the topology of the extra dimension, the functions \( \hat{\psi}(\hat{x}_0, \hat{x}_4) \) are periodic in \( \hat{x}_4. \) The spatial period is given by \( 2\pi r, \) where \( r \) is the circle radius. It follows that \( \hat{\psi} = \hat{\psi}(\hat{x}_0, e^{i\frac{2\pi}{r}}). \) In general the states can be expressed as linear combinations of the form
\[ \hat{\psi} = \sum_{m=-\infty}^{\infty} C_m e^{im\frac{2\pi}{r}}, \]  
(9)
and one can consider that the algebra of the noncommutative cylinder is generated by \( \hat{x}_0 \) and \( e^{i\hat{x}_1} \). From (6) we obtain the commutation relation

\[
[\hat{x}_0, e^{i\frac{\theta}{r}}] = -\frac{\theta}{r} e^{i\frac{\theta}{r}},
\]

and using the Baker-Campbell-Hausdorff formula\(^\text{11}\) one can show that

\[
e^{i\frac{2\pi}{r}x_0} e^{i\frac{2\pi}{r}x_0} = e^{i\frac{2\pi}{r}x_0} e^{i\frac{2\pi}{r}}.
\]

Therefore, the operator \( e^{i\frac{2\pi}{r}x_0} \) commutes with all elements of the algebra of the noncommutative cylinder. According to the Schur’s lemma\(^\text{11}\), its action on the quantum states is given by \( e^{i\varphi} \), where the phase \( e^{i\varphi} \) classifies the possible irreducible representations of the noncommutative cylinder algebra. In what follows we choose \( \varphi = 0 \), so that \( e^{i\frac{2\pi}{r}x_0} = 1 \).

Now, from the eigenvalue equation \( \hat{x}_0 |x_0\rangle = x_0 |x_0\rangle \) we get

\[
e^{i\frac{2\pi}{r}x_0} |x_0\rangle = e^{i\frac{2\pi}{r}x_0} |x_0\rangle.
\]

Since \( e^{i\frac{2\pi}{r}x_0} = 1 \), one obtains \( e^{i\frac{2\pi}{r}x_0} = 1 \), which leads to \( \frac{2\pi}{r}x_0 = 2\pi n \) and \( x_0 = n\theta \), with \( n \in \mathbb{Z} \). Hence, the spectrum of \( \hat{x}_0 \) is

\[
\text{spec } \hat{x}_0 \equiv \left\{ n\frac{\theta}{r}, \text{ with } n \in \mathbb{N} \right\}.
\]

The values of the time variable correspond to the spectrum of \( \hat{x}_0 \), i.e., time is discretized, with a minimum interval \( \frac{\theta}{r} \neq 0 \) and generic time interval \( \Delta t = n\frac{\theta}{r} \), with \( n \in \mathbb{N} \).

According to\(^9,\text{10}\), time discretization implies that time evolution is given by integral powers of the minimum time evolution operator \( U \left( \frac{\theta}{r} \right) \), that is,

\[
U \left( \frac{\theta}{r} \right) = e^{-in\frac{\theta}{r} \hat{H}}.
\]

Equation (14) indicates that the time evolution allows quantum transitions from eigenstates of initial energy \( E_i \) to any final energy of the form \( E_f = E_i + \frac{2\pi m}{\theta} \), thus leading to the possibility of energy nonconservation.

In Ref.\(^8\) it was shown that the energy nonconservation should occur in scattering and decay processes. Here we argue that this phenomenon can be verified in \( f(R,T) \) gravity, considered as an effective theory defined on a 4-dimensional sub-space of a 5-dimensional space-time, where the time coordinate does not commute with the compactified extra coordinate. The main effect of the nonconservative quantum transitions is an energy flow between the extra dimension \( S^1 \) and the usual 4-dimensional spacetime. This macroscopic effect is captured by (3), where the extra terms in the continuity equation leads to energy nonconservation. In Ref.\(^4\) this link between noncommutative quantum mechanics and the nonconservation of energy of \( f(R,T) \) gravity is explained in detail.
3. Conclusions

Energy and momentum conservation laws are well-established in flat spacetime backgrounds, in the context of General Relativity. By its turn, \( f(R, T) \) gravity does not present this characteristic. Since the energy-momentum tensor is not covariantly conserved, it follows that the field equations lead to extra terms in the continuity equation, even in a flat spacetime background, thus showing that the energy is not conserved.

Within the context of noncommutative theory we can also have energy nonconservation due to the time discretization induced by the presence of a noncommutative compact extra dimension.

We argue that the energy nonconservation in a 4-dimensional \( f(R, T) \) theory can be understood as an effect of quantum transitions in a larger spacetime containing a fifth compact dimension which does not commute with the time operator. As a consequence, there is a flow of energy between the usual spacetime and this extra dimension. Even though the conservation laws are preserved in this larger scenario, in the 4-dimensional effective theory energy is no longer conserved.
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We present the effect of the quantum corrections on the Szekeres spacetime, a system important for the study of the inhomogeneities of the pre-inflationary era of the universe. The study is performed in the context of canonical quantisation in the presence of symmetries. We construct an effective classical Lagrangian and impose the quantum version of its classical integrals of motion on the wave function. The interpretational scheme of the quantum solution is that of Bohmian mechanics, in which one can avoid the unitarity problem of quantum cosmology. We discuss our results in this context.
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1. Introduction

We focus on the quantisation of the Szekeres spacetime metric with the aim to study the effect of possible quantum corrections in the dynamics. This metric has the form

\[ ds^2 = -dt^2 + e^{2\alpha}dr^2 + e^{2\beta}(dy^2 + dz^2) \]  

(1)

where \( \alpha \equiv \alpha(t, r, y, z) \) and \( \beta \equiv \beta(t, r, y, z) \) and represents an irrotational perfect fluid with vanishing pressure and magnetic Weyl tensor, \( p = \omega_{ab} = H_{ab} = 0 \). The interest in the silent universe lies on the fact that it can be seen as inhomogeneous solutions of Einstein equations with no symmetries which generalise Kantowski-Sachs, FRW and Tolman-Bondi spacetimes. Thus it is proper for the description of perturbations on these spacetimes \(^2-^5\).

We start by writing the field equations on the covariant variables \((\rho, \theta, \sigma, E)\), where \( \rho = T^{\mu\nu}u_\mu u_\nu \), with \( T^{\mu\nu} \) being the energy-momentum tensor of the matter,

*azampeli@phys.uoa.gr
$\theta = (\nabla_\nu u_\mu) h^{\mu\nu}$ is the expansion rate of the observer, while $\sigma$ and $E$ are the shear and electric component of the Weyl tensor, $E_\mu^\nu = E e_\mu^\nu$, $\sigma_\mu^\nu = \sigma e_\mu^\nu$, in which the set of $\{u^\mu, e_\mu^{\nu}\}$ defines an orthogonal tetrad. The field equations then become

\[ \dot{\rho} + \theta \rho = 0, \]  
\[ \dot{\theta} + \frac{\theta^2}{3} + 6\sigma^2 + \frac{1}{2} \rho = 0, \]  
\[ \dot{\sigma} - \sigma^2 + \frac{2}{3} \theta \sigma + E = 0, \]  
\[ \dot{E} + 3E \sigma + \theta E + \frac{1}{2} \rho \sigma = 0, \]

together with the algebraic equation which is the Hamiltonian constraint

\[ \frac{\theta^2}{3} - 3\sigma^2 + \frac{1}{2} R = \rho \]

where $\dot{\cdot}$ denotes the directional derivative along $u^\mu$, the energy density is $\rho = T^{\mu\nu} u_\mu u_\nu$, with $T^{\mu\nu}$ being the energy-momentum tensor of the matter, the parameter $\theta = (\nabla_\nu u_\mu) h^{\mu\nu}$ is the expansion rate of the observer, while $\sigma$ and $E$ are the shear and electric component of the Weyl tensor, $E_\mu^\nu = E e_\mu^\nu$, $\sigma_\mu^\nu = \sigma e_\mu^\nu$, in which the set of $\{u^\mu, e_\mu^{\nu}\}$ defines an orthogonal tetrad. We note that in addition to these equations, the spatial constraints ensure the integrability of the system.

In the following sections we present the quantization of this system in terms of canonical quantization in the presence of symmetries. The starting point is the effective Lagrangian obtained in and we adopt the Bohmian approach for our analysis following e.g., since its causal character suits the context of quantum cosmology, where the notion of an external observer cannot be justified.

2. Classical and Quantum Dynamics

In the Szekeres system (2) was written in an equivalent form of a two second-order differential equations system which are equations of motion of a Lagrangian of the form

\[ L = \frac{1}{2} G_{\alpha\beta}(q(t)) \dot{q}^\alpha(t) \dot{q}^\beta(t) - V(q(t)), \quad \alpha, \beta = 0, \ldots, n - 1 \]

where $q(t)$ denote the degrees of freedom of the system and $G_{\alpha\beta}$ the metric on the configuration space of variables. Adopting proper coordinates for our case, $\rho = \frac{6}{(1-v)u^2}$, $E = \frac{v}{u^2(v-1)}$, the system of the two second order equations becomes

\[ \ddot{v} - \frac{2v}{u^3} = 0, \]  
\[ \ddot{u} + \frac{1}{u^2} = 0 \]

derivable from $L = \dot{u}\dot{v} - \dot{\nu}$. The system (4) admits two integrals of motion, quadratic in the velocities; the first is the Hamiltonian function since the system
is autonomous, while the second one is the quadratic function $I_0$ which can be constructed by the application of Noether’s theorem for contact symmetries, which in the phase space become

\begin{align}
 p_u p_v + \frac{v}{u^2} &= \hbar, \\
 p_v^2 - 2u^{-1} &= I_0
\end{align}

(5a) (5b)

When turned to quantum operators and imposed on the wave function, according to the rules $\hat{p}_\alpha = -i \frac{\partial}{\partial q}$, \{.,\} $\rightarrow -\frac{i}{\hbar}[.,]$, with operator-ordering respecting the general covariance and hermiticity ensured under the inner product $\int d^n q \psi^\ast_1 \psi_2$, they lead to two eigenvalue equations

\begin{align}
 -\partial_{uv} + \frac{v}{u^2} \Psi &= \hbar \Psi, \\
 \partial_{uv} + \frac{2}{u} \Psi &= -I_0 \Psi,
\end{align}

(6a) (6b)

In the first one we can recognise the time-independent Schrödinger equation and their solution is

\[ \Psi (I_0, u, v) = \frac{\sqrt{u}}{\sqrt{2 + I_0u}} (\Psi_1 \cos f(u, v) + \Psi_2 \sin f(u, v)) \] (7)

where

\[ f(u, v) = \frac{(hu + I_0v)\sqrt{2I_0 + I_0^2u - 2h\sqrt{u} \arcsinh \sqrt{I_0u} \sqrt{u}}}{I_0^{3/2} \sqrt{u}} \] \text{ for } I_0 \neq 0. \] (8)

\[ f(u, v) = \frac{\sqrt{2}(hu^2 + 3v)}{3\sqrt{u}} \] \text{ for } I_0 = 0. \] (9)

and $\Psi_1$, $\Psi_2$ denote constants of integration. Due to the linearity of (6a), the general solution is $\Psi_{Sol} (u, v) = \sum_{I_0} \Psi (I_0, u, v)$.

3. Semiclassical analysis and probability

In the context of the Bohmian approach, the departure from the classical theory is determined by an additional term in the classical Hamilton-Jacobi equation, known as quantum potential $Q_V = -\frac{\Omega^2}{2u}$, where $\Omega$ denotes the amplitude of the wave function in polar form, $\Psi(u, v) = \Omega(u, v)e^{iS(u, v)}$. When the quantum potential is zero, the identification

\[ \frac{\partial S}{\partial q_i} = p_i = \frac{\partial}{\partial q_i} \] (10)

is possible. If this classical definition for the momenta is retained even when $Q \neq 0$, the semiclassical solutions will differ from the classical ones.

Under the assumption that the quantum corrections in the general solution (7) follow from the “frequency $I_0$” with the highest peak in the wave function, which is
in agreement with the so-called Hartle criterion\textsuperscript{11}, the quantum potential vanishes. This provides no quantum corrections and the semiclassical equations (10) give the classical solution, i.e. the Szekeres universe remains “silent”, even at the quantum level. In the particular case $h = 0$ and $\Psi_1 \to 0$, the wave function is well behaved at $u \to 0$ and $u \to \infty$. We can thus define a probability which, after a change of coordinates to $u \to 2x^2 - I_0$ becomes

$$P = \int_{\sqrt{I_0}}^{\lambda} d\psi \int_0^{2\pi} dv \frac{4c^2 \sin(xv)}{x(x^2 - I_0)^2}, \quad k \in \mathbb{N}. \quad (11)$$

where the cut-off constant $\lambda$ is introduced to exclude the case $E = 0, \rho = 0$. The qualitative behaviour of the probability function is given in the contour plot in Fig. 1. The plots show that for $I_0 \to 0$ the probability function reaches its minimum.

4. Conclusions

Our quantum analysis of the Szekeres system was based on the canonical quantization in the presence of symmetries and the results were interpreted by adopting the Bohmian mechanics approach. The starting point was an effective classical point-like Lagrangian which can reproduce the two dimensional system of second-order differential equations resulted from the initial field equations. This Lagrangian is autonomous, thus there exists a conservation law of “energy” corresponding to the Hamiltonian function. As for the extra contact symmetry, it leads to a quadratic in the momenta conserved quantity attributed to a Killing tensor of the second-rank. The two conserved quantities give two eigenequations at the quantum level, the Hamiltonian function being the Schrödinger equation.

The assumption that the wave function is peaked around its classical value leads to the lack of quantum corrections and the recovery of the classical solutions, thus leading to the conclusion that the Szekeres universe remains silent at the quantum level. Finally, for the particular case $h = 0$ it was shown that the probability function and relate one (unstable) exact solution with the existence of a minimum of this probability.
The classical exact solution which corresponds at the values \( h = I_0 = 0 \) of the integration constants is 

\[
u_A(t) = \frac{v_0}{2} t^2, \quad v_A(t) = v_0 t^{-\frac{1}{2}}
\]

and corresponds to an unstable critical point for the dynamical system (2). It is interesting the fact that these conditions also correspond to the extremum of the probability function, something which might be related to the existence and stability of the exact solution. This result is also in accordance with the analysis of the probability extrema in\(^{12}\) where it was shown that the extrema of the probability lie on the classical values.
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We investigate the problem of the orbital stability of the motion of a test body in the restricted three-body problem, where all bodies have their own rotation. The stability of the orbits is investigated by using vector elements of orbits such as orbital moment and its time derivative. We show that it is possible to get some insight into the stability properties of the motion of test bodies.
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1. Introduction

The problem of the motion of bodies in general relativity (GR) can be split into two correlated problems, namely, the problem of motion of point like masses and the problem of motion of extended bodies. There are several methods for obtaining the equations of motion from the equations of the gravitational field, such as the method of Einstein-Infeld-Hoffmann (EIH)1, the first approximate method of Fock2, the second approximate method of Fock, etc. the EIH and Infeld methods allow us to find the equations of motion of point masses. There are several works devoted to investigate the restricted three body problem in GR. In3 for three finite masses, it was showed that a triangular configuration satisfies the post-Newtonian equation of motion in general relativity, if and only if it has the relativistic corrections to each side length. Also the relativistic effect of restricted three body problem was investigated in4 and it was shown that the relativistic effects become important when the parameter $M/R$ is increased. The motion of an extended body in GR mechanics eas first formulated by the V. Fok and after that developed by Petrova, Brumberg and Abdilldin2567. Fock’s methods make it possible to derive the equations of motion of extended bodies, allow us to take into account the internal structure and shape of bodies. In89, we investigated the problem of the orbital stability of a circular motion of a test body in the restricted three body problem, when perturbations from the second body are of the order of relativistic corrections to the motion of a test body from the central body. It was shown than in this case the orbit of the test body is stable.

This work is organized as follows. In Sec. 2, we present the relativistic Lagrangian and derive the equation of motion. In Sec. 3, we present the evolution equation of motion of a test body. Finally, Sec. 4 contains discussions of our results.
2. The Lagrangian and equation of motion

The problem of the orbital stability of circular motion of a test body in the restricted three-body problem has been investigated in \(^8\). The resting position of the central body coincides with the reference point of coordinates, the second body moves along the circle around the central body and is not subject to the disturbance. The test body moves in a perturbed circular orbit and the relativistic corrections are:

\[ U_2 \ll U_1; \frac{U_1}{U_2} \approx \frac{v^2}{c^2}, \]  

(1)

The relativistic Lagrange function can be represented as:

\[ L = L^{(0)} + L^{(rot)}. \]  

(2)

where \( L^{(0)} \) is the relativistic Lagrange function for three point masses \(^10\), and the second term \( L^{(rot)} \) is responsible for corrections containing rotational terms. Regarding the \( L^{(0)} \) term, in \(^8\) it is shown that the motion of the test body in the plane of the orbit of the two body is stable when all bodies have no proper rotation. In this work, we consider the case when all bodies have their own rotation. Our aim to find the evolution equation of motion for the test (third) body, which describes the average change of its orbital momentum. To do that, we will study the evolution equations of motion by using the asymptotic methods of adiabatic theory, through the process of averaging of the corresponding equations using the vector elements \( \mathbf{M} \) (the orbital moment) and \( \mathbf{A} \) (the Laplace vector). M.M.Abdildin\(^6\) and Burmberg\(^5\) devoted an entire book to the motion of extended body with the internal structure and rotation in GR, where the Lagrange derived for \( N \) body using the Fok’s approach. We derived the second term of Eq.(2) for the three masses without consideration of internal structure. The details of this derivation will be presented elsewhere. According to the adiabatic theory, the evolutionary motion of the test(third)body describes the average change of its orbital momentum. Therefore, we write down the orbital angular momentum of the test body:

\[ \mathbf{\dot{M}} = [\mathbf{\dot{r}}, \mathbf{\dot{p}}] \]  

(3)

where the square bracket means the vector cross product. The evolutionary motion of the test(third)body is:

\[ \mathbf{\dot{M}} = [\mathbf{\dot{r}}, \mathbf{\dot{p}}] + [\mathbf{\dot{r}}, \mathbf{\dot{p}}] \]  

(4)

where the dot represents time derivative.

According to the Eqs.(2) the time derivative of orbital angular momentum reduce to \( \dot{\mathbf{M}}^{(rot)} \)

\[ \dot{\mathbf{M}} = \dot{\mathbf{M}}^{(0)} + \dot{\mathbf{M}}^{(rot)} \]  

(5)

The quantities \( \mathbf{\dot{r}} \) and \( \mathbf{\dot{p}} \) are found by means of the Hamilton equations from the Hamilton function of the system and which satisfies

\[ H = \mathbf{\dot{q}}_i \frac{\partial L}{\partial \dot{q}_i} - L \]  

(6)
After lengthy computations, it is possible to isolate the derivatives of the canonical variables of the test body:

\[
\begin{align*}
\ddot{r}_3^{(\text{rot})} &= \frac{1}{c^2} I_3 (\vec{\omega}_3 \cdot \vec{p}_3) - \frac{\gamma}{2c^2} \frac{m_2 I_2 + m_3 I_3}{|\vec{r}_2 - \vec{r}_3|^3} \times \left[ -\vec{p}_2 + \frac{3}{|\vec{r}_2 - \vec{r}_3|^4} \left((\vec{r}_2 - \vec{r}_3) \cdot \vec{p}_2\right) \cdot (\vec{r}_2 - \vec{r}_3) \right], \\
\ddot{p}_3^{(\text{rot})} &= \left\{ \begin{array}{l}
-3\gamma \frac{1}{2c^2} (m_2 I_2 + m_3 I_3) \frac{\vec{p}_2 \vec{p}_3}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{15\gamma}{2c^2} \frac{\left((\vec{r}_2 - \vec{r}_3) \cdot \vec{p}_2\right) \cdot ((\vec{r}_2 - \vec{r}_3) \cdot \vec{p}_3)}{|\vec{r}_2 - \vec{r}_3|^5} \\
-\frac{3\gamma}{2c^2} m_1 m_2 I_3 \frac{1}{|\vec{r}_3|^3 |\vec{r}_2 - \vec{r}_3|^3} \frac{3\gamma^2}{2c^2} m_1 m_2 I_3 \frac{(\vec{r}_3 (\vec{r}_2 - \vec{r}_3))}{|\vec{r}_3|^3 |\vec{r}_2 - \vec{r}_3|^3} \\
-\frac{\gamma}{2c^2} m_2 m_3 I_1 \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{9}{2c^2} \left((\vec{r}_2 - \vec{r}_3) \cdot \vec{\omega}_2\right) \frac{((\vec{r}_2 - \vec{r}_3) \cdot \vec{\omega}_3)}{|\vec{r}_2 - \vec{r}_3|^5} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \\
-\frac{3\gamma}{2c^2} m_2 I_2 + m_3 I_3 \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} - \frac{3\gamma}{2c^2} \left((m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_3|^3 |\vec{r}_2 - \vec{r}_3|^3} \\
-\frac{\gamma}{2c^2} m_2 m_3 I_1 \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \\
+ \frac{12\gamma}{c^2} I_1 I_3 + \frac{12\gamma}{c^2} I_2 I_3 \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \\
+ \frac{\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \left\{ \begin{array}{l}
\frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \\
+ \frac{3}{|\vec{r}_2 - \vec{r}_3|^3} \frac{1}{2c^2} (m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \\
+ \frac{3}{|\vec{r}_2 - \vec{r}_3|^3} \frac{1}{2c^2} (m_1 I_3 + m_3 I_1) \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} + \frac{2\gamma}{|\vec{r}_2 - \vec{r}_3|^3} \frac{9}{2c^2} (m_1 I_3 + m_3 I_1) \end{array} \right\} \right\}
\end{align*}
\]

where \( \vec{\omega}_i, \vec{r}_i, \vec{p}_i, \omega_i \) and \( I_i \) are the velocity, radius, momentum, angular velocity and inertia momentum of \( i \)-th mass, respectively.
3. Equations of motion

Our approach consists in finding the evolutionary equation of motion the test body (third), which describes the average change of its orbital momentum.

\[
\dot{\mathcal{M}}^{(\text{rot})} = -\frac{\gamma}{2c^2} \frac{m_2 I_2 + m_3 I_3}{|\vec{r}_2 - \vec{r}_3|^3} \left[ -\vec{p}_2 \cdot \vec{p}_3 + 3 \left( \frac{(\vec{r}_2 - \vec{r}_3) \cdot \vec{p}_2}{|\vec{r}_2 - \vec{r}_3|^2} \right) \cdot \left( \frac{(\vec{r}_2 - \vec{r}_3) \cdot \vec{p}_3}{|\vec{r}_2 - \vec{r}_3|^2} \right) \right]
\]

\[
+ \left\{ -\frac{3\gamma}{2c^2} m_2 I_2 + \frac{3\gamma}{2c^2} \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} \left( m_2 \omega_3^2 I_3 + m_3 \omega_2^2 I_2 \right) \right. + \frac{3\gamma^2}{2c^2} \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} \left( m_2 I_3 + m_3 I_2 \right)
\]

\[
+ \frac{\gamma^2}{2c^2} \frac{m_1 m_2 I_3}{|\vec{r}_3|^3} \frac{1}{|\vec{r}_2 - \vec{r}_3|^3} \left( \frac{\vec{r}_3}{|\vec{r}_3|^2} \right) \frac{\vec{p}_3}{|\vec{r}_2 - \vec{r}_3|^3} \frac{\vec{p}_3}{|\vec{r}_2 - \vec{r}_3|^3} - \frac{\gamma^2}{2c^2} \frac{m_2 m_3 I_1}{|\vec{r}_2|^3} \frac{1}{|\vec{r}_2|^3} \frac{1}{|\vec{r}_3|^3}
\]

\[
\left. + \frac{\gamma}{c^2} \frac{9}{|\vec{r}_2 - \vec{r}_3|^3} \left( (\vec{r}_2 - \vec{r}_3) \frac{\vec{p}_2}{|\vec{r}_2 - \vec{r}_3|^3} + (\vec{r}_2 - \vec{r}_3) \frac{\vec{p}_3}{|\vec{r}_2 - \vec{r}_3|^3} \right) \right\} [\vec{r}_3, \vec{r}_2]
\]

According to the Eq.(5), the second term of the time derivative of the orbital momentum is:

\[
\dot{\mathcal{M}}^{(\text{rot})} = 1 \int_0^T \dot{\mathcal{M}}^{(\text{rot})} \, dt.
\]

In order to obtain the equations of motion one needs to integrate the Eq.(10) for the repetition period of the system configurations T (synodic period of the test body).

In general, it is a complicated task to integrate the above differential equation. Suppose that the test body is moving along a circular orbit

\[
\vec{r}_3 = r_{\text{kep}} \left( \vec{i} \cos \omega_3 t + \vec{j} \sin \omega_3 t \right)
\]

and the second body

\[
\vec{r}_2 = r_2 \left( \vec{i} \cos \omega_2 t + \vec{j} \sin \omega_2 t \right)
\]

Substituting the radius-vector of the test body in Eq.(10) and integrating the relativistic rotational component we can find that

\[
\dot{\mathcal{M}}^{(\text{rot})} = 0
\]

The orbital stability of the test body by definition means the equality to zero of the average change of the angular momentum. As we can see from this expression, in GR, in the first approximation, the circular motion of a test body in the plane of the orbit of the second body in the restricted circular three-body problem is stable.
4. Conclusions

In this work, we considered the orbital stability problem for the circular motion of a test body in the restricted three-body problem within the framework of GR, when all bodies have their own rotation. We derived the equation of motion from the Lagrange function with the rotational terms and the stability problem of the orbit is investigated by using the adiabatic theory of motion in the GR. Moreover, we derived the explicit form of the corresponding motion equation and the time derivative of momentum. The resulting equation was integrated (averaged) by the sinodic period of the test body, which eliminates perturbations, leaving only evolutionary effects.

The result of the integral is confirmed that the circular motion will be stable if the spins of all bodies are collinear within a plane. The orbital stability of quasicircular orbits of the test body is a task of further investigations.
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1. Introduction

Finding a consistent and well-posed dynamical equations of motion for a system of point particles interacting with classical fields is an important problem of relativistic physics. The field could be scalar, gravitational or electromagnetic. For the gravitational field (Einstein-Infeld-Hoffmann problem), the subject’s history is reviewed in7, so we will restrict ourselves to brief remarks concerning electromagnetic interaction. The problem of point particle motion famously started with attempts to model the electron as point particles in classical electrodynamics. The field has been plagued ever since by the appearance of infinities for which renormalization procedures are required (see e.g.6,16). An approach free of infinities started in 1933 with a paper by Born4, which was continued by Born and Infeld in5. This time, the field equations of electrodynamics were altered to the nonlinear Maxwell–Born–Infeld field equations. The MBI field equations are nonlinear and hence difficult to handle.

Bopp2,3, Landé–Thomas10,11, and Podolsky13,14 went into a different direction by proposing linear, but higher-order derivative field equations to remove the infinite field energy problems. Recently the self-force problem in BLTP electrodynamics was studied in quite some generality by J. Gratus, W. Tucker and V. Perlick9, after more limited earlier studies in11 and18. Recently M. Kiessling and A.S. Tahvildar-Zadeh considered a system of N charged point particles together with their associated BLTP self-fields. Their paper8 contains the first well-posedness result for the combined Cauchy problem of particles and electrodynamical fields.

In this paper, we report on recent results1,12 to provide a rigorous framework for point particles interacting via retarded fields. As we explain in section 2, the
usual Lagrangian framework does not lead to viable particle equations of motion. An additional principle is needed, which we take to be the conservation of energy and momentum (see also\textsuperscript{8}). It turns out that for the higher-order field equations we describe here, a rigorous derivation of the particle equations of motion can be given, which is free of ad-hoc renormalization procedures.

2. Scalar Fields

The fundamental issues can be most readily illustrated in the context of scalar fields. We therefore first consider a scalar field $\phi(x^\alpha)$ defined on Minkowski space-time (with Minkowski metric $g_{\alpha\beta}$), interacting with a particle described by its world-line $\tau \mapsto q^\alpha(\tau)$. The particle world-line is associated with a scalar charge density

$$\rho(x^\alpha) = \kappa \int \frac{\delta^{(4)}(x - q(\tau))}{\sqrt{-g}} d\tau$$

where $\kappa$ is coupling constant between particle and field. Note that the scalar current $\rho \dot{q}^\alpha$ is conserved, i.e. $\partial_\alpha (\rho \dot{q}^\alpha) = 0$. The action $S$ of the system is formally given by

$$S[\phi, q] = S_{\text{field}} + S_{\text{int}} + S_{\text{particle}}$$

where

$$S_{\text{field}} = -\frac{1}{2} \int d^4 x \sqrt{-g} g^{\alpha\beta} \partial_\alpha \phi \partial_\beta \phi, \quad S_{\text{int}} = - \int d^4 x \sqrt{-g} \rho \phi, \quad S_{\text{particle}} = \int m(\tau) d\tau$$

Here, $m(\tau)$ is the bare mass of the particle, which for scalar particles has to be taken as time-dependent (see\textsuperscript{16}). Formal variation of the action leads to the equations

$$\frac{d}{d\tau} (m \dot{q}^\alpha) = -\kappa \partial^\alpha \phi \big|_{x^\beta = q^\beta(\tau)}$$

$$\Box \phi = -\rho.$$  \hspace{1cm} (3)

Now the retarded solution of the wave equation (3), for all $x^\alpha$ not on the world-line, is given by

$$\phi(x^\beta) = \frac{\kappa}{4\pi \dot{q}_\gamma (x^\gamma - q^\gamma)_{\text{ret}}}$$

where “ret” indicates evaluation at the retarded time on the particle world-line, i.e. $\dot{q}_\gamma (x^\gamma - q^\gamma)$ is a light-like Minkowski vector. But combining the equations (2), (3) and (4) makes no apparent sense, since (2) requires evaluation of $\phi$, $\partial^\alpha \phi$ at the particle’s position and (4) is not well-defined there. To remedy this situation, authors have proposed renormalization procedures, averager axioms and the use of a combination of retarded and advanced solutions of the field equation (3) (see e.g.\textsuperscript{16}). Clearly the Lagrangian formulation does not determine the particle equations of motion uniquely and an additional principle is needed. Preferably, the additional principle should be as fundamental as possible. Here, we consider the
possibility of using conservation of energy and momentum to derive the equations of motion. The most convenient, relativistic covariant way to implement this is to define the energy-momentum tensor of the particle by

\[ T_{\text{particle}}^{\mu\nu}(x^\alpha) = m_0 \int \frac{u^\mu u^\nu \delta^{(4)}(x-q(\tau))}{\sqrt{-g}} d\tau \]  

(5)

The conservation of energy and momentum is then simply

\[ \partial_\mu \left( T_{\text{particle}}^{\mu\nu} + T_{\text{field}}^{\mu\nu} \right) = 0 \]  

(6)

where \( T_{\text{field}}^{\mu\nu} \) is the canonical energy-momentum tensor of the field. In view of (5), we need to be precise on how to mathematically interpret (6). The most straightforward way is to interpret (6) in a distributional sense. So as the definition of the action of \( T_{\text{field}}^{\mu\nu} \) on any smooth tensor field \( \varphi_{\mu\nu} \) we might take

\[ T_{\text{field}}^{\mu\nu}(\varphi_{\mu\nu}) = \int \left[ -\frac{1}{2} g^{\mu\nu} \partial_\alpha \phi \partial_\beta \phi + \partial^\mu \phi \partial^\nu \phi \right] \varphi_{\mu\nu} \, d^4x \]  

(7)

where \( \phi \in C_0^{\infty}(\mathbb{R}^4) \) is a smooth test function. The problem, of course, is that the integrand is not locally integrable if we plug in the retarded field (4). This is most easily seen for a charge at rest, for which \( T^{00} \sim r^{-4} \) with \( r \) being the spatial distance between the charge and the point \( (x^\alpha) \).

3. Higher-Order Scalar Fields

A possible way out without resorting to renormalization is to modify the field equations. It should be kept in mind that other choices of the action are conceivable and a modification of the Lagrangian is a direction worth pursuing. As an example, we would like to mention that there is a large body of literature on modifications of Einstein’s general relativity (see e.g.\(^\text{17}\)). For now, we consider the modified action

\[ S_{\text{field}} = \int d^4x \sqrt{-g} \left[ -g^{\alpha\beta} \partial_\alpha \phi \partial_\beta \phi + a(\Box \phi)^2 \right], \]  

(8)

by the higher-order term \((\Box \phi)^2 = \frac{1}{\sqrt{-g}} \partial_\alpha \left( \sqrt{-g} g^{\alpha\beta} \partial_\beta \phi \right)^2\). This modification keeps the field equations linear, but changes the short-distance physics in a way explained below. Observe also that (7) is the unique action functional involving second derivatives of \( \phi \) that leads to linear field equations. The only other covariant quadratic contribution involving second order derivatives would be

\[ g^{\alpha\gamma} g^{\beta\delta} (\partial_\alpha \partial_\beta \phi)(\partial_\gamma \partial_\delta \phi) \]

but this would reduce to \((\Box \phi)^2\) after an integration by parts. The resulting field equation for \( \phi \) is

\[ \Box (\phi + a \Box \phi) = -\rho. \]  

(9)

where \( \rho \) is given by (1). It turns out that the higher-order equation (9) has a regularizing effect on fields with point sources. The retarded solution \( \phi \) of (9) can
be determined by Green’s functions techniques and has the property that both $\phi$ and $\partial_\beta \phi$ are now bounded in the vicinity of the particle, although the value of $\partial_\beta \phi$ on the particle world-line is still ill-defined.

Recall that the canonical energy-momentum tensor is given by the variation of $S_{\text{field}}$ with respect to $g_{\mu\nu}$:

$$\delta S_{\text{field}} = -\int d^4x \sqrt{-g} (T_{\text{field}})_{\mu\nu} g^{\mu\nu}$$ \hspace{1cm} (10)

A lengthy calculation gives (for $g_{\alpha\beta}$ being the Minkowski metric):

$$T_{\alpha\beta}^{\text{field}} = -\frac{1}{2} g^{\alpha\beta} \partial_\mu \phi \partial_\mu \phi + \partial_\alpha \phi \partial_\beta \phi + 2a \partial_\alpha \Box \phi \partial_\beta \phi - a^- \frac{(\Box \phi)^2}{2} - a \partial_\mu (\Box \phi) \partial_\mu \phi) g^{\alpha\beta}$$ \hspace{1cm} (11)

The energy-momentum tensor of the field can now be defined as a distribution, since it contains singularities of order at most $r^{-2}$. A thorough analysis of (6) now yields a well-defined equation of motion (see 1), from which the “self-force” contribution can be read off. The form of the self-force can depend on the type of problem considered (e.g. a scattering problem or initial-value problem for particles and fields).

4. BLTP Electrodynamics

Higher-order field linear equations for electrodynamics were proposed by Bopp$^{2,3}$, Landé-Thomas$^{10,11}$, and Podolsky$^{13,14}$. Starting point is the usual Maxwell action with an additional term containing second-order derivatives of the field tensor $F_{\mu\nu}$:

$$S_{\text{BLTP}} = \int d^4x \sqrt{-g} \left[ -\frac{1}{16\pi} F_{\alpha\beta} F^{\alpha\beta} - \frac{1}{8\pi\kappa^2} \partial_\gamma F^{\gamma\alpha} \partial^\beta F_{\lambda\alpha} \right]$$ \hspace{1cm} (12)

This is the unique action giving linear field equations of order less or equal to four. $\kappa > 0$ is a fixed parameter throughout. Variation of the action with respect to the vector potential $A_\alpha$ gives

$$\left( I - \kappa^{-2} \Box \right) \partial_\rho F_{\alpha\beta} = -4\pi j_\beta$$

$$\partial_\alpha F_{\beta\gamma} + \partial_\beta F_{\gamma\alpha} + \partial_\gamma F_{\alpha\beta} = 0$$ \hspace{1cm} (13)

where $j_\alpha$ is usual particle 4-current vector. We will refer to a theory based on (13) as BLTP electrodynamics. As before, the Lagrangian formulation does not determine the particle equations of motion and we additionally impose (6) in a distributional sense. The canonical energy-momentum tensor of the field is given by

$$-4\pi T_{\text{BLTP}}^{\alpha\gamma} := g^{\alpha\rho} F_{\rho\mu} F^{\mu\gamma} + \frac{1}{4} g^{\alpha\gamma} F_{\mu\nu} F^{\mu\nu} - \kappa^{-2} (g^{\alpha\rho} F_{\rho\mu} \Box F^{\mu\gamma} + g^{\alpha\rho} F^{\gamma\mu} \Box F_{\mu\rho} + g^{\alpha\rho} \partial_\mu F^{\mu\gamma} \partial_\beta F_{\rho\beta}) - \frac{1}{2} \kappa^{-2} (F_{\rho\mu} \Box F^{\rho\mu} + \partial_\mu F^{\rho\theta} \partial_\beta F_{\beta\theta}) g^{\alpha\gamma}$$ \hspace{1cm} (14)
and it can be shown that

$$\varphi_{\mu\nu} \mapsto \int T_{\mu\nu}^{BLTP} \varphi_{\mu\nu} \, d^4x$$

defines a well-defined distribution. In \cite{12}, we prove the following Theorem:

**Theorem 4.1.** Suppose \(\{q_n^\alpha(\tau_n)\}_{n=1}^N\) are a collection of non-intersecting world-lines satisfying certain conditions and let the field associated to the \(n\)-th particle be defined by

$$F_{\alpha\beta}^n(x) = e_n \kappa^2 \left. \frac{R_{[\alpha u_\beta]}}{2u^\gamma R_{\gamma}} \right|_{ret} + e_n \kappa^2 \int_{-\infty}^{\tau_{ret}} \frac{J_2(\kappa D)R_{[\alpha u_\beta]}}{D^2} d\tau$$

where \(e_n\) is the charge of the \(n\)-th particle and the integral extends over the world-line \(q_n(\tau)\). \(R\) is defined by \(R^{\alpha}(x^\beta, \tau) = x^\alpha - q^\alpha(\tau)\) and \(D = (q_n^\gamma(\tau) - q^\gamma(\tau'))((q_n)^\gamma(\tau) - (q^\gamma)'(\tau'))\). Suppose that (6) holds. Then

$$m_n \frac{du^\alpha_n}{d\tau_n} = e_n \left( F_{\alpha\beta}^n + \sum_{m \neq n} F_{\alpha\beta}^m \right) u_\beta$$

holds. Note in particular that the force on the \(n\)-th particle splits into a self-force \(F_{\alpha\beta}^n\) and the Lorentz-force exerted by all other particles. The self-field \(F_{\alpha\beta}^n\) is given by the formula

$$F_{\alpha\beta}^n(\tau) = e_n \kappa^2 \int_{-\infty}^{\tau} \frac{J_2(\kappa D)R_{[\alpha u_\beta]}}{D^2} d\tau'.$$

More details can be found in \cite{12}. The class of world-lines covered by the Theorem is extremely broad, comprising essentially arbitrary subluminal world-lines that are twice differentiable. Hence in the context of BLTP electrodynamics, the equations of motion rigorously follow from (6).
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Einstein, Infeld, and Hoffmann (EIH) claimed that the field equations of general relativity theory alone imply the equations of motion of neutral matter particles, viewed as point singularities in space-like slices of spacetime; they also claimed that they had generalized their results to charged point singularities. While their analysis falls apart upon closer scrutiny, the key idea merits our attention. This rapport identifies necessary conditions for a well-defined general-relativistic joint initial value problem of \( N \) classical point charges and their electromagnetic and gravitational fields. Among them, in particular, is the requirement that the electromagnetic vacuum law guarantees a finite field energy-momentum of a point charge. This disqualifies the Maxwell(–Lorentz) law used by EIH. On the positive side, if the electromagnetic vacuum law of Bopp, Landé–Thomas, and Podolsky (BLTP) is used, and the singularities equipped with a non-zero bare rest mass, then a joint initial value problem can be formulated in the spirit of the EIH proposal, and shown to be locally well-posed — in the special-relativistic zero-\( G \) limit. With gravitational coupling (i.e. \( G > 0 \)), though, changing Maxwell’s into the BLTP law and assigning a bare rest mass to the singularities is by itself not sufficient to obtain even a merely well-defined joint initial value problem: the gravitational coupling also needs to be changed, conceivably in the manner of Jordan and Brans–Dicke.

1. Brief History and State of Affairs

“I am plaguing myself with the derivation of the equations of motion of material points, conceived of as singularities [in the gravitational field], from the equations of general relativity.”

Albert Einstein, in a letter to Max Born on Dec. 4, 1926.

We don’t know when Einstein first conceived of the notion of point particles as singularities in relativistic fields, but his letter to Max Born makes it plain that by the end of 1926 his ideas had matured to the point where he pursued a dynamical theory for such point singularities, expecting that their law of motion could be extracted from his gravitational field equations. Already a month later Einstein & Grommer announced that “the law of motion is completely determined by the field equations, though shown in this work only for the case of equilibrium.” In that paper the case of a static, spherically symmetric spacetime with a single time-like singularity was studied. The truly dynamical many-body problem was treated a decade later by Einstein, Infeld, and Hoffmann in their famous paper Ref. 8, with follow-ups in Refs. 9, 10. They argued explicitly that the field equations of general relativity theory alone determine the equations of motion of neutral matter

---

*In 1909 he remarked that “light quanta” might be point singularities in “a field,” their motion being guided by the electromagnetic field. See part II of our rapport.
particles, viewed as point singularities in space-like slices of spacetime. They also claimed that they had generalized their results to charged point-singularities, with the details written up in a set of notes deposited with the secretary of the IAS. In 1941 the motion of charged point-singularities was revisited by Infeld’s student P. R. Wallace, who presented the details of the calculations in Ref. 28. Here is the gist of the Einstein-Infeld-Hoffmann argument (modern terminology):

- Suppose you have a four-dimensional, time-oriented, asymptotically flat electromagnetic Lorentz spacetime $\mathcal{M}^{1,3}$ with $N$ charged, time-like singularities of infinite extent, presentable as a graph over $\mathbb{R}^{1,3} \setminus \{N \text{ time-like world-lines}\}$.
- Away from the singularities the spacetime structure obeys Einstein’s equations

\[ R - \frac{1}{2}/g = \frac{8\pi G}{c^4} T[F, g], \]  

(1)

where $T[F, g]$ is the energy-momentum-stress tensor of the electromagnetic vacuum field $F$, satisfying Maxwell’s field equations in vacuum,

\[ dF = 0 \quad \& \quad d*F = 0. \]  

(2)

- The twice contracted second Bianchi identity implies energy-momentum conservation:

\[ \nabla \cdot (R - \frac{1}{2}Rg) = 0 \implies \nabla \cdot T[F, g] = 0. \]  

(3)

- “Massive, charged” singularities are associated with field “fluxes,” and thus

\[ \nabla \cdot T[F, g] = 0 \quad \& \quad \text{flux conditions} \implies \text{law of the time-like singularities}. \]  

(4)

The main bullet point is of course the last one. Here are EIH in their own words (p.66): “It is shown that for two-dimensional [closed] spatial surfaces containing singularities, certain surface integral conditions are valid which determine the motion.” [Emphasis ours.]

Unfortunately, despite its publication in the Annals of Mathematics, the 1938 EIH paper is not only not rigorous, it contains questionable technical assumptions and serious blunders. Some were addressed in Ref. 10, yet their main conclusions turn out to be false. All the same, the core idea merits a deeper inquiry. The issue is how to correctly handle singularities. EIH state (p.66): “By means of a new method of approximation, specially suited to the treatment of quasi-stationary fields, the gravitational field due to moving particles is determined.” This approximation method assumes that the particles are moving slowly and the field strengths (as seen in a Lorentz frame of Minkowski space, in which the particles move slowly) are weak. As a consequence, one has to choose the radii of the closed surfaces sufficiently large to satisfy the weak-field assumption needed for the
convergence of the expansion (which was not shown). Yet, on p. 92 one reads: “It is most convenient to take definite, infinitesimally small spheres whose centers are at the singularities, ...” which clearly violates their weak-field condition. Indeed, EIH realize that: “... in this case infinities of the types

$$\lim \text{const.}/r^n, \quad n \text{ a positive integer,} \quad r \to 0$$

(5)
can occur in the values of the partial integrals,” but then commit a major blunder by stating (EIH, p. 92): “Since these must cancel, however, in the final result, we may merely ignore them throughout the calculation of the surface integrals.”

Alas, the infinities do not cancel!

In the same year P. A. M. Dirac invented negative infinite bare mass renormalization to handle those infinities, in the simpler special-relativistic purely electrodynamical setting. For an electron with positive “observable mass” $m_{\text{obs}}$ and charge $-e$ he obtained the equation of motion (in Misner–Thorne–Wheeler notation)

$$m_{\text{obs}} \frac{d^2 q}{d\tau^2} = f^{\text{ext}} + f^{\text{Laue}},$$

(6)

where

$$f^{\text{ext}} = -\frac{e}{c} F^{\text{ext}}(q) \cdot \frac{d}{d\tau} q$$

(7)
is a Lorentz Minkowski-force due to “external sources,”

$$f^{\text{Laue}} = \frac{2e^2}{3c^3} \left( g + \frac{1}{c^2} \frac{d}{d\tau} q \otimes \frac{d}{d\tau} q \right) \cdot \frac{d^3}{d\tau^3} q$$

(8)
is von Laue's radiation-reaction Minkowski-force of the electron, and

$$m_{\text{obs}} = \lim_{r \to 0} \left( m_b(r) + \frac{e^2}{2c^2} \right)$$

(9)
defines $m_b(r)$. [N.B.: $m_b(r) \downarrow -\infty$ as $r \downarrow 0$.] Here, $r$ is the radius of a sphere in the instantaneous rest-frame of the electron, centered at the electron, which plays the role of the surfaces containing singularities invoked by EIH.

As is well-known, such mass-renormalization computations have become the template for the much more elaborate — and quite successful — renormalization group computations in quantum electrodynamics (and more generally, quantum field theory). Be that as it may, Dirac himself later in life became very dissatisfied with this approach, and so are we.

First of all, supposing a point electron has a bare mass, then how could it possibly depend on the radius $r$ of a sphere over which a theoretical physicist averages the fields?

Second, the third proper time derivative featuring in the von Laue Minkowski-force means that (6) is a third-order ODE for the position of the particle as a function of proper time, requiring vector initial data for position, velocity, and acceleration. Yet a classical theory of point particle motion should only involve initial data for position and velocity.
In 1951 Lev Landau & Eugenii Lifshitz addressed the \( \tilde{q} \) problem as follows:

- Test particle theory works well for many practical purposes.
- In such situations von Laue’s \( \tilde{q} \) force term must be a small perturbation of \( \tilde{f}^{\text{int}} \).
- Compute \( \tilde{q} \) perturbatively: take the proper time derivative of the test-particle law,

\[
\frac{d^3}{d\tau^3} \tilde{q} \approx -\frac{e}{m_{\text{bar}}} \frac{d}{d\tau} \left( \tilde{F}^{\text{ext}}(q) \cdot \frac{d}{d\tau} \tilde{q} \right).
\]  

(10)

- The right-hand side depends only on \( q, \tilde{q}, \dot{\tilde{q}} \). Substitute it for \( \frac{d^3}{d\tau^3} \tilde{q} \) in (8).

R.h.s.(8) with r.h.s.(10) substituted for \( \frac{d^3}{d\tau^3} \tilde{q} \) will be called the Landau–Lifshitz Minkowski-force of radiation-reaction, denoted \( f^{\text{int}} \). Equation (6) with \( f^{\text{int}} \) replaced by \( f^{\text{int}} \) is known as the Landau–Lifshitz equation of motion for the electron. It seems to work quite well for practical purposes in which \( f^{\text{int}} \) can be approximated by some smooth field tensor, on time scales beyond the one where test particle theory works well, but not arbitrarily far beyond. However, as soon as \( f^{\text{ext}} \) is taken to be the field generated by all other particles the Landau–Lifshitz equation of motion is typically well-posed only until the moment that a point charge meets the forward initial light cone of another point charge, a ludicrously short time span!

Dirac’s idea of infinite negative bare mass renormalization and Landau–Lifshitz’s perturbative treatment of the von Laue radiation-reaction Minkowski-force have become standard ingredients also in general-relativistic treatments of charged point particle motion. Thus, for a point electron moving in a given curved background, Eric Poisson, Adam Pound, & Ian Vega in their review Ref. 23 present the following equations of motion:

\[
m_{\text{bar}} \frac{D}{D\tau} \mathbf{u} = \tilde{F}^{\text{ext}} + \tilde{F}^{\text{int}} + \tilde{F}^{\text{all}},
\]

(11)

where \( \mathbf{u} := \frac{1}{c} \frac{d}{d\tau} \tilde{q} \) and \( \frac{D}{D\tau} \mathbf{u} := \frac{1}{c} \frac{d}{d\tau} \mathbf{u} + \Gamma^{\text{ext}}(\mathbf{u}, \mathbf{u}), \) and \( \tilde{F}^{\text{ext}} = -\frac{e}{c} \tilde{F}^{\text{ext}}(q) \cdot \mathbf{u} \) as before, but now

\[
\tilde{F}^{\text{int}} = \frac{2e^2}{c^3} \left( \mathbf{g} + \frac{1}{2} \mathbf{u} \otimes \mathbf{u} \right) \cdot \left( \frac{1}{c} R^{\text{ext}} + \frac{1}{2} \mathbf{u} + \frac{1}{c} \frac{D}{D\tau} \mathbf{u} \right)
\]

(12)

with

\[
\frac{D}{D\tau} \mathbf{u} \approx -\frac{e}{m_{\text{bar}} c} \frac{D}{D\tau} \left( \tilde{F}^{\text{ext}}(q) \cdot \mathbf{u} \right),
\]

(13)

and

\[
\tilde{F}^{\text{all}} = 2e^2 \int_{-\infty}^{\tau} H^{\text{ret}}(q(\tau), q(\tau')) \cdot \mathbf{u}(\tau') d\tau' \cdot \mathbf{u}(\tau),
\]

(14)

where \( H^{\text{ret}}(q(\tau), q(\tau')) \) is the retarded type of Green function for the electromagnetic field tensor in curved spacetime. Equation (11) does not yet include gravitational radiation-reaction, which Poisson, Pound, & Vega discuss also, in particular the approaches of Quinn & Wald and Detweiler & Whiting (see Ref. 23), but we don’t need to go there because (11) already displays a major problem due to the so-called tail force term.
Equation (11), even with r.h.s.(13) substituted for \( \frac{D^2}{dt^2}u \) at r.h.s.(12), does not pose a second-order initial value problem for the position of the point electron but instead requires the input of the entire past history of the motion!

One can try to extricate oneself from this dilemma by once again having recourse to a Landau–Lifshitz-type perturbation argument: the tail force, also a radiation-reaction term, must be small in situations where test particle theory works well. In this case, backward from the initial instant (say at \( \tau = 0 \)) one can approximately replace \( q(\tau') \) and \( u(\tau') \) in the integrand by the pertinent expressions computed from test particle theory, with particle data for position and velocity given, and then treat this so-modified equation as a second-order integro-differential equation from the initial instant on forward, with \( q(\tau') \) and \( u(\tau') \) in the integrand for \( \tau' > 0 \) no longer test-particle expressions. This set of “effective equations of motion” may work well in many practical situations.

Yet from a mathematical relativity point of view this state of affairs is very unsatisfactory, both technically (being non-rigorous) and conceptually (involving heuristic but arbitrary arguments).

2. Rigorous Approach

In the following we report on recent rigorous advances in formulating a joint initial value problem for classical charged point particles and the electromagnetic and gravitational fields they generate, with the key idea of the 1938 EIH paper, as outlined on p.1 of this rapport, serving as our point of departure. To avoid the mistakes made by EIH, we inquire into necessary conditions on the energy-momentum-stress tensor which allow one to extract a law of motion associated with the time-like singularities from an equation like (4) without invoking infinite mass renormalization, nor arbitrary averaging over some neighborhood of an a-priori ill-defined force field, as done in Ref. 23. For the simpler special-relativistic zero-gravity limit (cf. Ref. 16, 17) we even state a well-posedness theorem, so this case is treated first.

2.1. The zero-\( G \) Limit

2.1.1. Time-like particle world-lines in Minkowski spacetime

In the limit \( G \downarrow 0 \), (1) is solved by \( \mathcal{M}^{1,3} = \mathbb{R}^{1,3} \setminus \{ N \text{ time-like world-lines} \} \), with metric \( g = \eta \) away from the world-lines. The question is which conditions on \( T \) lead, in a mathematically clean way, to the EIH-type conclusion

\[
\nabla \cdot T[F, \eta] = 0 \quad \& \quad \text{flux conditions} \implies \text{law of the time-like world-lines.} \quad (1)
\]

To answer this question, we extend \( \mathcal{M}^{1,3} \) continuously to \( \mathbb{R}^{1,3} \) (by adding the time-like world-lines), and switch to a distributional formulation. We can formulate everything for \( N \) charged, massive, time-like world-lines, but for simplicity we set \( N = 1 \) in the following.
Since the issue is the formulation of a well-posed initial value problem, we also choose an arbitrary Lorentz frame, with space vector \( s \in \mathbb{R}^3 \) and time \( t \in \mathbb{R} \). Then the space part of l.h.s. (1) becomes the local conservation law for the total momentum,

\[
\frac{\partial}{\partial t} \Pi(t, s) + \nabla \cdot T(t, s) = 0,
\]

where it is postulated (equivalent to “minimal coupling”) that

\[
\Pi(t, s) := \Pi^{\text{field}}(t, s) + \Pi^{\text{charge}}(t, s)
\]

is the total momentum vector-density, with \( \Pi^{\text{field}}(t, s) \) the contribution from the field and \( \Pi^{\text{charge}}(t, s) \) (a distribution) the usual contribution from the point charge, which must be assigned a non-vanishing bare rest mass \( m_b \). Similarly, it is postulated that

\[
T(t, s) := T^{\text{field}}(t, s) + T^{\text{charge}}(t, s)
\]

is the symmetric total stress tensor, with \( T^{\text{charge}}(t, s) \) the usual stress tensor of the point particle, and \( T^{\text{field}}(t, s) \) that of the field (except for our unconventional choice of sign!)

Incidentally, energy conservation follows as a corollary from momentum conservation.

Next, we integrate (2) over all \( s \in \mathbb{R}^3 \), at \( t \in \mathbb{R} \). This yields total momentum conservation

\[
\frac{d}{dt} p(t) = -\frac{d}{dt} \int_{\mathbb{R}^3} \Pi^{\text{field}}(t, s)d^3s.
\]

Clearly, for (5) to make sense, the field momentum vector-density \( \Pi^{\text{field}}(t, s) \) has to be integrable over \( \mathbb{R}^3 \), and this integral differentiable in time. This rules out the Maxwell–Lorentz field equations, but leaves other options, notably the Maxwell–Born–Infeld (MBI) and Maxwell–Bopp–Landé–Thomas–Podolsky (MBLTP) field equations (see below).

Comparing equation (5) with Newton’s law for the rate of change of momentum,

\[
\frac{d}{dt} p(t) = f(t),
\]

where \( f(t) \) is the force acting on the particle at time \( t \), it is clear that the force \( f(t) \) needs to be extracted from r.h.s. (5). Since the particle’s bare momentum \( p(t) \) is given in terms of its bare mass \( m_b \) and velocity \( v(t) = \frac{d}{dt} q(t) \) by the Einstein-Lorentz-Poincaré law

\[
p(t) := m_b \frac{v(t)}{\sqrt{1 - \frac{1}{c^2}|v(t)|^2}},
\]

the expression for the force also has to be compatible with the requirements of a second-order initial value problem for the position of the point particle! Thus, beside the existence of the time-derivative of the space integral over the field momentum vector-density, it is important that the result involves, initially, only the initial
electromagnetic fields and the initial data for position and velocity of the point particle and, at later times \( t > 0 \), at most the history of position, velocity, and acceleration of the particle, and of the fields, from the initial instant on, yet not beyond \( t \). Whenever this is possible we obtain a well-defined joint initial value problem for field and particle, which may or may not be well-posed.

We were able to explicitly extract a well-defined force on the point charge from the MBLTP field equations, and to prove that the resulting joint initial value problem for charge and field is well-posed. We expect this to be feasible also for the MBI field equations, but their formidable nonlinearity makes rigorous progress a slow process.

Common to all these classical systems of electromagnetic field equations are the pre-metric Maxwell–Lorentz field equations, viz. the evolution equations

\[
\partial_t B(t, s) = -e \nabla \times E(t, s) \tag{8}
\]
\[
\partial_t D(t, s) = +e \nabla \times H(t, s) + 4\pi e \dot{q}(t) \delta q(t)(s) \tag{9}
\]

and the constraint equations

\[
\nabla \cdot B(t, s) = 0 \tag{10}
\]
\[
\nabla \cdot D(t, s) = -4\pi e \delta q(t)(s) \tag{11}
\]

for the B, D fields. They differ in the Electromagnetic Vacuum Law: \((B, D) \leftrightarrow (H, E)\). The Born-Infeld law reads

\[
H = \frac{B - \frac{1}{b} D \times (D \times B)}{\sqrt{1 + \frac{1}{b^2}(|B|^2 + |D|^2) + \frac{1}{b^4}|B \times D|^2}} \tag{12}
\]
\[
E = \frac{D - \frac{1}{b^2} B \times (B \times D)}{\sqrt{1 + \frac{1}{b^2}(|B|^2 + |D|^2) + \frac{1}{b^4}|B \times D|^2}} \tag{13}
\]

The Bopp–Landé–Thomas–Podolsky law \(^1, 19, 20, 22\) reads

\[
H(t, s) = (1 + \kappa^{-2} \Box) B(t, s) \tag{14}
\]
\[
D(t, s) = (1 + \kappa^{-2} \Box) E(t, s). \tag{15}
\]

(N.B.: \( \Box := c^{-2} \partial_t^2 - \Delta \).) When \( b \rightarrow \infty \), respectively when \( \kappa \rightarrow \infty \), both these vacuum laws reduce to the Maxwell-Lorentz law \( H = B \) \& \( E = D \).

For given particle motions with subluminal velocity \(|\dot{q}(t)| < c\), the field Cauchy problems are globally well-posed in the sense of distributions for both the ML and MBLTP field equations. The MBI field Cauchy problem, unfortunately, has not yet been conquered to the extent needed. Global well-posedness of the classical initial value problem has only been shown with small data (no charges!) in Ref. 24; F. Pasqualotto presented an extension of Speck’s result to MBI field evolutions on the Schwarzschild background.\(^21\) A local well-posedness result for MBI field evolutions with subluminal point sources (and inevitably large data) should be possible, but so far only the special case of electrostatic solutions with \( N \) point
charge sources has been conquered in Ref. 15. There it was shown that a unique finite-energy electrostatic weak solution of the MBI field equations with $N$ point charges placed anywhere in $\mathbb{R}^3$ exists, and that the solution is real analytic away from the point charges for any choices of their signs and magnitudes.

For the field momentum densities $\Pi$ (dropping the superscript “field”) one has the following expressions. For the ML and for MBI field equations,

$$4\pi c \Pi = D \times B,$$

whereas for the MBLTP field equations,

$$4\pi c \Pi = D \times B + \varepsilon \times H - E \times B - \kappa^{-2} \nabla \cdot \varepsilon \nabla \times B - \kappa \dot{E}.$$

For MBLTP field evolutions with point sources we showed that $\Pi(t,s)$ is in $L^1_{loc}(\mathbb{R}^3)$ about each $q(t)$, see Ref. 17. We expect such a result also for MBI fields. It is surely false for ML fields!

With appropriate decay rates at spatial infinity imposed on the field initial data, the MBLTP field momentum integral $\int_{\mathbb{R}^3} \Pi(t,s) d^3s$ exists for all $t$. Moreover, given Lipschitz maps $t \mapsto q(t)$, $t \mapsto v(t)$ and bounded $t \mapsto a(t)$, we showed that $\frac{d}{dt} \int_{\mathbb{R}^3} \Pi(t,s) d^3s$ exists for all $t$.

The crucial step in showing that (5), with (7), yields an equation of motion is now the following. The fields $B, D, E$ and $\dot{E}$ at $(t,s)$ are given by explicit functionals of the vector functions $q(\cdot)$ and $v(\cdot)$, and $D$ & $H$ also involve $a(\cdot)$; their dependence on $a(\cdot)$ is linear. For $t < 0$ we set $q(t) = q(0) + v(0)t$ and $v(t) = v(0)$, and $a(t) = 0$. Treating $q(\cdot)$ and $v(\cdot)$ as given, and $a(\cdot)$ as independent vector function variable for $t > 0$, (5) together with (7) is equivalent to a Volterra integral equation for $a = a[q,p]$, viz.

$$a = W[p] \cdot \left( f^{\text{vac}}[q,v] + f^{\text{source}}[q,v;a] \right)$$

where

$$v = \frac{1}{m_b} \frac{p}{\sqrt{1 + \frac{p^2}{m_b^2 c^2}}} ; \quad m_b \neq 0$$

and

$$W[p] := \text{sgn}(m_b) \frac{c}{\sqrt{m_b^2 c^2 + |p|^2}} \left[ I_{3\times3} - \frac{p \otimes p}{m_b^2 c^2 + |p|^2} \right],$$

and where we have written the field as a sum of a source-free (vacuum) field and a field having the point charge as source, resulting in a Lorentz force due to that vacuum field,

$$f^{\text{vac}}[q,v](t) \equiv -c \left[ E^{\text{vac}}(t,q(t)) + \frac{1}{c} v(t) \times B^{\text{vac}}(t,q(t)) \right],$$
and a “self”-type force \( f_{\text{source}}(q, v; a) \), in BLTP electrodynamics\(^b\) given by

\[
f_{\text{source}}(q, v; a)(t) = -\frac{d}{dt} \int_{\mathbb{R}^3} \Pi_{\text{source}}(t, s) d^3 s
\]

\[
= -\frac{d}{dt} \int_{B_{\nu}(q_0)} (\Pi_{\text{source}}(t, s) - \Pi_{\text{source}}(0, s - q_0 - v_0 t)) d^3 s
\]

\[
= \frac{\sigma}{2} \left[ -Z_{\xi}^{[0]}(t, t) + Z_{\xi}^{[0]}(t, t)
\right.
\]

\[
- \sum_{0 \leq k \leq 1} c^{2-k} (2 - k) \int_0^t \left[ Z_{\xi}^{[k]}(t, t') - Z_{\xi}^{[k]}(t, t') \right] (t - t')^{1-k} dt'\]

\[
- \sum_{0 \leq k \leq 2} c^{2-k} \int_0^t \left[ \frac{a}{\Pi} Z_{\xi}^{[k]}(t, t') - \frac{a}{\Pi} Z_{\xi}^{[k]}(t, t') \right] (t - t')^{2-k} dt'
\]

where \( \xi(t) \equiv (q, v, a)(t) \), and \( \xi^e(t) \equiv (q_0 + v_0 t, v_0, 0) \), and where

\[
Z_{\xi}^{[k]}(t, t') = \int_0^{2\pi} \int_0^\pi (1 - \frac{1}{t} |v(t')| \cos \theta) \pi_{\xi}^{[k]}(t, q(t') + c(t - t') n) \sin \theta \sin \varphi, \quad (27)
\]

with \( n = (\sin \theta \cos \varphi, \sin \varphi \sin \varphi, \cos \theta) \), and where, with the kernels

\[
K_{\xi}(t', t, s) := \frac{J_1(\sigma \sqrt{2 |t - t'|^2 - |s - q(t')|^2})}{\sqrt{2 |t - t'|^2 - |s - q(t')|^2}},
\]

\[
K_{\xi}(t', t, s) := \frac{J_1(\sigma \sqrt{2 |t - t'|^2 - |s - q(t')|^2})}{c \sqrt{2 |t - t'|^2 - |s - q(t')|^2}} (s - q(t') - v(t')(t - t')), \quad (29)
\]

we have

\[
\pi_{\xi}^{[0]}(t, s) = -\sigma^4 \left[ \frac{1}{4} \left( n(q, s) \cdot \mathbf{v} \right) \times \left( n(q, s) \times \mathbf{v} \right) \right]_{\text{ret}}
\]

\[
+ \sigma^4 \left[ \frac{1}{2} \left( \frac{n(q, s) \cdot \mathbf{v}}{1 - \mathbf{v} \cdot n(q, s)} \right) \times \int_{-\infty}^{\xi_{\text{ret}}(t, s)} \mathbf{v}(t') \times K_{\xi}(t', t, s) dt'
\]

\[
- \sigma^4 \left[ \frac{1}{2} \left( \frac{n(q, s) \times \mathbf{v}}{1 - \mathbf{v} \cdot n(q, s)} \right) \times \int_{-\infty}^{\xi_{\text{ret}}(t, s)} cK_{\xi}(t', t, s) dt'
\]

\[
- \sigma^4 \int_{-\infty}^{\xi_{\text{ret}}(t, s)} cK_{\xi}(t', t, s) dt' \times \int_{-\infty}^{\xi_{\text{ret}}(t, s)} \mathbf{v}(t') \times K_{\xi}(t', t, s) dt'
\]

\[
- \sigma^4 c \int_{-\infty}^{\xi_{\text{ret}}(t, s)} K_{\xi}(t', t, s) dt' \int_{-\infty}^{\xi_{\text{ret}}(t, s)} K_{\xi}(t', t, s) \mathbf{v}(t') dt',
\]

\(^b\)None of the four original contributors formulated a well-defined expression for the force, yet we believe that our formulation accomplishes what they had intended; hence the name of the theory.
At best one can speak of a “self”-field force, the scare quotes
map has a unique

\[ \pi_{\xi}^{[1]}(t, s) = -\chi^2 \frac{1}{2} \left[ \mathbf{n}(q, s) \times \frac{(n(q, s) - \dot{v}) \times a}{c^2 (1 - \frac{1}{2} v \cdot n(q, s))} \right]_{\text{ret}} \]

(35)

\[ - \chi^2 \left[ \mathbf{n}(q, s) \times \frac{(n(q, s) - \dot{v}) \times a}{c^2 (1 - \frac{1}{2} v \cdot n(q, s))} \right]_{\text{ret}} \times \int_{-\infty}^{t_{\xi}^{(t, s)}} \mathbf{v}(t') \times \mathbf{K}_{\xi}(t', t, s) dt' \]

(36)

\[ + \chi^2 \left[ \mathbf{n}(q, s) \times \frac{(n(q, s) - \dot{v}) \times a}{c^2 (1 - \frac{1}{2} v \cdot n(q, s))} \right]_{\text{ret}} \times \int_{-\infty}^{t_{\xi}^{(t, s)}} c \mathbf{K}_{\xi}(t', t, s) dt' \]

(37)

\[ - \chi^2 \left[ \frac{1}{1 - \frac{1}{2} v \cdot n(q, s)} \right]_{\text{ret}} \int_{-\infty}^{t_{\xi}^{(t, s)}} K_{\xi}(t', t, s) \left[ \mathbf{v}(t_{\xi}^{(t, s)}(t, s)) + \mathbf{v}(t') \right] dt', \]

(38)

\[ \pi_{\xi}^{[2]}(t, s) = -\chi^2 \left[ \frac{1}{1 - \frac{1}{2} v \cdot n(q, s)} \right]_{\text{ret}} \]

(39)

\[ + \chi^2 \left[ 1 - \frac{1}{c^2} |v|^2 \right] \mathbf{n}(q, s) \times \mathbf{n}(q, s) \times \frac{a}{c^2 (1 - \frac{1}{2} v \cdot n(q, s))} \]

\[ \times \int_{-\infty}^{t_{\xi}^{(t, s)}} c \mathbf{K}_{\xi}(t', t, s) dt' \]

(40)

\[ - \chi^2 \left[ 1 - \frac{1}{c^2} |v|^2 \right] \frac{n(q, s) - \dot{v}}{1 - \frac{1}{2} v \cdot n(q, s)} \times \int_{-\infty}^{t_{\xi}^{(t, s)}} \mathbf{v}(t') \times \mathbf{K}_{\xi}(t', t, s) dt', \]

(41)

and \( |\cdot|_{\text{ret}} \) means that \( \mathbf{q}(\tilde{t}), \mathbf{v}(\tilde{t}), \mathbf{a}(\tilde{t}) \) are evaluated at \( \tilde{t} = t_{\xi}^{(t, s)}(t, s) \).

Remark 2.1. The decomposition of the electromagnetic fields into a sum of two types of fields, one with the point charge as source, the other source-free, is to some extent arbitrary. For this reason it is futile to try to identify the self-field force of a point charge. At best one can speak of a “self”-field force, the scare quotes referring to the ambiguity in identifying how much of the field is “self”-generated by the charge and how much is not.

The following key proposition about the Volterra equation is proved in Ref. 17. Its proof takes several dozen pages of careful estimates.

Proposition 2.2. Given \( C^{0,1} \) maps \( t \mapsto \mathbf{q}(t) \) and \( t \mapsto \mathbf{p}(t) \), with \( \text{Lip}(\mathbf{q}) = v \), \( \text{Lip}(\mathbf{v}) = a \) a big enough, and \( |\mathbf{v}(t)| \leq v < c \), the Volterra equation (18) as a fixed point map has a unique \( C^{0} \) solution \( t \mapsto \mathbf{a}(t) = \mathbf{a}(\mathbf{q}(\cdot), \mathbf{p}(\cdot))(t) \) for \( t \geq 0 \). Moreover, the solution depends Lipschitz continuously on the maps \( t \mapsto \mathbf{q}(t) \) and \( t \mapsto \mathbf{p}(t) \) (treated as independent).

The well-posedness result of the joint initial value problem for MBLTP fields and their point charge sources is a corollary of Proposition 2.2. Namely, now setting \( \mathbf{a}(t) := \frac{d}{dt} \mathbf{v}(t) \) and \( \mathbf{v}(t) := \frac{d}{dt} \mathbf{q}(t) \), and recalling (7), the solution to the Volterra integral equation for the acceleration poses a Newton-type second-order initial value problem for the position of the point charge with a complicated yet Lipschitz-continuous force. Once the motion is computed, inserting the vector functions \( \mathbf{q}(\cdot), \)}
\(v(\cdot), \text{ and } a(\cdot)\) of the solution into the functionals of the fields yields \(B, D, E, \dot{E}\) at \((t, s)\) for \(t > 0\), too. This is a Theorem in Ref. 17, summarized informally as follows.

**Theorem 2.3.** As a consequence of Proposition 2.2, the joint initial value problem for MBLTP fields and their point charge source is equivalent to the fixed point equations

\[
\begin{align*}
q(t) &= q(0) + \frac{1}{m_b} \int_0^t \frac{p}{\sqrt{1 + |p|^2/m_b^2}}(\bar{t}) \, d\bar{t} =: Q_t(q(\cdot), p(\cdot)) \\
p(t) &= p(0) - \int_{\mathbb{R}^3} (\Pi(t, s) - \Pi(0, s)) \, d^3s =: P_t(q(\cdot), p(\cdot)),
\end{align*}
\] (42) (43)

where \(Q_t\) and \(P_t\) are Lipschitz maps. Thus, BLTP electrodynamics is locally well-posed.

In fact, in Ref. 17 the Cauchy problem for the MBLTP field with \(N\) point charges is treated. Local well-posedness is proved for admissible initial data (see below) & \(m_b \neq 0\), and global well-posedness shown to hold if in finite time: (a) no particle reaches the speed of light; (b) no particle is infinitely accelerated; (c) no two particles reach the same location.

By “admissible” initial data we mean the following: the initial particle velocities are subluminal (\(|v(0)| < c\)) and no two particles occupy the same location; the electromagnetic initial fields are the sum of a spatially sufficiently rapidly decaying vacuum field plus \(N\) fields each with a single point charge source — the sourced fields are boosted electrostatic fields with boost velocity equal to the initial velocity of the source.

Although our result seems to be the first formulation of a well-posed joint initial value problem for classical electromagnetic fields and their point charge sources, and this endows BLTP electrodynamics with a mathematically superior status compared to the ill-defined Lorentz electrodynamics, we do not claim that BLTP electrodynamics is the correct classical limit of the illusive mathematically well-formulated quantum theory of electromagnetism. In particular, the MBLTP field equations feature “physical” oddities: (a) a field energy functional which is unbounded below; (b) subluminal transversal electromagnetic wave modes; (c) longitudinal electrical wave modes.

Moreover, since the MBLTP field equations demand initial data for \(B, D, E, \dot{E}\) at \(t = 0\) while physically we only can prescribe \(B, D\) (N.B.: in Lorentz electrodynamics, \(D = E\); not so in BLTP electrodynamics), one needs to find a prescription which expresses \(E, \dot{E}\) at \(t = 0\) in terms of \(B, D\) at \(t = 0\). In Ref. 17 we show that a reasonable choice is the map \((B, D)_0 \mapsto (E, \dot{E})_0\) obtained by maximizing the field energy w.r.t. \(E_0\) and \(\dot{E}_0\) (treated independently). This can be made co-variant by stipulating that the maximization is carried out in the Lorentz frame in which total momentum vanishes initially.

Back to the mathematically superior status of BLTP electrodynamics, one can now apply rigorous analysis, and controlled numerical techniques, to study
the theory. For instance, a rigorous comparison of our expression (22) for the “self”-force with a differently defined “self”-field force which was studied in Ref. 12 was carried out recently by Hoang & Radosz and their students, see Ref. 5, 13. One of our next projects is to rigorously extract effective equations of motion with more user-friendly expressions for the “self”-force. In particular, whether or to which extent the Landau–Lifshitz equation approximately governs the motion is an interesting question.

2.1.2. Topologically non-trivial flat spacetimes with time-like singularities

The zero-gravity limit of singular spacetimes does not automatically yield Minkowski spacetime minus a number of world-lines. In Ref. 27 the zero-\(G\) limit of Carter’s maximal analytical extension of the electromagnetic Kerr–Newmann spacetime was analyzed. The limiting spacetime is axially symmetric and static. It is locally isometric to Minkowski spacetime, but is topologically non-trivial, featuring Zipoy topology. Its constant-time slices are double-sheeted, and have the topology of \(\mathbb{R}^3\) branched over the un-knot. The spacetime is singular on a 2-dimensional time-like cylinder \(S^1 \times \mathbb{R}\), which is the world-tube of a space-like ring-type singularity. The most intriguing aspect of this solution is that at any instant of time the ring singularity, when viewed from one of the two sheets of space, appears to be positively charged, and from the other sheet, negatively charged, as already noticed by Carter. The electromagnetic fields it supports were discovered in the 19th century by P. Appell as “multi-valued electromagnetic fields,” while A. Sommerfeld soon realized that they represent single-valued electromagnetic fields on a topologically non-trivial multi-sheeted space.

A natural next step would be to formulate the corresponding zero-gravity two-body problem for two space-like ring-type singularities of \(z\)GKN-type, evolving in time jointly with the electromagnetic fields they generate. We know for example that the space should be four-sheeted (in general, \(2^N\) sheets are needed for \(N\) ring-type singularities). However, as the \(z\)GKN fields solve the Maxwell–Lorentz vacuum field equations away from the singularities, it is not surprising that one again encounters the infinite field energy-momentum problems which plague Lorentz electrodynamics. Thus one would first need to find either MBI or MBLTP analogues of the Appell–Sommerfeld fields. The nonlinearity of the MBI field equations makes this a daunting task, but we are confident that the feat can be accomplished with the MBLTP field equations. In that case the zero-\(G\) EIH-type approach explained in the previous subsection should allow the formulation of a well-posed initial value problem for ring-type singularities and their electromagnetic MBLTP fields. Note that the law of motion would most likely be a system of partial differential equations, as the ring-type singularity has to be allowed to bend, twist, warp, stretch, and such.
2.2. Turning on gravity: $G > 0$

2.2.1. The neighborhood of Minkowski spacetime

By rigorously establishing well-posedness of BLTP electrodynamics with point charges as a consequence of postulating the conservation law (2) for the total momentum vector-density (3), with the expressions for the particles given be the usual special-relativistic ones and those for the fields determined by the field equations, Ref. 17 demonstrates that a key idea of the 1938 EIH paper is viable in the zero-$G$ limit when applied with a suitable set of electromagnetic field equations, and with non-zero bare rest mass assigned to the point charges. We now address the question whether this result extends continuously to a $G > 0$ neighborhood of special relativity, free of black holes. By a result of Geroch–Traschen\textsuperscript{11} a no-Black-Holes spacetime with a one-dimensional time-like singularity cannot exist if the singularity has positive bare mass, different from the special-relativistic case, where the bare mass merely had to be non-zero.

One of the main ingredients of the EIH argument is of course, that the conservation law of energy-momentum is implied by the twice contracted 2\textsuperscript{nd} Bianchi identity in concert with Einstein’s general-relativistic field equations. However, for the spacetimes with time-like singularities envisaged by EIH (and Weyl) this is not automatically true. An important step, therefore, is to determine the Lorentz spacetimes with time-like singularities on which the twice contracted 2\textsuperscript{nd} Bianchi identity holds in a weak form.

Together with A. Y. Burscher we have begun a systematic study of the favorable conditions. In Ref. 3 we study the simplest non-trivial case: static spherically symmetric spacetimes with a single time-like singularity. We obtain some necessary and, for certain electromagnetic vacuum laws, also sufficient conditions that the twice contracted 2\textsuperscript{nd} Bianchi identity holds in a weak form. Interestingly, in the naked singularity regime (no Black Hole!), the answer is negative for the electromagnetic Reissner–Weyl–Nordström spacetime, but positive for the Hoffmann spacetime\textsuperscript{6} in which electromagnetic MBI fields are coupled with Einstein’s gravity; see Ref. 26 for a rigorous discussion. Our goal is to generalize our study, one step at a time, to dynamical spacetimes without symmetry.

The crucial question, then, is whether the weak twice contracted 2\textsuperscript{nd} Bianchi identity implies the law of the electromagnetic spacetime’s time-like singularities with bare energy-momentum assigned to them. Interestingly, it seems that merely changing Maxwell’s into the BLTP or MBI vacuum law is by itself not sufficient to allow the formulation of a well-defined joint initial value problem for the massive point charges and the electromagnetic and gravitational fields they generate: the gravitational coupling also needs to be changed, for instance in the manner of

\textsuperscript{6}It is curious that although Hoffmann\textsuperscript{14} had worked out his spacetime solution by 1935, the fact that his spacetime with non-positive bare mass is less singular than the RWN spacetime did not in 1938 compell EIH to use the MBI instead of Maxwell–Lorentz field theory.
Jordan, Brans–Dicke, or \( f(R) \) gravity, to obtain a well-defined joint Cauchy problem. Put differently, the gravitational coupling of spacetime structure with bare matter and the electromagnetic fields needs to be “mediated” by a certain type of scalar field which moderates the strength of the spacetime singularities enough so that the strategy explained in the previous subsection can be applied. This scalar field in the classical theory would play a role vaguely reminiscent of the role played by the scalar Higgs field in the quantum field-theoretical standard model of elementary particle physics.

2.2.2. The neighborhood of \( zGKN \)-type spacetimes

Everything stated in the previous subsection about the neighborhood of the Minkowski spacetime has an analogue problem for the gravitational neighborhood of topologically non-trivial flat spacetimes of (generalized) \( zGKN \) type.
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We report on recent developments towards a relativistic quantum mechanical theory of motion for a fixed, finite number of electrons, photons, and their anti-particles, as well as its possible generalizations to other particles and interactions.

1. Introduction

As reported in Part I, the goal of the classical part of our program is to formulate and analyze a generally covariant joint initial value problem for the motion of massive charged particles, together with the electromagnetic and gravitational fields that they generate. We believe that proving local well-posedness, i.e. existence and uniqueness of a solution to this initial value problem, and continuous dependence of the solution on initial data, is a first necessary step towards the formulation of a deeper quantum theory of motion, for which the above could serve as the classical limit.

In the second part of our report, we expand on what such a relativistic quantum theory could look like, and present the results of our preliminary efforts towards achieving our ultimate goal, which is twofold: (1) to provide an accurate account of empirical electromagnetism in terms of a special-relativistic $N$-body quantum theory of electrons, photons, and their anti-particles; and (2) to extend that effort to general relativity by taking gravitational effects into account.

At the same time, inspired by Einstein’s$^{12,13}$ and Bell’s$^3$ writings, we want to find out whether it is possible to formulate such a theory as a generalization of the non-relativistic theory of de Broglie$^6$ and Bohm$^4$ in which the quantum-mechanical wave function $\psi$ guides the actual motion of all the particles involved.

Our approach to a relativistic quantum theory is based on a number of working hypotheses. Before listing them, we summarize the assumptions that formed the basis of our approach to the classical theory of motion of charged particles, as was outlined in Part I of this report:

1. All forms of matter are of a discrete (particulate) nature.
2. Particles, whether feature-less point-particles or structured ones such as ring-particles, have well-defined world-lines or world-tubes that form the singular boundary of spacetime, in the sense that the spacetime metric and/or classical fields permeating the spacetime develop a singularity as a point on this boundary is approached. Moreover, these singularities must be weak enough to give rise to locally integrable field energy-momentum...
densities, but not so weak as to be confined to characteristic hypersurfaces (which are completely determined by the field equations).

3. The metric of the spacetime satisfies the weak version of the twice-contracted second Bianchi identity everywhere, including in a neighborhood of any singularity of spacetime (of the type discussed in item 2 above), thus allowing the usual conservation laws of total (i.e. field+particle) energy, momentum, and angular momentum to hold in a weak sense.

In Part I, we showed how these principles may be used to derive a classical equation of motion for world-lines of matter particles (which are identified with time-like singularities of spacetime) based entirely on momentum balance laws.

Our approach to a quantum law of motion begins by replacing the third item above with another set of hypotheses:

3. The quantum-mechanical wave function of a single particle is a section of a Clifford-algebra-valued spin bundle over configuration spacetime. Different species of particles are distinguished by their wave functions at a point in spacetime belonging to different generalized ideals (stable subspaces) of that Clifford algebra.

4. The wave function of a system of \( N \) relativistic particles is defined on the \( N \)-body configuration spacetime, and takes its values in a tensor space generated by the tensor product of bases for the constituent 1-body wave function spaces.

5. The wave function of a single particle satisfies a relativistic wave equation that is equivariant with respect to the action of the Poincaré group on the bundle of frames for the tangent space at any point in spacetime.

6. As a consequence of satisfying that wave equation, the wave function of a single particle possesses a conserved, future-directed, timelike (or causal, if the particle is massless), and normalizable current, whose component in the normal direction to a given spacelike foliation of spacetime, when evaluated at a point on a leaf of that foliation gives the probability density of the particle trajectory crossing the leaf at that point (by the Born rule.) The same holds for the \( N \)-particle version of the wave function and an \( N \)-particle tensor current that is jointly conserved.

7. The motion of a system of \( N \) particles is guided by a multi-time wave function defined on the \( N \)-particle configuration spacetime, in accordance with a relativistic generalization of the de Broglie-Bohm guiding law, such as the Hypersurface Bohm-Dirac Law, in which a conserved \( N \)-particle tensor current evaluated at the actual positions of those \( N \)-particles determines their actual velocities.

\(^a\)We emphasize that this is a preliminary list based on what we know so far, and is subject to modification and expansion as our investigations continue.

\(^b\)See Furey\textsuperscript{14,15} for details on this point of view.
8. In the classical limit, the quantum motions converge to those described in part I.

2. Least Invasive Quantization

In this section we demonstrate by way of a very simple example, how it may be possible to continuously deform a classical law into a quantum law of motion for the same particle.

Consider a particle of (bare) mass \( m \) in an external potential \( V = V(t,q) \), \( q \in \mathbb{R}^d \).

The relativistic Lagrangian for the particle’s motion is

\[
\ell(t,q,\dot{q}) = m(1 - \sqrt{1 - \dot{q}^2}) - V(t,q).
\]

The corresponding action is

\[
A[q] := \int_{t_1}^{t_2} \ell(t,q,\dot{q})dt.
\]

We define the canonical momentum to be

\[
p := \frac{\partial \ell}{\partial \dot{q}} = \frac{m\dot{q}}{\sqrt{1 - \dot{q}^2}},
\]

so the Hamiltonian is

\[
H(t,q,p) = p\dot{q} - \ell = \sqrt{m^2 + p^2} - m + V(t,q).
\]

The Hamilton equations are therefore

\[
\dot{q} = \frac{\partial H}{\partial p} = \frac{p}{\sqrt{m^2 + p^2}}, \quad \dot{p} = -\frac{\partial H}{\partial q} = -\partial_q V(t,q).
\]

The Hamilton-Jacobi equation

\[
\frac{\partial S}{\partial t} + H(q, \frac{\partial S}{\partial q}, t) = 0,
\]

is a first-order nonlinear PDE for the Hamilton-Jacobi phase function \( S = S(t,q) \). It arises in the context of solving Hamilton’s equations by finding a canonical transformation, i.e., a change of variable in phase space \((q,p)\) such that the transformed Hamiltonian is constant. We note that \( S \) is defined on the space of generic positions of the particle, i.e., it’s a function defined on the configuration space (or configuration spacetime, in the relativistic setting.)

In the case of our particular example, it’s easy to see that the Hamilton-Jacobi equation has the form of an eikonal equation:

\[
|\partial_t \tilde{S} + V|^2 - |\partial_q \tilde{S}|^2 = m^2, \quad \tilde{S} := S - mt.
\]

Moreover, this equation is derivable from an action principle: Let \( \varrho \geq 0 \) be another function defined on the configuration spacetime, set

\[
\mathcal{L} := \varrho \left( |\partial_t \tilde{S} + V|^2 - |\partial_q \tilde{S}|^2 - m^2 \right),
\]
and let $S := \int L dq dt$ be the corresponding action. It is then obvious that the stationary points of $S$ with respect to compactly supported variations in $\varrho$ satisfy (7). If we now let $\varrho$ be an active variable, and set the variation of $S$ with respect to $\tilde{S}$ also equal to zero, we obtain the following continuity-type equation for $\varrho$:

$$\partial^\mu (\varrho u_\mu) = 0. \quad (9)$$

Here $\mu = 0, \ldots, d$, indices are raised and lowered using the Minkowski metric $\eta = \text{diag}(1, -1, \ldots, -1)$ on the configuration spacetime, and we are employing the Einstein summation convention. The covectorfield $u$ is by definition

$$u_0 := \partial_t \tilde{S} + V; \quad u_i = \partial_q \tilde{S}, \quad (10)$$

so that by (7),

$$u_\mu u^\mu = m^2. \quad (11)$$

Let us now define a complex-valued field on the configuration spacetime

$$\psi := \sqrt{\varrho} e^{i \tilde{S} / \hbar}. \quad (12)$$

Evidently, using that $(\varrho, \tilde{S})$ satisfy the Euler-Lagrange equations for the stationary points of the action $S$, one can derive the equation that $\psi$ must satisfy, which will be a nonlinear PDE.

The goal of a least invasive quantization procedure is to find a continuous deformation of the Lagrangian $L$, now thought of as $L[\psi]$, to a nearby Lagrangian $\tilde{L}[\psi] = L[\psi] + \hbar^2 L'[\psi]$ in such a way that the Euler-Lagrange equation of the new action corresponding to $\tilde{L}$ is a linear PDE in $\psi$. This is easily accomplished by adding a Fisher-like term to $L$: Let

$$\tilde{L} := L + \hbar^2 \frac{\partial_\mu \varrho \partial^\mu \varrho}{4 \varrho}. \quad (13)$$

A computation then shows that

$$\tilde{L}[\psi] = \hbar^2 ((\partial_t + \frac{i}{\hbar} V) \psi)|^2 - \hbar^2 |\partial_q \psi|^2 + m^2 |\psi|^2$$

so that a stationary point $\psi$ will satisfy the linear Klein-Gordon equation

$$(D^\mu D_\mu + m^2) \psi = 0, \quad D_\mu := -i \hbar \partial_\mu + A_\mu, \quad (15)$$

which (under appropriate assumptions relating $A_\mu$ and $V$), is a Lorentz-covariant equation for a massive spin-0 particle.

It should be noted that in the above admittedly over-simplified setting, $V$ was taken to be an “external” field, but in order to connect with our program of finding equations of motions for singularities of a dynamic field, $V$ needs to be determined by the field for which the particle in question is a singularity. For example, if we are to identify the electron with certain singularities of the electromagnetic field, then the corresponding $V$ in the wave equation for the electron would have to be determined in terms of that electromagnetic field, evaluated at generic positions of
the electron. For a detailed discussion of a proper least invasive quantization in the electromagnetic context see Ref. 21. In any case, since the electron is a spin-1/2 particle, the appropriate wave equation is not Klein-Gordon’s but Dirac’s, so the above process needs to be suitably modified.

Finally, we should note that even though in (9) one may formally set \( \rho := \rho u^0 \) and \( v^k := u^k / u^0 \) to obtain what looks like a continuity equation for a probability density

\[
\partial_t \rho + \partial_k (\rho v^k) = 0
\]

and proceed to derive a Born Rule and guiding law for the particle from it, there is a-priori no reason why \( \rho \) would be non-negative. This suggests that even for spin-0 particles, the Klein-Gordon may not be the correct equation. Indeed, the lack of a future-directed timelike conserved current for solutions of the Klein-Gordon equation is a main reason for researchers doubting whether bosons can be treated as particles. We believe they can, and have already addressed this issue for photons\(^\text{19}\). The question of what the correct wave equation is for spin-0 bosons will be addressed in a forthcoming publication of ours.

3. Quantum Law of Motion for Point Test Particles

3.1. Point particle in Hoffmann-like spacetimes

We now move on to a more realistic scenario, of a single point charge, thought of as the only time-like singularity of a static, spherically symmetric 4-dimensional electrovacuum spacetime, i.e. a solution of the Einstein-Maxwell equations. As was shown in Ref. 7, the case where the electromagnetic vacuum law is the standard, linear law of Maxwell \( (D = E, H = B) \) yields a spacetime that is too singular for weak Bianchi identity to be satisfied at the singularity, so that our third working hypothesis is not satisfied. We showed however, that there are nonlinear vacuum laws, including the one proposed by Born & Infeld\(^5\), for which the corresponding static spherically symmetric solution of the Einstein-Maxwell equations (which was fully analyzed in Ref. 23) does satisfy the weak Bianchi identity. The spacetime that corresponds to the Born-Infeld vacuum law was discovered by Hoffmann\(^\text{16}\) in 1935.

As a first step towards a full-blown two-body quantum-mechanical problem, one may study the dynamics of a single electron, thought of as a test point charge, placed in the electrostatic and gravitational field of another, much more massive point charge such as a nucleus, the latter thought of as the central singularity of a static spherically symmetric spacetime, while the contribution of the former to the geometry of the spacetime is ignored. At the same time, the Born-Oppenheimer approximation allows one to reduce the 2-body quantum mechanical situation to a single body one. The dynamics of the electron is thus determined by its wave function that, due to the electron being a massive spin-1/2 particle, satisfies the
Dirac equation on the background spacetime of the nucleus, with the electrostatic field of the nucleus appearing in the Dirac operator as a minimal coupling term. This program was carried out successfully in Ref. 1, where it was shown that the Dirac Hamiltonian on Hoffmann-like spacetimes is essentially self-adjoint regardless of the nuclear charge, its essential spectrum is the same as that of the free Dirac operator on Minkowski space, its point spectrum is non-empty and consists of infinitely many eigenvalues in the gap, accumulating at the right endpoint. Numerical investigations of this problem are in the works, including comparison of the eigenvalues with those of the Dirac+Coulomb potential and the Dirac+Born electrostatic potential Hamiltonians on a Minkowski background.

3.2. Point particle in zero-gravity Kerr-Newmann spacetime

As mentioned above, the main obstacle on the path to a well-defined quantum theory that could encompass both gravity and electromagnetism is that when Maxwell-Lorentz electrodynamics is coupled to Einstein’s gravity, the infinities inherent in ML cause the spacetime to have curvature singularities that are too strong for even a weak notion of energy-momentum conservation to hold. In our quest to find a remedy for the strong curvature singularities of well-known solutions of Einstein-Maxwell equations such as the Kerr-Newmann solution, another avenue that we have pursued is to work with the zero-gravity limit of such singular spacetimes. This is a (geometrically well-defined) limit when Newton’s gravitational constant $G$, which appears as a parameter in these metrics, is set to zero. The limiting spacetime and the electromagnetic field on it were analyzed in Ref. 22. It is axially symmetric, static, and locally isometric to Minkowski space, but is topologically non-trivial. These facts were already known to Carter, who discovered the maximal analytical extension of the Kerr-Newmann solution. It was also known that the constant time slices of this manifold are double-sheeted, and have the topology of $\mathbb{R}^3$ branched over the un-knot (See Fig. 1.)

![Fig. 1. Visualizing the double-sheeted spacelike slices of zero-G Kerr-Newmann spacetime as a branched cover of the un-knot. Arrows indicate that the top of the disk in one copy of $\mathbb{R}^3$ is to be identified with the bottom of the disk in the other copy.](image)

The spacetime is indeed singular on a 2-dim. timelike cylinder $S^1 \times \mathbb{R}$, which is the world-tube of a ring-like singularity. The most intriguing aspect of this solution
is that at any instant of time the ring singularity, when viewed from one of the two sheets of space, appears to be positively charged, and from the other sheet, negatively charged.

As a first step in studying the quantum problem, one may identify the zero-gravity Kerr-Newmann (zGKN) solution with the spacetime outside a ring-like singularity representing a positively charged particle such as a proton. Since the metric of zGKN and the electromagnetic field corresponding to it are well known, it is easy to formulate the quantum dynamics of a test electron placed in the vicinity of the ring singularity by studying the Dirac equation on the zGKN background. This task was carried out in Ref. 17, where it was shown, using techniques developed in Refs. 2 & 26, that the pertinent Dirac Hamiltonian is essentially self-adjoint and its essential spectrum is the same as the standard Dirac operator on Minkowski space. We further showed that its discrete spectrum is nonempty, provided the radius of the ring is small enough. The ground state of the Dirac Hamiltonian for the single test electron has support in both sheets of the spacetime, but is mainly concentrated in the sheet where the ring singularity appears to be positively charged, see Fig. 2, where the horizontal axis is a radial coordinate that runs from $-\infty$ to 0 in one sheet and 0 to $\infty$ in the other sheet, while the vertical axis is $|\psi|^2$.

Further analysis showed that the radius of the ring should be of the order of the anomalous magnetic moment of the electron, and that given this choice, the full spectrum will be close to the standard Dirac+Coulomb problem for Hydrogenic atoms. Furthermore, the broken symmetry due to nonzero ring radius causes the well-known degeneracy in the Dirac spectrum of Hydrogen to be broken, resulting in effects that are qualitatively similar to Lamb shift and hyperfine splitting, without the need to appeal to QED methods, see Fig. 3 (axes have the same meaning as in Fig. 2.)
4. Towards a Quantum Law of Motion for Ring-Like Singularities of Spacetime

Going back to the intriguing feature of the ring singularity of zGKN, i.e. that the same ring is found to have a positive charge when seen from one of the two sheets of that spacetime, and a negative charge when seen from the other sheet, one may wonder whether this ring singularity is representing both a particle and its anti-particle. In Ref. 18, extrapolating from the existence of such “bi-particle” structures in General Relativity, we proposed a novel interpretation of Dirac’s “wave equation for the relativistic electron” in which the electron and the positron are merely the two different “topological spin” states of a single more fundamental particle, not distinct particles in their own right. This novel interpretation resolves the dilemma that Dirac’s wave equation seems to be capable of describing both the electron and the positron in ‘external’ fields in many relevant situations, while the bi-spinorial wave function has only a single position variable in its argument, not two – as it should if it were a quantum-mechanical two-particle wave equation. We formulated a Dirac equation for such a ring-like bi-particle which interacts with a static point charge located elsewhere in the topologically non-trivial physical space associated with the moving ring particle. Indeed, for quasi-static motions of the ring, this equation is nothing but the one we have been discussing in the previous section, namely Dirac’s equation on the zGKN background! The difference is in the interpretation, since the wave function in the present case is defined on the configuration space of the center of the ring, which is now moving with respect to a fixed point charge located on one of the two sheets. See Fig. 4 for a schematic illustration of the two interpretations. Furthermore, we showed that the motion of the ring can be governed by a de Broglie-Bohm type law extracted from the Dirac equation.
Fig. 4. Left: The physical spacetime with a single ring singularity in straight line motion relative to the rest frame of a designated origin, which in the depicted scenario gets “swept over” by the ring singularity; Right: Trajectory of a test particle in straight line motion in the static $zGKN$ spacetime having the center of its ring singularity as the origin (marked 0). The test particle transits through the ring from one sheet to the other.

Our work in this direction is so far limited to quasi-static motions of the ring, which result in the ring remaining circular to the leading order, so that its motion can be specified solely in terms of the trajectory of the center of the circle, together with the evolving unit normal to the plane of the circle. Clearly, much work remains to be done in order to extend these results to the general case, which would presumably involve deformations of the ring as it moves.

The next natural step in this direction would be to study the full 2-body quantum problem, either in the context of nonlinear electrodynamics, or in the zero-gravity context by studying the two-rings analog of $zGKN$. Due to the strong nonlinearity of the BI vacuum law however, there is currently no explicit solution known to the classical 2-body problem, even in the absence of gravity, thus making any progress in that direction quite difficult. As to the two rings, that analysis is already under way. We know for example that the space should be four-sheeted (in general, $2^N$ sheets are needed for $N$ ring singularities), and that it is possible to come up with a Dirac equation for the 2-body wave function (with synchronized times), equipped with a minimal coupling term that models the electromagnetic interaction of the two rings. It is important to note however, that there is no chance of “turning gravity back on” in these models, since doing so will bring back the strong singularities of the type present in the Kerr-Newman spacetime, together with all the causal pathologies that they entail.

As described in Part I of this report, there are other electromagnetic theories, such as the Bopp-Lande-Thomas-Podolsky (BLTP) theory, which may allow us to find electromagnetic spacetimes whose singularities are mild enough so that they can represent charged particles. Once such solutions are known, a least invasive quantization procedure as outlined in Section 2 could conceivably lead to a quantum law of motion for those particles. Investigations are currently under way on various aspects of this program.
5. Quantum Laws of Motion for Interacting Point-Particle Systems

As mentioned at the outset, our goal is the eventual formulation of a relativistic quantum-mechanical theory of motion for a fixed number \( N \) of electrons, photons, and their anti-particles in 3+1-dimensional Minkowski spacetime, and its generalization to other particles and interactions. We are certainly not the first researchers to state this as our goal, as can be attested to by the following passage in Ref. 9:

“The Compton effect, at its discovery, was regarded as a simple collision of two bodies, and yet the detailed discussion at the present time involves the idea of the annihilation of one photon and the simultaneous creation of one among an infinity of other possible ones. We would like to be able to treat the effect as a two-body problem, with the scattered photon regarded as the same individual as the incident, in just the way we treat the collisions of electrons.”

Such a goal however, of treating electrons and photons on an equal footing, within a quantum-mechanical framework of a fixed number of particles, has so far remained elusive. Progress has been obstructed in particular by the lack of a viable candidate for the quantum-mechanical photon wave function and its pertinent relativistic wave equation which furnishes a conserved probability current for the photon position, obeying Born’s rule. Recently such a photon wave function and wave equation have been constructed in Ref. 19. In a forthcoming joint work with M. Lienert\(^{20}\), we show how the photon wave equation of Ref. 19 can be coupled with Dirac’s well-known relativistic wave equation for the electron in a Lorentz-covariant manner to accomplish what Darwin has asked us to do: to “treat the effect as a two-body problem, with the scattered photon regarded as the same individual as the incident, in just the way we treat the collisions of electrons.”

We work with Dirac’s manifestly Lorentz-covariant formalism of multi-time wave functions\(^{10}\). For our \( N = 2 \) body problem the wave function \( \Psi(x_{ph}, x_{el}) \) depends on the two generic spacetime events \( x_{el} \) and \( x_{ph} \) of the electron and the photon, respectively, which must be space-like separated. Both the Dirac operator of a free electron\(^{25}\), and the Dirac-type operator of a free photon constructed in Ref. 19, act on \( \Psi(x_{ph}, x_{el}) \). Unique solvability of this system of evolution equations requires imposing a suitable boundary condition at the subset of co-incident events, \( \{ x_{el} = x_{ph} \} \). Conservation of the particle currents dictates the boundary condition, up to a choice in a phase. We prove that the resulting initial-boundary-value problem is well-posed.

It is intuitively obvious that a boundary condition at co-incident events \( \{ x_{el} = x_{ph} \} \) amounts to a local pair interaction between electron and photon in a Lorentz-covariant manner. Our boundary condition is compatible with the kind of interaction expected for an electron and a photon in Compton scattering. In particular, when we plot the joint 2-body probability density \( \rho \) as a function of generic positions of the two particles, we observe that, as it evolves in time, the density forms four peaks, corresponding to the wave function being mostly supported near four distinct configurations: (1) both particles going to the left, (2) both particles going
to the right, (3) particles going away from each other for all time; and (4) particles initially moving towards each other and “bouncing off” of one another. Indeed the fourth peek appears to “hit” the boundary and get reflected, see Fig. 5 for snapshots of the evolving density.

![Fig. 5. Contour plot of the density ρ in photon-electron configuration space at six consecutive snapshots of common time t = t_el = t_ph. The photon axis is horizontal, the electron axis vertical.](http://sites.math.rutgers.edu/~shadi/phel1dint_slow.gif)

We have also carried out a limited number of numerical experiments with our system of equations, which indeed demonstrate the process of Compton scattering, but which also have revealed an unexpected novel phenomenon: photon capture and subsequent release by the electron. For all practical purposes this scenario seems indistinguishable from the scenario of an annihilation of a photon, followed by a subsequent emission of another one. In our quantum-mechanical N = 2-body model the photon of course never gets destroyed or created, precisely as envisioned by Darwin.

Beyond demonstrating that relativistic quantum mechanics with a fixed finite number N of interacting particles is feasible, we also formulate the de Broglie–Bohm-type foundations of this Lorentz-covariant quantum model. This is accomplished by adapting to our interacting 2-body model the so-called “hypersurface Bohm–Dirac”-type formulation for non-interacting particles. This formulation requires one to specify a foliation of spacetime by spacelike hypersurfaces. In our model these hypersurfaces are given by a time-like Killing vector field that is determined self-consistently by the initial data of the wave function. The guiding law for the particles is furnished by the conserved current of our quantum-mechanical multi-time wave function. We extend a theorem of Teufel–Tumulka, which implies that unique particle motions typically exist globally in time.

The numerically computed trajectories confirm that our boundary condition causes the particles to scatter off of one another. See Fig. 6 for example of a two pairs of particles with identical initial conditions, one evolved according to the free evolution (i.e. without any boundary condition on the coincidence set) and the other using our boundary condition.

---

\[\text{You can see an animation of the density plot of ρ as a function of the two positions by going to}\]
\[\text{http://sites.math.rutgers.edu/~shadi/phel1dint_slow.gif}\]

\[\text{This should put to rest the often-voiced claim that the de Broglie–Bohm theory could not be made relativistic.}\]
Fig. 6. Interacting (solid) versus non-interacting (dotted) electron-photon trajectories.

The intriguing phenomenon of photon “capture and release” by the electron that we alluded to in the above can also be illustrated by the numerically computed electron and photon trajectories, see Fig. 7.

Fig. 7. World-lines corresponding to possible capture-and-release phenomena (Different colors correspond to the photon-electron pair starting at different initial positions that are successively closer to each other.)

Finally, by sampling a large ensemble of random positions distributed according to the initial wave function, we can also illustrate that the empirical statistics over the possible actual trajectories reproduces Born’s rule in our model, a consequence of the equivariance of the evolution of the probability densities. See Fig. 8 and note the four clusters of trajectories that correspond to the four peaks of the joint probability density that was mentioned in the above.

More numerical investigation is currently under way, to explore various regions in the parameter space for the dynamics (e.g. mass and energy of incident electron, frequency profile of incident photon, their initial distance, etc.) and to quantify the energy and momentum transfer between the two particles.
Fig. 8. Electron & photon world-lines corresponding to 100 pairs of typical initial positions.
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Most versions of classical physics imply that if the 4-volume of the entire space-time is infinite or at least extremely large, then random fluctuations in the matter will by coincidence create copies of us in remote places, so called “Boltzmann brains.” That is a problem because it leads to the wrong prediction that we should be Boltzmann brains. The question arises, how can any theory avoid making this wrong prediction? In quantum physics, it turns out that the discussion requires a formulation of quantum theory that is more precise than the orthodox interpretation. Using Bohmian mechanics for this purpose, we point out a possible solution to the problem based on the phenomenon of “freezing” of configurations.
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1. The problem of Boltzmann brains

A “Boltzmann brain” is this: Let $M$ be the present macro-state of your brain. For a classical gas in thermal equilibrium, it has probability 1 that after sufficient waiting time, some atoms will “by coincidence” (“by fluctuation,” “by ergodicity”) come together in such a way as to form a subsystem in a micro-state belonging to $M$. That is, this brain comes into existence not by childhood and evolution of life forms, but by coincidence; this brain has memories (duplicates of your present memories), but they are false memories: the events described in the memories never happened to this brain! Boltzmann brains are, of course, very unlikely. They are fluctuations in which entropy spontaneously decreases. But they will happen if the waiting time is long enough, and they will happen more frequently if the system is larger (bigger volume, higher number of particles).

The problem with Boltzmann brains is this: If the universe continues to exist forever, and if it reaches universal thermal equilibrium at some point, then the overwhelming majority of brains in the history of the universe will be Boltzmann brains. According to the “Copernican principle,” we should see what a typical observer sees. But we do not, as most Boltzmann brains find themselves surrounded by thermal equilibrium, not by other intelligent beings on a planet. In fact, if a theory predicts that the great majority of brains are Boltzmann brains, then one should conclude that we are Boltzmann brains. But we are not. We had childhoods. We know because we trust out memories more than any physics theory.

How can any of our serious theories avoid making this incorrect prediction? One possibility is that there will be a Big Crunch, and that the total 4-volume of the universe will be finite and not too large. Then the probability that an
unlikely fluctuation ever happens can be small. However, it is expected (e.g., from \( \Lambda \)-cold-dark-matter, often called the standard model of cosmology) that the late universe will be close to de Sitter space-time and thus has infinite lifetime and infinite 4-volume. We will describe another way out of the problem.\(^{5,9}\)

### 2. Concrete version of the Boltzmann brain problem

It is further expected from \( \Lambda \)-cold-dark-matter that the state of matter in the late universe will be close (in terms of local observables) to the Bunch-Davies vacuum, a quantum state invariant under the isometries of de Sitter space-time (in particular, a stationary state). The \(|\psi|^2\) probability distribution it defines on configuration space gives \( > 99\% \) weight to thermal equilibrium configurations, but positive probability to brain configurations, in fact \( > 99\% \) probability to configurations containing brains if 3-space is large enough (in particular if infinite).

Does this mean there are Boltzmann brains in the Bunch-Davies vacuum? Actually, does a stationary state mean that nothing happens? Or does the factual situation visit different configurations over time according to \(|\psi|^2\)? This is a point at which foundational questions of quantum theory become relevant to cosmology.

We will analyze a Bohm-type model of the situation and conclude that there are no Boltzmann brains in the Bunch-Davies state. For comparison, for Everett’s many-worlds interpretation of quantum theory, Boddy, Carroll, and Pollack\(^2\) have argued that in a stationary state nothing moves, whereas David Wallace, a leading advocate of the many-worlds view, disagrees (personal communication).

### 3. Bohmian mechanics

Bohmian mechanics\(^3,4\) is a version of quantum mechanics with trajectories. For non-relativistic quantum mechanics, it can be defined as follows. The theory takes “particles” literally and proposes that electrons are material points moving in 3-space that have a definite position \( Q_k(t) \) at every time \( t \). There is a wave-particle duality in the sense that there are particles and there is a wave (the usual wave function \( \psi(t) \) of quantum mechanics on the configuration space \( \mathbb{R}^{3N} \) of \( N \) particles).

The theory has two dynamical laws: for \( \psi(t) \) the usual Schrödinger equation

\[
i \hbar \frac{\partial \psi(t)}{\partial t} = H \psi, \tag{1}
\]

and for \( Q_k(t) \) Bohm’s equation of motion

\[
\frac{dQ_k(t)}{dt} = \frac{\hbar}{m_k} \nabla_k \text{Im} \log \psi(t(Q_1(t), \ldots, Q_N(t))). \tag{2}
\]

Figure 1 shows a sample of Bohmian trajectories after passing through a double slit. The law of motion (2) is equivalent to

\[
\frac{dQ}{dt} = \frac{j(Q)}{\rho(Q)}, \tag{3}
\]
where $Q = (Q_1, \ldots, Q_N)$ is the configuration, $\rho = |\psi|^2$ is the standard probability density, and $j$ is the standard probability current vector field in configuration space. As a consequence of the continuity equation for $\rho$ and $j$, one obtains the equivariance theorem that if $Q(t=0)$ is random with distribution density $|\psi(t=0)|^2$, then at any time $t$, $Q(t)$ has distribution $|\psi(t)|^2$. As a part of the theory, we assume that the initial configuration is in fact so chosen. Figure 1 illustrates that the arrival points on the screen are $|\psi|^2$ distributed. The central fact about the empirical predictions of Bohmian mechanics is that the inhabitants of a Bohmian world would observe outcomes in agreement with the predictions of quantum mechanics.

4. How Bohmian mechanics helps against Boltzmann brains

4.1. Freezing in Bohmian mechanics

In Bohmian mechanics, there is the phenomenon of “freezing,” whose basic form is as follows.

Theorem 4.1. If $\psi$ is a non-degenerate eigenstate of a Hamiltonian that is a non-relativistic Schrödinger operator, then the Bohmian configuration does not move.

That is because the conjugate of $\psi$ must be another eigenstate with the same eigenvalue, so $\psi$ must be real up to a global phase. As a consequence, according to (2), particle velocities vanish. Freezing may be surprising because the momentum distribution, $|\hat{\psi}(k)|^2$ with $\hat{\psi}$ the Fourier transform of $\psi$, is not concentrated on the origin. In Bohmian mechanics, momentum corresponds not to the instantaneous velocity but to the asymptotic velocity that the particle would reach if the potential were turned off.\textsuperscript{4}

It follows that, if non-relativistic Bohmian mechanics were true, and if the late universe were in a non-degenerate eigenstate, then the configuration would...
be frozen. Arguably, the Boltzmann brain problem is absent then, as any such brain, even if it existed, would not be functioning. Turning now to a more realistic scenario, we will see that although freezing as such does not occur in the late universe, asymptotic freezing does.

### 4.2. Concrete model of the late universe

Let us take for granted that the late universe is asymptotically a de Sitter space-time with metric

\[ ds^2 = dt^2 - e^{2Ht}\delta_{ij}dx^i dx^j, \]

where \( H \) is the Hubble parameter (expansion speed of the universe—not the Hamiltonian!) and \( i, j \) are summed over the values 1, 2, 3. Actually, this coordinate patch covers only half of de Sitter space-time, but that is alright because we are considering only the late universe. As a model of the matter, we consider a simple quantum field theory with a single Hermitian scalar quantum field \( \varphi(x, t) \). The quantum state can then be written as a wave functional \( \Psi(\varphi, t) \) on the space of field configurations \( \varphi \), which are real-valued functions of \( x = (x^1, x^2, x^3) \). It will be convenient to rescale time according to \( dt = e^{Ht}d\eta \), where the new coordinate \( \eta \) is called the conformal time. As \( t \) varies from \(-\infty\) to \( +\infty \), \( \eta \) runs from \(-\infty\) only up to 0; in particular, the long-time limit \( t \to \infty \) that is relevant to us corresponds to \( \eta \to 0 \) from the left. We also rescale the field variable according to \( y = e^{Ht}\varphi \).

Moreover, it will be useful to express the field configuration in terms of its Fourier modes \( y_k \) (note that \( y_{-k} = y_k^* \) since \( y(x) \) is real). The Schrödinger equation for \( \Psi \) in the Schrödinger picture then reads

\[ i\frac{\partial \Psi}{\partial \eta} = \int_{\mathbb{R}^3+} d^3k \left[ -\frac{\delta^2}{\delta y_k^* \delta y_k} + k^2 y_k^* y_k + \frac{L}{\eta} \left( \frac{\delta}{\delta y_k^*} y_k^* + \frac{\delta}{\delta y_k} y_k \right) \right] \Psi, \]

where \( k = |k| \), and \( \mathbb{R}^3+ \) means an arbitrary choice of half space (containing exactly one of \( k \) and \(-k \) for almost every \( k \)).

We consider a Bohmian model with a field ontology, \( 6,7 \) that is, we assume that there is an actual field configuration \( \varphi(x, t) \) (the analog of \( Q(t) \)), equivalently expressed as \( y_k(\eta) \), which is “guided” by \( \Psi \) according to the equation

\[ \frac{dy_k}{d\eta} = \frac{\delta \text{Imlog} \Psi}{\delta y_k^*} - \frac{1}{\eta} y_k, \]

which is the natural analog in this setting of Bohm’s equation of motion (2). \( ^7 \)

### 4.3. Asymptotic freezing in the Bunch-Davies state

In this representation, the Bunch-Davies state reads

\[ \Psi = \prod_{k \in \mathbb{R}^3+} \frac{1}{\sqrt{2\pi f}} \exp \left\{ -\frac{1}{2f^2} |y_k|^2 + i \left[ \left( \frac{f'}{f} + \frac{1}{\eta} \right) |y_k|^2 - \text{phase}(k, \eta) \right] \right\} \]

(7)
with \( f = f_k(\eta) = \sqrt{1 + 1/k^2\eta^2}/\sqrt{2k} \). In particular, the different field modes \( k \) are disentangled. The phase of \( \Psi \) is not constant, so \( y_k \) is not frozen, but \( \Psi \) is simple enough so we can explicitly solve\(^5\) the Bohmian equation of motion (6):

\[
y_k(\eta) = \bar{c}_k f_k(\eta)
\]

or, expressed in the original variables,

\[
\varphi_k(t) = c_k \sqrt{1 + k^2} \exp(-2Ht)/H^2.
\]

Fig. 2. Graph of \( \varphi_k \) as a function of \( t \)

Note that \( \lim_{t \to \infty} \varphi_k(t) \) exists and is equal to \( c_k \), which means the Bohmian field is asymptotically freezing. This suggests that the configuration becomes constant for large \( t \), precluding a functioning brain. In fact, the situation is a little more subtle because the \( x^j \) coordinates are moving apart, so that at any time only the modes with wave lengths large compared to the Hubble distance \( 1/H \) are frozen. But even before (9) becomes constant, its simple behavior is as good as freezing, as it is too simple to support the complex behavior of a functioning brain. Hence, in Bohmian mechanics there are no Boltzmann brains in the Bunch-Davies vacuum.

4.4. Asymptotic freezing in a generic state

However, \( \Psi \) will not be close to the Bunch-Davies state in Hilbert space. It will look locally similar, but Bohmian mechanics depends nonlocally on the wave function. This issue is taken care of by the following

**Theorem 4.2 (Ryssens\(^8\) 2012, Tumulka\(^9\) 2015).** For a large class of wave functions \( \Psi \) and most initial field configurations, the asymptotic long-time behavior of \( \varphi \) is

\[
\varphi_k(t) \approx c_k \sqrt{1 + k^2} \exp(-2Ht)/H^2 \quad \text{for} \quad t > t_0,
\]

where \( t_0 \) is independent of \( k \) (but depends on \( \Psi \)). In particular, \( \lim_{t \to \infty} \varphi_k(t) \) exists.

4.5. Idea of proof

Consider a single mode \( k \). Rescale the field variable, setting \( z = \gamma(\eta)^{-1}(\eta) \), with the function \( \gamma \) to be chosen later. Rescale and phase-transform wave function,

\[
\Phi(z, \eta) = e^{\alpha(\eta) + i\beta(\eta)z^2} z \Psi(\gamma(\eta) z, \eta)
\]
with functions $\alpha$ and $\beta$ to be chosen later. Also rescale time according to $d\tau = \gamma^{-2} d\eta$. For a suitable (explicitly known\cite{9}) choice of the scaling functions $\alpha, \beta, \gamma$, the evolution of $\Phi$ reduces to a non-relativistic Schrödinger equation in a 2d harmonic oscillator potential,

$$
\frac{\partial \Phi}{\partial \tau} = -\frac{\partial^2 \Phi}{\partial z^* \partial z} + \omega^2 z^* \Phi
$$

and the non-relativistic Bohmian equation of motion

$$
\frac{dz}{d\tau} = \frac{\partial \text{Im} \log \Phi(z, \tau)}{\partial z^*}.
$$

These evolutions do not become singular as $\tau \to 0^-$ ($\Leftrightarrow \eta \to 0^- \Leftrightarrow t \to \infty$). Thus, $\lim_{\tau \to 0^-} z(\tau)$ exists, so, for $\tau$ sufficiently close to 0, $z(\tau) \approx \text{const.} \Leftrightarrow y(\eta) \approx \gamma(\eta) \times \text{const.} \Rightarrow \varphi(t) \approx c_k \sqrt{1 + k^2 \exp(-2Ht)/H^2}$.

4.6. *Upshot*

For almost any $\Psi$, the Bohmian motion becomes very simple as $t \to \infty$. While there is a positive probability for a brain configuration to occur, this subsystem would not function as a brain because it cannot move in a complex way. (In fact, the probability of a brain configuration in a Hubble volume is tiny.) Thus, Boltzmann brains do not occur in Bohmian mechanics according to this particular model.
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Traversable wormholes are amazing astrophysical objects predicted by General Relativity which are able to connect remote region of space-time. Even if their existence has not been proved yet they are object of continuous investigation. From the theoretically point of view, to exist, traversable wormholes need a special form of energy density termed “exotic”. Since this exotic source must be concentrated on the throat of the wormhole, we discuss the implications of assuming Yukawa-like profiles which could be realize such a configuration.

1. Introduction

Traversable wormholes are solutions of the Einstein’s Field Equations (EFE) which have the property of connecting remote space-time regions\(^1\),\(^2\). In Schwarzschild coordinates, the traversable wormhole metric can be cast into the form

\[
ds^2 = -\exp(-2\phi(r))\,dt^2 + \frac{dr^2}{1 - b(r)} + r^2 d\Omega^2.
\]

where \(\phi(r)\) is called the redshift function, while \(b(r)\) is called the shape function and where \(d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2\) is the line element of the unit sphere. \(\phi(r)\) and \(b(r)\) are arbitrary functions of the radial coordinate \(r \in [r_0, +\infty)\). A fundamental property of a wormhole is that a flaring out condition of the throat, given by \((b - b'r)/b^2 > 0\), must be satisfied as well as the request that \(1 - b(r)/r > 0\). Furthermore, at the throat \(b(r_0) = r_0\) and the condition \(b'(r_0) < 1\) is imposed to have wormhole solutions. It is also fundamental that there are no horizons present, which are identified as the surfaces with \(e^{2\phi} \to 0\), so that \(\phi(r)\) must be finite everywhere. The first step to establish if a traversable wormhole exists is given by solving the EFE in an orthonormal reference frame

\[
\rho(r) = \frac{1}{8\pi G} \frac{b'}{r^2},
\]

\[
p_r(r) = \frac{1}{8\pi G} \left[ \frac{2}{r} \left( 1 - \frac{b(r)}{r} \right) \phi' - \frac{b}{r^2} \right],
\]

\[
p_t(r) = \frac{1}{8\pi G} \left( 1 - \frac{b(r)}{r} \right) \left[ \phi'' + \phi' \left( \phi' + \frac{1}{r} \right) \right] - \frac{b'r - b}{2r^2} \left( \phi' + \frac{1}{r} \right),
\]

where \(\rho(r)\) is the energy density, \(p_r(r)\) is the radial pressure, and \(p_t(r)\) is the lateral pressure and using the conservation of the stress-energy tensor, in the same
orthonormal reference frame, one gets
\[ p'_r = \frac{2}{r} (p_t - p_r) - (\rho + p_r) \phi'. \tag{5} \]

One strategy to obtain solutions for the EFE is represented by imposing an Equation of State (EoS) of the following forms:

1. \[ p_r(r) = \omega \rho(r), \] with \( \omega \) constant,
2. \[ p_r(r) = \omega(r) \rho(r), \] with \( \omega \) function of the radial coordinate \( r \),
3. \[ p_r(r) = \omega \gamma(r), \] with \( \gamma \in \mathbb{R} \).

Of course, this list does not exhaust the possibilities of constraining the relationship between \( p_r(r) \) and \( \rho(r) \). For instance, by imposing the first EoS, one finds
\[ \phi' = b(r) + \omega b'(r)r \]
and if we also assume Zero Tidal Forces (ZTF), one gets
\[ \phi(r) = C \quad \text{and} \quad b(r) = r_0 \left( \frac{r_0}{r} \right)^{\frac{1}{\omega}}, \tag{7} \]
where the condition \( b(r_0) = r_0 \) has been used. The parameter \( \omega \) is restricted by the following conditions
\[ b'(r_0) < 1; \quad \frac{b(r)}{r} \to 0 \quad r \to +\infty \implies \quad \begin{cases} \omega > 0 \\ \omega < -1 \end{cases}, \tag{8} \]
and the metric (1) assumes the particular simple expression
\[ ds^2 = -dt^2 + \frac{dr^2}{1 - \left( \frac{r_0}{r} \right)^{2\omega + 1}} + r^2 d\Omega^2. \tag{9} \]
It is interesting to note that when \( \omega \to \infty \), one finds
\[ ds^2 = -dt^2 + \frac{dr^2}{1 - \frac{r_0}{r}} + r^2 d\Omega^2, \tag{10} \]

namely a traversable wormhole with zero energy density and ZTF. The corresponding Stress-Energy Tensor (SET) is given by
\[ T_{\mu\nu} = (\rho(r), p_r(r), p_t(r), p_t(r)) = \frac{r_0}{2K\rho^3} (0, 0, 1, 1), \tag{11} \]
that is it is formed by pure transverse pressure. To establish how much negative energy density is necessary, it is useful the computation of the "volume integral quantifier", which provides information about the "total amount" of averaged null energy condition (ANEC) violating matter in the space-time. This is defined by
\[ I_V = \int [\rho(r) + p_r(r)]dV \tag{12} \]
and for the line element (1), one can write
\[ I_V = \frac{1}{\kappa} \int_{r_0}^{+\infty} (r - b(r)) \left[ \ln \left( \frac{e^{2\phi(r)}}{1 - b(r)} \right) \right]' dr. \tag{13} \]

For instance, for the metric (10), one finds
\[ I_V = -\frac{1}{\kappa} \int_{r_0}^{+\infty} (r - r_0) \left[ \ln \left( 1 - \frac{r_0}{r} \right) \right]' dr = -\frac{r_0}{\kappa} \ln (r) \big|_{r_0}^{+\infty} \to -\infty \tag{14} \]
which means that an infinite amount of negative energy is necessary to build such a wormhole. This was also confirmed in Ref.\textsuperscript{1}. For this reason, we are going to explore the possibilities offered by the second EoS. The third EoS requires a careful analysis and it will not presented here. In particular, we would like to consider Yukawa-type profiles for \( b(r) \) and \( \omega(r) \). The hope is that such a profile concentrates more the energy density to the wormhole throat and thus minimizes the usage of exotic matter.

2. The Inhomogeneous Equation of State and the Volume Integral Quantifier

When we apply the inhomogeneous EoS \( p_r = \omega(r) \rho \) to find the corresponding shape function, one finds
\[ b(r) = r_0 \exp \left[ -\int_{r_0}^{r} \frac{d\bar{r}}{\omega(\bar{r})} \right]. \tag{15} \]
The shape function (15) is obtained by imposing \( \phi'(r) = 0 \). Since we know the form of the redshift function and of the shape function, the SET can also be easily computed
\[ T_{\mu\nu} = \frac{r_0}{\kappa r^3} \left( -\frac{1}{\omega(r)}, \frac{1}{2\omega(r)} + \frac{1}{2}, \frac{1}{2\omega(r)} + \frac{1}{2} \right) \exp \left[ -\int_{r_0}^{r} \frac{d\bar{r}}{\omega(\bar{r})} \right]. \tag{16} \]
Note that the SET (16) is traceless. We will examine two specific choices for \( \omega(r) \).

2.1. Two examples for \( \omega(r) \)

We are going to focus our attention on two examples. The first one is represented by
\[ \omega(r) = \frac{1}{\mu r} \quad \Rightarrow \quad \omega(r_0) = \frac{1}{\mu r_0}, \tag{17} \]
leading to
\[ b(r) = r_0 \exp [-\mu (r - r_0)] \quad \text{and} \quad b'(r) = -\mu r_0 \exp [-\mu (r - r_0)] \tag{18} \]
satisfying therefore the flare-out condition since \( b'(r_0) = -\mu r_0 \). The form of the metric (1) therefore becomes
\[ ds^2 = -dt^2 + \frac{dr^2}{1 - \frac{r_0 \exp[-\mu (r - r_0)]}{r}} + r^2 d\Omega^2, \tag{19} \]
which looks like a Yukawa profile, at least on the radial part. From the line element (19), the SET is easily computed and assumes the following form

\[ T_{\mu\nu} = \frac{r_0}{2 \kappa r^3} \begin{bmatrix} -2 \mu r, & -2, & \mu r + 1, & \mu r + 1 \end{bmatrix} \exp \left[ -\mu (r - r_0) \right]. \]  

(20)

Note that the SET is also traceless as it should be, because it is a particular case of the SET (16). On the throat the SET becomes

\[ T_{\mu\nu} = \frac{1}{2 \kappa r_0^2} \begin{bmatrix} -2 \mu r_0, & -2, & \mu r_0 + 1, & \mu r_0 + 1 \end{bmatrix} \]  

(21)

and the following property is satisfied

\[ \lim_{\mu \to 0} \lim_{r \to r_0} T_{\mu\nu} = \lim_{r \to r_0} \lim_{\mu \to 0} T_{\mu\nu}. \]  

(22)

On the other hand, we find

\[ \lim_{\mu \to \infty} \lim_{r \to r_0} T_{\mu\nu} \neq \lim_{r \to r_0} \lim_{\mu \to \infty} T_{\mu\nu}. \]  

(23)

In particular, \( T_{\mu\nu} \) is not defined, while (27)

\[ \lim_{r \to r_0} \lim_{\mu \to \infty} T_{\mu\nu} = [\begin{bmatrix} 0, & 0, & 0, & 0 \end{bmatrix}] \]  

(24)

corresponding to the Minkowski space written in spherical coordinates. This can be confirmed also by looking at the line element (19). The corresponding \( I_V \) for the line element (1) becomes

\[ I_V = \frac{1}{\kappa} \int_{r_0}^{+\infty} \left( r - r_0 e^{-\mu(r-r_0)} \right) \left[ \ln \left( 1 - \frac{r_0}{r} e^{-\mu(r-r_0)} \right) \right] \]  

\[ = \frac{r_0}{\kappa} \left( 1 + e^{\mu r_0} Ei_1 (\mu r_0) \right), \]  

(25)

where \( Ei_1 (x) \) is the exponential integral. Since the integrand is finite, we can easily evaluate the behavior close to the throat, whose result is

\[ I_V \simeq \frac{r_0}{\kappa} \left( 1 - \exp (\mu r_0) Ei_1 (\mu (r_0 + \varepsilon)) + \exp (\mu r_0) Ei_1 (\mu r_0) - \exp (-\mu \varepsilon) \right) \to 0 \]  

when \( \varepsilon \to 0 \),

(26)

namely \( I_V \) can be arbitrarily small. The second example we are going to discuss is the following

\[ \omega (r) = \exp \left[ -\mu (r - r_0) \right], \]  

(27)

which has the following properties

\[ \omega (r) \to 0 \quad \text{as} \quad r \to \infty \quad \text{and} \quad \omega (r_0) = \frac{1}{\mu r_0}. \]  

(28)

Plugging (27) into the shape function (15), one finds

\[ b(r) = r_0 \exp [1 - \exp (\mu (r - r_0))] \]
\[ b'(r) = -\mu r_0 \exp [\mu (r - r_0) + 1 - \exp (\mu (r - r_0))], \]  

(29)
satisfying the flare-out condition since

\[ b'(r_0) = -\mu r_0. \]  

(30)

Even in this case, the SET is easily computed and assumes the explicit form

\[ T_{\mu\nu} = \frac{r_0}{2\kappa r_0^3} \left[ \text{diag} \left( -\frac{2}{\omega(r)}, -2, \frac{1}{\omega(r)} + 1, \frac{1}{\omega(r)} + 1 \right) \right] \exp \left( 1 - \exp (\mu (r - r_0)) \right), \]  

(31)

where \( \omega(r) \) is given by Eq.(27). On the throat, one gets

\[ T_{\mu\nu} = \frac{1}{2\kappa r_0^2} \left[ \text{diag} \left( -2\mu r_0, -2, \mu r_0 + 1, \mu r_0 + 1 \right) \right] \]  

(32)

and also in this case we obtain the same behavior of the SET (20). It is interesting to note that, on the throat, the behavior of the SET in (20) and in (31) are equal.

The corresponding \( I_V \) for the line element (1) becomes

\[ I_V = -\frac{1}{\kappa} \int_{r_0}^{\infty} (r - r_0 \exp (1 - \exp (\mu (r - r_0)))) \]  

\[ \times \left[ \ln \left( 1 - \frac{r_0 \exp (1 - \exp (\mu (r - r_0))))}{r} \right) \right] dr = -\frac{1}{\kappa} \int_{r_0}^{\infty} f(r) dr, \]  

(33)

where

\[ f(r) = \frac{r_0 \exp (1 - \exp (\mu (r - r_0))) \left\{ \exp (\mu (r - r_0)) \mu r + 1 \right\}}{r}. \]  

(34)

The exact evaluation of \( I_V \) is quite complicated but, an estimate when \( r \gg r_0 \) is possible to see if the integral is finite for large \( r \). Indeed, one finds that the integrand becomes

\[ f(r) \simeq \frac{\mu r_0 \exp (\mu (r - r_0) + 1)}{\exp (\exp (\mu (r - r_0)))} \]  

\[ \Rightarrow I_V \simeq -r_0 \exp (1 - \exp (\mu (r - r_0))) \to 0 \quad \text{when} \quad r \to \infty \]  

(35)

and therefore \( I_V \) will be finite close to infinity. On the other hand, close to the throat, we can write

\[ I_V \simeq \frac{1}{\kappa} \int_{r_0}^{r_0 + \epsilon} (\mu r_0 + 1) dr \to 0 \quad \text{when} \quad \epsilon \to 0. \]  

(36)

Note that we might have chosen the following form

\[ \omega(r) = \frac{\exp (-\mu r)}{\mu r}, \]  

(37)

instead of (27). However, while the properties at infinity are equal to the profile (27), close to the throat one finds

\[ \omega(r_0) = \frac{\exp (-\mu r_0)}{\mu r_0}. \]  

(38)
As a consequence, the shape function becomes
\[ b(r) = r_0 \exp (\mu r_0) - \exp (\mu r) \] (39)

while the energy density is
\[ \rho(r) = \frac{\mu r_0}{\kappa r^2} \exp (\mu r + \exp (\mu r_0) - \exp (\mu r)) . \] (40)

If we compare the energy density obtained with (27) with the one computed with (37), we can see that, on the throat, the amount of negative energy density is larger for the choice (37) because
\[ \rho(r) = -\frac{\mu}{\kappa r_0} \exp (\mu r_0) . \] (41)

This implies that the choice (27) is favored from an energetically point of view. The same conclusion can be reached comparing the energy density obtained with (37) with the one obtained with (17). On the other hand, when we compare the energy density obtained with (17) and the one obtained with (27), we find
\[ \frac{\rho_{\omega_2}(r)}{\rho_{\omega_1}(r)} = \exp \left[ \frac{\mu (r - r_0) + 1 - \exp (\mu (r - r_0))}{\mu (r - r_0)} \right] \to 0, \quad r \to \infty \] (42)

where \( \rho_{\omega_1}(r) \) is the energy density obtained with the help of (17) and represented by the first component of the SET (20), while \( \rho_{\omega_2}(r) \) is the energy density obtained with the help of (27) and represented by the first component of the SET (31). The behavior shown in (42) reveals that the negativity of the energy density is really concentrated in the proximity of the throat. A further investigation inspired by Yukawa profiles could be related to the Self Sustained Traversable Wormholes, i.e., traversable wormholes which are sustained by their own quantum fluctuations\(^4\)\(^-\)\(^7\).
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A lot can be learned about black holes and wormholes by re-scaling spacetime itself without changing the coordinates used to describe it. Such a conformal transformation is called a Weyl transformation. It takes spacetime from a given frame — called Einstein frame — to a conformal frame — called Jordan frame. Such a transformation reveals that horizons and wormholes might appear/disappear in the conformal frame even if they were absent/present in the original frame. It arises both from the simple prescription for defining black holes and wormholes, as well as from the more sophisticated definitions. In addition, some definitions might be transformed into one another under Weyl transformations.
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1. Introduction

A Weyl transformation consists in re-scaling spacetime without changing its coordinates. It is described by a simple transformation that takes an original spacetime metric $g_{\mu\nu}$ into a new metric $\tilde{g}_{\mu\nu}$ such that,

$$\tilde{g}_{\mu\nu} = e^{2\Omega} g_{\mu\nu},$$

(1)

where $\Omega(x)$ is spacetime-dependent function, everywhere regular and non-vanishing.

On the other hand, various definitions of black holes and wormholes have been given in the literature. They range from what could be considered as a simple “prescription” to what could be called “sophisticated” definitions.

2. The simple “prescription”

This prescription works only for spherically symmetric metrics that depend only on the time coordinate $t$ and a radial coordinate. The latter could be chosen to be the physical areal radius $R$ that multiplies $d\Theta^2 = d\theta^2 + \sin^2 \theta d\varphi^2$. The radial coordinate could also be chosen to be any other real parameter $r$ on which all the components of the metric would depend.

Using $R$ as the radial coordinate, a spherically symmetric metric is written as,

$$ds^2 = -A(t, R)dt^2 + B(t, R)dR^2 + R^2 d\Theta^2,$$

(2)

where, $A(t, R)$ and $B(t, R)$ are functions of the time coordinate $t$ and the areal radius $R$. The simple prescription for defining black holes and wormholes consists then

*This talk is based on the published paper 1
(see Ref. 2 and the references therein) in checking whether the following algebraic equation,

\[ g^{\mu\nu} \nabla_\mu R \nabla_\mu R = 0, \]  

(3)

has a single- or a double-root. The single-root solution is identified with the location of the closed 2-surface of a black hole horizon, whereas the double-root is identified with the location of the 2-surface of a wormhole throat. Although this procedure is incomplete and imprecise, it is useful in practice since it gives a quick way of localizing the radial coordinate of an apparent horizon and/or a wormhole throat.

\[ \text{2.1. Weyl transformation and the simple prescription} \]

The Weyl conformal transformation (1) changes the prescription (3) and the metric (2) into the following ones, respectively, to be used in the conformal frame,

\[ d\tilde{s}^2 = -e^{2\Omega} A(t, R) dt^2 + e^{2\Omega} B(t, R) dr^2 + \tilde{R}(t)^2 d\Theta^2, \]  

(4)

\[ \tilde{g}^{\mu\nu} \tilde{\nabla}_\mu \tilde{R} \tilde{\nabla}_\nu \tilde{R} = 0. \]  

(5)

Here, \( \tilde{R}(t) = e^{2\Omega} R(t) \) is the areal radius in the conformal frame. Using the metric (4), after having rewritten it entirely in terms of the pair (\( \tilde{t}, \tilde{R} \)) — which is in itself a very tedious task — and then applying the conformal prescription (5), one finds,

\[ \frac{1}{B}(\Omega, R R + 1)^2 - \frac{1}{A}(\Omega, R R)^2 = 0. \]  

(6)

While this condition does give the locations of the various possible black hole horizons and wormhole throats in the static case, it does not describe in detail their real origin in the dynamical case. As shown in Ref. 1, if one uses instead an arbitrary parameter \( r \) as the radial coordinate and writes the metric (2) as,

\[ ds^2 = -A(t, r) dt^2 + B(t, r) dr^2 + R(t, r)^2 d\Theta^2, \]  

(7)

Weyl's conformal transformation (1) turns the latter into the following form,

\[ d\tilde{s}^2 = -e^{2\Omega} A(t, r) dt^2 + e^{2\Omega} B(t, r) dr^2 + \tilde{R}(t, r)^2 d\Theta^2. \]  

(8)

Applying the conformal prescription (5) on this last form of the metric gives after a pretty short and a simple calculation the following condition for detecting black holes and/or wormholes,\(^1\)

\[ \frac{1}{B}(\Omega, R R + 1)^2 - \frac{1}{A}(\Omega, R R + 1)^2 = 0. \]  

(9)

We clearly see from this condition how and when a black hole and/or a wormhole might arise in the conformal frame. In fact, contrary to Eq. (6), the condition (9) contains all the necessary information on the time and space dependences of both the areal radius \( R \) and the conformal exponent \( \Omega \).
3. “Sophisticated” definitions for general spacetimes

Besides the simple prescription (3) for detecting black hole horizons and wormholes, various other definitions are also given in the literature. Since these other definitions are rather valid for any spacetime and involve the concept of null vectors, trapped surfaces, and geodesic expansions, we call them the sophisticated definitions. An important fundamental feature of the sophisticated definitions is that, in contrast to the simple prescription (3), these more rigorous definitions do not allow a black hole horizon to coincide with a wormhole throat. These definitions make a clear distinction between the two concepts.

3.1. Black hole horizon

A generic black hole horizon is defined as being the future outer trapping horizon. Such a statement is translated into the following three conditions to be satisfied on the 2-surface $H$ of the horizon,

$$\theta^+|_H = 0, \quad \theta^-|_H < 0, \quad \partial^- \theta^+|_H < 0.$$  \hspace{1cm} (10)

The quantities $\theta^\pm$ represent the expansion of the outgoing (ingoing) null geodesics, the tangent vectors of which are denoted $l^\mu_\pm$, respectively. The partial derivatives, $\partial^\pm$, stand for derivative with respect to an affine parameter $u^\pm$ along the geodesic $l^\mu_\pm$.

3.2. Hochberg-Visser wormhole

A simple, covariant, and quasilocal definition of a wormhole throat, as defined in Ref. 4, and which we shall call a Hochberg-Visser wormhole, is that of a marginally anti-trapped surface. This definition does not involve any information about the faraway region outside the throat. It simply consists of the hypersurface foliated by compact spatial 2-surfaces $S$ on which the following conditions are satisfied,

$$\theta^\pm|_S = 0 \quad \text{and} \quad \partial^\pm \theta^\pm|_S > 0.$$  \hspace{1cm} (11)

3.3. Hayward wormhole

Another simple, covariant, and quasilocal definition for wormholes is the one given in Ref. 5, and which we shall call here a Hayward wormhole. According to this definition, a wormhole throat is a timelike hypersurface foliated by a non-vanishing minimal spatial 2-surface $S$ on a null hypersurface, i.e., a timelike trapping horizon. This statement is formally expressed by the following three conditions,

$$\theta^\pm|_S = 0, \quad \partial^\pm \theta^\pm|_S > 0, \quad \partial^\mp \theta^\pm|_S < 0.$$  \hspace{1cm} (12)

In other words, Hochberg-Visser wormholes include spacelike hypersurfaces and therefore are not necessarily Hayward wormholes.
3.4. Maeda-Harada-Carr wormhole

This wormhole is a 2-surface required to be extremal on a spacelike hypersurface. Using a null coordinate foliation, a spherically symmetric metric takes the form
\[ ds^2 = -2e^{2f} du dv + R^2 d\Theta^2, \]
where \( u \) and \( v \) are the null coordinates and \( f = f(u, v) \) is a function of these. The Maeda-Harada-Carr wormhole then consists of the 2-sphere \( S \), of radius \( R = R(u, v) \), which is extremal and minimal in a spacelike radial direction \( \zeta^\mu \). Formally, this translate into the following two conditions,
\[ R_{|A} \zeta^A |_S = 0 \quad \text{and} \quad R_{|AB} \zeta^A \zeta^B |_S > 0. \quad (13) \]
A vertical bar with the subscript, \( |_A \), stands for a covariant derivative with respect to the two-metric \( g_{AB} \) of the two-dimensional spacetime spanned by the null vectors \( \partial_u \) and \( \partial_v \).

3.5. Tomikawa-Izumi-Shiromizu wormhole

As in the case of the Maeda-Harada-Carr wormhole, the minimality of the 2-surface \( S \) representing a Tomikawa-Izumi-Shiromizu wormhole is imposed on a spacelike hypersurface. In contrast to all the above definitions, however, what is required for this wormhole is the vanishing, not of the expansions themselves, but of the difference \( \theta^+ - \theta^- \) between the outgoing and ingoing expansions. This translates into the following two conditions,
\[ \theta^+ - \theta^- |_S = 0 \quad \text{and} \quad (\partial^+ - \partial^-)(\theta^+ - \theta^-) |_S > 0. \quad (14) \]

4. Weyl transformation and the sophisticated definitions

In order to find the affect of a Weyl transformation on each of the above more rigorous definitions, one only needs to figure out how the null tangents \( l^\mu_\pm \), the transverse metric \( h_{\mu\nu} \), and the null expansions \( \theta_\pm \) transform under (1). It is straightforward to show that \( \tilde{h}_{\mu\nu} = e^{2\Omega} h_{\mu\nu} \), \( \tilde{l}_\mu = e^{-\Omega} l_\mu \) and that \( \tilde{\theta}_\pm = e^{-\Omega} (\theta_\pm + 2\partial_\pm \Omega) \). With these simple transformations at hand, it is easy to find the behavior under Weyl’s conformal transformation of all the above sophisticated black hole and wormhole definitions.

4.1. Conformal black holes

The definition (10) conformally transforms into the following three conditions,
\[ \theta^+ + 2\partial^+ \Omega |_H = 0, \quad \theta^- + 2\partial^- \Omega |_H < 0, \]
\[ \partial^- \theta^+ + 2\partial^- \partial^+ \Omega |_H < 0. \quad (15) \]
From the first equality, we learn that in the absence of a black hole in the original frame, it is possible for a black hole horizon to arise in the new frame provided only that the conformal exponent \( \Omega \) does vary with \( u^+ \). On the other hand, to have a black hole in the conformal frame if one already exists in the original frame, \( \Omega \) must be independent of \( u^+ \).
4.2. Conformal Hochberg-Visser wormhole

The definition (11) of such a wormhole conformally transforms into the following two conditions,

\[ \theta_\pm + 2\partial_\pm \Omega \big|_S = 0 \quad \text{and} \quad \partial_\pm \theta_\pm + 2\partial_\pm \partial_\pm \Omega \big|_S > 0. \quad (16) \]

From the first equality we see that to have a Hochberg-Visser wormhole in the new frame if one already exists in the old frame, the conformal exponent must again be independent of the parameter \( u^\pm \).

4.3. Conformal Hayward wormhole

The definition (12) of such a wormhole conformally transforms into the following three conditions,

\[ 1 \theta_\pm + 2\partial_\pm \Omega \big|_S = 0, \quad \partial_\pm \theta_\pm + 2\partial_\pm \partial_\pm \Omega \big|_S > 0, \quad \partial_\mp \theta_\pm + 2\partial_\mp \partial_\pm \Omega \big|_S < 0. \quad (17) \]

Like for the Hochberg-Visser wormhole, if a Hayward wormhole already exists in the old frame another one might arise in the new frame if \( \Omega \) is independent of \( u^+ \). Recall that a Hayward wormhole is necessarily a Hochberg-Visser wormhole but the converse is not true. However, if the conformal factor is chosen such that the last inequality in (17) is not satisfied but the second inequality is, then a Hayward wormhole transforms into a pure Hochberg-Visser wormhole.

4.4. Conformal Maeda-Harada-Carr wormhole

The definition (13) of such a wormhole conformally transforms into the following three conditions,

\[ \zeta_A \left( R_{|A} + R\Omega_{|A} \right) \big|_S = 0 \]
\[ \zeta_A \zeta_B \left( R_{|AB} + R\Omega_{|AB} - R\Omega_{|A}\Omega_{|B} \right) + \zeta_A \zeta_B g_{AB} \left( R_{|C}\Omega_{|C} + R\Omega_{|C}\Omega_{|C} \right) \big|_S > 0. \quad (18) \]

Although these conditions are more complicated, it is clear that a Maeda-Harada-Carr wormhole can arise or disappear in the conformal frame depending on one’s choice of \( \Omega \). For a worked out example, though, see Ref. 1.

4.5. Conformal Tomikawa-Izumi-Shiromizu wormhole

The definition (14) of such a wormhole conformally transforms into the following two conditions,

\[ \theta_+ - \theta_- + 2 (\partial_+ \Omega - \partial_- \Omega) \big|_S = 0, \]
\[ (\partial_+ - \partial_-) \left[ \theta_+ - \theta_- + 2 (\partial_+ \Omega - \partial_- \Omega) \right] \big|_S > 0. \quad (19) \]
Again, we see that a Tomikawa-Izumi-Shiromizu wormhole can arise in the conformal frame, even if in the original frame there was none, provided that the conformal factor is chosen to satisfy both conditions (19). Worked out examples are found in Ref. 1.

5. Conclusion

A conformal transformation can make black holes and wormholes appear or disappear just by judiciously choosing the conformal factor $\Omega$. A conformal transformation thus does have a non-trivial effect on a given physical concept just as it was already shown in Refs. 8, 9 regarding the fate of the concept of a quasilocal mass.
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Ever since their revival three decades ago, in the seminal work of Morris and Thorne, Lorentzian wormholes in General Relativity have led an uncomfortable existence because they require matter which violates the well-known energy conditions. However, in scalar-tensor and other theories of gravity, realistic wormholes can indeed exist with ‘normal matter’. We illustrate this with some known examples and also by explicitly constructing a zero Ricci scalar wormhole in a four dimensional scalar-tensor, on-brane gravity theory arising from the two-brane Randall-Sundrum model with one extra dimension. If such a wormhole could arise as the end-state of some astrophysical process, its ringdown may be studied using gravitational waves. With this aim, we obtain the scalar quasinormal modes in this class of wormholes and choose to identify them as for the ‘breathing mode’ associated with gravitational waves in scalar-tensor theories. Finally, if a breathing mode is indeed observed in LIGO-like detectors with design sensitivity, and has a maximum amplitude equal to that of the tensor mode that was observed of GW150914, then for a range of values of the wormhole parameters we will be able to discern it from a black hole. If in future observations we are able to confirm the existence of such wormholes, we would, at one go, have some indirect evidence of a modified theory of gravity as well as extra spatial dimensions.

1. Lorentzian wormholes: a quick introduction

The earliest example of a spacetime resembling the Lorentzian wormhole of today is the well-known Einstein-Rosen bridge\textsuperscript{1}, which, though a two-sheeted geometry, is however non-traversable and has a degenerate metric (the determinant of $g_{ij}$ vanishes at the throat). Subsequent to Einstein-Rosen, wormholes appear in the Misner-Wheeler study of geons\textsuperscript{2}. Later, in the early 1970s, Ellis and Bronnikov\textsuperscript{3} constructed a wormhole solution of the Einstein-scalar equations (the ‘phantom’ scalar had a wrong-sign kinetic energy). The modern-day Lorentzian wormhole was defined largely in the 1988 paper of Morris and Thorne\textsuperscript{4} who also constructed a wormhole time machine\textsuperscript{5}. Various other methods, such as Schwarzschild surgery were developed by Visser in the 1990s (see\textsuperscript{6} for further details and an overview of early work).

Lorentzian wormholes have an existence problem in General Relativity(GR), largely due to the fact that they require matter to violate the \textit{Weak or Null Energy Condition}. The cause behind this is the nature of the geometry which acts as a defocusing lens for a congruence of null or timelike geodesics\textsuperscript{4}. Such defocusing entails a violation of the \textit{convergence conditions}, \textit{null or timelike}. Since the convergence
conditions are directly related to the energy conditions via Einstein’s field equations of GR, we end up violating the energy conditions on matter as well. Various ways have been suggested in order to resolve this issue within GR, but success, at best, is very limited.

A way out of this impasse is to consider modified theories of gravity. Here we will focus on one class of such theories which are born out of the effective on-brane scalar-tensor gravity resulting from the two-brane Randall-Sundrum model with one orbifolded extra dimension. In such an effective theory one can avoid energy-condition violation, though violation of the convergence condition (as expected for wormholes) remains upheld. The above possibility emerges because we have a scalar field contribution on the R. H. S. of the field equations, apart from the energy-momentum of matter. The scalar field piece is not quite ‘matter’, because its origin lies in the distance between the branes embedded in the bulk. We can therefore have realistic Lorentzian wormholes in this theory, a fact we demonstrate below, in brief.

Given such a possible wormhole with ‘good’ matter, one is therefore encouraged to see if there are chances of detecting it. If we imagine some astrophysical collision process creating such a wormhole, then, its quasinormal (QNM) ringing will indeed be a signature. It is also important to note that among the allowed gravitational wave polarisations in a scalar-tensor theory there is a scalar breathing mode, apart from the standard + and × polarisations which exist in GR. Hence, a study of the scalar wave equation and a determination of the scalar quasinormal modes could be a way of detecting the wormhole. After deriving the frequencies and time-constants of the QNMs as functions of the metric parameters, we use them to estimate the percentage errors in the parameters via the Fisher matrix formalism. We follow this line of investigation in our work. Our findings suggest that observations with multiple detectors can be used to put interesting limits on scalar-mode emissions and, thereby, constrain parameters of such wormholes.

2. A WEC satisfying realistic wormhole in a two-brane RS model

Let us first write down the wormhole spacetime which is a solution in a effective on-brane scalar-tensor theory and is threaded by matter satisfying the WEC. The Einstein field equations for such a scalar-tensor theory are given as:

\[ \Phi G_{\mu\nu} = \kappa T^b_{\mu\nu} + \left( \nabla_\mu \nabla_\nu \Phi - g_{\mu\nu} \nabla^\alpha \nabla_\alpha \Phi \right) - \frac{3}{2(1 + \Phi)} \left( \nabla_\mu \Phi \nabla_\nu \Phi - \frac{1}{2} g_{\mu\nu} \nabla^\alpha \Phi \nabla_\alpha \Phi \right) \]  

(1)

The scalar field equation turns out to be:

\[ \Box \Phi = \frac{\kappa T^b}{2\omega + 3} - \frac{1}{2\omega + 3} \frac{d\omega}{d\Phi} \nabla^\alpha \Phi \nabla_\alpha \Phi \]  

(2)

Note that the R. H. S of the Einstein equations has a ‘matter stress energy’ (the \( T^b_{\mu\nu} \)) and a contribution from the scalar field \( \Phi \). If one uses the \( G_{\mu\nu} \) in the R. H. S. of,
say, the null Raychaudhuri equation, one notices that the convergence condition can be violated, without violating the WEC for matter. In other words, the negativity required for the violation of the convergence condition can be supplied via the $\phi$ dependent pieces on the R. H. S. in the Einstein equation, keeping $T^\mu_\nu k^\mu k^\nu$ always positive. The $R = 0$ line element which achieves this, with an everywhere finite and non-zero scalar field is $^9$–$^1^1$: 

$$ds^2 = - \left( \kappa + \lambda \sqrt{1 - \frac{2M}{r}} \right)^2 dt^2 + \frac{dr^2}{1 - \frac{2M}{r}} + r^2 d\Omega^2 \quad (3)$$

where $\kappa, \lambda > 0$, $r \geq 2M$. The wormhole throat is at $r = 2M$. It has a spatial slice identical to that for the Schwarzschild black hole.

The WEC inequalities for the required matter ($\rho \geq 0, \rho + \tau \geq 0, \rho + p \geq 0$, where $\rho$, $\tau$, $p$ are the non-zero, diagonal components of the energy momentum tensor), have been checked and are satisfied $^1^1$ as shown in Figs. 1, 2, 3. In these plots $x = \frac{M}{r'}$, where $r'$ is the isotropic coordinate.

3. How to detect: observational possibilities using GWs

As mentioned earlier, we imagine the end-state of a collision of astrophysical objects (black holes, neutron stars, wormholes?) as a two-parameter ($M$ and $\frac{\kappa}{\lambda}$) wormhole of the type discussed in the previous section. Being a solution of a scalar-tensor theory, where the breathing mode polarisation exists apart from the standard GR $+$ and $\times$ polarisations $^{1^2}$, it is plausible that scalar perturbations produce it. It can be shown that the scalar wave equation which we wrote earlier, when perturbed (i.e. $\phi \rightarrow \phi + \delta \phi$) yields, with a suitable gauge choice, an equation of the form $\Box \delta \phi = 0$. Therefore, by studying the scalar QNMs one can obtain information about the frequencies and damping rates of the ring-down process. Of course, gravitational perturbations must also be present, but here we focus only on the scalar breathing mode. The effective potential as a function of the tortoise coordinate $r_*$ is shown in Fig. 4. $^{1^3}$ Note the double barrier structure of the potential. The time-domain profiles for the ring-down are shown in Figs. 5, 6. $^{1^3}$
3.1. Scalar quasinormal modes–breathing mode

We find the quasinormal modes (fundamentals) by using Prony Fit as well as by using direct integration\footnote{\textsuperscript{13}}. The values found using the two methods do agree with each other. In Figs.7,8 the real and imaginary parts of the QNMs are shown as functions of $\lambda$, where we have chosen $\kappa + \lambda = 1$. In order to use the QNMs for evaluating the percentage errors we fit the QNM profiles using \textit{NonlinearLeastSquareFit} in \textit{Mathematica 10.0}. The fitted curves are shown as the continuous lines in Figs. 7, 8.

![Fig. 4. The effective potential $V_{\text{eff}}(r_*)$.](image)

![Fig. 5. Time domain profile](image)

![Fig. 6. Time domain profile](image)

![Fig. 7. Real part of QNM vs. $\lambda$.](image)

![Fig. 8. Imaginary part of QNM vs $\lambda$.](image)

An example of the fitted profile function is shown below. For $l = 0$, we have,

$$\nu = \frac{8628.13}{M} \left( 1 - 0.29 \frac{\lambda}{\lambda + \kappa} \right) \left( 1 - \left( \frac{\lambda}{\lambda + \kappa} \right)^{2.36} \right)^{0.24} \quad (4)$$

$$\tau = \frac{M}{38908.58} \left( 1 - 0.99 \left( \frac{\lambda}{\lambda + \kappa} \right)^{0.94} \right)^{-1.02} \quad (5)$$

For $M = 68M_{\odot}$ and $\hat{a} = 0.1$ we obtain $\nu = 64 \text{ Hz}$. 
The breathing mode signal may be written as: 
\[ h(t) = A \sin(2\pi \nu t)e^{-t/\tau} \]
where the strain amplitude \( A \) contains the breathing-mode antenna pattern. Thus, knowing \( \nu \) and \( \tau \) from the extracted signal, one can find the \( \kappa/\lambda \) and \( M \), in principle. However, one must extract the signal from detector noise for which it is crucial to estimate errors.

### 3.2. Error estimates

![Fig. 9. Percentage error vs. \( \kappa/\lambda \)](image)
![Fig. 10. Percentage error vs. \( M \).](image)

The percentage errors in \( \kappa/\lambda \) can be calculated via the Fisher information matrix formalism. We estimate how accurately the wormhole parameters will be measurable using future interferometric detectors like aLIGO. To estimate the error in \( \kappa/\lambda \), we compute that matrix for the damped-sinusoid signal in a single aLIGO detector at design sensitivity, for that parameter alone. The matrix is determined by the derivative of the signal \( h \) with respect to \( \kappa/\lambda \), which influences both the frequency and the damping time-constant of the signal.

We take \( M \) to be known. For reference, the maximum QNM strain amplitude is assumed as \( 10^{-21} \), which is approximately the maximum amplitude (quadrupolar) of the GW150914 signal. Finally, we invert the information matrix to derive the estimated variance in the measured values of \( \kappa/\lambda \). Its square-root gives the lower bound on the statistical error in \( \kappa/\lambda \).

Fig. 9 shows the percentage errors in \( \kappa/\lambda \) for \( M = 30M_{\odot} \). The error initially reduces as \( \kappa/\lambda \) increases. The mode frequency gradually shifts to the more sensitive parts of the detector band. For higher values of \( \kappa/\lambda \) (less than 1) the error increases due to decreasing time constant (heavy damping). Errors for \( \kappa/\lambda > 1 \) upto 10 have also been found using Einstein Telescope design sensitivities\(^{13}\). In Fig. 10, we have fixed \( \kappa/\lambda = 0.01 \). The error increases with increasing \( M \) because the mode frequency decreases, placing the signal in the less sensitive part of the detector band. More details and other plots are available in\(^{13}\).
3.3. Summary and conclusions

In the above, we have outlined a way of knowing, through GW observations, whether wormholes could exist. Earlier attempts towards detecting wormholes were largely using gravitational lensing. With new GW data, our proposal seems a better prospect. However, one really needs an astrophysical merger model. It is also necessary to study gravitational perturbations in order to obtain a more complete picture.

If we ever see the specific Lorentzian wormhole we proposed here, it will also be indirect evidence for extra dimensions and modified gravity. We hope that observations in the near future would be able to put better constraints and help decide the viability of Lorentzian wormholes in nature.
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Hawking’s singularity theorem concerns matter obeying the strong energy condition (SEC), which means that all observers experience a non-negative effective energy density (EED). The SEC ensures the timelike convergence property. However, for both classical and quantum fields, violations of the SEC can be observed even in the simplest of cases, like the Klein-Gordon field. Therefore there is a need to develop theorems with weaker restrictions, namely energy conditions averaged over an entire geodesic and weighted local averages of energy densities such as quantum energy inequalities (QEIs). We present lower bounds of the EED for both classical and quantum scalar fields allowing nonzero mass and nonminimal coupling to the scalar curvature. In the quantum case these bounds take the form of a set of state-dependent QEIs valid for the class of Hadamard states. We also discuss how these lower bounds are applied to prove Hawking-type singularity theorems asserting that, along with sufficient initial contraction, the spacetime is future timelike geodesically incomplete.
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1. Introduction

A spacetime is defined to be singular if it possesses at least one incomplete geodesic. The question of whether or not cosmological models either originate or terminate in singularities has been an active subject of research since the formulation of the general theory of relativity. Initial efforts focused on models with high levels of symmetry, until Raychaudhuri’s 1955 paper\(^1\) paved the way to more general results. The Raychaudhuri equations in their modern form\(^2\) present the evolution of geodesic congruences, and are the heart of most singularity theorems. For a timelike irrotational congruence with velocity field \(U^\mu\), the expansion \(\theta = \nabla \cdot U\) satisfies

\[
\nabla U \theta = R_{\mu \nu} U^\mu U^\nu - 2\sigma^2 - \theta^2/(n-1),
\]

where \(n\) is the spacetime dimension, \(\sigma\) is the shear scalar and \(R_{\mu \nu}\) is the Ricci tensor. Senovilla\(^3\) has described the singularity theorems in terms of a ‘pattern theorem’ with three ingredients: an energy condition establishes a focussing effect for geodesics, a causality condition removes the possibility of closed timelike curves, and a boundary or initial condition establishes the existence of some trapped region of spacetime. We divide singularity theorems into ‘Hawking-type’ after Hawking’s original theorem\(^4\) and ‘Penrose-type’ after Penrose’s\(^5\), depending on whether they demonstrate timelike or null geodesic incompleteness respectively. Hawking-type results, which concern us here, are based on the strong energy condition (SEC), which requires that the effective energy density (EED) is non-negative. The EED is defined as \(\rho_U := T_{\mu \nu} U^\mu U^\nu - T/(n-2)\) and is easily made negative at individ-
ual points even for the classical minimally coupled scalar field. This situation is exacerbated in quantum field theory (QFT), in which none of the pointwise energy conditions can hold.

For these reasons there has long been interest in establishing singularity theorems under weakened energy assumptions, such as requiring the averaged energy along the geodesic to be non-negative. Examples of singularity theorems with such conditions include Refs. 7–9 but none of them address the case of a condition obeyed by quantum fields. Within a QFT the weakened energy conditions take the form of quantum energy inequalities (QEIs). These were introduced by Ford and express a restriction on the possible magnitude and duration of any negative energy densities or fluxes. Our approach follows Ref. 11 which proved singularity theorems with energy conditions inspired by QEIs. For the Hawking-type theorem, it is assumed that

\[ \int R_{\mu\nu} \dot{\gamma}^\mu \dot{\gamma}^\nu f^2(\tau) d\tau \geq -||| f |||^2, \]  

(2)
on any timelike geodesic. Here \( \dot{\gamma}^\mu \) is the tangent to the timelike geodesic \( \gamma \), \( ||| \cdot ||| \) is a Sobolev norm of the form \( ||| f ||| = \sum_{\ell=0}^L Q_{\ell} ||| f^{(\ell)} |||^2 \) and \( Q_{\ell} \) are non-negative constants. It is also assumed that there is a compact Cauchy hypersurface intersected by \( \gamma \) at \( \tau = 0 \). Then the spacetime is future timelike geodesic incomplete provided that the required initial contraction obeys

\[ \theta(0) \leq -\frac{c}{2} \int_{-\tau_0}^\infty R_{\mu\nu} \dot{\gamma}^\mu \dot{\gamma}^\nu d\tau - ||| f |||^2, \]  

(3)
for some \( c > 0 \) and \( f \in C^\infty(\mathbb{R}) \) with \( \text{supp } f \subset [-\tau_0, \infty) \), \( f(\tau) = e^{-c\tau/(n-1)} \) on \( [0, \infty) \). It might seem strange at first that large positive values of \( R_{\mu\nu} \dot{\gamma}^\mu \dot{\gamma}^\nu \) require larger initial contraction. The reason is that the average energy condition of Eq. (2) means that large positive energies in the past (before the \( \theta(0) \) is measured) allow large negative energies in the future that can lead to a divergence of the congruence.

The purpose of this contribution is to describe bounds on the EED for classical and quantum fields, show that they are of the form of Eq. (2) and estimate the contraction needed to prove singularity theorems. In Sec. 2 we treat the classical Einstein-Klein-Gordon field while in Sec. 3 we present a bound on the renormalised expectation value of the EED for the non-minimally coupled quantum scalar field. In Sec. 4 we conclude with a summary and discussion of future work. Our geometrical conventions are those of Ref. 11 and we work on a globally hyperbolic manifold \( M \).

2. A singularity theorem for the Einstein-Klein-Gordon field

The non-minimally coupled scalar field obeys the field equation \( P_\xi \phi = 0 \) with \( P_\xi := \Box_g + m^2 + \xi R \), where \( \xi \) is the coupling constant and

\[ T_{\mu\nu} = (\nabla_\mu \phi)(\nabla_\nu \phi) + \frac{1}{2} g_{\mu\nu} (m^2 \phi^2 - (\nabla \phi)^2) + \xi (g_{\mu\nu} \Box_g - \nabla_\mu \nabla_\nu - G_{\mu\nu}) \phi^2. \]  

(4)
For this stress-energy tensor, after some manipulation, the averaged EED on a timelike geodesic $\gamma$ is
\[
\int_\gamma d\tau \rho_U f^2(\tau) = \int_\gamma d\tau \left\{ -\frac{1-2\xi}{n-2} m^2 f^2(\tau) + \left( 1-2\xi\frac{n-1}{n-2} \right) (\nabla_\gamma \phi)^2 f^2(\tau) \right. \\
+ \left. \frac{2\xi}{n-2} h^{\mu\nu}(\nabla_\mu \phi)(\nabla_\nu \phi) f^2(\tau) + 2\xi (\nabla_\gamma(f(\tau))\phi)^2 - 2\xi \phi^2(f'(\tau))^2 - \xi R_\xi \phi^2 \right\} ,
\] (5)
where $R_\xi = R_{\mu\nu}\hat{\gamma}^\mu\hat{\gamma}^\nu - 2\xi/(n-2)R$, and $h^{\mu\nu} = \hat{\gamma}^\mu\hat{\gamma}^\nu - g^{\mu\nu}$ is a positive definite metric. For $\xi \in [0, \xi_c]$, where $\xi_c$ is the conformal coupling constant, all the curvature independent terms have a definite sign, so
\[
\int_\gamma d\tau \rho_U f^2(\tau) \geq - \int_\gamma d\tau \left\{ \frac{1-2\xi}{n-2} m^2 f^2(\tau) + \xi \left( 2(f'(\tau))^2 + R_\xi f^2(\tau) \right) \right\} \phi^2 .
\] (6)
For a field obeying the Einstein’s equation, we have that $8\pi\rho_U = R_{\mu\nu}\hat{\gamma}^\mu\hat{\gamma}^\nu$ and $(n/2 - 1)R = 8\pi T$. Moving the curvature terms to the left hand side of Eq. (6)
\[
\int R_{\mu\nu}\hat{\gamma}^\mu\hat{\gamma}^\nu f(\tau)^2 d\tau \geq -\frac{Q}{2} f'^2 + \bar{Q}^2 \|f\|^2 ,
\] (7)
with $Q$ and $\bar{Q}$ positive constants that depend on $\phi_{\text{max}} \geq |\phi|$, $m$, $\xi$ and $n$. We can show that if
\[
\theta(0) < -\bar{Q} \sqrt{Q(n-1) + \frac{Q^2}{2}} - \frac{1}{2} Q K \coth(K\tau_0) ,
\]
with $K^2 \geq \bar{Q}^2 + Q^{-1} R_{\mu\nu}\hat{\gamma}^\mu\hat{\gamma}^\nu$ on $(-\tau_0, 0]$, (8)
on a compact Cauchy surface, the spacetime is future timelike geodesic incomplete.

Finally, we want to estimate the necessary contraction for realistic scalar fields, using a hybrid model: a quantised scalar field in Minkowski spacetime of dimension 4, in a thermal state of temperature $T < T_m$, $T_m = mc^2/k$ with the maximum field value set by the expectation value of the Wick square at that temperature, $\phi_{\text{max}}^2 \sim \langle \phi^2 \rangle_T$. As an example we consider the Higgs field with $m = 125\text{GeV}/c^2$, $\theta(0) \sim 10^{-14}\text{s}^{-1}$ for temperature up to $T = 10^{13}\text{K}$. Similar results are obtained for other examples. We conclude that when the field mass is taken equal to that of an elementary particle, and provided that the temperature stays below early universe levels we need very little initial contraction for geodesic incompleteness.\(^a\)

3. Strong quantum energy inequality

To quantise the EED we will follow the algebraic approach. We only consider quasifree, Hadamard states $\omega$, for which the two-point function $W(x,y) = \langle \Phi(x)\Phi(y) \rangle_\omega$ has a prescribed singularity structure so that the difference between two states is smooth.

\(^a\)A detailed proof of the theorem and estimation of the initial contraction is given in Ref. 12.
We follow the methods of Hollands and Wald\textsuperscript{13,14} to quantize the stress-energy tensor in a systematic and locally covariant way, and then define the EED as a quantum field by $p_{\nu}(f) = T_{\mu\nu}(U^\mu U^\nu - g^{\mu\nu}/(n-2)f)$. We are interested in expectation values of the quantized EED in state $\omega$, normalized orderate to a reference Hadamard state $\omega_0$, $\braket{p_{\nu}(f)}{\omega} = \braket{p_{\nu}(f)}{\omega} - \braket{p_{\nu}(f)}{\omega_0}$.

We now turn to the derivation of a quantum strong energy inequality (QSEI), a bound on the renormalised expectation value of EED averaged along a timelike geodesic $\gamma$. Choose any smooth $n$-bein $e_a$ ($a = 0, \ldots, n-1$) on a tubular neighbourhood of $\gamma$, so that $U^\mu = e^\mu_a$ is everywhere timelike and agrees with $\dot{\gamma}^\mu$ on $\gamma$. The expectation values of the EED in Hadamard state $\omega$ can be written in terms of the coincidence limits, $[\_]$ acting on $:W: = W - W_0$. Then we have
\begin{align}
\braket{p_{\nu}}{\omega} &= [\hat{\rho}_1:W:] + [\hat{\rho}_2:W:] + \left(\xi R_\xi - \frac{1 - 2\xi}{n - 2}m^2\right)[W] \quad (9)
\end{align}
\begin{align}
\hat{\rho}_1 &= \left(1 - 2\xi\frac{n - 1}{n - 2}\right)(\nabla_U \otimes \nabla_U) + \frac{2\xi}{n - 2} \sum_{a=1}^{n - 1} (\nabla_{e_a} \otimes \nabla_{e_a}) , \\
\hat{\rho}_2 &= -2\xi(1 \otimes_s U^\mu U^\nu \nabla_\mu \nabla_\nu),
\end{align}
where $\otimes_s$ is the symmetrised tensor product $P \otimes_s P' = [(P \otimes P') + (P' \otimes P)]/2$. The contribution of the terms deriving from $\hat{\rho}_1$ to the averaged EED can be bounded from below, uniformly in $\omega$, using the methods of Ref. 15. By contrast, the mass term is negative definite for $\xi < 1/2$, while the geometric term $R_\xi$ has no definite sign in general. This leaves $\hat{\rho}_2$, the contribution of which can be manipulated to a more convenient form. With these considerations we can prove
\begin{align}
\braket{p_{\nu}; \omega f^2} &\geq - (\Omega_1[f] + \braket{\Phi^2; \omega f}(\Omega_2[f] + \Omega_3[f])) \quad (11)
\end{align}
\begin{align}
\Omega_1[f] &= \int_0^\infty \frac{d\alpha}{\pi} \phi^* (\hat{\rho}_1 W_0)(f_0, f_\alpha) + 2\xi \alpha^2 \phi^* W_0(f_0, f_\alpha) , \\
\Omega_2[f] &= \frac{1 - 2\xi}{n - 2}m^2 f^2(\tau) + 2\xi \langle f'(|\tau|)^2 \rangle \quad (12a)
\end{align}
\begin{align}
\Omega_3[f] &= \xi R_\xi(\gamma(\tau))f(\tau)^2. \quad (12b)
\end{align}

Here $\phi^*$ is the distributional pull-back on the geodesic. An important feature of the QEI (11), is that the lower bound depends on the state of interest $\omega$. We should note however, that the only nontrivial quantum field appearing in the bound is the Wick square $:\Phi^2$: which enables us to show that the QEI derived is nontrivial (see Ref. 16 for more details).

The establishment of a QSEI is a first step towards a Hawking-type singularity theorem result employing QEI hypotheses. Here we outline a method of obtaining such a result, part of an ongoing work to appear elsewhere. The singularity theorems require a geometric assumption, a condition on the curvature rather than the stress-energy tensor. In the case of classical fields we can use the Einstein equation when we are treating quantum fields on a classical curved background we can instead use the semiclassical Einstein equation (SEE), $T_{\mu\nu} = 8\pi G_{\mu\nu}$. In order to use the
QSEI and the SEE for general curved spacetimes the EED needs to be renormalised by subtracting the Hadamard parametrix instead of a reference state. To overcome this problem we note there is evidence (see e.g. Ref. 17) that in situations where the curvature is bounded we can find a uniform length $\tau_0$ which is small compared to local curvature. Then the Hadamard parametrix on $\tau_0$ approximates that of flat spacetime. Following, we can use Eq. (11) for $f \in C^\infty_0$ supported only to intervals with lengths at most $2\tau_0$. Choosing a state $\omega$ and a metric $g_{\mu\nu}$ that satisfy the EED and the stress energy tensor renormalised with respect to the Minkowski vacuum,

$$\int d\tau f^2(\tau)R_{\mu\nu}U^\mu U^\nu \geq -8\pi \left[ \int_0^\infty \frac{d\alpha}{\pi} \phi^* ((\nabla U \otimes \nabla U) W_0)(f_\alpha, f_\alpha) + \frac{\mu^2 \phi_{\max}^2 ||f||^2}{n-2} \right],$$

where we also set $\xi = 0$, $\mu$ is the mass of the field and we restrict to a class of Hadamard states for which $|\langle : \Phi^2 : \gamma \rangle_\omega| \leq \phi_{\max}^2$.

To discuss averages over long timescales we will use a partition of unity. We define bump functions each supported on $(-\tau_0, \tau_0)$ and thus obtain a sum of integrals, each of which can be bounded by Eq. (13). Then for even numbers of spacetime dimensions ($m = n/2$), we can show that for $f$ supported on $(-\infty, \infty)$ we have

$$\int_{-\infty}^{\infty} d\tau f^2(\tau)R_{\mu\nu}U^\mu U^\nu \geq -Q_m(||f^{(m)}||^2 + \tilde{Q}_m||f||^2),$$

where the $Q_m$ and $\tilde{Q}_m$ depend on $\phi_{\max}$, $\mu$, and the maximum values of the chosen bump function and its derivatives. This is an inequality of the form of Eq. (2) so it can be used as a condition to a Hawking-type singularity theorem.

4. Conclusions

In this work we presented the derivation of lower bounds on EED for the classical and quantum non-minimally coupled scalar field. In the classical case we presented the proof of a Hawking-type singularity theorem for the Einstein-Klein-Gordon field and estimated the required initial contraction to have future timelike geodesic incompleteness. In the quantum case, using the SEE we showed that we can obtain a condition on the curvature to be used as a hypothesis for a singularity theorem.

Apart from estimating the required initial contraction for the quantum case, the obvious extension of this work is the derivation of an absolute (Hadamard renormalised) QSEI for spacetimes with curvature. Another direction is the derivation of a Penrose-type singularity theorem with a condition obeyed by quantum fields. Finally we should note that similar proofs with weakened energy conditions seem to be possible for other classical relativity theorems.
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We consider Ellis wormholes immersed in rotating matter in the form of an ordinary complex boson field. The resulting wormholes may possess full reflection symmetry with respect to the two asymptotically flat spacetime regions. However, there arise also wormhole solutions where the reflection symmetry is broken. The latter always appear in pairs. We analyse the properties of these rotating wormholes and show that their geometry may feature single throats or double throats. We also discuss the ergoregions and the lightring structure of these wormholes.
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1. Introduction

The non-trivial topology of wormholes requires the presence of exotic matter in Einstein’s General Relativity (see e.g. the recent review\textsuperscript{1} of the field). Choosing a massless phantom (scalar) field for the exotic matter, Ellis\textsuperscript{2,3} and Bronnikov\textsuperscript{4} found static spherically symmetric wormhole solutions, which connect two asymptotically flat regions of space-time.

Their rotating generalizations were first constructed perturbatively for slow rotation\textsuperscript{5,6} and later numerically for rapid rotation\textsuperscript{7}. In these wormhole solutions the rotation of the throat and thus the spacetime is achieved by an appropriate choice of the boundary conditions. However, this results in the fact that the two asymptotic regions are rotating with respect to one another. Thus while both asymptotic regions are asymptotically flat, the spacetime is not symmetric with respect to reflection at the throat.

In order to obtain rotating wormholes that exhibit a reflection symmetry at the throat, one can immerse the throat inside rotating matter\textsuperscript{8,9}. Then the rotation of the matter will drag the spacetime and thus the throat of the wormhole.

2. Wormholes Immersed in Rotating Matter

A nice model to study such wormholes immersed in rotating matter is obtained by adding an ordinary massive complex scalar field to the real phantom scalar field into the action, coupling both to gravity. Without the phantom scalar field the model would yield non-rotating and rotating boson stars. The combination of both scalar fields then allows for rotating wormholes immersed in scalar matter, that are
reflection symmetric. Moreover, a new type of non-symmetric wormholes emerges. In the following we will briefly discuss the model and present its rotating wormhole solutions and analyze their properties\textsuperscript{8–11}.

2.1. Theoretical Setting

We consider the action

\[ S = \int \left[ \frac{1}{2\kappa} R + L_{\text{bs}} + L_{\text{ph}} \right] \sqrt{-g} \, dt \, dx \]  \hspace{1cm} (1)

with the Einstein-Hilbert term, the Lagrangian \( L_{\text{bs}} \) of the complex scalar field \( \Phi \)

\[ L_{\text{bs}} = -\frac{1}{2} g^{\mu\nu} \left( \partial_\mu \Phi^* \partial_\nu \Phi + \partial_\mu \Phi \partial_\nu \Phi^* - m_{\text{bs}}^2 |\Phi|^2 \right) , \] \hspace{1cm} (2)

and the Lagrangian \( L_{\text{ph}} \) of the phantom field \( \Psi \),

\[ L_{\text{ph}} = \frac{1}{2} \partial_\mu \Psi \partial^\mu \Psi . \] \hspace{1cm} (3)

The field equations then consist of the Einstein equations

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = \kappa T_{\mu\nu} \] \hspace{1cm} (4)

and the matter field equations

\[ \nabla^\mu \nabla_\mu \Psi = 0 \] \hspace{1cm} (5)

and

\[ \nabla^\mu \nabla_\mu \Phi = m_{\text{bs}}^2 \Phi . \] \hspace{1cm} (6)

An appropriate Ansatz for the metric is given by

\[ ds^2 = -e^{\ell} dt^2 + e^{q-\ell} \left[ e^b (d\eta^2 + h d\theta^2) + h \sin^2 \theta (d\varphi - \omega dt)^2 \right] , \] \hspace{1cm} (7)

where \( f, q, b, \omega, \) and \( \omega_s \) are functions of \( \eta \) and \( \theta \), \( h = \eta^2 + \eta_0^2 \) with throat parameter \( \eta_0 \), and \( \eta \) takes positive and negative values, \( -\infty < \eta < \infty \). The ansatz for the rotating bosonic matter is taken as for boson stars

\[ \Phi(t, \eta, \theta, \varphi) = \phi(\eta, \theta) \, e^{i \omega_s t + i n \varphi} , \] \hspace{1cm} (8)

where \( \phi(\eta, \theta) \) is a real function, \( \omega_s \) is the boson frequency, \( n \) is a rotational quantum number, and the ansatz for the phantom field \( \Psi \) is simply

\[ \Psi(t, \eta, \theta, \varphi) = \psi(\eta, \theta) \] \hspace{1cm} (9)

The resulting set of six coupled non-linear partial differential equations is then solved numerically subject to an appropriate set of boundary conditions in the two asymptotic regions \( \eta \to \pm \infty \), on the axis of rotation \( \theta = 0 \), and in the equatorial plane \( \theta = \pi/2 \).
2.2. Symmetric Wormholes

Let us now discuss the properties of the symmetric wormholes immersed in bosonic matter. In Fig.1a and b we show their mass $M$ and particle number $Q$ versus the boson frequency $\omega_s$ for a typical set of such wormholes ($\eta_0 = 1, n = 0, 1, 2$). Their angular momentum $J$ is given by $J = nQ$.

Clearly, the domain of existence is limited by a maximal value $\omega_{\text{max}} = m_b$, where a vacuum configuration with $M = 0 = Q$ is reached, analogous to boson stars. For large values of $\omega_s$ the global charges of the wormholes follow those of boson stars (see the thin black lines in the figures). However, for small $\omega_s$ the spiralling behaviour present in boson stars is basically lost. In fact, the would-be spirals unwind with respect to the frequency and continue to lower frequencies (possibly reaching a singular configuration\textsuperscript{10}).

We emphasize that these solutions satisfy the same boundary conditions in both asymptotic regions. Thus in the case of rotation, it is the complex scalar field with its finite rotational quantum number $n$ that imposes the rotation on the configuration. Then the rotation of the scalar field is reflected in the rotation of the

![Fig. 1. Properties of symmetric wormhole solutions (throat parameter $\eta_0 = 1$, rotational quantum numbers $n = 0, 1, 2$) versus the boson frequency $\omega_s$: (a) the mass $M$; (b) the particle number $Q$; the dashed lines indicate the respective boson star solutions; (c) the corotation lighttring circumferential radius $R_c(\eta_{lr}^+)$: (d) the counterrotation lighttring circumferential radius $R_c(\eta_{lr}^-)$; also shown are the circumferential radii of the ergosurfaces (black lines).]
spacetime, leading to a rotating throat and frame dragging. Not too surprisingly therefore a sufficiently fast rotation will lead to ergoregions in the wormhole spacetimes. The circumferential radii of the ergoregions are exhibited by the black lines in Fig. 1c and d.

When we consider the geometry of the wormhole solutions we realize that there arises a transition from ordinary single throat wormholes to double throat wormholes with an equator in between, as the frequency $\omega_s$ is decreased. At the transition value the throat degenerates to an inflection point, i.e., the circumferential radius at the center $\eta = 0$ has vanishing first and second derivative.

Of interest are also the light rings of these spacetimes, as exhibited in Fig. 1c and d for corotating and counterrotating photon orbits, respectively. In particular, we show their circumferential radii $R_e(\eta^+)$ and $R_e(\eta^-)$. We note that a single light ring exists for large $\omega_s$. For smaller $\omega_s$ two more light rings emerge. One light ring is always located at $\eta = 0$ (i.e., at the throat or equator), and the additional ones are located symmetrically w.r.t. $\eta = 0$. In the $n = 2$ case up to five light rings of counterrotating massless particles exist.

2.3. Asymmetric Wormholes

Let us now focus on another new aspect, namely the presence of symmetric and asymmetric wormhole solutions immersed in bosonic matter. Whereas the field equations are symmetric with respect to reflection of the radial coordinate at the center, and the same boundary conditions are employed in both asymptotically flat regions, the solutions may, however, still be either symmetric or asymmetric with respect to such a reflection. It is the non-trivial topology, which allows for asymmetric solutions, as well.

Starting again the discussion with the global charges, we exhibit the mass and the particle number of these asymmetric solutions in Fig. 2, and compare to the

![Fig. 2. Properties of asymmetric wormhole solutions (throat parameter $\eta_0 = 1$, rotational quantum numbers $n = 1, 2$) versus the boson frequency $\omega_s$: (a) the mass $M$; (b) the particle number $Q$; the dashed lines indicate the respective symmetric solutions.](image)
corresponding symmetric solutions. Because of the asymmetry the boson field is different in both regions of the spacetime, resulting in different global charges, read off asymptotically. Thus for a given $n$ there is one curve for the symmetric wormholes, but there are two curves for the asymmetric wormholes. Note, that for these asymmetric solutions the angular momentum no longer satisfies $J = nQ$.

As in the case of the symmetric wormholes, there arise double throat wormholes, but now the equator will not reside at $\eta = 0$, but instead arise somewhere in one of the regions. Of course, for each asymmetric solution there exists a second solution, obtained for $\eta \to -\eta$. The asymmetric wormholes may also possess ergoregions and multiple lightrings.

3. Conclusions and Outlook

We have obtained a new type of rotating wormhole by immersing the throat in rotating bosonic matter, adopting some features from boson stars. We have studied various physical properties of these solutions, like their global charges, their ergoregions, and their lightrings. To conclude, let us illustrate these new wormhole solutions immersed in rotating matter, via embeddings of a symmetric and an asymmetric double throat wormhole in Fig. 3.

![Fig. 3. Embeddings of symmetric (a) and asymmetric (b) wormhole solutions.](image-url)

All these wormholes are based on General Relativity and therefore need exotic matter for their existence. It will be interesting to consider this new type of wormhole solutions in generalized theories of gravity, which allow for wormholes without the need for exotic matter. Another point of interest will be the study of the stability of these solutions.
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1. Introduction

Traditionally, the solutions of General Relativity (GR) are obtained by first considering a plausible distribution of mass and energy, described by a stress-energy tensor, and through the Einstein field equations (EFE) one obtains the spacetime metric. However, one may adopt the reverse philosophy and engineer an interesting metric and then solve the EFE to find the matter sources that sustain the corresponding geometry. In this manner, in wormhole physics, the tunnel-like structure imposes the so-called flaring-out condition at the wormhole throat, the latter being the location of the minimum radius of the geometry. Thus, from this flaring-out condition, and using the EFE, in GR one discovers that the null energy condition (NEC) is violated\textsuperscript{1}. In fact, all of the pointwise energy conditions are violated. Another interesting feature of these spacetimes is that they allow “effective” superluminal travel, and consequently generate closed timelike curves\textsuperscript{2}, although locally the speed of light is not surpassed. One may mention that, in fact, these solutions are primarily useful as “gedanken-experiments” and as a theoretician’s probe of the foundations of GR. We refer the reader to the books\textsuperscript{3,4} for an extensive review on the subject.

The AT3 Parallel Session, “Wormholes, Energy Conditions and Time Machines”, was dedicated to the state-of-art contributions on this fascinating branch of research. In this report, we find it useful to organise the following sections, which reflect the internal schedule that was adopted during the session.

2. Traversable wormholes: Mathematical structure and applications

Ever since their revival, three decades ago, in the seminal work of Morris and Thorne\textsuperscript{1,2}, Lorentzian wormholes in GR have led an uncomfortable existence as they require matter which violates the well known energy conditions. However, in other theories of gravity beyond GR wormholes can indeed exist supported by “standard matter” satisfying the energy conditions\textsuperscript{5}. 
Sayan Kar illustrated this fact with some known examples and also by explicitly constructing a zero Ricci scalar wormhole in a four dimensional scalar-tensor, on-brane gravity theory arising from the two-brane Randall-Sundrum model with one extra dimension. If such a wormhole could arise as the end-state of some astrophysical process, its ringdown may be studied using gravitational waves. With this aim, the scalar quasinormal modes in this class of wormholes were obtained and identified as the ‘breathing mode’ associated with gravitational waves in scalar-tensor theories. Moreover, using the frequencies and time constants of the breathing mode as well as the results arising out of the GW150914 event, the size of the wormhole parameters using standard tools were estimated. The analysis suggests that it may be possible to constrain wormholes and distinguish them from black holes using this kind of observations.

Jutta Kunz considered Ellis-Bronnikov wormholes immersed in rotating matter in the form of an ordinary complex boson field. The resulting wormholes may possess full reflection symmetry with respect to the two asymptotically flat spacetime regions. However, wormhole solutions also arise where the reflection symmetry is broken, and in such a case they always appear in pairs. The properties of these rotating wormholes were analysed and it was shown that their geometry may feature single throats or double throats. The ergoregions and the light ring structure of these wormholes were also discussed.

Kirill Bronnikov analysed spherically symmetric configurations in GR, supported by nonlinear electromagnetic fields with gauge-invariant Lagrangians depending on the single invariant \( f = F_{\mu\nu}F^{\mu\nu} \). Considering metrics with two independent functions of time, a natural generalization of the class of wormholes previously introduced by Arellano and Lobo with a time-dependent conformal factor was found. Such wormholes are shown to be only possible for some particular choices of the Lagrangian function \( L(f) \), having no Maxwell weak-field limit. Their time evolution contains cosmological-type singularities. For general non-Maxwell \( L(f) \), instead of the usual electric-magnetic duality there exists the so-called FP duality, connecting theories with different \( L(f) \); accordingly, for some of the wormhole solutions naturally emerging with magnetic fields, the electric counterparts with the same metric are ill-defined from the viewpoint of the Lagrangian formalism.

Gonzalo Olmo showed that the field equations of metric-affine theories of gravity whose Lagrangian is a nonlinear function of the Ricci tensor can be written in an Einstein form introducing both an auxiliary metric and auxiliary matter fields. In this way the resolution of the equations can be done directly from within the framework of GR coupled to nonlinear matter fields. In other words, the nonlinearities of the gravity sector can be transferred to the matter sector. The correspondence with the original nonlinear gravity theory only involves algebraic manipulations. Standard analytical and numerical methods can thus be used to find solutions of these theories starting from GR ones.
Rajibul Shaikh studied shadows cast, under some circumstances, by a certain class of rotating wormholes, and explored the dependence of the shadows on the wormhole spin. The results were then compared with that of a Kerr black hole. For small spin, the shapes of the shadows cast by a wormhole and a black hole are nearly identical. However, with increasing values of the spin, the shape of a wormhole shadow starts deviating considerably from that of a Kerr black hole. Detection of such a considerable deviation in future observations may possibly indicate the presence of a wormhole. In other words, the results indicate that the wormholes considered in this work, and that have reasonable spin, can be distinguished from a black hole through the observation of their shadows.

João Rosa presented wormhole solutions in the scalar-tensor representation of the generalized hybrid metric-Palatini matter theory, given by a gravitational Lagrangian density $f(R, \mathcal{R})$, where $R$ is the metric Ricci scalar, and $\mathcal{R}$ is a Palatini scalar curvature defined in terms of an independent connection. The main interest in the solutions found is that the matter field obeys the NEC everywhere, including the throat and up to infinity, so that there is no need for exotic matter. The wormhole geometry with its flaring out at the throat is supported by the higher-order curvature terms, which can be interpreted as a gravitational fluid. Thus, in this theory, in building a wormhole, it is possible to exchange the exoticity of matter by the exoticity of the gravitational sector.

Sung-Won Kim presented recent work on the exact solution of the cosmological model, in an expanding Friedmann-Lemaître-Robertson-Walker universe, from the isotropic form of the Morris-Thorne type wormhole. Matter, radiation, and the cosmological constant $\Lambda$ were considered as the single component of the universe. For the multi-component universe case, the $\Lambda$CDM universe with matter and $\Lambda$ was adopted. In the case of the single-component universe, the apparent horizons coincide at a certain time. However, they have two coincidence times in the multi-component universe, which means that they start at early times and finish at late times like the combination of two single-component universes.

Mikhail Volkov applied duality rotations and complexifications to the vacuum Weyl metrics generated by massive rods or by point masses. As a first step this gives families of prolate and oblate vacuum metrics. Further duality transformations produce a scalar field from the vacuum, which can be either the conventional scalar or the phantom field with negative kinetic energy. This gives rise to large classes of axially symmetric solutions, presumably including all previously known solutions for gravity-coupled massless scalar fields. Particularly interesting are the oblate solutions which, irrespectively of whether they are coupled to a scalar field or not, describe wormholes connecting several asymptotic regions. In the one-wormhole sector they reduce to the ring wormholes in the vacuum case and to the Bronnikov-Ellis wormhole in the phantom one. The two-wormhole solutions were also studied and it was found that two of their four asymptotic regions are completely regular while two others contain an infinitely long strut along the symmetry axis.
Remo Garattini argued that, since Yukawa corrections to Newtonian potentials appear in some modified theories of gravity, it is worth exploring some aspects of traversable wormholes with a shape function having a Yukawa-like profile and related generalizations\(^{17}\). These aspects also include the introduction of some equations of state. More specifically, an equation of state was considered in which the sum of the energy density and radial pressure is proportional to a Yukawa profile. In some cases, it was shown that the specific wormhole solution has an asymptotic behaviour corresponding to a global monopole.

Fayçal Hammad presented the behavior of black hole horizons and wormholes under Weyl conformal transformations\(^{18}\). First, a shorter, but more general, derivation of the Weyl transformation of the simple prescription for detecting horizons and wormholes given recently in the literature for spherically symmetric spacetimes was provided. Then, the conformal behavior of black hole horizons and wormholes in more general spacetimes, based on more “sophisticated” definitions, was presented. The study showed that black holes and wormholes might always arise in the new frame even if they were absent in the original frame. Moreover, it was shown that the various definitions found in the literature might be transformed into one another under such transformations. Finally, the conformal behavior of the required energy conditions for wormholes was discussed.

Jin Young Kim considered a new approach to construct wormholes without introducing exotic matter in Einstein-Born-Infeld gravity with a cosmological constant\(^{19}\). It was argued that the exoticity of the energy-momentum tensor is not essential to sustain the wormhole. The stability of the new wormholes with a scalar perturbation was also investigated, and it was confirmed that the Breitenlohner-Freedman bound holds in Einstein-Born-Infeld gravity.

Elisa Maggio discussed that gravitational wave astronomy can give us access to the structure of black holes, and to potentially probing microscopic corrections at the horizon scale\(^{20}\). A general model of a exotic compact object consisting of a Kerr geometry with a reflective surface near the horizon was investigated. This framework can be applied to thin-shell wormholes when the surface is perfectly reflecting. The stability of these geometries under scalar and electromagnetic perturbations was analysed. It was shown that exotic compact objects with a perfectly reflecting surface are affected by the an ergoregion instability when spinning sufficiently fast. This instability might have a crucial impact on their phenomenology. On the other hand, it was found that a partial absorption at the surface is sufficient to quench the ergoregion instability completely. This finding has important consequences for the viability of exotic compact objects and it suggests that they are not necessarily ruled out by the ergoregion instability.

### 3. Energy conditions

Eleni-Alexandra Kontou presented a theme related to the strong quantum energy inequality and the Hawking singularity theorem\(^{21}\). The latter concerns matter
obeying the strong energy condition (SEC), which means that all observers experience a nonnegative effective energy density thereby guaranteeing the timelike convergence property. However, for both classical and quantum fields, violations of the SEC can be observed in some of the simplest cases, for example, in the massive Klein-Gordon field. Therefore, there is a need to develop theorems with weaker restrictions, namely, energy conditions averaged over an entire geodesic and quantum inequalities, weighted local averages of energy densities. In fact, lower bounds of the effective energy density were derived in the presence of both classical and quantum scalar fields allowing a nonzero mass and nonminimal coupling to the scalar curvature. In the quantum case these bounds take the form of a set of state-dependent quantum energy inequalities valid for the class of Hadamard states. Finally, it was discussed how the classical and quantum inequalities derived can be used as an assumption to a modified Hawking-type singularity theorem.

4. Causal structure of spacetime

Sandipan Sengupta presented, in classical gravity theory, explicit examples of vacuum solutions that admit the possibility of time travel (to the past) through their geodesics\(^{22}\). These geometries are built upon metrics whose determinant can continuously go to zero over some extended region of the spacetime. These solutions to the first order field equations satisfy the energy conditions. One may see the existence of these solutions as a motivation to revisit the status of causality in the formulation of classical gravity.

Vaishak Prasad presented the possibility of resolving the chronology protection problem due to the existence of closed time-like curves in Kerr-Newman black holes using modified gravity\(^{23}\). First, the details of the causality violation in the Kerr-Newman spacetime were revisited and quantified. It was then shown that the issue also extends onto two of the modified Kerr-Newman solutions: non-commutative geometry inspired and \(f(R)\) gravity solutions. The geodesic connectivity of the causality violating region was discussed in both scenarios and the existence of null geodesics was proved. The possibility of preventing causality violation was also explored. It was shown that although in both models the parameters can be chosen such that the causality violating region is removed, the \(f(R)\) case is not consistent with cosmological observations. In the case of the non-commutative geometry inspired solution, it was shown that the chronology protection can be ensured by choosing suitable values for the non-commutative parameter, thereby eliminating the causality violating region and the Cauchy horizon.

Ilia Musco showed that in the gravitational collapse to form black holes, trapping horizons (foliated by marginally trapped surfaces) make their first appearance either within the collapsing matter or where it joins on to a vacuum exterior. Those which then move outwards with respect to the matter have been proposed for use in defining black holes, replacing the global concept of an event horizon, which has some serious drawbacks for practical applications. Results were presented from a
study of the properties of both outgoing and ingoing trapping horizons, assuming strict spherical symmetry throughout. The causal nature was investigated following two different approaches, namely, one using a geometrical quantity related to expansions of null geodesic congruences, and the other using the horizon velocity measured with respect to the collapsing matter. The models treated are simplified, but do include pressure effects in a meaningful way, and the behavior of the horizon evolution was analysed depending on the initial conditions of energy density and pressure of the collapse.
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Gravitational waves are probes of gravity in the strong-field regime that allow to understand the nature of compact objects. Several families of exotic compact objects have been conceived in order to overcome some paradoxes associated to black holes, particularly the existence of the event horizon. Some models of exotic compact objects are characterized by microscopic or even Planckian corrections at the horizon scale. In particular, the wormhole solution has a perfectly reflecting surface instead of the event horizon. Spinning horizonless compact objects may be unstable against an “ergoregion instability” when spinning sufficiently fast. We analyse the instability and its astrophysical impact for the viability of exotic compact objects.

1. Introduction

Recently, there has been a growing interest in investigating the nature of compact objects and testing the existence of horizons.$^{1,2}$ Following the recent detections of gravitational waves (GWs) from compact binary coalescences,$^{3}$ it is reasonable to enquire whether the compact remnant is compatible with the predictions of General Relativity. Several quantum-gravity models of exotic compact objects (ECOs) have been proposed as alternatives to black holes (BHs).$^{4–6}$ ECOs are horizonless compact objects which can overcome some paradoxes associated to BHs, such as their thermodynamical instability and their entropy which is far in excess of a typical stellar progenitor.$^{7}$ ECO models have a unique fingerprint in the postmerger ringdown phase of a GW signal that allow to distinguish them from canonical BH solutions.$^{1,8}$

In the following, we analyse the wormhole model as a horizonless compact object supported by an exotic distribution of matter.$^{9}$ Spinning wormhole solutions are prone to the so-called ergoregion instability when spinning sufficiently fast.$^{10}$ The latter is an instability that develops in any spacetime featuring an ergoregion but without an event horizon in the absence of dissipation mechanisms. The ergoregion instability could have a crucial impact on the dynamics of the ECO and provide a strong theoretical argument in favour of the BH paradigm.

2. Gravitational waves as probes of strong gravity

The recent detections of GWs provide the opportunity to analyse the two-body motion in the strong-field and large-velocity regime of gravity.$^{11}$ The detected GW signals are characterized by three phases: (i) the inspiral, when the two bodies have large separations and the GW emission decreases the binary’s orbital period; (ii) the
merger, when the two bodies coalesce; (iii) the ringdown, when the final remnant relaxates to a stationary and equilibrium solution.

The ringdown stage is dominated by a superposition of the characteristic frequencies of the remnant, the so-called quasi-normal modes (QNMs). The latter are complex frequencies, \( \omega = \omega_R + i \omega_I \), which describe the response of the compact object to a perturbation. The emitted ringdown signal is a sum of exponentially damped sinusoids whose frequencies are proportional to the real part of the QNMs (\( f_{\text{GW}} = \omega_R / 2\pi \)) and whose damping times are proportional to the imaginary part of the QNMs (\( \tau_{\text{damp}} = -1 / \omega_I \)). According to our convention, a mode with \( \omega_I < 0 \) describes a stable remnant, whereas a mode with \( \omega_I > 0 \) describes an unstable one.

From the detection of the ringdown stage of a binary coalescence, the QNMs of the remnant can be inferred, leading to an understanding of the nature of the remnant. Solely in the first event GW150914, the least-damped QNM of the remnant has been observed. The latter is consistent with a Kerr BH of mass \( 62^{+4}_{-4} \, M_{\odot} \) and spin \( 0.67^{+0.05}_{-0.07} \) at 90% confidence. However alternatives to BHs are not excluded and the characterization of the remnant is still an open problem. A precise modeling of the gravitational waveform in a variety of strong gravity processes is necessary, including the signal emitted by alternatives to BHs.

3. Exotic compact objects

Several arguments have recently been put forward, suggesting that new physics at the horizon scale might alter the formation of BHs during the gravitational collapse. In this context, several families of ECOs have been proposed as near-horizon quantum structures. ECOs are theoretical compact objects that can mimic the features of BHs by means of electromagnetic observations since they can be as compact as BHs. However, ECOs are not endowed with an event horizon nor a curvature singularity.

In the following, we consider rotating solutions described by the Kerr metric and characterized by microscopic corrections at the horizon scale. The surface of the compact object is located at \( r_0 = r_+ (1 + \epsilon) \), where \( r_+ \) is the location of the would-be horizon and \( 0 < \epsilon \ll 1 \) is a parameter related to the compactness of the object. The properties of the object’s interior are parametrized in terms of a surface reflection coefficient \( R \). A perfectly reflecting surface is described by \( |R|^2 = 1 \), whereas a partially absorbing surface (e.g. due to dissipation, viscosity, fluid mode excitations) is described by \( |R|^2 < 1 \).

3.1. Wormholes

In the static limit, the wormhole solution can be constructed by taking two copies of the Schwarzschild metric with \( r > r_0 \) and by pasting them at \( r = r_0 \), which is the location of the wormhole throat. This procedure is called Schwarzschild surgery and is analogous to considering one Schwarzschild metric with \( r > r_0 \) and a perfectly reflecting surface at \( r = r_0 \).
According to Birkhoff’s theorem, the Schwarzschild metric is the only solution of Einstein’s field equations in vacuum which describes a spherically symmetric space-time. As a consequence, the wormhole solution must be sustained by a distribution of matter. In this case, a thin shell of matter is located at the wormhole throat. Furthermore, the distribution is exotic since it violates the weak energy condition according to which the surface energy density is negative.  

4. Ergoregion instability

Spinning wormhole solutions might turn unstable above a critical threshold of the spin due to the ergoregion instability. Since physical negative-energy states can exist inside the ergoregion – which is key ingredient of the Penrose’s process – it is energetically favorable to cascade toward more negative states. The only way to prevent such an infinite cascade is by absorbing negative-energy states. For this reason, Kerr BHs are stable against the ergoregion instability. Whereas, ECOs suffer from the instability in the absence of dissipation mechanisms.

4.1. Linear perturbations

In order to analyse the stability of ECOs, let us consider a massless scalar field governed by the Klein-Gordon equation in Kerr geometry. By decomposing the scalar field in Boyer-Lindquist coordinates, the Klein-Gordon equation can be separated in terms of Teukolsky’s master equations.

By imposing physically motivated boundary conditions at infinity and at the surface of the ECO, the equations define an eigenvalue problem whose (complex) eigenvalues are the QNMs of the system. In particular, at infinity the proper vibrations of the object require only outgoing waves. In the the BH case, at $r = r_+$ the presence of the horizon would require purely ingoing waves. Whereas, in the ECO case, at $r = r_0$ there is a superposition of ingoing and outgoing waves such that the flux of energy is conserved.

4.2. Quasi-normal mode spectrum

In the static case, the QNMs of the wormhole are stable since $\omega_I < 0$. As discussed in Ref. 8, in the BH limit (as $\epsilon \to 0$) the QNM frequencies approaches zero and the damping time becomes infinite, thus the modes become extremely long lived. The fact that the imaginary part of the modes vanishes as $\epsilon \to 0$ suggests that the modes might turn unstable in the spinning case, due to the Zeeman splitting of the frequencies with different azimuthal numbers. This expectation is confirmed by our results for an ECO with a perfectly reflecting surface. In particular, the QNM frequencies have a zero crossing at a critical value of the spin where the ECO turns from stable into unstable against the ergoregion instability.
4.3. Astrophysical impact of the instability

The onset of the ergoregion instability depends on the compactness of the ECO. In particular, in the BH limit ($\epsilon \to 0$) the critical value of the spin approaches zero. Thus, even slowly spinning ECOs suffer from the ergoregion instability.

The instability time scale is extremely short compared to typical astrophysical time scales. For example, for a stellar mass ECO the instability occurs after few seconds the formation of the object. Thus, for a perfectly reflecting surface the ergoregion instability plays an important role in the dynamics of the ECO.

4.4. The role of absorption

The case of a perfectly reflecting surface is an idealization and it is expected that the compact object would absorb part of the ingoing radiation, e.g., through viscosity, dissipation. In this case, at $r = r_0$ there is a superposition of ingoing and outgoing waves such that a certain fraction of the incident flux of energy is absorbed at the surface of the ECO.

By deriving the QNMs of the compact object, we obtain that an absorption rate of 0.4% is sufficient to quench the ergoregion instability completely. Thus, any ECO with at least this level of absorption is stable under scalar field perturbations.

An indicative estimate shows that this level of absorption can be naturally achieved by a viscous fluid in the ECO. The dissipation can occur through sound waves which propagate into the interior of the fluid and through shear waves which heat the surface of the ECO.

5. Conclusions and future prospectives

In the newly-born era of GWs, we have the first opportunity to look for new physics at the horizon scale. We analysed the stability of an ECO described by the Kerr metric whose surface is at a Planckian distance from the would-be event horizon. We analysed a test scalar field perturbation and we showed two interesting properties:

i. An ECO with a perfectly reflecting surface suffers from the ergoregion instability above a critical value of the spin. The instability time scale is short compared to astrophysical time scales.

ii. An absorption rate of 0.4% at the surface of the ECO is sufficient to quench the ergoregion instability completely.

An extension of this work is the analysis of gravitational perturbations. It has been recently computed in Ref. 23 that an absorption rate of 0.3% (6%) is necessary in order to have a stable ECO with spin $\chi \lesssim 0.7$ ($\chi \lesssim 0.9$) for any perturbation.

Finally, an understanding of the evolution and the end point of the instability – including possible nonlinearities – remain interesting open problems.
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Wormhole solutions in a generalized hybrid metric-Palatini matter theory, given by a gravitational Lagrangian density $f(R, \mathcal{R})$, where $R$ is the metric Ricci scalar, and $\mathcal{R}$ is a Palatini scalar curvature defined in terms of an independent connection, and a matter Lagrangian, are found. The solutions are worked out in the scalar-tensor representation of the theory, where the Palatini field is traded for two scalars, $\varphi$ and $\psi$, and the gravitational term $R$ is maintained. The main interest in the solutions found is that the matter field obeys the null energy conditions everywhere, including the throat and up to infinity, so that there is no need for exotic matter. The wormhole geometry with its flaring out at the throat is supported by the higher-order curvature terms, or equivalently, by the two fundamental scalar fields, which either way can be interpreted as a gravitational fluid. Thus, in this theory, in building a wormhole, it is possible to exchange the exoticity of matter by the exoticity of the gravitational sector.

Keywords: Wormholes; modified gravity; hybrid metric-Palatini gravity.

1. Introduction

The flaring-out condition is the fundamental ingredient in wormhole physics\textsuperscript{1–5}, and in general relativity this geometric condition entails the violation of the null energy condition (NEC). The latter states that $T_{ab} k^a k^b \geq 0$, where $T_{ab}$ is the matter stress-energy tensor and $k^a$ is any null vector. Matter that violates the NEC is denoted as exotic matter. In fact, in the context of modified theories of gravity\textsuperscript{6}, it has been shown in principle that normal matter may thread the wormhole throat\textsuperscript{7}, and it is the higher-order curvature terms, which may be interpreted as a gravitational fluid, that support these nonstandard wormhole geometries. Indeed, it was shown explicitly that in $f(R)$ theories\textsuperscript{8} and extensions\textsuperscript{9–11}, wormhole throats can be theoretically constructed without the presence of exotic matter, where the throat is solely sustained by the geometric fields presented in modified gravity.

The main aim of this work is to theoretically construct wormhole solutions in generalized hybrid metric-Palatini gravity\textsuperscript{12–14}, where the matter obeys the NEC throughout the geometry. In the scalar representation of generalized hybrid metric-Palatini gravity we are studying, the gravitational field is complemented by the two other fundamental scalar fields\textsuperscript{14,15}, whereas the matter fields in this theory are still encoded in the stress-energy tensor $T_{ab}$. Thus, to allow for a mandatory
flaring-out condition, the matter \( T_{ab} \) can obey the NEC, as long as some appropriate combination of \( T_{ab} \) with the other fundamental fields violates the NEC. We will make use of the junction conditions for the generalized hybrid theory\(^{16}\).

2. Scalar-tensor representation of the generalized hybrid metric-Palatini gravity

Consider the general hybrid action \( S \) given by

\[
S = \frac{1}{2\kappa^2} \int \sqrt{-g} f(R, \mathcal{R}) \, d^4x + \int \sqrt{-g} \mathcal{L}_m \, d^4x, \tag{1}
\]

where \( \kappa^2 \equiv 8\pi G \), \( g \) is the determinant of the spacetime metric \( g_{ab} \), \( R \) is the metric Ricci scalar, \( \mathcal{R} \equiv \mathcal{R}^{ab} g_{ab} \) is the Palatini Ricci scalar, which is defined in terms of an independent connection \( \hat{\Gamma}^c_{ab} \) as, \( \mathcal{R}_{ab} = \partial_c \hat{\Gamma}^c_{ab} - \partial_b \hat{\Gamma}^c_{ac} + \hat{\Gamma}^e_{ca} \hat{\Gamma}^d_{eb} - \hat{\Gamma}^e_{cb} \hat{\Gamma}^d_{ea} \), \( \partial_a \) denotes partial derivative; \( f(R, \mathcal{R}) \) is a well-behaved function of \( R \) and \( \mathcal{R} \), and \( \mathcal{L}_m \) is the matter Lagrangian density minimally coupled to the metric \( g_{ab} \).

It is useful to express the action (1) in a scalar-tensor representation, given by\(^{14}\)

\[
S = \frac{1}{2\kappa^2} \int \sqrt{-g} \left[ (\varphi - \psi) R - \frac{3}{2\psi} \partial^a \psi \partial_a \psi - V(\varphi, \psi) \right] \, d^4x + \int \sqrt{-g} \mathcal{L}_m \, d^4x, \tag{2}
\]

where \( \varphi \) and \( \psi \) are two scalar fields and \( V = V(\varphi, \psi) \) is the potential. Varying the action (2) with respect to the metric \( g_{ab} \) gives\(^{15}\)

\[
(\varphi - \psi) G_{ab} = \kappa^2 T_{ab} + \nabla_a \nabla_b \varphi - \nabla_a \nabla_b \psi + \frac{3}{2\psi} \partial_a \psi \partial_b \psi + \left[ \Box \varphi - \frac{1}{2} \Box G - \frac{3}{4\psi} \partial^a \psi \partial_a \psi \right] g_{ab}, \tag{3}
\]

where \( \nabla_a \) is the covariant derivative and \( \Box = \nabla^a \nabla_a \) the d’Alembertian. Varying the action with respect to the field \( \varphi \) and the field \( \psi \) yields\(^{15}\)

\[
\Box \varphi + \frac{1}{3} (2V - \psi V_\psi - \varphi V_\varphi) = \frac{\kappa^2 T}{3}, \tag{4}
\]

\[
\Box \psi - \frac{1}{2\psi} \partial^a \psi \partial_a \psi - \frac{\psi}{3} (V_\varphi + V_\psi) = 0, \tag{5}
\]

respectively. In this work, we are interested in finding wormhole solutions that satisfy the NEC throughout the spacetime geometry.

3. Wormhole geometries in the generalized hybrid metric-Palatini gravity

3.1. Gravitational field equations

We impose that the wormhole solutions are described by a static and spherically symmetric metric where the line element is given by\(^{1}\)

\[
ds^2 = -e^{\xi(r)} dt^2 + \left[ 1 - \frac{b(r)}{r} \right]^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \tag{6}
\]
obeys the boundary condition \( \psi \) everywhere to avoid the presence of horizons. We also assume that \( \phi = \phi(r) \) and \( \psi = \psi(r) \). The three functions that we choose are \( \zeta, \phi, \psi \).

The three independent components of Eq. (3) are given by

\[
(\varphi - \psi)\frac{b'}{r^2} - \frac{(\varphi - \psi)'}{2r} (1 - b') - \frac{V}{2} = \kappa^2 \rho,
\]

\[
(\varphi - \psi) \left[ \frac{\zeta'}{r} \left( 1 - \frac{b}{r} \right) - \frac{b}{r^2} \right] + \left( 1 - \frac{b}{r} \right) \times
\]

\[
\times \left[ - \frac{3\psi'^2}{4\psi} + \frac{2(\varphi - \psi)'}{r} + \frac{\zeta' (\varphi - \psi)'}{2} \right] + \frac{V}{2} = \kappa^2 p_r,
\]

where \( \rho = \rho(r) \) is the energy density, \( p_r = p_r(r) \) is the radial pressure, and \( p_t = p_t(r) \) is the transverse pressure. The equation for \( \phi(r) \), Eq. (4), can be written as

\[
\left( 1 - \frac{b}{r} \right) \left( \zeta'' + \frac{\zeta'^2}{2} + \frac{2\zeta'}{r} \right) - \frac{b + rb'}{r^3} + \frac{b - rb'}{r^3} \left( 1 + \frac{\zeta'}{2} \right) + V_\phi = 0,
\]

and the equation for \( \psi(r) \), Eq. (5), yields

\[
\left( 1 - \frac{b}{r} \right) \left( \psi'' + \frac{\psi'^2}{2} + \frac{3\psi'}{2r} - \frac{\psi^2}{2\psi} \right) + \frac{\psi'}{2r} (1 - b') - \frac{\psi' r_0}{3} (V_\phi + V_\psi) = 0.
\]

The fundamental gravitational fields are the metric fields, \( \zeta(r) \) and \( b(r) \), and the scalar fields \( \phi(r) \) and \( \psi(r) \) that form the potential \( V \). The scalar fields \( \phi \) and \( \psi \) should be well-behaved throughout \( r \).

### 3.2. Interior solution

We have the freedom to choose three functions out of the eight variables, \( \zeta(r), b(r), \phi(r), \psi(r), V(r), \rho(r), p_r(r), \) and \( p_t(r) \), since there are only five independent equations (7)-(10). The three functions that we choose are \( \zeta(r), b(r), \) and \( V(\phi, \psi) \).

Consider, for simplicity, the following metric functions

\[
\zeta(r) = \zeta_0, \quad b(r) = \frac{r_0^2}{r},
\]

where \( \zeta(r) \) is the redshift function and \( b(r) \) is the shape function. The latter obeys the boundary condition \( b(r_0) = r_0 \), where \( r_0 \) is the radius of the wormhole throat. The flaring-out condition at the throat vicinity is given by \( (b - b')/b^2 > 0 \). This imposes that at the throat \( b'(r_0) < 1 \). The redshift function must be finite everywhere to avoid the presence of horizons. We also assume that \( \varphi = \varphi(r) \) and \( \psi = \psi(r) \).
Let $V_0$ be a constant and consider further a power-law potential of the form

$$V(\varphi, \psi) = V_0 (\varphi - \psi)^2.$$  

(13)

The gravitational field equations (7)–(9), yield the following solutions

$$\rho = \frac{r_0^2}{2r^6 V_0 \kappa^2} \left(24 - 31 \frac{r_0^2}{r^2}\right), \quad p_r = -\frac{r_0^2}{2r^6 V_0 \kappa^2} \left(16 - 13 \frac{r_0^2}{r^2}\right),$$  

(14)

$$p_t = -\frac{r_0^2}{2r^6 V_0 \kappa^2} \left(-32 + 39 \frac{r_0^2}{r^2}\right),$$  

(15)

respectively. The solutions for the scalar fields, $\varphi(r)$ and $\psi(r)$, are given by

$$\varphi(r) = \psi_0 - \frac{r_0^2}{r^3 V_0}, \quad \psi(r) = \psi_0.$$  

(16)

From Eqs. (16), we see that both scalar fields are finite for $r$ at the throat $r_0$, and for values of $r$ in its vicinity, and indeed for all $r$.

The expressions for the NEC are given by

$$\rho + p_r = \frac{2r_0^2}{r^6 V_0 \kappa^2} \left(10 - 11 \frac{r_0^2}{r^2}\right), \quad \rho + p_t = \frac{4r_0^2}{r^6 V_0 \kappa^2} \left(-1 + \frac{r_0^2}{r^2}\right).$$  

(17)

We impose that $V_0$ negative, i.e., $V_0 < 0$, so that the NEC is valid in the throat’s neighborhood up to the radius $r = r_0 \sqrt{11/16}$.

### 3.3. Exterior vacuum solution

Now, in order to guarantee that the complete solution obeys the NEC for all values of $r$, we match the interior solution at some $r_\Sigma$, to an external vacuum and asymptotically flat spherically symmetric solution, i.e., $T_{ab} = 0$. Consider that the scalar fields are constant in the exterior solution, i.e., $\varphi(r) = \varphi_e$ and $\psi(r) = \psi_e$ with $\varphi_e$ and $\psi_e$ constants, $\varphi_e \neq \psi_e$, where the subscript $e$ stands for exterior.

It was shown that the Schwarzschild solution with a cosmological constant$^{14}$ of general relativity is a vacuum solution of the generalized hybrid theory we are studying$^{14}$. These solutions are known as Schwarzschild-de Sitter, Schwarzschild-dS for short, if the constant cosmological term is positive, and Schwarzschild-anti-de Sitter, Schwarzschild-AdS for short, if the constant cosmological term is negative. The metric fields $\zeta(r)$ and $b(r)$ for the exterior region outside some radius $r_\Sigma$, i.e., $r > r_\Sigma$, are then

$$e^{\zeta(r)} = \left(1 - \frac{2M}{r} - \frac{V_0 (\varphi_e - \psi_e) r^2}{6}\right) e^{\zeta_e}, \quad b(r) = 2M + \frac{V_0 (\varphi_e - \psi_e) r^3}{6},$$  

(18)

respectively, where $M$ is a constant of integration and represents the mass, and the factor $e^{\zeta_e}$ is a useful constant.

The sign of the term $V_0 (\varphi_e - \psi_e) / 2$ will determine whether the solution is Schwarzschild-dS or Schwarzschild-AdS$^3$. This sign will be determined by the
matching surface and the imposition that the NEC holds everywhere. Thus, exterior solution, in addition to Eqs. (18), has the following expressions, \( \varphi (r) = \varphi_e, \psi (r) = \psi_e, V = V_0 (\varphi_e - \psi_e)^2 \), and \( \rho (r) = p_t (r) = 0 \).

3.4. **Surface stresses at the junction interface**

To match the interior to the exterior solution we need the junction conditions at the hypersurface \( \Sigma \), which is located at the junction radius \( r_\Sigma \), for the generalized hybrid metric-Palatini gravity \(^1\). These conditions are

\[
\begin{align*}
[h_{\alpha \beta}] &= 0, \quad [\varphi] = 0, \quad [\psi] = 0, \quad n^a [\partial_a \psi] = 0, \\
& \quad (19)
\end{align*}
\]

where \( h_{\alpha \beta} \) is the induced metric at the junction hypersurface \( \Sigma \), with Greek indexes standing for \((0, 2, 3)\), the brackets \([X]\) denote the discontinuity of \(X\) across \( \Sigma \), \( n^a \) is the unit normal vector to \( \Sigma \), \( K = K_{\alpha \beta} \) is the trace of the extrinsic curvature \( K_{\alpha \beta} \) of the surface \( \Sigma \), \( S = S_{\alpha \beta} \) is the trace of the stress-energy tensor \( S_{\alpha \beta} \) of the thin shell, and the subscripts \( \Sigma \) indicate the value computed at the junction interface.

The second condition in Eq. (20) yield the field equations at the hypersurface

\[
\sigma = \frac{4r_0^2}{\kappa^2 V_0 r_\Sigma^2} \left( 1 - \frac{1}{4} r_\Sigma \left[ K^0_0 \right] \right), \quad p = -\frac{4r_0^2}{\kappa^2 V_0 r_\Sigma^2} \left( 1 + \frac{1}{8} r_\Sigma \left[ K^0_0 \right] \right),
\]

respectively, where \( \sigma = -S^0_0 \) the surface energy density and \( p = S^1_1 \) and the surface transverse pressure. with

\[
\left[ K^0_0 \right] = \frac{r_0 c_0}{2r_\Sigma^2} \sqrt{1 - \frac{r_\Sigma^2}{r_0^2}} + \frac{r_\Sigma^2 - 6M}{6r_\Sigma^2} \sqrt{1 - \frac{2M}{r_\Sigma} + \frac{r_\Sigma^2}{6r_\Sigma^2}}.
\]

We also impose that the matter NEC should be satisfied at the thin shell\(^4\), so that \( \sigma + p \geq 0 \) and the formulas given in Eq. (21) imply

\[
\sigma + p = -\frac{3r_0^2}{2\kappa^2 V_0 r_\Sigma^2} \left[ K^0_0 \right].
\]

Finding a combination of parameters that fulfills all the junction conditions, plus the matter NEC everywhere, is a problem that requires some fine-tuning, and was analysed in detail\(^1\).

4. Conclusions

In this work, we found traversable asymptotically AdS wormhole solutions that obey the NEC everywhere in the generalized hybrid metric-Palatini gravity theory, so there is no need for exotic matter. The interior wormhole solution obtained verifies the NEC near and at the throat of the wormhole. The matching of the interior solution to an exterior vacuum solution yields a thin shell respecting also
the NEC. We showed that it is possible to build the full wormhole solution, where the matter satisfies the NEC throughout the wormhole geometry, and found that it is asymptotically AdS.
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1. Introduction

The possibility of obtaining theoretical models of time machine spacetimes within Einstein’s theory of general relativity, as well as the practical feasibility of such a potential construction, have been and still is a matter of open debate. Whereas Einstein’s equations (with or without matter) have been shown to admit spacetime solutions that exhibit closed timelike curves (and hence implying a possible realization of time travel), they seem to violate at least one or more of the stability criteria motivated from classical and quantum physics. To emphasize, while some of them fail to satisfy the energy conditions, others are either unstable against quantum fluctuations or are supported by matter fields which have no realization in nature.1–8

Here we discuss vacuum spacetime solutions of gravity theory, with the special property that the associated metric is degenerate over a region (but not everywhere) and the (non-spacelike) geodesics are characterized by nonmonotonic proper time.9 This could possibly imply ‘time travel’, provided there is a way to go across the turning points of the affine parameter along the geodesic.

These configurations satisfy the energy conditions at the invertible phase. At the noninvertible phase, there is no exotic matter. Although it is beyond the scope of this article to provide a precise formulation of the energy conditions for the degenerate metric phase, there are reasons to believe that the energy conditions are satisfied there as well.10 In addition, these solutions are free of any divergence either in the curvature two-form fields or in the lower dimensional curvature scalars that could be associated with the zero-determinant phase. Even though it is not clear whether such solutions could be realized in nature, their very existence as classical solutions is intriguing.
2. Solutions of first order gravity

Spacetimes with degenerate metrics\(^{11}\) appear naturally in the context of first order formulation of gravity theory, described by the Hilbert-Palatini action\(^ {12–14}\). The corresponding equations of motion are obtained through the variation with respect to the tetrad and connection fields:

\[
e^{[K} D_{\nu}(\omega)e^{L]}_{\alpha]} = 0, \quad e^{[J} R^{KL]}_{\nu[\alpha]}(\omega) = 0 .
\]  

(1)

Here we shall present three solutions to these equations with the properties mentioned earlier. Whereas the connection fields are flat for the first two, the last example corresponds to a nontrivial curvature two-form.

2.1. Solution-I: Extension of Rindler metric

Let us introduce a metric which divides the spacetime into three regions; The determinant being zero at the intermediate region and non-zero everywhere else:

\[
ds^2 = - f^2(x) dt^2 + f'(x) dx^2 + dy^2 + dz^2 \quad \text{at} \quad |x| > x_0,
\]

\[
= 0 - F^2(x) dx^2 + dy^2 + dz^2 \quad \text{at} \quad |x| \leq x_0
\]  

(2)

where, each of the coordinates \((t, x, y, z)\) spans the whole real line \((-\infty, \infty)\) and the functions \(f(x)\) & \(F(x)\) satisfy:

\[
f(\pm x_0) = 0 = f'(\pm x_0), \quad F(x_0) = 0 .
\]  

(3)

The internal metric used to raise or lower the \(SO(3,1)\) indices is given by \(\eta_{IJ} = diag[-1,1,1,1]\) everywhere. At the two regions \(|x| > x_0\), the spacetime metric becomes equivalent to the Rindler metric upon a reparametrization \(x \rightarrow u = f(x)\).

The only nonvanishing component of the torsionless spin connection is \(\omega^0_1 = 1\). Within the patch \(|x| \leq x_0\), the spin-connection fields are chosen to be:

\[
\hat{\omega}^{IJ}_\mu = 0,
\]  

(4)

leading to trivial \(\hat{R}^{IJ}_\mu\). Note that although the spin-connection fields as given above are not manifestly continuous across \(x = x_0\), they may be made to be so through a \(SO(3,1)\) gauge transformation on the fields:

\[
\hat{e}^{I}_\mu = \Lambda^I_L \hat{e}^L_\mu, \quad \hat{\omega}^{IJ}_\mu = \Lambda^I_K \hat{\omega}^{KL}_\mu (\Lambda^{-1})^J_L + \Lambda^I_P \partial_\mu (\Lambda^{-1})^K_P .
\]

where transformation \(\Lambda\) is a boost:

\[
\Lambda^I_J = \begin{pmatrix}
\cosh t & \sinh t & 0 & 0 \\
\sinh t & \cosh t & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} .
\]

As is straightforward to verify, both the configurations \((e^I_\mu, \omega^{IJ}_\mu)\) and \((\hat{e}^I_\mu, \hat{\omega}^{IJ}_\mu)\) are solutions to the first order equations of motion (1). Also, the gauge-covariant
fields (i.e. tetrad, torsion and field-strength) are continuous at the phase boundaries \(x = \pm x_0\).

For the invertible and noninvertible metric phases, the (torsionless) affine connection components are defined as, respectively:

\[
\Gamma_{\alpha\beta\rho} = g_{\rho\sigma} \Gamma_{\sigma\alpha\beta} = \frac{1}{2} [\partial_\alpha g_{\beta\rho} + \partial_\beta g_{\alpha\rho} - \partial_\rho g_{\alpha\beta}],
\]

\[
\hat{\Gamma}_{\alpha\beta\rho} = \hat{g}_{\rho\sigma} \hat{\Gamma}_{\sigma\alpha\beta} = \frac{1}{2} [\partial_\alpha \hat{g}_{\beta\rho} + \partial_\beta \hat{g}_{\alpha\rho} - \partial_\rho \hat{g}_{\alpha\beta}].
\] (5)

The noninvertibility of the metric with \(\hat{g}_{\mu\nu} = 0\) gets reflected through the indeterminacy of the affine connection components \(\hat{\Gamma}_{\alpha\beta}^\rho\). This essentially implies that within the degenerate region, the null coordinate (\(t\)) becomes nondynamical and any evolution along that is equivalent to a gauge motion.

The geodesic equations at the region \(x > x_0\) are defined as

\[
u_\alpha D_\alpha \nu_\beta := \nu_\alpha \partial_\alpha \nu_\beta + \Gamma_{\beta\alpha\rho} \nu_\alpha \nu_\rho = 0,
\]

leading to:

\[
f^2(x)\dot{t}^2 - f^2(x)\dot{x}^2 - \dot{y}^2 - \dot{z}^2 = k, \quad f^2(x)\dot{t} = E, \quad \dot{y} = k_y, \quad \dot{z} = k_z
\] (6)

where \(E, k_y, k_z\) are constants of motion and \(k = 1, 0, -1\) characterise the timelike, null and spacelike geodesics, respectively. The affine parameter is solved as:

\[
\lambda = \pm \frac{1}{(k + k_y^2 + k_z^2)^{1/2}} \left[ E^2 - (k + k_y^2 + k_z^2) f^2(x) \right]^{1/2} + \text{const.}
\] (7)

Within the degenerate region \(x \leq x_0\), the equations for the physical degrees of freedom read (the equation for the null coordinate \(t\) being redundant):

\[
F^2(x)\dot{x}^2 - \dot{y}^2 - \dot{z}^2 = k, \quad \dot{y} = k_y, \quad \dot{z} = k_z
\] (8)

with the solution:

\[
\lambda = \pm \frac{1}{(k + k_y^2 + k_z^2)^{1/2}} \int dx \, F(x) + \text{const.}
\] (9)

In the above expressions, one could choose the smooth function \(F(x)\) such that the proper time is monotonic at the degenerate region. However, it is also possible to do otherwise, leading to a turning point of the proper time. For instance, a possible set of such functions is given by:

\[
f(x) = \alpha x^2 \exp \left[ -\frac{x_0^2}{x^2 - x_0^2} \right], \quad F(x) = f'(x),
\]

where \(\alpha\) is a constant. This corresponds to a motion along the geodesic where a massive particle apparently can come back to the same value of proper time after a trip within the degenerate core.
2.2. Solution-II: Extension of Kasner metric

In our next example, the invertible phase of the spacetime corresponds to a particular cosmological solution of the Kasner family. Here, the null eigenvalue at the noninvertible phase lies along the $x$-direction, unlike in the previous example:

$$\begin{align*}
\text{at } t > 0, & \quad ds^2 = -dt^2 + t^2dx^2 + dy^2 + dz^2, \\
\text{at } t \leq 0, & \quad ds^2 = -F^2(t)dt^2 + 0 + dy^2 + dz^2.
\end{align*}$$

The function $F(t)$ obeys the boundary conditions: $F(0) = 1$, $F'(0) = 0$. The internal metric is given by $\eta_{IJ} = \text{diag}[-1, 1, 1, 1]$.

Using the affine connection components, the geodesic equations for timelike and null geodesics at $t > 0$ become:

$$\begin{align*}
\dot{t}^2 - t^2\dot{x}^2 - \dot{y}^2 - \dot{z}^2 = k, \\
\dot{t}^2 &= k_x, \quad \dot{y} = k_y, \quad \dot{z} = k_z.
\end{align*}$$

Which are solved as:

$$\lambda = \pm \frac{1}{(k + k_y^2 + k_z^2)^{1/2}} \int dt F(t) + \text{const.}$$

At the degenerate phase $t \leq 0$, the physical motion is described by the remaining three coordinates through the respective geodesic equations (while the dynamics happens to be trivial along the $x$-direction as expected):

$$F^2(t)\dot{t}^2 - \dot{y}^2 - \dot{z}^2 = k, \quad \dot{y} = k_y, \quad \dot{z} = k_z,$$

These imply:

$$\lambda = \pm \frac{1}{(k + k_y^2 + k_z^2)^{1/2}} \int dt F(t) + \text{const.}$$

As earlier, a suitable choice of the smooth function $F(t)$ may now be made so that the proper time is nonmonotonic at $t \leq 0$.

2.3. Solution III: Extension of Schwarzschild metric

Our final example is based on a degenerate extension of the Schwarzschild exterior geometry. In terms of the chart $(t \in (-\infty, \infty), \, u \in (-\infty, \infty), \, \theta \in [0, \pi], \, \phi \in [0, 2\pi])$, the spacetime metric at the two phases are given by:

$$\begin{align*}
ds^2 & = -\left[1 - \frac{2M}{f(u)}\right]dt^2 + \frac{f'^2(u)}{f(u)}du^2 + f^2(u) \left[d\theta^2 + \sin^2 \theta d\phi^2\right] (u > u_0), \\
& = 0 - F^2(u)du^2 + H^2(u) \left[d\theta^2 + \sin^2 \theta d\phi^2\right] (u \leq u_0),
\end{align*}$$

where we impose the boundary conditions:

$$f(u_0) = 2M, \quad f'(u_0) = 0, \quad F(u_0) = 0$$
and also the constraint:

\[
\left(1 + \frac{H'^2(u)}{F^2(u)}\right)F(u) + 2H(u) \left(\frac{H'(u)}{F(u)}\right)' = 0 \quad (17)
\]

The field-strength at \( u > u_0 \) is completely determined by the associated (torsionless) spin-connection fields \( \omega^{IJ}_\alpha(e) \). At the region \( u \leq u_0 \) with a degenerate phase, we assume the nonvanishing spin-connection components to be:

\[
\hat{\omega}^{12}_\theta = \frac{H'(u)}{F(u)}, \quad \hat{\omega}^{23}_\phi = -\cos\theta, \quad \hat{\omega}^{31}_\phi = -i\frac{H'(u)}{F(u)}\sin\theta \quad (18)
\]

The corresponding \( SO(3,1) \) field strength components read:

\[
\hat{R}^{12}_{u\theta} = i\left[\frac{H'(u)}{F(u)}\right]' \sin\theta, \quad \hat{R}^{23}_{\phi\theta} = \left[1 + \left(\frac{H'(u)}{F(u)}\right)^2\right]\sin\theta, \quad \hat{R}^{31}_{u\phi} = i\left[\frac{H'(u)}{F(u)}\right]'\sin\theta, \quad (19)
\]

all other components being zero. Note that even though some of the field-strength components are imaginary, the physical fields, given by their \( SO(3,1) \) gauge-invariant counterparts \( \hat{R}_{\mu\nu\alpha\beta} = \hat{R}_{IJ}^{\mu\nu} \hat{e}_\alpha^I \hat{e}^J_\beta \), are all real.

It is easy to verify that the configuration above satisfies the vacuum equations of motion of first order gravity everywhere. For definiteness, we shall consider the following set of functions \( F(u) \) and \( H(u) \) which solve the boundary conditions and the constraint:

\[
F(u) = -\frac{f'(u)}{\left(\frac{2M}{f(u)} - 1\right)^2}, \quad H(u) = f(u) \quad (20)
\]

With this, one may now solve the geodesic equations explicitly, the procedure being exactly similar to the earlier cases. Without going into any further detail of these solutions \(^a\), it is sufficient to note that the affine parameter \( \lambda \) is characterized completely by the (smooth) function \( f(u) \). An appropriate choice of \( f(u) \) can be made so that the spacetime is smooth and the proper time \( \lambda(u) \) exhibits turning point(s) within the degenerate region. If an observer is able to cross any such point along the geodesic, the proper clock would start running backwards.

3. Conclusions

Here we have constructed smooth vacuum solutions of first-order gravity where the geodesics correspond to a non-monotonic motion of the proper time. While this feature is intriguing, it is certainly not clear if this could imply a ‘time travel’ in reality. One should note that the turning points of the proper time precisely corresponds to those points where there exists no orientability of time. Thus, even though there is no divergence in the associated curvature two-form fields, these degenerate metric solutions are not completely satisfactory in a strict sense, at least

\(^a\)The reader is referred to ref.\(^9\) for more details in this regard.
classically. Rather, the appropriate habitat of such solutions should be the quantum theory, which could provide a meaningful interpretation of this non-orientability, and of the acausal features associated with these in general. A deeper understanding of such issues is essential in order to answer the question as to whether these could be seen as vacuum time machine solutions, without having to bring in additional features such as exotic matter or else.
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We study shadows cast, under some circumstances, by a certain class of rotating wormholes and explore the dependence of the shadows on the wormhole spin. We compare our results with that of a Kerr black hole. For small spin, the shapes of the shadows cast by a wormhole and a black hole are nearly identical to each other. However, with increasing values of the spin, the shape of a wormhole shadow start deviating considerably from that of a Kerr black hole. Detection of such considerable deviation in future observations may possibly indicate the presence of a wormhole. In other words, our results indicate that the wormholes which are considered in our work and have reasonable spin can be distinguished from a black hole, through the observation of their shadows.
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1. Introduction

It is commonly believed that the central suppermassive compact region of our Galaxy as well as those of many other galaxies contain suppermassive black holes. Typically, the event horizon of a black hole, together with a set of unstable light rings (or a photon sphere in the case of a static, spherically symmetric black hole) present in its exterior geometry, creates a characteristic shadow-like image (a darker region over a brighter background) of the photons emitted by nearby photon sources or of the radiation emitted by an accretion flow around it. With the purpose of detecting this shadow in the image of the suppermassive compact object Sagittarius A∗ (Sgr A∗) present at our Galactic Center and in the image of that present at the center of the nearby galaxy M87, the event horizon telescope (EHT)1–3 is being constructed and has begun collecting data.

While the intensity map of an image depends on the details of the emission mechanisms of photons, the boundary (silhouette) of the shadow is determined only by the spacetime metric itself, since it corresponds to the apparent shape of the photon capture orbits as seen by a distant observer. Shadows and images cast by different black holes have been studied by several researchers in the past. See Ref. 4 for a recent brief review on this subject. Some recent studies, however, suggest that the presence of a shadow does not by itself prove that it is being necessarily cast by a black hole. Other horizonless compact objects5–12 can also cast similar shadows. In case of a wormhole, the throat plays very crucial role in casting a shadow9. This crucial role was overlooked in Ref. 6, resulting in incomplete results. Later, this problem was revisited in Ref. 9 where the correct and complete shapes of rotating wormhole shadows were obtained by incorporating the crucial role of a wormhole throat. In what follows, we summarize the main results obtained in Ref. 9.
2. The rotating wormhole spacetime and null geodesics

The spacetime geometry of a stationary, axisymmetric spacetime metric describing a rotating traversable wormhole of Teo class is given by

$$\text{ds}^2 = -N^2 dt^2 + \frac{dr^2}{1-\frac{b}{r}} + r^2 K^2 \left[ d\theta^2 + \sin^2 \theta (d\varphi - \omega dt)^2 \right],$$

where $$-\infty < t < \infty$$, and $$0 \leq r < \infty$$, $$0 \leq \theta \leq \pi$$ and $$0 \leq \phi \leq 2\pi$$ are spherical coordinates. The functions $$N$$, $$b$$, $$K$$, and $$\omega$$ depend on $$r$$ and $$\theta$$. $$N$$ and $$b$$ are, respectively, known as analog redshift function and shape function. $$K$$ determines the area radius through $$R = rK$$ and $$\omega$$ measures the angular velocity of the wormhole. To ensure that there are no curvature singularities or event horizons, the above metric functions have to satisfy certain conditions (see Ref. 13 for details). The spacetime describes two identical, asymptotically flat regions connected together at the throat $$r = r_0 = b > 0$$.

We choose the following form of the metric functions which are frequently used in the literature:\textsuperscript{6,14,15}

$$N = \exp \left[ -\frac{r_0}{r} - \gamma \left(\frac{r_0}{r}\right)^4 \right], \quad b(r) = r_0, \quad K = 1, \quad \omega = \frac{2J}{r_0^3},$$

where $$J$$ is the angular momentum of the wormhole and $$\gamma$$ and $$\delta$$ ($$>1$$) are real constants. Also, we can write $$r_0 = 2M$$, $$M$$ being the mass of the wormhole.\textsuperscript{9}

Null geodesics in the spacetime of the wormholes given in Eq. (1) have been studied in Ref. 6. The radial part of the geodesic equation for a photon is given by\textsuperscript{6,9}

$$\left( \frac{dr}{d\lambda} \right)^2 + V_{eff} = 0, \quad V_{eff} = -\frac{1}{N^2} \left( 1 - \frac{b}{r} \right) R(r),$$

where $$V_{eff}$$ is the effective potential, and $$\xi$$ and $$\eta$$ are impact parameters defined by\textsuperscript{5}

$$\xi = \frac{L}{E}, \quad \eta = \frac{Q}{E^2}. \quad (5)$$

Here, $$E$$, $$L$$ and $$Q$$ are three constants of motion and represent, respectively, the energy, the angular momentum (about the axis of symmetry) of the photon and the Carter constant.

3. Shadows

A wormhole connects two regions of spacetime through its throat. To obtain the shadow cast by a wormhole, we consider that the wormhole is illuminated by photons coming from an extended light source situated in one of the regions (first region), and no light sources are present in the vicinity of the throat in the other region (second region). Depending on the impact parameters, some of the photons from
the light source get captured by the wormhole, and some get scattered away to a faraway observer situated in the first region. In the observer’s sky, the scattered photons which are received by him/her form bright spots. On the other hand, the captured photons plunge through the wormhole and go to the other region, thereby forming dark spots in the observer’s sky. The union of the dark spots in the observer’s sky constitute what we call shadow.

A set of unstable circular orbits of photons, which are also known as unstable light rings, separate the escaping and plunging photons and are characterized by certain critical values of the impact parameters $\xi$ and $\eta$. These critical impact parameters define the boundary of the shadow. The unstable circular photon orbits correspond to the maximum of the effective potential $V_{eff}$ and are determined by the standard conditions

$$V_{eff} = 0, \quad \frac{dV_{eff}}{dr} = 0, \quad \frac{d^2V_{eff}}{dr^2} \leq 0.$$  \hspace{1cm}(6)

The unstable circular orbits may lie outside as well as at the wormhole throat. For the unstable circular orbits whose radii do not coincide with the throat radius $r_0$ (i.e. for the unstable circular orbits which lie outside the throat such that $(1 - \frac{\xi}{\eta}) \neq 0$ on the orbits), in terms of $R(r)$, the above set of conditions can be rewritten as

$$R(r) = 0, \quad \frac{dR}{dr} = 0, \quad \frac{d^2R}{dr^2} \geq 0.$$  \hspace{1cm}(7)

Using $\frac{R}{r} = 0$ and $\frac{dR}{dr} = 0$, we obtain

$$\eta = \left[ \frac{r^2K^2}{N^2} \right]_{r=r_{ph}} \left( 1 - \omega\xi \right)^2, \quad \xi = \left. \frac{\Sigma}{\Sigma\omega - \omega'} \right|_{r=r_{ph}}, \quad \Sigma = \frac{1}{2} \frac{d}{dr} \ln \left( \frac{N^2}{r^2K^2} \right),$$  \hspace{1cm}(8)

where $r_{ph}$ is the radius of a circular photon orbit. On the other hand, since $(1 - \frac{\xi}{\eta})$ vanishes at the throat $r = r_0$, for the unstable circular orbits which are located at the throat (i.e., for unstable orbits for which $r_{ph} = r_0$), it can be seen from Eq. (3) that the conditions in Eq. (6) are satisfied at the throat when

$$R(r_0) = 0, \quad \frac{dR}{dr} \bigg|_{r=r_0} \geq 0,$$  \hspace{1cm}(9)

which are different from those in Eq. (7). Note that, in Ref. 9, the second condition on the right hand side of Eq. (9) is written as $\frac{d^2R}{dr^2} \bigg|_{r=r_0} \geq 0$ instead of $\frac{dR}{dr} \bigg|_{r=r_0} \geq 0$. This was a typographic error in that paper. For nonrotating wormholes, a set of conditions similar to those in Eq. (9) have been obtained in Ref. 12. For the circular photon orbits at the throat, $R(r_0) = 0$ gives

$$\left( 1 - \omega_0\xi \right)^2 - \eta \frac{N_0^2}{r_0^2K_0^2} = 0,$$  \hspace{1cm}(10)

where the subscript ‘0’ implies that the quantities are evaluated at the throat.

In realistic observation, the apparent shape of a shadow is measured in the observer’s sky, a plane which passes through the center of the wormhole geometry.
and is normal to the line of sight joining the observer and the center of the wormhole geometry. The coordinates on this plane are denoted by $\alpha$ and $\beta$ and are known as celestial coordinates. The celestial coordinates are related to the impact parameters by

$$\alpha = -\frac{\xi}{\sin \theta_{\text{obs}}}, \quad \beta = \left( \eta - \frac{\xi^2}{\sin^2 \theta_{\text{obs}}} \right)^{1/2},$$

where $\theta_{\text{obs}}$ is the inclination angle of the observer, i.e., the angle between the rotation axis of the wormhole and the line of sight of the observer. In the $(\alpha, \beta)$-plane, Eqs. (8) and (11) define the part of the boundary of the shadow formed by the unstable circular photon orbits which lie outside the throat. However, for the part of the boundary of the shadow which is due to the unstable circular orbits at the throat, we have, from Eqs. (10) and (11)\textsuperscript{9},

$$(N_0^2 - \omega_0^2 r_0^2 K_0^2 \sin^2 \theta_{\text{obs}})\alpha^2 - 2\omega_0 r_0^2 K_0^2 \sin \theta_{\text{obs}} \alpha - r_0^2 K_0^2 + N_0^2 \beta^2 = 0. \quad (12)$$

The last equation, which incorporates the effect of a wormhole throat and was not considered in Ref. 6, plays very crucial role in determining the shape of the shadow of a wormhole. The complete apparent shape of the shadow is given by the common region enclosed by the curve obtained from Eqs. (8) and (11) and that obtained from Eq. (12) (see Ref. 9 for details).

Fig. 1. The shape of the shadow of a rotating wormhole (solid curve) and the Kerr black hole (dashed curve) for different spin values [(a)-(h)]. The metric functions of the wormhole are given by Eq. (2) with $\gamma = 0$ and $\delta = 0$. Here, $\theta_{\text{obs}} = 90^\circ$. The axes are in units of the mass $M$. The figures are extracted from Ref. 9.
Fig. 2. The shape of the shadow of a rotating wormhole (solid curve) and the Kerr black hole (dashed curve) for different spin values [(a)-(h)]. The metric functions of the wormhole are given by Eq. (2) with \( \gamma = 1 \) and \( \delta = 2 \). Here, \( \theta_{\text{obs}} = 90^\circ \). The axes are in units of the mass \( M \). The figures are extracted from Ref. 9.

Figures 1 and 2 show the shadow cast by a rotating wormhole whose metric functions are given by Eq. (2). For comparison, we have also plotted the shadow cast by a Kerr black hole for each set of the parameter values. Note that, for small spin \( a = J/M^2 \), the shape of a wormhole shadow is qualitatively similar to that of the Kerr black hole as they both are almost circular. However, with increasing spin, the characteristic deformation (from the circular shape) in the wormhole shadow is more and more prominent than that in the black hole shadow, resulting in considerable deviation between the two. Such considerable deviation of the wormhole shadow from that of the Kerr black hole may be relevant to discriminate between the two in future observations.

4. Conclusion

We have studied shadows cast by a class of rotating Teo wormhole by incorporating the crucial role that a wormhole throat can play. We have compared our results with those of a Kerr black hole. We find that, for small spin, the shapes of the both black hole and wormhole shadow are qualitatively identical to each other, i.e., both are nearly circular. However, with increasing spin, the characteristic deformation (from the circular shape) in the wormhole shadow is more and more prominent than that in the black hole shadow, resulting in considerable deviation between the two. Such considerable deviation, if detected in future observations, may possibly indicate the presence of a wormhole. In other words, our results indicate that,
through the observations of the shapes of their shadows, a wormhole which have reasonable spin can be distinguished from a black hole.

However, our conclusions are largely based on the specific types of wormholes we have chosen to work with. It will be worthwhile to see whether or to what extent the conclusions drawn here carry over to a broader class of rotating wormholes.
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The BRST-BV formalism provides a general and systematic framework to classify consistent deformations of gauge theories. This note is a brief review of the generalization of the method to accommodate the treatment of massive field theories in the Stueckelberg formulation. Applications include the classification of the cubic and quartic interaction vertices for a multiplet of massive spin-1 fields, and of the cubic deformations of the theory of a single massive spin-2 field. The results are shown to correctly reproduce the known vertices of massive Yang–Mills theory and massive gravity, respectively. The formalism also sheds light on the characterization of Stueckelberg gauge theories, by demonstrating in particular that they can be abelianized by means of local field redefinitions.

1. Introduction

The problem of deformations of field theories concerns the following basic question: given a free theory for a some set of fields, what are the most general interactions that one can add in a consistent way? The requirement of consistency is an essential assumption, and is the statement that any deformation must preserve the number and nature of the degrees of freedom. In a gauge theory, in particular, this implies that the number of gauge symmetries must stay the same — since a gauge symmetry is nothing but a constraint on the number of propagating fields — although the form of the symmetries may in general change as one deforms the initial theory.

The solution to the problem of consistent deformations is well known in some relatively simple cases. For instance in the case of the free Maxwell theory, it is easy to prove that the abelian $U(1)$ gauge symmetry admits no deformations, meaning that any interaction vertices must be invariant under this symmetry. In four dimensions one can also show that all such invariants must of the Born–Infeld type, i.e. they can be written solely in terms of a basic set of invariant tensors. In the context of Maxwell theory this implies that any deformation of the action of a massless spin-1 particle must be given by Lorentz-invariant contractions of $F_{\mu\nu}$ and its derivatives. The story is more interesting for a collection of vector fields $A_\mu^a$, with $a = 1, \ldots, n$. The free action may always be diagonalized (assuming no negative-norm states) so as to take the form $S_0 = -\frac{1}{4} \int d^Dx F_{\mu\nu}^a F^{\mu\nu}_a$, where again...
\[ F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a \]
and color indices are raised and lowered with \( \delta_{ab} \). As in the single-field case, there is always the possibility of constructing interactions in the form of Born–Infeld terms, which are however less interesting as they correspond to higher-dimension operators. The more compelling direction is instead to allow for deformations of the \( U(1)^n \) gauge symmetry, which are no longer trivial if \( n \geq 3 \). This procedure leads, under some assumptions on the number of derivatives, to Yang–Mills theory as the most general interacting theory for a multiplet of massless spin-1 fields. In other words, the problem of consistent deformations allows one to derive Yang–Mills theory purely from the knowledge of the particle content and the global symmetries (in this case Poincaré invariance) that define the model. In particular, the Lie algebraic nature of the deformed gauge transformations is not an added assumption but follows as a consequence of the formalism. More recent application of this method to models of relevance in gravity include the treatment of massless spin-2 fields in\(^1\) and of partially massless spin-2 fields in\(^2\).

These examples were concerned with massless fields for which gauge invariance plays a defining role. Indeed, the BRST-BV method that we will describe below is tailored to the analysis of gauge theories. In this regard, it may seem that deformations of massive theories would be much simpler to study given that the consistency of the gauge symmetries is not an issue anymore in this setting. Nevertheless, even in the absence of constraints imposed by gauge invariance, there is still the concern that interactions may introduce extra degrees of freedom. A famous example is the case of a massive spin-2 field, for which generic interactions lead to the presence of an additional scalar mode in the spectrum, the so-called Boulware–Deser ghost.\(^b\)

This is our main motivation to generalize the BRST-BV deformation procedure to include the treatment of massive field theories.

Before we proceed with a description of the formalism, it is instructive to comment on the obstacles that one would encounter by following the more direct approach of the Noether procedure. In this set-up, one seeks to construct interactions perturbatively, by expanding the action as \( S = S^{(2)} + S^{(3)} + S^{(4)} + \cdots \), while at the same time allowing for field-dependent deformations of the gauge symmetry, i.e. \( \delta_\epsilon \varphi^i = \delta^{(0)}_\epsilon \varphi^i + \delta^{(1)}_\epsilon \varphi^i + \delta^{(2)}_\epsilon \varphi^i + \cdots \), where the superscript \( (k) \) means \( k \) powers of the fields \( \varphi^i \), and \( \epsilon \) is a gauge parameter. The consistency condition is given by the gauge invariance of the full action, \( \delta_\epsilon S = 0 \), which is to be solved iteratively for the deformations \( S^{(k)} \) and \( \delta^{(k)}_\epsilon \). Although straightforward, this method suffers from several drawbacks. First and foremost is the fact that interaction vertices are in general ambiguous due to the existence of trivial deformations, which can arise from total derivatives, from non-linear redefinitions of the fields, and from

\(^b\)From the point of view of effective field theory (EFT), one may argue that additional degrees of freedom arising from the interactions should not be considered an issue, as they will necessarily lie at or above the cutoff of the EFT. Nevertheless, the search for interactions for which such extra fields are absent is still of interest, as it may lead to a higher cutoff compared to what a generic derivative expansion would imply, often making the model more compelling for physical applications. The case of massive gravity is a classic example.
field-dependent redefinitions of the gauge parameters. Next there is the issue of accounting for the existence of gauge symmetries that vanish on-shell, which are likewise trivial and should be discarded. Lastly, although the Noether procedure is in principle perfectly general, in practice it can be quite cumbersome to apply, especially for theories in curved spacetimes where some simplifying techniques cannot be easily applied. We will see that these obstacles can be addressed in a very systematic way within the BRST-BV method.

2. BRST-BV formalism

The origin of the BRST-BV method goes back to the antifield formalism of Batalin and Vilkovisky (BV),\textsuperscript{3} whose purpose is to provide a fully general approach to the quantization of non-abelian gauge theories, generalizing the Faddeev–Popov procedure as well as the original BRST method.

Consider an action $S[\varphi]$ for a set of fields $\varphi^i$ and with gauge symmetries $\delta_\epsilon \varphi^i = R^i_\alpha [\varphi] \epsilon^\alpha$. As in the BRST method, we introduce a ghost $C^\alpha$ for each gauge symmetry, and note that $C^\alpha$ is fermionic if $\epsilon^\alpha$ is bosonic. In addition, we introduce a set of antifields $\varphi^*_i$ and $C^*_\alpha$, respectively for each field and for each ghost. By definition, the antifields have opposite statistics to the fields they match to. The fundamental object that defines the dynamics of the theory is the \textit{BV functional}

$$W = S + \int d^D x \left[ R^i_\alpha [\varphi] \varphi^*_i C^\alpha + f^i_{\alpha\beta} [\varphi] C^\alpha C^\beta + M^i_{\alpha\beta} [\varphi] \varphi^*_i \varphi^*_j C^\alpha C^\beta + \cdots \right].$$

The tensors $R^i_\alpha$, $f^i_{\alpha\beta}$, and $M^i_{\alpha\beta}$ are in general non-linear functionals of the fields, and the ellipsis stands for an a priori infinite series in antifields, each term multiplied by a “structure functional” of the fields as well as powers of the ghosts. The form of the structure functionals is determined by the \textit{master equation},

$$\left( W, W \right) = 0,$$

where $(A, B)$ stands for the antibracket of any two functionals $A$ and $B$ (we will not need the explicit definition; see for details). The extension of the action given by the BV functional implies that the original gauge invariance of the theory is removed. However, the information about the gauge symmetry is still encoded in full within the master equation, in the following sense. By expanding (2) in antifields one finds at lowest order the relation $R^i_\alpha \frac{\delta S}{\delta \varphi^i} = 0$, which is nothing but the Noether identity associated to the gauge invariance. At the next order one has $R^i_\alpha \frac{\delta R^j_\beta}{\delta \varphi^j} - R^j_\beta \frac{\delta R^i_\alpha}{\delta \varphi^i} = f^i_{\alpha\beta} R^j_\gamma + M^i_{\alpha\beta} \frac{\delta S}{\delta \varphi^i}$, which is the statement that gauge transformations form an algebra. Notice that in general the gauge algebra is not of the Lie type due to the fact that the $f^i_{\alpha\beta}$ are not constant. In this way one may continue to higher orders in antifields to derive an infinite tower of consistency relations for the functionals that define the structure of the gauge algebra. For instance at the following order one encounters the Jacobi identity that encodes the consistency of the functionals $f^i_{\alpha\beta}$, just like the gauge algebra encodes the consistency of the operators $R^i_\alpha$ that define the original gauge transformations.
The main idea of the deformation analysis is to revert this logic. We are now given only a free theory, with some fields and gauge symmetries, and we seek to determine the most general set of interactions by solving the master equation. In practice we do this perturbatively, expanding the BV action as

\[ W = W_0 + gW_1 + g^2W_2 + \cdots, \]

where \( g \) is a formal deformation parameter that will play the role of a coupling constant. At first order in \( g \) eq. (2) reads

\[ (W_0, W_1) = 0, \]

which is to be solved for \( W_1 \); at second order we have to solve for \( W_2 \) from the equation

\[ (W_1, W_1) + 2(W_0, W_2) = 0, \]

and so on. At this stage it may seem that we have not simplified the problem by much in comparison to the Noether procedure — instead of solving for the action and gauge transformations, we now have to solve for the BV functional order by order. The real technical advantage of the BRST-BV formalism may be seen by rephrasing the analysis as a cohomological problem, as we now explain.

We have remarked that the BV action has no gauge invariance, which is precisely the reason for introducing the ghost fields in the first place. But a remnant of the gauge symmetry is still present in \( W_0 \) in the form of a BRST symmetry, \( sW_0 = 0 \), where \( s \) denotes the BRST differential. One can then show that \( W_0 \) acts as a generator of BRST transformations in the sense that

\[ sA = (W_0, A) \]

for any functional \( A \). The order-\( g \) part of the master equation then states that \( W_1 \) is BRST-closed, \( sW_1 = 0 \). Since \( s^2 = 0 \), given any solution of this equation we can always add a BRST-exact term \( W_1' = sB_1 \). But it can be proved that such terms are precisely the expressions that encode the possible trivial deformations alluded to above. In other words, the non-trivial solutions of the master equation that we are after are defined by the cohomology of the BRST differential. The method thus provides a very clean mathematical characterization of trivial deformations of field theories.

3. Application to massive field theories

It is clear from the construction of the BV functional that gauge symmetries play a crucial role in the formalism. This may seem to preclude the application of the method to treat massive theories, which in their usual parametrization possess no gauge invariance. However, as is well known, gauge symmetries may be straightforwardly introduced simply by adding some extra fields in such a way that the action regains the invariance of the massless theory. This is known as the Stueckelberg procedure. In the following we summarize our results of the application of the BRST-BV formalism to analyze interactions for a multiplet of massive spin-1 particles and for a single massive spin-2 particle.

3.1. Multiple massive spin-1 fields

The starting point is the free action for a collection of massive spin-1 fields \( A^a_\mu \) (\( a = 1, \ldots, n \)), and is given by a sum of \( n \) Proca Lagrangians, and we assume all the fields to have the same mass \( m \). To this we add a set of Stueckelberg scalars
\( \pi^a \) responsible for restoring the local \( U(1)^n \) symmetry of the massless theory, with gauge functions \( \epsilon^a \) and corresponding ghosts \( C^a \). The antifields are denoted by \( A^a_\mu \), \( \pi^a_\mu \) and \( C^a_\mu \).

The solution of the first order deformation of the BV functional may be written as \( W_1 = \int d^D x (a_0 + a_1 + a_2) \), where the subscript in \( a_k \) denotes the antifield number. From the master equation we obtain \( a_2 = \frac{1}{2} f^a_{bc} C^b C^c \), \( a_1 = g f^a_{bc} A^a_\mu A^b_\nu C^c + \frac{1}{2} f^a_{bc} \pi^a_\mu \pi^b C^c \), and \( a_0 = \frac{1}{2} f^a_{bc} (-F^\alpha_{\mu
u} A^b_\mu A^c_\nu + A^b_\mu \partial_\mu \pi^b C^c) \). Each term has a clear interpretation: \( a_2 \) encodes the deformation of the gauge algebra, so that the coefficients \( f^a_{bc} \) play the role of structure constants; \( a_1 \) encodes the deformation of the gauge transformations at linear order in the fields; and \( a_0 \) encodes the cubic vertices of the deformed theory. Notice that the existence of a non-trivial \( a_0 \) enforces the constraint \( f_{abc} = f_{[abc]} \) on the structure constants, whereas initially we only had \( f^a_{bc} = f^a_{[bc]} \).

Continuing to the next order, one finds an obstruction when solving for \( W_2 \) unless one imposes the constraint \( f^a_{bc} f^b_{de} f^c_{ef} = 0 \). This is nothing but the Jacobi identity for the structure constants, and therefore the gauge algebra of the theory must be a Lie algebra for the deformations to be consistent. We omit the explicit result for \( W_2 \), but we remark that it does correctly reproduce, together with \( W_1 \) as given above, the cubic and quartic non-abelian interactions for a multiplet of massive spin-1 fields, which have been derived previously via other methods.\(^6\)

### 3.2. Massive spin-2 field

The free theory of a spin-2 field \( h_{\mu\nu} \) of mass \( m \) is given by the Fierz–Pauli action. Linear diffeomorphism invariance is restored by the inclusion of a Stueckelberg vector \( B_\mu \), and the corresponding ghost is denoted by \( C_\mu \). In order to have a well behaved high energy limit, it is useful to further add a Stueckelberg scalar \( \varphi \) in order to restore a local \( U(1) \) symmetry, whose ghost we denote by \( C \).

The calculations in this case are more involved and so we limit ourselves to present only the final result for the cubic vertices (we refer the reader to\(^5\) for details), omitting contributions from the Stueckelberg fields:

\[
\begin{align*}
  a_0 \bigg|_{B_\mu = 0 = \varphi} &= \kappa \mathcal{L}_{EH}^{(3)}[h] + \frac{\kappa m^2}{2} \left( h^\mu{}^\nu h^\rho{}^\nu h^\mu{}^\rho - \frac{5}{4} h h^\mu{}^\nu h^\mu{}^\nu + \frac{1}{4} h^3 \right) \\
  &+ \alpha_1 a_0^{(dRGT)} + \alpha_2 a_0^{(PL1)} + \alpha_3 a_0^{(PL2)}. \tag{3}
\end{align*}
\]

Here \( \mathcal{L}_{EH}^{(3)} \) is the cubic part of the Einstein–Hilbert Lagrangian, so that the deformation parameter \( \kappa \) may be identified with \( 1/M_P^{(D-2)/2} \), with \( M_P \) the Planck mass. There are also three arbitrary constants \( \alpha_{1,2,3} \) multiplying the homogeneous solutions \( a_0 \) of the master equation. These are all terms of the Born–Infeld type, constructed out of a basic invariant tensor \( H_{\mu\nu} \). In particular, \( a_0^{(dRGT)} \) contains no derivatives of \( H_{\mu\nu} \), and when added to the first line in (3) it produces the cubic interactions of dRGT massive gravity.\(^7\) Lastly, the operators \( a_0^{(PL)} \) involve second
derivatives of $H_{\mu\nu}$ and correspond to the cubic pseudo-linear interaction terms for a massive spin-2 field. Our result in eq. (3) thus provides a full classification of the possible cubic vertices for a single massive graviton.

3.3. Abelianization

We conclude by commenting on an interesting property of Stueckelberg gauge theories, which has been made manifest thanks to our application of the BRST-BV formalism. This is the property that interacting Stueckelberg theories may always be abelianized, that is there always exists a choice of field variables for which the gauge symmetries become abelian, reducing to the symmetries of the free theory. This follows from the fact that the ghost associated to a Stueckelberg symmetry is necessarily BRST-exact, which in turn implies that all deformations of the gauge algebra and the gauge symmetries are trivial. A further interesting consequence of this abelianization property is that the action is of the Born–Infeld type, which makes it a simple matter to construct the most general set of interactions for a given set of fields. That being said, the use of variables that makes the abelian nature of the theory manifest is not always the smartest choice, as this formulation may obscure the correct power counting of operators in the derivative expansion.
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We consider a general Einstein–scalar–Gauss-Bonnet theory with a coupling function $f(\phi)$ between the scalar field and the quadratic gravitational Gauss-Bonnet term. We show that the existing no-hair theorems are easily evaded, and therefore black holes may emerge in the context of this theory. Indeed, we demonstrate that, under mild only assumptions for $f(\phi)$, asymptotic solutions describing either a regular black-hole horizon or an asymptotically-flat solution always emerge. We then show, through numerical integration, that the field equations allow for the smooth connection of these asymptotic solutions, and thus for the construction of a complete, regular black-hole solution with non-trivial scalar hair. We present and discuss the physical characteristics of a large number of such solutions for a plethora of coupling functions $f(\phi)$. Finally, we investigate whether pure scalar-Gauss-Bonnet black holes may arise in the context of our theory when the Ricci scalar may be altogether ignored.
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1. Introduction

The General Theory of Relativity is a beautiful mathematical theory that predicts a variety of gravitational solutions, with the black holes being the most fascinating example. In the context of General Relativity, the black-hole solutions have been uniquely determined and classified according to their properties (mass, charge and angular-momentum). No-Hair theorems, that forbid the association of a black hole with any other “charge” or field, were formulated quite early on. The existence of black-hole solutions associated with a non-trivial scalar field in the region outside the black-hole horizon has also been intensively studied. The old no-hair theorem\(^1\) was formulated in the seventies, and excluded static black holes with a scalar field. However, this was outdated by the discovery of black holes with Yang-Mills\(^2\), Skyrme fields\(^3\) or conformally-coupled scalar fields\(^4\). Twenty years later, the novel no-hair theorem\(^5\) was formulated (for more recent analyses, see\(^6–8\)) but this was also
shown to be evaded in the context of the Einstein-Dilaton-Gauss-Bonnet theory and in shift-symmetric Galileon theories.

In fact, the black-hole solutions were derived in the context of the so-called generalised gravitational theories, where additional fields and higher gravitational terms may be present. These theories comprise a popular test-bed for the formulation of the ultimate theory of gravity beyond Einstein’s General Theory of Relativity, and are under intense research activity. In this work, we will consider a wide class of gravitational theories where a scalar field $\phi$ has a general coupling function $f(\phi)$ to the quadratic gravitational Gauss-Bonnet (GB) term. Choosing the coupling function to be of an exponential or a linear form, one recovers the two novel black-hole solutions with non-trivial scalar hair, respectively. In we demonstrated that, in fact, this class of theories with an arbitrary $f(\phi)$ always evades the existing no-hair theorems and allow for the emergence of novel black-hole solutions, with a regular horizon and an asymptotically-flat limit. Here, we review these results and discuss the characteristics of these solutions. We also investigate whether solutions arise in the context of the pure scalar-Gauss-Bonnet theory where the Ricci scalar may be ignored.

2. The Einstein-Scalar-Gauss-Bonnet theory

We will therefore consider the following generalised gravitational theory

$$S = \frac{1}{16\pi} \int d^4x \sqrt{-g} \left[ R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + f(\phi) R^2_{GB} \right],$$

where the GB term is defined as $R^2_{GB} = R_{\mu\nu\sigma} R^{\mu\nu\sigma} - 4 R_{\mu\nu} R^{\mu\nu} + R^2$. By varying the above action with respect to the metric tensor and scalar field, we obtain the following gravitational field equations and the equation for the scalar field:

$$G_{\mu\nu} = T_{\mu\nu}, \quad \nabla^2 \phi + \dot{f}(\phi) R^2_{GB} = 0,$$

respectively, where a dot denotes the derivative with respect to the scalar field. The energy-momentum tensor has the form

$$T_{\mu\nu} = -\frac{1}{4} g_{\mu\nu} \partial_\rho \phi \partial^\rho \phi + \frac{1}{2} \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} (g_{\mu\rho} g_{\lambda\nu} + g_{\lambda \rho} g_{\mu \nu}) \eta^{\lambda \rho \sigma \tau} R^\rho \sigma \alpha \beta \nabla_\tau \partial_\alpha \phi.$$ (3)

In the above, $R^\rho \sigma \alpha \beta = \eta^{\rho \sigma \tau \rho} R_{\tau \sigma \alpha \beta} = \epsilon^{\rho \sigma \tau} R_{\tau \sigma \alpha \beta} / \sqrt{-g}$. In the context of the above theory, we will look for regular, static, spherically-symmetric and asymptotically-flat black-hole solutions described by the line-element

$$ds^2 = -e^{A(r)} dt^2 + e^{B(r)} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2).$$ (4)

Using the above expression, the Einstein’s equations take the following explicit form

$$4 e^B (e^B + r B' - 1) = \phi'^2 \left[ r^2 e^B + 16 \dot{f}(e^B - 1) \right]$$

$$-8 \dot{f} \left[ B' \phi' (e^B - 3) - 2 \phi'' (e^B - 1) \right],$$ (5)

$$4 e^B (e^B - r A' - 1) = -\phi'^2 r^2 e^B + 8 (e^B - 3) \dot{f} A' \phi'.$$ (6)
\[ e^B \left[ rA'^2 - 2B' + A'(2 - rB') + 2rA'' \right] = -\phi'^2re^B \\
+8\phi'^2\tilde{f}A' + 4\tilde{f}(\phi'(A'^2 + 2A'') + A'(2\phi'' - 3B'\phi')] \],

while the scalar equation reads
\[ 2r\phi'' + (4 + rA' - rB') \phi' + \frac{4\tilde{f}e^{-B}}{r} [(e^B - 3)A'B' - (e^B - 1)(2A'' + A'^2)] = 0. \]

In the above, we have assumed that the scalar field depends only on the radial coordinate, and thus the prime denotes differentiation with respect to \( r \).

The unknown quantities, that we seek to determine through the solution of the system of Eqs. (5)-(8), are the scalar field \( \phi \) and the metric functions \( A \) and \( B \). Of these, the metric function \( B \) may be easily determined in terms of \( (\phi, A) \) through Eq. (6). Then, the remaining field equations lead to a system of two independent, ordinary differential equations of second order for the functions \( A \) and \( \phi \):
\[ A'' = \frac{P}{S}, \quad \phi'' = \frac{Q}{S}. \]

The functions \( P, Q \) and \( S \) are rather complicated expressions of \( (r, \phi', A', \tilde{f}, \tilde{f}) \) and may be found in \(^{12}\).

For a regular horizon to form, we demand that \( e^A \to 0 \) in Eq. (4), while \( \phi, \phi' \) and \( \phi'' \) remain finite, as \( r \to r_h \). Then, the 2nd of Eqs. (9) yields the constraint
\[ \phi'_h = \frac{r_h}{4\tilde{f}_h} \left( -1 \pm \sqrt{1 - \frac{96\tilde{f}_h^2}{r_h^4}} \right). \]

The quantity under the square-root should be positive which results in the additional bound \( \tilde{f}_h^2 < r_h^4/96 \). Using the above in the 1st of Eqs. (9), we may uniquely determine the form of \( A' \) near the horizon. Putting everything together, the near-horizon solution reads
\[ e^A = a_1(r - r_h) + \ldots, \quad e^{-B} = b_1(r - r_h) + \ldots, \quad \phi = \phi_h + \phi'_h(r - r_h) + \phi''_h(r - r_h)^2 + \ldots. \]

On the other hand, at asymptotic infinity, we assume power-law expressions for the metric functions and scalar field as customary. Substituting these expressions into the field equations, we obtain
\[ e^A = 1 - \frac{2M}{r} + \frac{MD^2}{12r^3} + \ldots, \quad e^B = 1 + \frac{2M}{r} + \frac{16M^2 - D^2}{4r^2} + \ldots, \quad \phi = \phi_\infty + \frac{D}{r} + \frac{32M^2D - D^3}{24r^3} + \ldots. \]

The above asymptotic behaviour is characterised by the ADM mass \( M \) and scalar charge \( D \) of the black hole. We may therefore conclude that the scalar-tensor theory
(1) with a general coupling function $f(\phi)$ is always compatible with either a regular horizon or an asymptotically-flat limit.

However, no complete black-hole solution may be constructed unless the aforementioned asymptotic solutions are smoothly matched. To investigate whether this is in principle possible, we turn to the novel no-hair theorem and examine its requirements under which it may forbid the existence of such a solution. This theorem assumes first that, at asymptotic infinity, the $T_{rr}$ component of the energy-momentum tensor is positive and decreasing. Indeed, we find that this has the form

$$T_{rr} = \frac{e^{-B} \phi'}{4} \left[ \phi' - \frac{8e^{-B} (e^B - 3) \dot{f} A'}{r^2} \right] \simeq \frac{\phi'^2}{4} \sim O\left(\frac{1}{r^4}\right).$$

In the near-horizon regime, $T_{rr}$ should be negative and increasing according to; however, employing the asymptotic solution (11), we find that in our case

$$T_{rr} = -\frac{2e^{-B}}{r^2} A' \phi' \dot{f} + O(r - r_h).$$

This expression is always positive-definite since, close to the horizon, $A' > 0$, and $\dot{f} \phi' < 0$ according to Eq. (10) for a regular horizon. Also, we find that $T_{rr}$ is always decreasing close to $r_h$ and as a result, the novel no-hair theorem is non-applicable in our theory.

The above result opens the way for the construction of novel black-hole solutions in the context of the general theory (1). We have therefore numerically solved the system of equations (9), and determined a large number of black-hole solutions with scalar hair for a variety of forms of the coupling function $f(\phi)$: exponential, odd and even power-law, odd and even inverse-power-law. Once the form of $f(\phi)$ was chosen, the input values ($\phi_h, \phi'_h$), with $\phi'_h$ being given by Eq. (10), always led to a regular black-hole solution with scalar hair. The scalar field and profile of $T_{rr}$ for those solutions are depicted in Figs. 1(a,b).

Some of the characteristics of the black-hole solutions we found are represented in Figs. 2(a,b), where we depict the indicative case of $f(\phi) = \alpha/\phi$. The scalar charge $D$ is a function of the black-hole mass and thus a dependent quantity; this renders

Fig. 1. The scalar field $\phi$ (left plot) and the $T_{rr}$ component (right plot) for different coupling functions $f(\phi)$, for $\alpha = 0.01$ and $\phi_h = 1$. 
the scalar hair secondary. For a large mass, the scalar charge vanishes and our black-hole solutions match the Schwarzschild solution. The horizon area is always smaller than the one of the Schwarzschild solution exhibiting also a lower value beyond which the black hole ceases to exist — the latter feature is due to the additional bound emerging from the positivity of the quantity under the square-root in Eq. (10). Its entropy is larger than that of the Schwarzschild case and thus thermodynamically more stable.

3. The pure scalar-Gauss-Bonnet theory

We will now investigate whether a regular black-hole solution can arise in the context of a pure scalar-GB theory, i.e. in the absence of the linear Ricci term. By ignoring all terms in the field equations related to the Ricci term, these are simplified — but can we construct again a regular horizon? If we assume as before that, as \( r \to r_h \), \( \phi' \) remains finite while \( A' \) diverges, Eq. (6) now yields: \( e^B \simeq 3 + \mathcal{O}(1/A') \); but this does not describe a black hole. We may alternatively demand that \( e^B \to \infty \) instead, as \( r \to r_h \); then, Eq. (6) gives: \( A' \simeq r^2 \phi'/8f + \mathcal{O}(e^{-B}) \). In this case, \( A(r) \) is the dependent quantity, and Eqs. (5) and (7) form a system of two differential equations for \( B \) and \( \phi \). In the limit \( r \to r_h \), we find the results

\[
B' = -\frac{2}{r} e^B + \mathcal{O}(e^{-B}), \quad \phi'' = -\frac{e^B}{r} \phi' + \mathcal{O}(e^{-B}).
\]

Upon integration, the first equation leads to the solution \( e^{-B} = 2 \ln(r/r_h) \), which does resemble a horizon, but the second one reveals that this horizon is not regular unless \( \phi'(r_h) = 0 \), an assumption that trivialises the contribution of the GB term. Alternative ansatzes for the form of the spacetime around the sought-for black hole have also failed to lead to a regular horizon in the absence of the Ricci scalar.

4. Conclusions

In the context of a general Einstein-scalar-GB theory, we have demonstrated that the emergence of regular black-hole solutions is a generic feature. For an arbitrary
coupling function \( f(\phi) \), we were always able to construct a regular black-hole horizon as well as an asymptotically-flat solution at infinity, and to explicitly show that the novel no-hair theorem is then easily evaded. Our numerical analysis has subsequently led to a large number of regular black-hole solutions for different choices of \( f(\phi) \), all characterised by a non-trivial scalar hair (for similar black-hole solutions, see also \(^{13,14}\)). The study of the pure scalar-GB theory, and the failure to obtain a regular horizon, clearly demonstrates that the presence of the GB term in the theory is a necessary condition for the emergence of novel black holes but not a sufficient one as it must be supplemented by the presence of the linear Ricci term.
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1. Introduction

At the end of the past millennium, it became clear from the observation of type Ia supernovae and the cosmic microwave background that our universe expands with acceleration [1, 2]. The explanation of this phenomenon within the framework of the general theory of relativity led to the formulation of a large number of models, one of which consists in introducing a mysterious substance, the so-called dark energy (see for example Ref. [3] and references therein for some reviews). The nature of dark energy is still not clear, but mathematically it fits well with the ΛCDM model a wide range of data [4]. Nevertheless, this model has strong theoretical flaws [5], which motivated the search for alternative models [6, 7]. One of the alternatives is the modification of the Einstein-Hilbert term, replacing the Ricci scalar in the action with some common functions f(R) of the Ricci scalar (see for example Ref. [8]).

In parallel, some models for quantum gravity were developed. In 2009, Hořava [9], based on an idea proposed by Lifshitz [10], formulated a model for a theory of quantum gravity, which takes into account ultraviolet mode renormalizability, due to an anisotropic scaling between space and time, so that Lorentz invariance is violated on ultraviolet scales. However, when choosing the parameter λ = 1, the infrared limit of the theory reproduces the general theory of relativity. This modification of the general theory of relativity consists in introducing high-order terms into the Einstein-Hilbert action, which lead to different scalings and divide the coordinates into space and time. In theory, there are no ghosts, since there are only second-order
time derivatives in the action, but a clear violation of general covariance introduces 
a new scalar degree of freedom, due to which pathologies appear [11]. This model 
developed further and is known as the Horava-Lifshitz theory (see for example Ref. 
[12]). From the above considerations, it is clear that the quantum theory of Horava-
Lifshitz, combined with the alternative theory \( f(R) \), is a promising candidate for 
completing the general theory of relativity in the ultraviolet range [13, 14].

In this paper, we consider the Friedman-Lemaître-Robertson-Walker (FLRW) 
flat spacetime in the framework of the metric formalism \( f(R) \) gravity. We 
consider a general approach to constructing modified gravity, which is invariant 
with respect to diffeomorphisms and preserve foliation. The approach was pro-
posed in [14], where special attention was paid to the formulation of modified \( f(R) \) 
Hořava–Lifshitz gravity and its Hamiltonian structure. Following [15], we calculated 
an effective Lagrangian in which the scale factor \( a \) and the Ricci scalar \( R \) play 
the role of independent dynamic variables. This Lagrangian is constructed in 
such a way that its variation with respect to \( a \) and \( R \) gives the equations of motion 
of the Hořava–Lifshitz theory. The form of the function \( f(R) \), appearing in the 
modified action, is then determined by the requirement that the Lagrangian admits 
the required Noether symmetry [16]. Under Noether symmetry of this cosmologi-
cal model, we understand that there is a vector field \( X \), which is an infinitesimal 
generator of a symmetry in the tangent space of the configuration space, such that 
the derivative of the Lagrangian along this vector field vanishes. We will see that, 
by requiring the Noether symmetry as a feature of the Lagrangian of the model 
under consideration, we can obtain the explicit form of the function \( f(R) \). Since 
the existence of symmetry leads to constants of motion, we can integrate the field 
equations, which then lead to a exponential expansion for the universe.

2. Modified \( f(R) \) Hořava-Lifshitz Gravity

In this work, we consider a more general model of the Hořava-Lifshitz gravity proposed in [14]. The action of such a model has the form

\[
S_{f(R_{GHL})} = \int d^4x \sqrt{g^{(3)}} N f(R_{GHL}).
\]

Here \( g^{(3)} \) is determinant of the three-dimensional metric tensor \( g^{(3)}_{ij} \) for the ADM metric given in the following form

\[
d s^2 = -N^2 dt^2 + g^{(3)}_{ij} \left( dx^i + N^i dt \right) \left( dx^j + N^j dt \right),
\]

where \( i, j = 1, 2, 3 \), \( N \) is the so-called lapse variable and \( N^i \) is the shift 3-vector. In 
the action, we use the function \( f(R_{GHL}) \), which denotes the generalized curvature 
of the Hořava-Lifshitz gravity \( R_{GHL} \) and is defined as

\[
R_{GHL} \equiv K^{ij} K_{ij} - \lambda K^2 + 2\mu \nabla_\mu (n^\nu \nabla_\nu n^\mu - n^\nu \nabla_\nu n^\nu) - E^{ij} G_{ijkl} E^{kl},
\]
where \( K_{ij} \) is the extrinsic curvature
\[
K_{ij} = \frac{1}{2N} \left( \dot{g}_{ij} - \nabla_i N_j - \nabla_j N_i \right), \quad K = K_{ii},
\]

\( n^\mu \) is a unit vector perpendicular to the three-dimensional hypersurface \( \Sigma_t \) defined by \( t = \text{constant} \), and \( \nabla_i \) expresses the covariant derivative on the hypersurface \( \Sigma_t \).

In the last term of Eq. (3), \( G_{ijkl} \) is the inverse of the generalized De Witt metric
\[
G_{ijkl} = \frac{1}{2} \left( g_{ik} g_{jl} + g_{il} g_{jk} - \lambda g_{ij} g_{kl} \right).
\]

Here it is important to note that \( G_{ijkl} \) is singular for \( \lambda = 1/3 \) and \( G_{ijkl} \) exist if \( \lambda \neq 1/3 \). The expression for \( E_{ij} \) is constructed to satisfy the “detailed balance principle” [17] and is defined as
\[
\sqrt{g^{(3)}} E_{ij} = \frac{\delta W[g_{ij}^{(3)}]}{\delta g_{ij}^{(3)}},
\]

where the form of \( W[g_{ij}^{(3)}] \) is given in [18] for \( z = 2 \) and \( z = 3 \).

Consider a spatially flat FLRW universe
\[
ds^2 = -N^2 dt^2 + a(t)^2 \sum_{i=1,2,3} (dx^i)^2,
\]

where \( N \) can be considered as time-independent and we will fix as \( N = 1 \). The scalar curvature (3) can be written as
\[
R_{GHL} = 3(1 - 3\lambda + 4\mu) \frac{\dot{a}^2}{a^2} + 6\mu \frac{\ddot{a}}{a}.
\]

Following [16], in order to investigate Noether’s symmetry of the model, it is necessary to determine the effective Lagrangian of the action (1) of the minisuperspace under consideration, in which the scale factor \( a \) and the scalar curvature \( R_{GHL} \) play the role of independent dynamical variables
\[
S = \int dt L(a, \dot{a}, R_{GHL}, \dot{R}_{GHL}) = 
\int dt \left[ a^3 f(R_{GHL}) - \nu \left( R_{GHL} - \left( 3(1 - 3\lambda + 4\mu) \frac{\dot{a}^2}{a^2} + 6\mu \frac{\ddot{a}}{a} \right) \right) \right],
\]

where \( \nu = a^3 df(R_{GHL})/dR_{GHL} \) is a Lagrange multiplier. Then, the effective Lagrangian will have the form
\[
L(a, \dot{a}, R_{GHL}, \dot{R}_{GHL}) = (9\lambda - 3)\dot{a}^2 af' + 6\mu \dot{a} \dot{R}_{GHL} a^2 f'' + a^3 (f' R_{GHL} - f).
\]

The equations of motion will have the following form
\[
3H^2 + 2\dot{H} = -\frac{2}{3\lambda - 1} f' \left[ \mu f'' \dot{R}_{GHL} + \dot{f} \dot{R}_{GHL} \right] +
\frac{1}{2} (f - R_{GHL} f').
\]
Also, we have the zero energy condition associated with the above Lagrangian as
\[ H^2 = \frac{1}{3(3\lambda - 1)} \left[ f'R_{GHL} - f - 6\mu \hat{R}_{GHL} H f'' \right]. \] (12)

Knowing the Lagrangian of the generalized Hořava-Lifshitz gravity, it is possible to determine the Noether symmetry.

3. The Noether symmetries in \( f(R_{GHL}) \) theory of gravity

Here, our aim is to find the function \( f(R_{GHL}) \) such that the corresponding Lagrangian exhibits the desired symmetry. Following [16], we define the Noether symmetry induced on the model by a vector field \( X \) on the tangent space \( TQ = (a, \dot{a}, R, \dot{R}_{GHL}) \) of the configuration space \( Q = (a, R_{GHL}) \) of the Lagrangian (10) through
\[ X = \alpha \frac{\partial}{\partial a} + \beta \frac{\partial}{\partial R_{GHL}} + \frac{d\alpha}{dt} \frac{\partial}{\partial \dot{a}} + \frac{d\beta}{dt} \frac{\partial}{\partial \dot{R}_{GHL}}, \] (13)
such that the Lie derivative of the Lagrangian with respect to this vector field vanishes
\[ L_X L = 0. \] (14)

In Eq.(13), \( \alpha \) and \( \beta \) are functions of \( a \) and \( R_{GHL} \) and \( \frac{d}{dt} \) represents the Lie derivative along the dynamical vector field, that is,
\[ \frac{d}{dt} = \dot{a} \frac{\partial}{\partial a} + \dot{R}_{GHL} \frac{\partial}{\partial R_{GHL}}. \] (15)

Here we substitute the expressions for the effective Lagrangian (10) and combine the coefficients in front of \( \dot{a}^2, \dot{R}_{GHL}^2, \ddot{R}_{GHL} \). Equating to zero the resulting expression, we obtain the following equations
\[ 3(3\lambda - 1) (a + 2a\alpha) f' + [3(3\lambda - 1)\beta a + 6\mu a^2 \beta] f'' = 0, \] (16)
\[ 6\mu a^2 \alpha R_{GHL} f'' = 0, \] (17)
\[ 6\mu (2\alpha x + a^2 \alpha) f'' + 6(3\lambda - 1) a \alpha R_{GHL} f' + 6\mu a^2 (\beta f''' + \beta R_{GHL} f''') = 0. \] (18)

Then, we collect the remaining free member
\[ 30a^2 (f'R - f) + \beta a^3 R f'' = 0. \] (19)

Now, our task is to solve the system of equations (16) - (19) in order to find the cosmological parameters that describe the dynamics of the universe in the framework of the \( f(R_{GHL}) \) Hořava-Lifshitz gravity. From Eq.(17), it is clear that two cases must be considered: \( f'' = 0 \) and \( \frac{d\alpha}{dR_{GHL}} = 0 \), but the solution for \( f'' = 0 \) has no physical meaning; therefore, we consider only \( \frac{d\alpha}{dR_{GHL}} = 0 \), then
\[ \alpha(a) = a_0 a^{\frac{\beta}{\lambda} + 1}, \beta(a, R) = \beta_0 a^{\frac{\beta}{\lambda} R}, \] (20)
and

\[ f = f_0 R^{-\frac{3 \mu}{2 \mu}} , \]

where \( \alpha_0 = \frac{2 \mu}{3 \lambda - 6 \mu - 1} \beta_0 \), \( f_0, \beta_0 \) are integral constants.

4. Cosmological solutions

In this section, to describe the dynamics of the universe, we solve analytically the field equations (11) - (12). To this end, we need to find the explicit dependence of the scale factor \( a \) in terms of the time \( t \). We rewrite Eqs. (11)–(12) as follows

\[
3H^2 + 2\dot{H} = \frac{4\mu(3\lambda - 3\mu - 1)}{(3\lambda - 6\mu - 1)^2} \frac{\dot{R}_{GHL}}{R_{GHL}^2} + \frac{2\mu}{3\lambda - 6\mu - 1} \dot{R}_{GHL} GHL + \frac{2(3\lambda - 1)}{3\lambda - 6\mu - 1} \frac{\dot{R}_{GHL}}{R_{GHL}} GHL + \frac{1}{6\mu} \frac{R_{GHL}}{R_{GHL}^2} H ,
\]

\[
H^2 = \frac{R_{GHL}}{18\mu} - \frac{2\mu}{1 - 3\lambda + 6\mu} \frac{\dot{R}_{GHL}}{R_{GHL}^2} H .
\]

To solve this system we obtain

\[
H = \sqrt{\frac{C_1}{C_2}} \tanh(\sqrt{\frac{C_1}{C_2}} t),
\]

where \( C_1 = \frac{Z}{3\mu + 3\lambda - 1} \), \( C_2 = \frac{(3\lambda - 1)(3\mu - 3\lambda + 1)}{2\mu(3\mu + 3\lambda - 1)} \), or, equivalently,

\[
a = a_0 \left( e^{\sqrt{\frac{C_1}{C_2}} t} + e^{-\sqrt{\frac{C_1}{C_2}} t} \right)^{\frac{1}{C_2}} .
\]

Thus, we have found a general solution to the modified \( f(R) \) Hořava-Lifshitz gravity theory. In general, it represents an expanding cosmological model with a scale factor with grows exponentially.

5. Conclusion

In this work, we analyzed the \( f(R) \) Hořava-Lifshitz gravity model, which is a modification of the original Hořava-Lifshitz model for quantum gravity. We consider the spatially flat FLRW line element to find out what kind of cosmological scenarios are allowed in this modified gravity. Since usually it is very difficult to find analytic solutions to the field equations, we use here the alternative method, which is based on the analysis of the Noether symmetries of a particular effective Lagrangian. In this work, we derive the effective Lagrangian, from the corresponding field equations for the \( f(R) \) Hořava-Lifshitz theory in the presence of spatially flat, isotropic and homogeneous line element.

It turns out that the field equations can be represented as a set of two second-order ordinary differential equations, which can be expressed as one differential equation for different variables so that it can be solved by using the standard method.
of separation of variables. This simple representation allows us to integrate explicitly
the scale factor as well as the Ricci scalar. Both quantities are then explicit functions
of time.

The results presented in this work show that the method of Noether symmetries
can be applied also in the case of the modified $f(R)$ Hořava-Lifshitz gravity model to
derive cosmological solutions. The resulting functions for the scale factor show that
the corresponding universe expands either exponentially. This scenario is possible
in relativistic cosmology so that, in principle, we could compare our results with
observational data from different epochs of the universe evolution. This could be
used to set limits on the values of the parameters that enter the Hořava-Lifshitz
action.
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We propose a novel class of degenerate higher-order scalar-tensor theories as an extension of mimetic gravity. By performing a noninvertible conformal transformation on “seed” scalar-tensor theories which may be nondegenerate, we can generate a large class of theories with at most three physical degrees of freedom. We identify a general seed theory for which this is possible. Cosmological perturbations in these extended mimetic theories are also studied. It is shown that either of tensor or scalar perturbations is generically plagued with ghost/gradient instabilities. See Ref. 1 for more details.
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1. Introduction

When one constructs a field theory with higher derivatives, a guiding principle comes from the theorem of Ostrogradsky\(^2\), which states that any theory described by a nondegenerate higher derivative Lagrangian has unstable extra degrees of freedom (DOFs), i.e., Ostrogradsky ghost. Therefore, a theory without Ostrogradsky ghost, often referred to as a healthy theory, must have a degenerate Lagrangian.

Within (single-field) scalar-tensor theories in four dimensions, the Horndeski theory\(^3\) (or its equivalent formulation known as generalized Galileons\(^4,5\)) provides a basic ground for studying a wide class of such healthy theories having three DOFs, since it is the most general scalar-tensor theory that yields second-order Euler-Lagrange equations. There are further possibilities of healthy theories beyond the Horndeski class, such as Gleyzes-Langlois-Piazza-Vernizzi (GLPV) theories\(^6\) and quadratic/cubic degenerate higher-order scalar-tensor (DHOST) theories\(^7–9\). Those quadratic/cubic DHOST theories form the broadest class of healthy scalar-tensor theories known so far. However, these theories are obtained under the assumption that the Lagrangian depends on up to quadratic/cubic order in \(\nabla_\mu \nabla_\nu \phi\) (hence the name “quadratic/cubic DHOST”), and thus the very boundary of healthy scalar-tensor theories remains unclear.

In light of this situation, we explore the possibility to construct a new class of DHOST theories by use of conformal/disformal transformation of the metric, which has been employed for investigating the relation between the known scalar-tensor models. To this end, we perform a noninvertible conformal transformation on generic scalar-tensor theories that could possess an unwanted extra DOF. Here, the noninvertibility of the transformation is crucial because otherwise the resultant theory could also have an extra DOF\(^10\). Since the formulation of the new theory
can be regarded as an extension of the mimetic gravity model introduced in Ref. 11, we call the theory extended mimetic gravity. We show that these models have at most three DOFs based on Hamiltonian analysis and thus form a broad class of DHOST theories, most of which lie outside the quadratic/cubic DHOST class. We also study the linear stability of cosmological perturbations in our extended mimetic gravity and show that the models obtained in the above explained way generically exhibit the problem of ghost/gradient instabilities.

2. Extended Mimetic Gravity

We start from the following general scalar-tensor theory:

\[ S_{\text{seed}} = \int d^4x \sqrt{-g} \left[ f_2(\phi, X) R + f_3(\phi, X) G^{\mu\nu} \phi_{\mu\nu} + F(g_{\mu\nu}, \phi, \phi_{\mu\nu}) \right] , \quad (1) \]

with \( R \) and \( G_{\mu\nu} \) being the four-dimensional Ricci scalar and Einstein tensor, \( \phi_{\mu} \equiv \nabla_{\mu} \phi \), \( \phi_{\mu\nu} \equiv \nabla_{\mu} \nabla_{\nu} \phi \), and \( X \equiv \phi^{\mu} \phi_{\mu} \). Note that, for a generic choice of the functions \( f_2, f_3, \) and \( F \), the theory yields Ostrogradsky ghost. Using the action of the form (1) as a seed, we perform the following conformal transformation:

\[ g_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} = -X g_{\mu\nu} , \quad (2) \]

Here, \( \tilde{g}_{\mu\nu} \) is identified as the metric in the original frame (1), while \( g_{\mu\nu} \) is now the metric of the new theory, which we call extended mimetic gravity. The transformation (2) is noninvertible as the right-hand side is invariant under conformal transformation of \( g_{\mu\nu} \). As a result, the new theory acquires a local conformal symmetry.

To study whether the so-obtained extended mimetic gravity models possess a problematic extra DOF or not, one needs to perform a Hamiltonian analysis. In doing so, we write the action in the ADM language, which becomes of the form

\[ S_{\text{EMG}} = \int dt d^3x \left[ N \sqrt{\gamma} L_{\text{EMG}} + \Lambda (N A_+ + N^i D_i \phi - \dot{\phi}) \right] , \quad (3) \]

where \( L_{\text{EMG}} \) is some function of \((\gamma_{ij}, R_{ij}, \phi, A_+; V_{ij}; D_i)\). Here, we have defined

\[ V_{ij} \equiv K_{ij} + \frac{\dot{A}_+ - D^i \phi D_i N - N^i D_i A_+}{N A_+} \gamma_{ij} , \quad (4) \]

and introduced an auxiliary variable \( A_+ \) with a Lagrange multiplier \( \Lambda \) so that second-order time derivatives do not appear explicitly in the action. Reflecting the aforementioned local conformal symmetry, \( \dot{\gamma}_{ij} \) and \( \dot{A}_+ \) (namely, \( \dot{\phi} \)) appear only in a special combination \( V_{ij} \). When one proceeds to a Hamiltonian analysis, this relation leads to an additional primary constraint, which turns out to be first class. Thus, it kills the otherwise existing unwanted DOF, leaving only three DOFs. For a more rigorous and detailed analysis, see Ref. 1.
3. Cosmological Perturbations

To see whether the general mimetic theories are phenomenologically viable or not, let us analyze perturbations around the Friedmann-Lemaître-Robertson-Walker (FLRW) background in the mimetic gravity models.

For simplicity, we take the unitary gauge to write $\phi = t$ and impose the constraint $X = -1$ which fixes the conformal gauge DOF. As a consequence, any function of $(\phi, X)$ can be regarded as a function of $t$ only. We also have $N = 1$ since $X$ is written in terms of $N$ as $X = -1/N^2$ in the unitary gauge. Under this setup, the action can be recast in the following form:

$$S_{EMG} = \int dt d^3x \sqrt{\gamma} \left[ \left( f_2 - \frac{1}{2} f_3 \right) R + F(t, K_1, K_2, \ldots, K_\ell) \right],$$

where $F$ is some function of $t$ and $K_n \equiv K_1 K_2 \cdots K_n$ ($n = 1, 2, \cdots, \ell$). It is useful to define the first and second derivatives of $F$ respectively as

$$F_n \equiv \frac{\partial F}{\partial K_n}, \quad F_{mn} \equiv \frac{\partial^2 F}{\partial K_m \partial K_n}.$$  \hspace{1cm} (6)

Now we substitute the following metric ansatz to the action (5),

$$N = 1, \quad N_i = \partial_i \chi, \quad \gamma_{ij} = a^2 e^{2\zeta} \left( \delta_{ij} + h_{ij} + \frac{1}{2} h_{ik} h_{jk} + \cdots \right),$$

where $\chi$ and $\zeta$ are scalar perturbations and $h_{ij}$ denotes a transverse-traceless tensor perturbation. The background EOM is given by

$$\dot{\mathcal{P}} + 3H\mathcal{P} - F = 0, \quad \mathcal{P} \equiv \sum_{n=1}^{\ell} n H^{n-1} F_n,$$  \hspace{1cm} (8)

where $H \equiv \dot{a}/a$ is the Hubble parameter and $F_n$ are evaluated at the background, $K_n = 3H^n$. This equation will be used to simplify the expressions of the quadratic actions for the tensor and scalar perturbations below.

The quadratic action for the tensor perturbation $h_{ij}$ is given by

$$S^{(2)}_T = \int dt d^3x \frac{a^3}{4} \left[ Bh_{ij}^2 - \mathcal{E} \left( \frac{\partial h_{ij}}{a} \right)^2 \right],$$  \hspace{1cm} (9)

where

$$B \equiv \sum_{n=2}^{\ell} \frac{n(n-1)}{2} H^{n-2} F_n, \quad \mathcal{E} = f_2 - \frac{1}{2} f_3.$$  \hspace{1cm} (10)

The tensor perturbations are stable if $B > 0$ and $\mathcal{E} > 0$.

The quadratic action for the scalar perturbations $\zeta$ and $\chi$ is

$$S^{(2)}_S = \int dt d^3x a^3 \left[ \frac{3}{2} (3\mathcal{A} + 2\mathcal{B}) \zeta^2 + 2\mathcal{E} \left( \frac{\partial \zeta}{a} \right)^2 ight. \right.$$

$$\left. + \frac{1}{2} (3\mathcal{A} + 2\mathcal{B}) \left( \frac{\partial^2 \chi}{a^2} \right)^2 - (3\mathcal{A} + 2\mathcal{B}) \left( \frac{\partial^2 \chi}{a^2} \right)^2 \right],$$

where

$$\mathcal{A} = \frac{1}{2} (f_2 - f_3), \quad \mathcal{B} = \sum_{n=2}^{\ell} \frac{n(n-1)}{2} H^{n-2} F_n, \quad \mathcal{E} = f_2 - \frac{1}{2} f_3.$$  \hspace{1cm} (11)
where

\[ A \equiv \sum_{m=1}^{\ell} \sum_{n=1}^{\ell} m n H^{m+n-2} F_{mn}. \]  

Provided that \( A + 2B \neq 0 \), \( \chi \) can be eliminated from the action by use of its EOM. Then, we are left with the following quadratic action for curvature perturbation:

\[ S^{(2)}_S = 2 \int dt d^3 x a^3 \left[ \frac{B(3A + 2B)}{A + 2B} \dot{\zeta}^2 + \mathcal{E} \left( \frac{\partial_\kappa \zeta}{a^2} \right)^2 \right]. \]

Written in this form, one notices that the stability condition for the tensor perturbations, \( \mathcal{E} > 0 \), is not compatible with the stability for the scalar perturbation, \( \mathcal{E} < 0 \). This indicates that either of the tensor or scalar perturbations exhibits gradient instabilities, even if one circumvents ghosts by choosing the coefficients in front of the time derivative terms in Eqs. (9) and (13) to be positive.

One would notice that if \( B(3A + 2B)(3A + 2B) = 0 \) then the scalar perturbations appear to be nondynamical. This is indeed the case if we choose a Horndeski (or GLPV) theory as seed, where \( A + 2B = 0 \). In this case, it is important to take into account the presence of matter fields other than \( \phi \) to discuss the viability of mimetic cosmology. If another scalar field \( \psi \) is added to the seed Lagrangian, one can show that the scalar perturbations revive, i.e., there are now two scalar DOFs, and one of them is a ghost.

Thus, we have established that all the mimetic gravity models with three DOFs obtained so far are plagued with ghost/gradient instabilities on a cosmological background (except for the special case of strongly-coupled scalar perturbations). More detailed discussion is found in Ref. 1 (see also Ref. 12).
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1. Introduction

Equations of motion for a matter field (e.g. an electromagnetic potential) are always incomplete in the sense that the coefficients in these equations, which are functions of the geometric field to which the matter field couples, are not determined. General relativity, in its essence, closes Maxwell’s equations by providing dynamic equations for the metric tensor. The gravitational closure programme provides a prescription for performing this closure for any kind of matter theory subject to a few conditions. Applying a perturbative variant of this procedure to a certain generalization of Maxwell electrodynamics which does not exclude vacuum birefringence a priori has been shown to yield gravitational field equations that predict the dynamics of these birefringent perturbations.

2. Birefringent electrodynamics

The most general theory for an electrodynamic potential has been derived by Hehl and Obukhov in Ref. 3 from the principles of conservation of electric charge and magnetic flux and a linear constitutive law. Instead of the usual metric tensor $g$ from Maxwell electrodynamics, the potential couples to a rank 4 tensor field $G$ with symmetries

$$0 = G^{(ab)cd} = G^{ab(cd)} = G^{abcd} - G^{cdab}$$

via the action

$$S[A, G] = \int d^4 x \, \omega_G \, G^{abcd} F_{ab} F_{cd},$$

where $F = dA$ denotes the electromagnetic field strength and $\omega_G$ a 1-density built from $G$. This theory is called General Linear Electrodynamics (GLED). Maxwell
electrodynamics is recovered by setting $G^{abcd} = g^{ac}g^{bd} - g^{ad}g^{bc} - \sqrt{-g}e^{abcd}$ and 
$\omega_G = \frac{1}{\sqrt{-g}}G^{abcd} = \sqrt{-g}$.

A very distinctive property of GLED is the causality of the field equations:
While wave covectors in the WKB limit of Maxwell electrodynamics are selected 
by the causality condition $0 = P(k) = g(k,k)$, which is a homogeneous polynomial 
of degree two, the causality condition of GLED is of degree four.\footnote{This allows for 
more roots of $P$ which introduces the possibility of a polarization-dependent speed 
of light — birefringence in vacuo.}

3. Gravitational closure of weakly birefringent electrodynamics

While the gravitational closure procedure is fully laid out, it remains very difficult to 
follow through because the problem boils down to a set of infinitely many homoge-
neous first-order PDEs. There is, however, a way around this obstacle: Perturbative 
gravitational closure, which is only concerned with gravitational dynamics of small 
perturbations of the geometric field. This is also the sector of great phenomenologi-
cal relevance, because corrections to Einstein gravity and field theories coupling to 
the geometry should — if present at all — be rather minute.

In Ref. 2, the perturbative gravitational closure procedure has been applied to 
perturbations $H$ of the GLED geometry $G$,

$$G^{abcd} = \eta^{ac}\eta^{bd} - \eta^{ad}\eta^{bc} - \epsilon^{abcd} + H^{abcd}, \quad (3)$$

which results in a 11-parameter family of field equations for the perturbation $H$, 
where $H$ has been gauge-fixed and decomposed according to a $3+1$ split into a set of spatial fields (greek indices being spatial indices from 1 to 3, raised and lowered 
at will with the spatial part $\gamma$ of $\eta$):

**transverse traceless (tt) tensor modes** $U_{\alpha\beta}, V_{\alpha\beta}, W_{\alpha\beta}$ satisfying

$$0 = U_{[\alpha\beta]}, \quad 0 = \partial_\alpha U^{\alpha\beta} \quad \text{and} \quad 0 = \gamma_{\alpha\beta}U^{\alpha\beta}, \quad (4)$$

**solenoidal vector modes** $U_\alpha, W_\alpha, B_\alpha$ satisfying

$$0 = \partial_\alpha U^\alpha, \quad W_\alpha, B_\alpha \quad \text{similar}, \quad (5)$$

**scalar modes** $V, W, \tilde{U}, \tilde{V}, A$.

Einstein gravity corresponds to the sector where only $U_{\alpha\beta}, B_\alpha, \tilde{U},$ and $A$ are 
non-zero. In the following sections, we will solve the field equations for two prototypical matter distributions: The inertial point mass, which yields corrections to
4. Inertial point mass source

An inertial point mass resting at the spatial origin of a coordinate chart is described by the world line

\[ \gamma^a(\tau) = \tau \delta^a_0 \] (6)

and produces a contribution of \(-M\delta^{(3)}(x)\) in the equation of motion which corresponds to the variation of the action with respect to \(A\). Since the matter distribution (6) is stationary, we may restrict our attention to stationary solutions for the gravitational field by setting all time derivatives to zero. In this setup, the field equations for \(t\) and solenoidal vector modes are homogeneous and yield

\[ 0 = T_{\alpha\beta} \quad \text{for all } tt \text{ modes,} \] (7)

\[ 0 = V_{\alpha} \quad \text{for all solenoidal vector modes.} \] (8)

The field equations for the scalar modes read

\[ 0 = \sigma_1 \Delta V + \sigma_2 \tilde{U} + \sigma_4 \tilde{V} - 4 \sigma_2 A, \]

\[ 0 = \sigma_4 \Delta V + \sigma_5 V + \sigma_6 \Delta W + \sigma_7 W + (-3 \sigma_1 + \sigma_2) \tilde{U} + (-9 \sigma_1 + 3 \sigma_2) \tilde{V} + (-12 \sigma_1 + \sigma_2) A, \]

\[ 0 = \sigma_6 \Delta V + \sigma_7 V + \sigma_8 \Delta W - \sigma_5 W, \]

\[ 0 = (-2 \sigma_1 + 2 \sigma_2 - 2 \sigma_3) \Delta \Delta V - 2 - 3 \sigma_3 \Delta \tilde{U} + \sigma_9 \Delta \tilde{V} + \sigma_{10} \tilde{V} + (4 \sigma_2 + 4 \sigma_3) \Delta A, \] (9)

\[ -M = (-4 \sigma_1 + 8 \sigma_2) \Delta \Delta V + 4 \sigma_2 \Delta \tilde{U} + (6 \sigma_2 + 2 \sigma_3) \Delta \tilde{V}, \]

where the constants \(\sigma_i\) denote combinations of the 11 independent gravitational constants. The general solution of this system admits the form

\[ V(x) = \frac{M}{4\pi r}[G_1 + G_2 f_\nu(r) + G_3 f_\rho(r)] \]

\[ W(x) = \frac{M}{4\pi r}[G_4 + G_5 f_\nu(r) + G_6 f_\rho(r)] \]

\[ \tilde{U}(x) = \frac{M}{4\pi r}[G_7 + G_8 f_\nu(r) + G_9 f_\nu(r) + G_{10} f_\rho(r)] \]

\[ \tilde{V}(x) = \frac{M}{4\pi r}[G_{11} f_\nu(r)] \]

\[ A(x) = \frac{M}{4\pi r}[G_{12} + G_{13} f_\nu(r) + G_{14} f_\nu(r) + G_{15} f_\rho(r)] \] (10)
with functions

\[ f_\alpha(r) = \begin{cases} \cos(\sqrt{-\alpha}r) & \alpha < 0 \\ e^{-\sqrt{\alpha}r} & \alpha \geq 0 \end{cases} \quad (11) \]

and constants \( G_i, \mu, \nu, \rho \) depending on the 11 gravitational constants.\(^a\)

The solutions (10) can be regarded as corrections to the linearized Schwarzschild solution of Einstein gravity, which in the context of GLED reads

\[ V = 0, \quad W = 0, \quad \tilde{V}(x) = 4\kappa \frac{M}{4\pi r}, \quad \text{and} \quad A(x) = \kappa \frac{M}{4\pi r}. \quad (12) \]

If (10) shall only introduce short-ranging Yukawa corrections — instead of long-ranging Coulomb corrections —, the constants \( G_1 \) and \( G_4 \) must vanish and the ratio \( G_7/G_{12} \) must be equal to 4. These conditions are satisfied by only one condition on the 11 independent gravitational constants and greatly simplify the form of (10) to

\[ V(x) = 0, \quad W(x) = 0, \quad \tilde{U}(x) = \frac{M}{4\pi r} [\alpha + \beta e^{-\sqrt{\mu}r}], \quad \tilde{V}(x) = \frac{M}{4\pi r} \gamma e^{-\sqrt{\mu}r}, \quad A(x) = \frac{M}{4\pi r} [\frac{1}{4}\alpha - \frac{1}{4}(\beta + 3\gamma)e^{-\sqrt{\mu}r}]. \quad (13) \]

Arriving at (13) concludes — perturbatively and only for this special matter distribution — the gravitational closure programme for a theory of electrodynamics with vacuum birefringence. The result is a prediction of where and how non-metric refinements are produced by an inertial point mass, depending on 4 unknown gravitational constants. The ramifications of such refinements have been investigated both on the astronomic scale for e.g. galaxy rotation curves\(^4\) as well as on the quantum scale for quantum electrodynamics\(^5\). Experimental tests based upon these studies could now, in principle, provide approximations or bounds for the unknown parameters in (13).

5. Vacuum solutions

In the case of a spacetime with no matter content, the gravitational field equations are a system of coupled homogeneous wave equations with mass and damping terms. A very critical property of the solutions of this system can be examined by calculating the complex eigenvalues of the time evolution: the stability of solutions

\(^a\)This is the result for one of two cases which have to be considered, depending on the exact values of the gravitational constants. The solution in the other case contains products of exponential and trigonometric functions of \( r \), but the discussion below and especially the result (13) remain the same.
with respect to small variations of the initial data. Stability in this sense is guaranteed if and only if the real part of each eigenvalue is non-positive. Because we are interested in investigating the sector of the theory which produces only small phenomenological refinements to Einstein gravity, we implement this stability conditions and find that the remaining 10 gravitational constants must satisfy two additional conditions.

Furthermore, for propagating gravitational fields it is desirable that the causality condition in the WKB limit coincides with the Minkowski causality condition $\eta(k, k) = 0$. Otherwise, consistent co-evolution of gravitational and electrodynamic fields as proposed by the gravitational closure programme would not be possible. This imposes one further condition on the gravitational constants. With this final condition implemented, we arrive at a 7-parameter family of gravitational field equations which in vacuo simplify to

one massless wave equation

$$0 = \Box U_{\alpha\beta},$$

massive wave equations

$$0 = \Box V_{\alpha\beta} + mV_{\alpha\beta} = \Box W_{\alpha\beta} + mW_{\alpha\beta},$$

$$0 = \Box U_{\alpha} + mU_{\alpha} = \Box W_{\alpha} + mW_{\alpha},$$

$$0 = \Box V + mV = \Box W + mW,$$

$$0 = \Box \tilde{V} + m_S \tilde{V},$$

constraint equations

$$B_{\alpha} = -\frac{1}{2} \dot{U}_{\alpha},$$

$$\ddot{\tilde{U}} = -\frac{1}{3} \Delta V - \frac{\sigma + 3}{2} \tilde{V},$$

$$A = \frac{1}{4} \ddot{\tilde{V}} + \frac{1}{4} \frac{\sigma - 3}{2} \tilde{V},$$

with three combinations of gravitational constants: a mass $m$, a second mass $m_S$ for the scalar mode $\tilde{V}$, and $\sigma$. Comparing this result with the vacuum equation for Einstein gravity,

$$0 = \Box U_{\alpha\beta} + \text{constraint equations},$$

we immediately see that the metrically inducible mode $U_{\alpha\beta}$ still obeys a massless wave equation, while all non-metric modes evolve according to massive wave equations. This fact has a great impact on the phenomenology of the non-metric corrections: In e.g. binary systems, massive modes are only produced above a certain threshold and disperse during their propagation. That is, both the generation as well as the detection of these modes will be suppressed, depending on the exact values of the gravitational constants.
It is remarkable that, in addition to the one metric and two non-metric tt modes, also solenoidal vector modes and scalar modes propagate. This introduces new ways a gravitational wave can affect test matter, which is seen by calculating the geodesic deviation of dust spheres: a tt mode propagating in \( z \)-direction deforms geodesic spheres in \( x \)- and \( y \)-direction in a volume preserving way. A trace-free scalar mode propagating in the same direction, on the other hand, would lead to volume-preserving oscillations in \( z \)- and both lateral directions — exhibiting qualitatively completely new behaviour, which is quantitatively suppressed by the unknown mass. Pure trace modes also introduce a new quality as they make the whole volume of a geodesic sphere oscillate.

How these modes can be generated has been studied in Ref. 6 for non-gravitationally bound systems, because emission of gravitational waves from a gravitationally bound system is a second order effect which requires knowledge of the gravitational theory to this order. Currently, two different approaches\(^7\) for obtaining the second order of the gravitational theory consistent with GLED are being pursued. Their results will fill this gap and eventually allow to answer the question: What would the non-metric refinements to emission, propagation and detection of gravitational waves be if the vacuum was birefringent?
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The constructive gravity program demands to derive the dynamics for the background geometry of some prescribed matter theory as the solution of a set of partial differential equations – so called gravitational closure equations – whose coefficient functions can be calculated directly from the prescribed matter action. Finding general solutions to the closure equations is hard to achieve in practice. A suitable symmetry reduction of the constructive gravity program will be demonstrated that allows to insert symmetries directly into the closure equations. Using cosmological symmetries – spatial homogeneity and isotropy – enables one to derive the Friedmann equations without Einstein equations for Maxwell electrodynamics as matter input. Studying general linear electrodynamics as a refined matter input, the way towards refined Friedmann equations is laid out.
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1. Constructive gravity

Combining the standard model of particle physics with general relativity and comparing them to astrophysical measurements on the energy content of the universe shows a discrepancy; only up to five percent of the universe are actually described by the standard model of particle physics and general relativity in their current form. The remaining 95 percent are attributed to dark matter and dark energy for which no satisfying theoretical model exists until today\(^1\). This discrepancy strongly indicates that there is something significant that we do not understand about matter, gravity, or their interaction.

In recent years, the constructive gravity program has provided new insights and understanding of the interaction of gravity and matter\(^2\). Its central tenet is that the gravitational Lagrangian can – and then must – be derived from a prescribed matter action by solving an immutable set of linear partial differential equations, the so called gravitational closure equations, whose coefficient functions depend on the specified matter theory in a simple way. The key physical requirement for the constructive gravity program to work is that the common canonical evolution of data between initial and final data hypersurfaces proceeds in lockstep for both matter and geometry.

A crucial check of the program, namely that using the Lagrangian of the standard model as the matter input yields the Einstein-Hilbert Lagrangian as the unique two-parameter solution of the gravitational closure equations, is passed with flying colours. The scope of the constructive gravity program reaches far beyond the standard model. In fact, for any matter theory that satisfies basic well-posedness and energy conditions, the solution of the associated closure equations yields the
Lagrangian governing the dynamics of whatever (multi-)tensorial background geometry is employed in the formulation of the matter theory. In short, any such matter action, even if a severe modification or extension of the standard model, predicts the suitable gravity theory that must underpin it.

This sheds a new light on the great variety of proposals for modifications and extensions of the standard model. It is useful to spell this out for a physically meaningful modification of the electromagnetic sector of the standard model of particle physics, which replaces Maxwell theory by what is variably called general linear, premetric or area metric electrodynamics. This is the most general theory of electrodynamics with linear field equations that arises from an action. Its action is given by

$$S_{GLED} = -\frac{1}{8} \int d^4 x \omega_G F_{ab} F_{cd} G^{abcd},$$  \hspace{1cm} (1)

where $F$ is the usual electromagnetic field tensor for the gauge potential $A$ and $\omega_G$ a scalar density of weight one built from the background geometry encoded in the fourth rank tensor field $G$. This theory of electrodynamics allows for birefringence in vacuum, an effect that is excluded by construction in Maxwell-Einstein theory. Were one not to provide dynamics for the more general background geometry $G$, the latter would have to be described by hand. This would require to already know whether and how this background geometry would deviate from a metric-induced background of the form

$$G^{abcd} = g^{ac} g^{bd} - g^{ad} g^{bc} - \sqrt{-\det g} \epsilon^{abcd}.$$  \hspace{1cm} (2)

Of course, constructive gravity relieves us from such tinkering, since the gravitational closure equations associated with (1) yield the dynamics for $G$ that allow to predict, rather than stipulate, where the background geometry $G$ takes which values. Closing the matter action by addition of the thus obtained gravitational action then provides the suitable refinement of the Einstein-Maxwell action as it is demanded by dropping the par-force exclusion of vacuum birefringence. This is of course just exactly what constructive gravity is about: learning about the gravitational implications of modifications of the matter theory, which sometimes are nil and more often not (even in cases where intuitive reasoning would suggest no implication for gravity).

2. Symmetry-reduced constructive gravity

While it is clear from a theoretical point of view that solving the closure equations yields the desired gravitational Lagrangian, it is at best difficult to do so in practice. Even if one were able to find a general solution to the closure equations, one would not find general solutions to the resulting gravitational field equations, just as in case of the Einstein equations. The way around this, for the purpose of cosmology, is to implement the assumed cosmological symmetries already at the level of the
closure equations rather than later at the level of the gravitational field equations. One can visualize the situation as in figure 1.

![Diagram](image)

Fig. 1. Key idea of the symmetry reduction in the constructive gravity program. Diagram commutes if symmetric criticality is satisfied\(^5\).

This diagram only commutes if implementing a symmetry at the level of an action or even before – in the closure equations – produces the correct symmetric field equations\(^a\). Fels and Torre investigated this question of symmetric criticality\(^5\) and derived sufficient conditions for when one may impose a symmetry already at the level of an action (only the simplest of which is if the symmetry group is compact).

With this being a sufficient criterion, also symmetries stemming from non-compact group can be inserted properly into the closure equations. In the case of spatial homogeneity and isotropy, one is left with three different topologies for the symmetric spatial hypersurfaces. Only the case of 3-spheres (closed cosmology) originates from a compact symmetry group. In this work, we will stick with flat cosmology and choose flat planes as the spatially homogeneous and isotropic hypersurfaces. Still, as shown in 3, checking the viability of the symmetry reduction with Maxwell electrodynamics as matter input, produces the correct Friedmann equations with a non-compact underlying symmetry group. Once this is established, attention will turn towards finding the refined Friedmann equations for a universe with general linear electrodynamics in section 4.

3. Cosmological closure of Maxwell electrodynamics

Because it is clear that the Friedmann equations are the symmetry-reduced version of the Einstein equations which, in the philosophy of constructive gravity, arise from Maxwell electrodynamics as matter input into the associated closure equations, we employ precisely this standard case as a proof of principle. Apart from providing this proof of concept, the interesting insight is that constructive gravity allows to obtain the two Friedmann equations without using the Einstein equations.

\(^a\)This is not guaranteed a priori. Imagine the situation in classical mechanics. Variation of the action is comparing possible curves with respect to each other and choosing the one making the action stationary. By inserting a symmetry into the action, one compares curves obeying the symmetry – in general fewer than before. By comparing fewer candidate curves, one can produce fake solutions compared to the full setting with symmetry applied in the equations of motion.
In order to identify the form of a Lorentzian metric with spatial homogeneity and isotropy, one solves the Killing condition

$$(\mathcal{L}_K, g)^{ab} = 0$$

with six Killing vector fields generating this symmetry\(^4,6,7\). As already mentioned above, we choose flat planes as the spatial hypersurfaces. This allows to write the resulting metric in a simple form

$$g^{ab} = \text{diag} \left( \frac{1}{N^2(t)}, -\frac{1}{a^2(t)}, -\frac{1}{a^2(t)}, -\frac{1}{a^2(t)} \right)^{ab}$$

with the usual scale factor \(a(t)\) and a time-dependent lapse function \(N\) in an ADM split. Now, an important technical step in the constructive gravity enters the symmetry reduction – namely the introduction of the actual geometric degrees of freedom \(\varphi^A\)\(^b\). The spatial metric \(g\) can be expressed in terms of the actual degrees of freedom by virtue of a linear map \(\hat{g}^{\alpha\beta}(\varphi^A) = I^{\alpha\beta}_A \varphi^A\) with a constant matrix \(I^2\). The resulting gravitational action and its Lagrangian are then built from the actual d.o.f. \(\varphi^A\). Another crucial step is the expansion of the gravitational Lagrangian

$$\mathcal{L}^{\text{grav}} = \sum_{N=0}^{\infty} C_{A_1 \ldots A_N} [\varphi^A] k^{A_1} \ldots k^{A_N}$$

in terms of generalized velocities \(k^A\) and expansion coefficients \(C_{A_1 \ldots A_N}\) which are functionals of the actual geometric d.o.f.s and which the closure equations are solved for.

After symmetry reduction, the symmetry-reduced expansion coefficients \(C_{A_1 \ldots A_N}^\text{symm}\) only depend on the scale factor \(a(t)\) which is the only freedom left in flat cosmology. The derivative of a symmetric expansion coefficient can be expressed via a chain rule,

$$C_{A_1 \ldots A_N}'(a) = \frac{\partial C_{A_1 \ldots A_N}}{\partial \varphi^A} (\varphi^B(a)) \frac{\partial \varphi^A}{\partial a}$$

The derivatives \(\frac{\partial C_{A_1 \ldots A_N}}{\partial \varphi^A}\) also appear in the gravitational closure equations. The task is now to evaluate the closure equations on symmetric configurations, that is evaluate all equations by setting \(\varphi^A = \varphi^A(a)\) and then compute expressions for the derivatives \(\frac{\partial C_{A_1 \ldots A_N}}{\partial \varphi^A}\). For each expansion coefficient, this can be calculated in several pages and the procedure will not be presented in this brief article. One ends up at ordinary differential equations for every coefficient. Solving them and

\(^b\)The motivation for introducing actual degrees of freedom stems from the necessity to encode all symmetry conditions and constraints arising from the ADM split into a set of independent variables. For the refined geometry \(G\) appearing in (1), performing an ADM split gives rise to non-linear constraints on the spatial geometry\(^2\). Introducing a suitable parametrization in terms of the actual geometric d.o.f. takes care of these constraints.
plugging all results together, one ends up at an action of the form

\[ S_{\text{cosmo}} = \int dt \left( \frac{\Lambda}{8\pi G} N a^3 + \frac{3}{8\pi G} \frac{\dot{a}^2}{N} \right), \]  

(7)

with two integration constants – the cosmological and the gravitational constant.

In order to complete the symmetry reduction, a suitable matter source has to be determined by applying the Killing condition to the energy momentum tensor

\[ T_{ab} := -2 \sqrt{-\det g} \frac{\delta S_{\text{matter}}}{\delta g^{ab}}. \]  

(8)

This tensor then has diagonal form with only two functions of time remaining which can be identified as energy density \( \rho \) and pressure \( p \) of a perfect fluid in analogy to standard theory. By variation of the total action

\[ S_{\text{total}} = S_{\text{cosmo}} + S_{\text{matter}} \]  

(9)

with respect to lapse and the scale factor, the two Friedmann equations known from standard cosmology are recovered – without using the Einstein equations at any point. This successful proof of principle serves as the starting point for a symmetry reduction of the closure equations associated to general linear electrodynamics.

4. Cosmological closure of general linear electrodynamics

The background geometry of general linear electrodynamics is the fourth rank tensor field \( G \) for which the Killing condition reads

\[ (\mathcal{L}_K G)^{abcd} = 0. \]  

(10)

Using the six Killing vector fields that describe spatial homogeneity and isotropy, one now finds two scale factors \( a(t) \) and \( c(t) \) besides the lapse \( N(t) \).

Proceeding with the symmetry reduction of the constructive gravity program as in the previous case, one now obtains two partial differential equations

\[ \frac{\partial C_{A_1 \ldots A_N}}{\partial a} = \frac{\partial C_{A_1 \ldots A_N}}{\partial \varphi^A} (\varphi^B(a,c)) \frac{\partial \varphi^A}{\partial a}, \]

\[ \frac{\partial C_{A_1 \ldots A_N}}{\partial c} = \frac{\partial C_{A_1 \ldots A_N}}{\partial \varphi^A} (\varphi^B(a,c)) \frac{\partial \varphi^A}{\partial c}, \]  

\( \forall N \geq 0 \)

The procedure is exactly the same as in the previous case. Evaluate the closure equations by setting \( \varphi^A = \varphi^A(a,c) \) everywhere to obtain expressions for the derivatives \( \frac{\partial C_{A_1 \ldots A_N}}{\partial a} \) and solve the two PDEs for every expansion coefficient. The general setting of the coefficient functions of the closure equations is more involved here.

For instance, one coefficient function vanishes when setting \( \varphi^A = \varphi^A(a,c) \); first taking derivatives of this coefficient and setting \( \varphi^A = \varphi^A(a,c) \) after that, produces non-vanishing components. This fact requires to also consider derivatives of the closure equations which are evaluated on \( \varphi^A = \varphi^A(a,c) \) after having taken the derivative of the full equation. These calculations are very extensive and currently,
we are working on an automation using computer algebra. The first coefficient $C$ of the expansion (5) of the gravitational Lagrangian is already determined; it is necessary to evaluate the closure equations ($C1$) and the derivative with respect to the geometric degrees of freedom $\varphi^A$ of ($C1$) and ($C5$) in the current numbering. One then finds that $C$ takes the form

$$C = K_0 a^3 c^{-9}$$

with $K_0$ a constant of integration.

Once all expansion coefficients are calculated, the cosmological action can be constructed from them. It is straightforward to generalize the concept of the energy momentum tensor to refined spacetime geometries and especially the tensor field $G^{4,6}$. As there are now two scale factors, we will obtain three refined Friedmann equations by variation with respect to the lapse function and the two scale factors – but only once the cosmological action is calculated.

5. Conclusions and Outlook

In this article, it was demonstrated that a suitable symmetry reduction of the constructive gravity program allows to derive Friedmann equations directly from Maxwell electrodynamics. Refined Friedmann equations follow from general linear electrodynamics as matter input once the involved evaluation of the symmetry-reduced gravitational closure equations is completed. Besides, studying the three independent components of the gravitational source tensor have to be studied more closely and a physical interpretation of a perfect fluid in a spacetime with general linear electrodynamics is needed. Once the refined Friedmann equations have been obtained, one can complement them with an equation of state and derive solutions. With these solutions, comparisons and predictions such as the age of the universe can be made. This is work in progress.
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1. Introduction

In this manuscript, we will discuss a few aspects of spacetime geometry relevant to quantum gravity. In Sec.2, we will discuss the construction of covariant derivative operator in quantum gravity. In this article, we will deal with only affine connections and denote general affine connections by affine connections or connection coefficients. We will find it is more perceptive to use affine connections more general than metric compatible connections in quantum gravity. We will use the canonical quantization procedure and the Arnowitt-Deser-Misner (ADM) formalism to show this. This is valid irrespective of the presence and nature of sources. This is a general mathematical issue which will be there, in a theory of quantum gravity which is not a quantum field theory in a fixed background, provided some components of metric can be taken as independent variables in a neighborhood of the spacetime manifold. This can be done around any regular point of the spacetime manifold. We will also use the general metric-metric commutators to illustrate this issue.

2. Quantum Gravity and Covariant Derivatives

We now consider quantization of gravity by using the canonical quantization procedure. Canonical quantization is important to find the particle spectrum when we quantize a classical theory. In the canonical quantization of gravity, metric becomes operator on a Hilbert space. We represent such operators by carets. Affine connections present in the covariant derivatives act on the tensor operators and we represent them also by the symbols: $\hat{\Theta}_\mu^\nu$. Affine connections will contain components of metric and their spacetime derivatives and also other fields as evident from the previous discussions.
In a Hamiltonian formulation, the induced metric on a set of constant time surfaces is used as dynamical variable. The induced metric on a set of constant time surfaces is given by:

\[ h_{\mu\nu} = g_{\mu\nu} + n_\mu n_\nu \]  

(1)

where \( n_\mu \) is the unit normal to the constant time surfaces. An expression for conjugate momenta is given by Eq.(4). We presently use the symbols \( \hat{h}, \hat{\pi} \) to denote the corresponding collection of canonical operators. In general, the Levi-Civita connections contain metric and time derivative of metric components and hence, will depend on the canonical conjugate variables \( (\hat{h}, \hat{\pi}) \). We now express covariant derivative operator in the following form:

\[ \hat{\nabla}_\mu \hat{A}_\nu = [\partial_\mu - \hat{\Gamma}^\alpha_{\mu\nu}(\hat{\pi}, \hat{h})] \hat{A}_\alpha = [\partial_\mu - \hat{\Gamma}^\alpha_{\mu\nu}(\hat{\pi}, \hat{h})] \hat{A}_\alpha \]

Here, \( \hat{\Gamma}^\alpha_{\mu\nu} \) are operator versions of the Levi-Civita connections. We adopt the following operator ordering in connection coefficients. Whenever there appears a product between partial derivatives of metric and metric itself, the partial derivative is kept as the first term and metric is kept as the second term. The ordering of the operators \( (\hat{h}, \hat{\pi}) \) in \( \hat{\Gamma}^\alpha_{\mu\nu} \) is given to be the same as that written in the above equation, i.e., \( \hat{h} \) is kept as the successor of \( \hat{\pi} \).

We next consider the operator: \( q^\mu \hat{\nabla}_\mu q^\nu \), where \( q^\mu \) is a vector field acting as \( q^\mu \hat{I} \) on the Hilbert space. This operator contains canonical conjugate pairs of variables when we choose affine connections to be given by the Levi-Civita connections. In this case, we will have the following expression:

\[ [q^\mu \hat{\nabla}_\mu q^\nu] |\Psi\rangle \neq 0 \]  

(2)

remaining valid in a given state \( |\Psi\rangle \) with an arbitrary well-behaved vector field \( q^\mu \). We will not have a complete set of states for which the expectation value of the operator in the l.h.s is zero with negligible fluctuations for all well-behaved vector fields. This will be valid only in the classical limit, and is a subject similar to the familiar Ehrenfest’s theorems in non-relativistic quantum mechanics. Similar discussions will remain valid even if we choose affine connections to be given by more general expressions. In general, affine connections will contain canonical pairs of variables from metric sector to have proper classical limit of the Levi-Civita connections, and the concept of geodesics will not remain exact for all vector fields in a quantum state. This will also remain valid for parallel transport and the notion of parallel transport is not exact in a quantum theory of gravity. This is expected and indicates that we can use affine connections more general than the metric compatible connections even in free quantum gravity.

We now consider the metric compatibility conditions. The metric compatibility conditions are to be replaced by the operator identity: \( \hat{\nabla}_\mu [\hat{g}_{\alpha\beta}] = 0 \). The action of \( \hat{\nabla}_\mu [\hat{g}_{\alpha\beta}] \) on any state is zero if connection operators are given by the Levi-Civita connection operators and we choose the operator ordering same as that mentioned
Here, we always keep metric operators as the successors of the partial derivatives of themselves. The same will also remain valid for $\hat{\nabla}'_{\mu} \hat{g}_{\alpha\beta}$. Here, $\hat{g}_{\alpha\beta}$ will be kept at the right of the Levi-Civita connections. We also define the contravariant components of metric as: $\hat{g}_{\alpha\kappa} \hat{g}_{\kappa\beta} = \delta^{\alpha}_{\beta}$. This ordering leads to the operator identity:

$$\hat{\nabla}'_{\mu} \hat{g}_{\alpha\beta} = 0$$

irrespective of the ordering of $(\hat{h}, \hat{\pi})$ chosen in the partial derivatives of metric components. However, the operator version of metric compatibility conditions need not be consistent with a canonical quantization condition. We will demonstrate this in the following.

As mentioned above, in a Hamiltonian formulation we use induced metric on a set of constant time surfaces as dynamical variable. Thus, $g_{\mu\nu}$ is replaced by:

$$h_{\mu\nu} = g_{\mu\nu} + n_{\mu} n_{\nu}$$

Here, $n_{\mu}$ is given by $(-N, 0, 0, 0)$, $N$ being the lapse function. The contravariant $n^\mu$ is given by: $\frac{1}{N}(1, -N^1, -N^2, -N^3)$; where $N^i$ are the shift functions. We have: $g_{00} = N_k N^k - N^2$, $g_{0i} = N_i$ and $N_i = g_{ij} N^j$. The induced metric on the constant time surfaces coincide with the spatial part of $g_{\mu\nu}$ which are expressed as $g_{ij}$. These fields are taken to dynamical variables in general relativity and we have the following Poisson brackets:

$$\{g_{ij}(t, \vec{x}), \pi^{kl}(t, \vec{y})\} = \delta^k_i \delta^l_j [\delta(\vec{x}, \vec{y})]$$

(3)

Where, $\vec{x}$ refers to the spatial coordinates and the Poisson bracket is evaluated at equal time. The delta function is defined without recourse to metric. The conjugate momentum is a spatial tensor density and is given by:

$$\pi_{pl} = -\sqrt{|g_{ij}|} (K_{pl} - Kg_{pl})$$

(4)

Where $|g_{ij}|$ is the determinant of the spatial metric, $K_{pl} = -\nabla'_{\rho} n_{l}$ is the extrinsic curvature of the spatial sections, $g^{pl}$ is the inverse of $g_{pd}$ and $K$ is the trace of the extrinsic curvature taken w.r.t $g_{ij}$. We can also define the Poisson brackets for the lapse and shift functions although their conjugate momenta vanish giving primary constraints. Thus, in a Hamiltonian formulation with the Einstein-Hilbert action, we have constraints and we can not naively replace the Poisson brackets by commutators when we try to quantize the theory. There are two principal approaches to quantize the theory. In the first approach, gauge fixing conditions are introduced to render the complete set of constraints second class. These conditions also determine the lapse and shift functions. We then pick two components of $g_{ij}$ as independent variables and quantize these components using standard commutation relations. We can solve the constraints to evaluate other commutators. The second approach is similar to the Gupta-Bleuler method used to quantize electrodynamics and was initiated by Dirac. In this approach the classical variables are treated as independent variables and the constraints are imposed on the quantum states. In this case, we can replace the classical Poisson brackets by commutators when we quantize the theory.

We now demonstrate that it is appropriate to extend the Levi-Civita connections and metric compatibility conditions as long as we can regard components of spatial
metric on the constant time surfaces as independent physical variables subjected to usual canonical quantization conditions. We will also find that we can not have a Hilbert space on which we can impose the metric compatibility conditions when such quantization conditions remain valid. In the following, we will restrict our attention to a neighborhood around a regular point \( x' \). We will extend the neighborhood to the complete spacetime manifold leaving away singularities and other possible irregular points associated with the constraints.\(^4\) We pick a component of spatial metric, say \( g_{pl} \), as an independent physical variable. We then have the following equal time commutator:

\[
[\hat{g}_{pl}(t, \vec{x}), \hat{\pi}^{pl}(t, \vec{y})] = i \delta^p_{(\mu_1)} \delta^l_{(\nu_1)} [\delta(\vec{x}, \vec{y})] \tag{5}
\]

Where, the point \( y' \) belongs to the above mentioned neighborhood of \( x' \). There will be another such commutator for the other independent variable. The r.h.s of the commutator is taken to be a distribution that is a spatial tensor density in the spatial coordinates of \( \hat{\pi}^{pl}(t, \vec{y}) \). The r.h.s will be replaced by different expressions when we replace \( \hat{g}_{pl}(t, \vec{x}) \) by any dependent component of metric including \( g_{0\mu} \). These terms are determined by the secondary constraints, gauge fixing conditions, definitions of the lapse and shift functions given before and the fundamental commutators given by the above equation. Covariant derivatives give changes in a tensor when we move from one point to a neighbouring point. If the Levi-Civita connections are consistent with the commutators obtained above, corresponding spatial covariant derivatives of both sides of any of the commutators w.r.t the arguments of metric will agree since both sides are equal for all components of metric. We now consider Eq.(5). The action of \( \hat{\nabla}_{xk} \) on the r.h.s is same as that on a second rank covariant tensor and will contain spatial partial derivatives of the delta function. It will also contain additional terms dependent on connections and metric that can explicitly depend on time due to explicit time dependence of the gauge fixing conditions.\(^4\) This covariant derivative is not vanishing in general for all values of \( \vec{x} \). The left hand side vanishes as can be found from the following expression:

\[
\hat{\nabla}_{xk} \{\hat{g}_{pl}(t, \vec{x})\} \hat{\pi}^{pl}(t, \vec{y}) - \hat{\pi}^{pl}(t, \vec{y})\hat{\nabla}_{xk} \{\hat{g}_{pl}(t, \vec{x})\} = 0 \tag{6}
\]

This follows since we are imposing the operator versions of the metric compatibility conditions. This can also be seen by applying the l.h.s of the above equation to any state, introducing a sum over a complete set of states between the products of the operators and using the fact that the action of \( \hat{\nabla}_{xk}[g_{\alpha\beta}] \) on any state is zero if connection operators are given by the Levi-Civita connection operators with operator ordering chosen below Eq.(2). Thus, the Levi-Civita connections are not consistent with the canonical commutators given by Eq.(5). We will consider other operator ordering in the Levi-Civita symbols in Appendix:A and we will find that similar inconsistency arise in these cases also. Similar situation will remain valid for any point in the manifold where we can introduce constant time surfaces and assume the existence of a metric component as an independent field in a neighborhood.
around that point. The above inconsistency will also arise with a different choice of constant time surfaces. Thus, there will be a multitude of coordinate systems where we cannot use the Levi-Civita connections as connection coefficients if we impose the quantization condition given by Eq.(5). This also indicates that we cannot use the Levi-Civita connections as connection coefficients in all coordinate systems that are diffeomorphic to these coordinate systems due to the tensorial character of $C^\alpha_{\mu\nu}$.

In Dirac’s approach to quantize gravity, all the classical variables are independent and we quantize them accordingly. We can find out $[\hat{g}_{0\beta}(t,\vec{x}),\hat{\pi}^d(t,\vec{y})]$ from the definitions of the lapse and shift functions and $[\hat{N}^\lambda(t,\vec{x}),\hat{\pi}^d(t,\vec{y})] = 0$, where $N^0 = N$. All spatial components $g_{ij}$ satisfy canonical commutation relations given by Eq.(5). We will again have the inconsistency mentioned above when we use the Levi-Civita connections. In this case, the action of $\nabla'_x$ on the r.h.s of Eq.(5) is given by expressions like:

\[ i[\partial_{xk}\delta(\vec{x},\vec{y}) - 2\hat{\Gamma}^0_{kp}(t,\vec{x})\hat{N}^p(t,\vec{x})\delta(\vec{x},\vec{y}) - 2\hat{\Gamma}^p_{kp}(t,\vec{x})\delta(\vec{x},\vec{y})]\]

where we have taken $p = l$ and there is no sum over the repeated indices. Also, we cannot make the Levi-Civita connections consistent with the commutation relation given by Eq.(5) by introducing additional constraints on the physical Hilbert space. If we demand that the action of $\nabla'_x$ to the r.h.s of Eq.(5) vanishes on the physical Hilbert space, we will have the constraint:

\[ [\partial_{xk}\delta(\vec{x},\vec{y}) - 2\hat{\Gamma}^0_{kp}(t,\vec{x})\hat{N}^p(t,\vec{x})\delta(\vec{x},\vec{y}) - 2\hat{\Gamma}^p_{kp}(t,\vec{x})\delta(\vec{x},\vec{y})]\Psi = 0 \quad (7) \]

Where, we have again taken $p = l$ and there is no sum over the repeated indices. There will be other similar constraints associated with other commutators. These states also satisfy the secondary constraints. We have used the operator identities $\nabla'_x\hat{g}_{\alpha\beta} = 0$, and the Levi-Civita connections. All the above conditions will lead to singular expressions involving $\delta(0)$ and the partial derivatives $\delta'(0)$ for expectation values of some of the variables: $\hat{g}_{0\mu}, \hat{g}_{1\beta}, \hat{N}^p$ and $\Gamma^\alpha_{\mu\nu}$. This is valid for all physical states and is physically undesirable. Lastly, the above problems will arise if we use any set of metric compatible connections.

In the first approach to quantize the theory, it is unlikely that there will exist a set of gauges that is time dependent, render the complete set of constraints second class and also remove the inconsistency mentioned above. It is not possible to remove the inconsistency in the second approach to quantize the theory. Also, it is expected that $[\hat{g}_{\alpha\beta}(x^\mu), \hat{g}_{\alpha\beta}(y^\nu)]$ will depend on $(x^\mu, y^\nu)$ non-trivially with non-vanishing covariant derivatives. We can consider semiclassical theories like quantum fields in curved spaces to assume so. Thus, it is more appropriate to use connections more general than metric compatible connections in quantum gravity. The above discussions are valid irrespective of the presence and nature of sources. We can analyze this issue further in the following way. The Levi-Civita connections and metric compatibility conditions are taken as basic assumptions to calculate the scalar curvature when we use the Einstein-Hilbert action to describe classical and quantum gravity. It is better to discuss quantization and non-metricity using the metric-affine action or Palatini action where metric and affine connections are
independent variables. We have found that nen-metricity can give scalar fields in the theory. One of the scalar fields can give negative stress-tensor.\textsuperscript{5}
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In this paper, we present a brief account of a generic premetric gravity model based an the energy-momentum conservation law. Our main goal is to discuss the generic properties of the gravitational constitutive pseudotensor. We present irreducible decomposition of this object under the permutation group, or, equivalently, under the general linear group $\text{GL}(4, \mathbb{R})$. Even when the consideration is restricted to the metric ansatz, the nontrivial skewon and axion parts emerge. A special choice of the free dimensionless parameters recovers the standard GR in its premetric version.
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1. Introduction

Gauge field theories such as electromagnetism and Yang-Mills models can be presented in premetric formalism\textsuperscript{1–3} that separates the structure into the system of metric-free field equations based on conservation laws and the constitutive law between the basis field variables. In the simplest vacuum case, the constitutive law is expressed in terms of the metric tensor.

At first glance, the standard GR does not allow for such premetric description since it is based essentially on the metric variable. In this paper, we demonstrate how GR can be recast into a form suitable for premetric reformulation. This extension is based on two field variables, the gravitational excitation $H_\alpha$ and the field strength $F_\alpha$, that satisfy the system of field equations that is completely similar to the Maxwell system of electromagnetism. A linear constitutive relation between the vector-valued 2 forms $H_\alpha$ and $F_\alpha$ is established with a sixth order constitutive pseudo-tensor. This new gravitational quantity is a central subject of our consideration. In order to find the physical meaning of the constitutive tensor, we provide its irreducible decomposition under the general linear group $\text{GL}(4, \mathbb{R})$. Even when the consideration is restricted to the metric ansatz, the nontrivial skewon and axion parts emerge. A special choice of the free dimensionless parameters recovers the standard GR for special values of parameters.
2. Premetric gravitational model

In this section, we present a brief description of the premetric formulation of the gravity model, see Refs. 3, 4, 5, 6. The construction is very similar to the premetric representation of electromagnetism.\textsuperscript{1,2}

2.1. Field equation

We assume the following basic postulate:

\textit{Every viable model of gravity must be based on conservation law of the energy-momentum current of matter and field.}

In the canonical approach, the energy-momentum current is described as a mixed-type tensor or, equivalently, as a covector-valued twisted 3-form $\Sigma^\alpha$. For a system including matter and gravitational field, $\Sigma^\alpha$ consists of two independent pieces – for matter and for field,

$$
\Sigma^\alpha = (m)\Sigma^\alpha + (f)\Sigma^\alpha.
$$

The inhomogeneous field equation is considered as a consequence of the energy-momentum conservation law. For topologically trivial regions, it is realized as an equation for the excitation variable

$$
d\Sigma^\alpha = 0 \Rightarrow \Sigma^\alpha = dH^\alpha.
$$

The latter equation is a vector-valued analog of the electromagnetic field equation $J = dF$. Thus, we define a twisted covector-valued 2-form of gravitational excitation $H^\alpha$ that is expressed in the basis of odd (twisted) 2-forms $\epsilon^{\beta\gamma}$ as

$$
H^\alpha = \frac{1}{2}H^{\beta\gamma\alpha} \epsilon^{\beta\gamma}.
$$

Gravitational field strength is defined as an even (untwisted) vector-valued 2-form $F^\alpha$ that is expressed in the basis of even (untwisted) 2-forms as

$$
F^\alpha = \frac{1}{2}F^{\beta\gamma\alpha} \vartheta^{\beta\gamma}.
$$

In an analogy to the electromagnetic field equation $dF = 0$, the gravitational field strength is assumed to satisfy the closeness field equation

$$
dF^\alpha = 0 \Rightarrow F^\alpha = d\vartheta^\alpha.
$$

For topologically trivial regions, the field equations yields the existence of the gravitational potential $\vartheta^\alpha$. It is a vector-valued analog of the potential 1-form $A$ of electromagnetism.

Using the form of the electromagnetic Lorentz force $f_\alpha = (e_\alpha | F) \wedge J$, we define the gravitational Lorentz force as a 4-form relating the field strength to the energy-momentum current of matter

$$
f_\alpha = (e_\alpha | F^3) \wedge (m)\Sigma_\beta.
$$
Also the twisted 3-form of energy-momentum current of the coframe field

\[ (\vartheta) \Sigma_\alpha = \frac{1}{2} [ F^\beta \wedge (e_\alpha \lrcorner H_\beta) - H_\beta \wedge (e_\alpha \lrcorner F^\beta) ] , \]

and the gravitational Lagrangian

\[ (\vartheta) \Lambda = - \frac{1}{2} F^\alpha \wedge H_\alpha \]

are defined as full vector-valued analogs of the corresponding quantities of the standard Maxwell electromagnetism.

### 2.2. Gravitational constitutive pseudo-tensor

In order to complete the undetermined system of field equations (2) and (5), a constitutive relation between two basic field variables \( H_\alpha \) and \( F^\alpha \) must be introduced. Such type of a relation depends on physical model of medium. A wide class of electromagnetic models is described by a linear local constitutive relation. In order to describe a most general linear constitutive relation, we use the expansions of the twisted form \( H_\alpha \) and untwisted form \( F^\alpha \) relative to the basis coframe of 1-forms \( \vartheta^\alpha \) and the dual basis of vectors \( e_\alpha \). Recall a most general linear relation between the components of the electromagnetic fields \( H_\alpha \) and \( F^\alpha \) reads

\[ H^{\alpha\beta} = \frac{1}{2} \chi^{\alpha\beta\gamma\delta} F_{\gamma\delta} , \]

where \( \chi^{\alpha\beta\gamma\delta} \) is the electromagnetic constitutive pseudo-tensor. It has 36 independent components and irreducibly decomposed into principal part, skewon, and axion parts as \( 36 = 20 \oplus 15 \oplus 1 \).

With this electromagnetic constitutive relation in mind, we postulate a similar local linear constitutive relation between the components of the fields \( H_\alpha \) and \( F^\alpha \)

\[ H^{\beta\gamma}_\alpha = \frac{1}{2} \chi^{\beta\gamma\alpha\nu\rho\mu} F^\nu F^\rho \]

The gravitational constitutive pseudotensor obeys the symmetries

\[ \chi^{\beta\gamma}_\alpha \nu\rho\mu = - \chi^{\gamma\beta}_\alpha \nu\rho\mu = - \chi^{\beta\gamma}_\alpha \rho\nu\mu \]

so it has 576 independent components.

If we additionally assume that the model is completely specified by the Lagrangian (8), we have to restrict our consideration to reversible processes. In this case, we can specialize to a constitutive pseudo-tensor with an additional reciprocity condition

\[ \chi^{\beta\gamma}_\alpha \nu\rho\mu = \chi^{\nu\rho}_\mu \beta\gamma \]

In this case, the set of the 576 independent components of \( \chi^{\beta\gamma}_\alpha \nu\rho\mu \) is reduced to only 300 ones.

Treating the covariant and contravariant indices as belonging to two separate tensor spaces, the irreducible decomposition of a full (non-restricted) tensor \( \chi^{\alpha\beta\gamma\delta\nu} \)
is defined as a product of two irreducible decompositions. The corresponding Young diagrams are expanded into 6 independent pieces

\[
\begin{align*}
\ Young\ diagrams\ are\ expanded\ into \\
\end{align*}
\]

Explicitly, the irreducible pieces of the constitutive tensor are expressed as

\[
[1] \chi^{\alpha\beta\gamma\delta\mu\nu} := \chi^{\alpha\beta\gamma\delta\mu\nu} - [3] \chi^{\alpha\beta\gamma\delta\mu\nu} - [5] \chi^{\alpha\beta\gamma\delta\mu\nu}, \\
[2] \chi^{\alpha\beta\gamma\delta\mu\nu} := \chi^{\alpha\beta\gamma\delta\mu\nu} - [4] \chi^{\alpha\beta\gamma\delta\mu\nu} - [6] \chi^{\alpha\beta\gamma\delta\mu\nu}, \\
[3] \chi^{\alpha\beta\gamma\delta\mu\nu} := (1/2) \left( \chi^{\alpha\beta\gamma\delta\mu\nu} - \chi^{\gamma\delta\mu\nu} \right), \\
[4] \chi^{\alpha\beta\gamma\delta\mu\nu} := (1/2) \left( \chi^{\alpha\beta\gamma\delta\mu\nu} - \chi^{\gamma\delta\mu\nu} \right), \\
[5] \chi^{\alpha\beta\gamma\delta\mu\nu} := \chi^{\alpha\beta\gamma\delta\mu\nu}, \\
[6] \chi^{\alpha\beta\gamma\delta\mu\nu} := \chi^{\alpha\beta\gamma\delta\mu\nu}.
\]

These pieces produce the decomposition of the tensor space into direct sum of invariant subspaces with the dimensions, respectively,

\[
576 = 200 \oplus 120 \oplus 150 \oplus 90 \oplus 10 \oplus 6.
\]

Additionally to the described above \( S_2 \times S_4 \) irreducible decomposition of the constitutive tensor, we study in Ref. 5 an alternative \( S_6 \) irreducible decomposition based on the pure covariant representation of this tensor.

Let us turn to a possible physical identification of the irreducible parts. We calculate the contributions of the irreducible parts to the coframe Lagrangian, the energy-momentum current and into the dispersion relation. The results are summarized in the following table:

<table>
<thead>
<tr>
<th>Irreducible Parts</th>
<th>Nomenclature</th>
<th>Lagrangian</th>
<th>Energy-momentum</th>
<th>Dispersion</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Principal-1</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[2] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Skewon-1</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[3] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Skewon-2</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[4] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Principal-2</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>[5] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Axion-1</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>[6] ( \chi^{\alpha\beta\gamma\delta\mu\nu} )</td>
<td>Axion-2</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>
3. A metric-dependent ansatz

In this section we study the gravitational constitutive tensor constructed from the familiar building blocks – metric tensor $g_{\alpha\beta}$ and the permutation pseudotensor $\epsilon^{\alpha\beta\gamma\delta}$.

3.1. Even and odd parts of the constitutive tensor

We start with the most general expression that can be constructed from the metric tensor $g_{\alpha\beta}$ alone and apply the symmetry relation constrains. We obtain a parity conserving ansatz for the constitutive pseudo-tensor

$$\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \sqrt{-g} \kappa \left( \beta_1 g^{[\alpha} g^{\beta] \delta} g_{\mu\nu} + \beta_2 \delta^{[\alpha}_{\mu} g^{\beta] \gamma\delta} + \beta_3 \delta^{[\alpha}_{\mu} g^{\beta] \gamma\delta} \right).$$

(21)

Here, $\kappa$ is the gravitational constant, $g := \det g_{\mu\nu}$, the parameters $\beta_1, \beta_2, \beta_3$ are arbitrary dimensionless constants.

A most general construction that involves permutation pseudotensor $\epsilon^{\alpha\beta\gamma\delta}$ together with metric tensor $g_{\alpha\beta}$ yields a parity violating ansatz. Applying the symmetry relation constraints we obtain an expression with three independent terms

$$\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \frac{1}{\kappa} \left[ \beta_4 \epsilon^{\alpha\beta\gamma\delta} g_{\mu\nu} + \beta_5 \epsilon^{\alpha\beta}[\gamma\delta] \delta_{\mu\nu} + \beta_6 \left( \delta^{[\alpha}_{\mu} \epsilon^{\beta] \gamma\delta} - \delta^{[\gamma}_{\mu} \epsilon^{\alpha\delta\beta] \nu} \right) \right].$$

(22)

The general metrical constitutive tensor encompasses the parity-even and parity-odd pieces,

$$\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \chi^{\text{even}} + \chi^{\text{odd}}.$$  

(23)

Computing the irreducible parts, we find two zero terms

$$\boxed{\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = 0}$$

and four nontrivial terms:

- Principal-1 part is build up from the even part of the constitutive tensor. It contributes to the Lagrangian, energy-momentum current and dispersion relation

$$\boxed{\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \sqrt{-g} \kappa \left[ \beta_1 g^{[\alpha} g^{\beta] \delta} g_{\mu\nu} + \beta_2 + \beta_3 \delta^{[\alpha}_{\mu} g^{\beta] \gamma\delta} \right],}$$

(25)

- Skewon-2 part is constructed from the pure odd part of the constitutive tensor. It is not involved in the Lagrangian but contributes to the energy-momentum current and dispersion relation

$$\boxed{\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \beta_6 \left( \delta^{[\alpha}_{\mu} \epsilon^{\beta] \gamma\delta} - \delta^{[\gamma}_{\mu} \epsilon^{\alpha\delta\beta] \nu} \right),}$$

(26)

- Principal-2 part is similar to the Principal-1 but includes even and odd pieces

$$\boxed{\chi^{\alpha\beta\mu\gamma\delta\nu}(g) = \frac{1}{\kappa} \left[ (\beta_2 - \beta_3) \sqrt{-g} \delta^{[\alpha}_{\mu} g^{\beta] \gamma\delta} \right] + \beta_6 \epsilon^{\alpha\beta}[\gamma\delta] \delta_{\mu\nu},}$$

(27)
• Axion-1 part is of the odd origin. It is included into the Lagrangian but does not contribute to the energy-momentum current and to the dispersion relation

\[ \chi^{\alpha\beta}_{\mu \gamma \delta \nu}(g) = \beta_4 \chi^{\alpha\beta\gamma\delta}_{\nu} g_{\mu\nu}. \] (28)

Summarizing, a general metric-dependent constitutive tensor encompasses two principal \[1\chi\] and \[4\chi\] parts, one axion \[5\chi\] part, and one skewon \[3\chi\] part.

3.2. GR recovered

In the framework of the teleparallel equivalent GR\[||\] of general relativity (GR) we have found (see Eq. (88) in Ref. 5) for the parameters \(\beta\):

\[ \beta_1 = 4, \quad \beta_2 = 16, \quad \beta_3 = -8 \]
\[ \beta_4 = 0, \quad \beta_5 = 0, \quad \beta_6 = 0 \] \(\text{GR}\[||\]. \) (29)

The GR\[||\] Lagrangian is distinguished from the other teleparallelism Lagrangians as being locally Lorentz invariant,

\[ \Lambda = \chi^{\alpha\beta}_{\mu \gamma \delta \nu}(g) F_{\alpha\beta\mu} F_{\gamma\delta\nu} = R \sqrt{-g} + \text{total derivative}. \] (30)

Any other additional term in the gravitational Lagrangian breaks this local invariance. The irreducible parts of this constitutive tensor are Principal-1 and Principal-2 pieces, respectively

\[ [1] \chi^{\alpha\beta}_{\mu \gamma \delta \nu}(g) = 4 \sqrt{-g} \left[ g^{\gamma\delta}[\alpha g^{\beta}[g_{\mu\nu} + 2 \delta_{\mu\nu}^{(\alpha \beta)}[\gamma \delta]_{\nu}] \right] \] (31)
\[ [4] \chi^{\alpha\beta}_{\mu \gamma \delta \nu}(g) = 24 \sqrt{-g} \left[ \delta^{\gamma\delta}[\alpha g^{\beta}[\gamma \delta]_{\nu}] \right], \] (32)

4. Conclusion

• We presented a general premetric formalism for gravity based on the energy-conservation law.
• The linear local constitutive equation involves 6-th order constitutive tensor.
• The tensor is decomposed irreducibly and some physical meaning of its independent terms is established. In the linear approximation, it is reminiscent of the treating recently presented in Ref. 7.
• We outlined the embedding of the metric-dependent constitutive tensor in the general scheme.
• The teleparallel version of GR is found as a unique Lorentz-invariant model.
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1. Development of premetric ideas

The study of the metric-free, or premetric, models has a rich and long history. The corresponding timeline of works which developed the premetric approach in physics is as follows. As a starting point, we mention H. Minkowski (1908) who established the special-relativistic (Poincaré-covariant) formalism for Maxwell’s theory. F. Kottler (1912) subsequently provided the generally covariant formulation of electromagnetism which was eventually taken by A. Einstein (1916) as a basis for a quasi-premetric formulation of Maxwell’s theory. F. Kottler (1922) then actually pioneered the premetric approach by constructing, based on integral conservation laws, metric-free theory for Newton’s gravity and Maxwell’s electrodynamics. Similar line was followed by É. Cartan (1923) in electrodynamics and by D. van Dantzig (1934) who proposed a general premetric program in physics. Important technical contributions came from I. Tamm (1925) who studied a general linear constitutive law and from A. Sommerfeld (1948) who coined, following Mie, the notions of extensive and intensive quantities. The formal structure of electrodynamics was thoroughly investigated by E.J. Post (1962) and by C. Truesdell and R. Toupin (1960) in the framework of the formal field theory. An important issue of recovering the metric (deriving light-cone) was then clarified in the works of R. Toupin (1965), M. Schönberg (1971), and A. Jadzcyk (1979). W.-T. Ni (1973) was the first to propose an axion-dilaton extension of Maxwell’s theory, and subsequently F. Wilczek (1987) looked into experimental issues of axion electrodynamics. See1–4 for exact references.

Why going metric-free? Quoting Edmund Whittaker (1953): Since the notion of metric is a complicated one, which requires measurements with clocks and scales, generally with rigid bodies, which themselves are systems of great complexity, it seems undesirable to take metric as fundamental, particularly for phenomena which are simpler and actually independent of it. Furthermore, as we know (in Einstein’s approach), metric is identified with the gravitational field. Thereby, one can say that
a metric formulation of a physical theory is “contaminated” by gravity. Hence, by revealing the metric-free relations one actually finds the most fundamental physical structures. In this sense, premetric approach helps to understand the essential interdependence between topological, affine, and metric concepts. Moreover, from the experimental standpoint, counting is obviously the simplest measurement!

1.1. Principles of premetric approach

Premetric axiomatics is straightforward. Construction of a metric-free physical model is inherently based on conservation laws. The latter should be phenomenologically verified by means of a certain counting process without use of the metric. Next, all physical objects are divided into two sets: extensive variables (how much?) are distinguished from intensive variables (how strong?). Based on the conservation laws, the two sets of fundamental equations then naturally arise for excitations (extensities) and for strengths (intensities). Final step: to convert the model into a predictive theory, one adds the linking equations, or constitutive relations, between excitations and field strengths.

The essence of the premetric art is formulated as follows: Fundamental equations are metric-free; the metric only enters via linking equations (constitutive relations).

2. Premetric electrodynamics

Classical electrodynamics admits a consistent premetric formulation\textsuperscript{1}. Based on the conservation of electric charge $dJ = 0$, one arrives at $dH = J$, and the magnetic flux conservation results in $dF = 0$. Conservation laws require just counting procedures – of electric charges and magnetic flux lines. No distance concept is needed, therefore the premetric framework arises naturally.

Excitations $H = (\mathcal{D}, \mathcal{H})$ are measurable via the \textit{charge}. These are extensive variables (how much?). Field strengths $F = (E, B)$ are measurable via the \textit{force}. They are intensive variables (how strong?).

\textit{Fundamental equations} of electrodynamics are metric-free:

\begin{equation}
\label{eq:1}
dH = J, \quad dF = 0.
\end{equation}

\textit{Linking equations} (constitutive relations) yield a predictive theory

\begin{equation}
\label{eq:2}
H = \kappa [F], \quad H_{\alpha\beta} = \kappa_{\alpha\beta}^{\mu\nu} F_{\mu\nu}.
\end{equation}

The metric is hidden/encoded in the constitutive tensor $\kappa_{\alpha\beta}^{\mu\nu}$. Constitutive relation can be more general – nonlinear and even nonlocal.

Using the local coordinates $x^i = (t, x^a)$, we have the $(1+3)$-decompositions

\begin{equation}
\label{eq:3}
H = H_a dx^a \wedge dt + \mathcal{D}^a \epsilon_a, \quad F = E_a dx^a \wedge dt + B^a \epsilon_a,
\end{equation}

(with $dx^a$ and $\epsilon_a$ bases of spatial 1- and 2-forms) and the local and linear constitutive law (2) is recast into

\begin{equation}
\label{eq:4}
H_a = - \epsilon^b_a E_b + \mathcal{B}_{ba} B^b, \quad \mathcal{D}^a = - \mathcal{A}^{ba} E_b + \mathcal{D}_{ba} B^b.
\end{equation}
With \( \varepsilon^{ab} = \varepsilon^{ba}, \mu^{-1}_{ab} = \mu^{-1}_{ba}, \gamma^c_c = 0 \), a convenient parametrization reads as\(^1\): 

\[
\begin{align*}
\mathcal{F}^{ab} &= - \varepsilon^{ab} + \varepsilon^{abc} n_c, \\
\mathcal{B}^{ab} &= \mu^{-1}_{ab} - \varepsilon_{abc} m^c,
\end{align*}
\]

(5)

\[
\mathcal{D}^a_b = \gamma^a_b - s^a_b + \delta^a_b s^c_c + \alpha \delta^a_b, \\
\mathcal{D}^b_a = \gamma^a_b + s^a_b - \delta^a_b s^c_c + \alpha \delta^a_b.
\]

(6)

Thereby the fine structure of the constitutive tensor is eventually revealed:

\[
\kappa = \begin{pmatrix}
\gamma^b_a & \mu^{-1}_{ab} \\
-\varepsilon^{ab} & \gamma^b_a
\end{pmatrix}
\]

principal part 20 comp. \( \begin{pmatrix}
-\delta^b_a & -\varepsilon_{abc} m^c \\
\varepsilon^{abc} n_c & \delta^b_a
\end{pmatrix}
\]

skewon part 15 comp. \( \begin{pmatrix}
\alpha \delta^b_a & 0 \\
0 & \alpha \delta^b_a
\end{pmatrix}
\)

axion part 1 comp.

3. Premetric formulation of gravity

Kottler in 1922 formulated a premetric nonrelativistic (Newton’s) gravity. However, the spacetime metric=gravity in general relativity (GR) theory, and one may ask whether a premetric relativistic gravity makes any sense? In GR, the answer is negative. However, a teleparallel framework offers a viable opportunity\(^2-4\). Qualitatively, one proceeds by replacing the electric charge with the “gravitational charge” = mass (energy-momentum). The conservation of the gravitational charge \( d\Sigma = 0 \) yields \( dH_\alpha = \Sigma_\alpha \), thereby introducing the gravitational excitation 2-form \( H_\alpha = \frac{1}{2}H_{\beta\gamma\alpha}dx^\beta \wedge dx^\gamma = \frac{1}{4}H^{\mu\rho\phi}_\alpha \epsilon_{\rho\phi} \). Furthermore, the gravitational flux conservation results in \( dF^\alpha = 0 \), introducing the gravitational field strength 2-form \( F^\alpha = \frac{1}{2}F_{\beta\gamma}^\alpha dx^\beta \wedge dx^\gamma = d\vartheta^\alpha \), so that the coframe \( \vartheta^\alpha \) plays a role of the gravitational potential. The premetric formulation of gravity can be then consistently constructed along the lines of premetric electromagnetism. The corresponding gravitational-electromagnetic analogy is summarized in Table 1.

<table>
<thead>
<tr>
<th>Objects and Laws</th>
<th>Electromagnetism</th>
<th>Gravity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source current 3-form</td>
<td>( J )</td>
<td>( \Sigma_\alpha )</td>
</tr>
<tr>
<td>Conservation law</td>
<td>( dJ = 0 )</td>
<td>( d\Sigma = 0 )</td>
</tr>
<tr>
<td>Excitation 2-form</td>
<td>( H )</td>
<td>( H_\alpha )</td>
</tr>
<tr>
<td>Inhomogeneous field equation</td>
<td>( dH = J )</td>
<td>( dH_\alpha = \Sigma_\alpha = (\theta_\alpha) \Sigma_\alpha + (\theta_\alpha) \Sigma_\alpha )</td>
</tr>
<tr>
<td>Field strength 2-form</td>
<td>( F )</td>
<td>( F^\alpha )</td>
</tr>
<tr>
<td>Homogeneous field equation</td>
<td>( dF = 0 )</td>
<td>( dF^\alpha = 0 )</td>
</tr>
<tr>
<td>Potential 1-form</td>
<td>( A )</td>
<td>( dA = F )</td>
</tr>
<tr>
<td>Potential equation</td>
<td>( dA = dF )</td>
<td>( d\vartheta^\alpha = F^\alpha )</td>
</tr>
<tr>
<td>Lorentz force</td>
<td>( f_\alpha = (e_\alpha) F \wedge J )</td>
<td>( f_\alpha = (e_\alpha) F_\beta \wedge \theta_\beta )</td>
</tr>
<tr>
<td>Energy-momentum 3-form</td>
<td>( \frac{1}{2} (F \wedge e_\alpha) H - H \wedge (e_\alpha) F )</td>
<td>( \frac{1}{2} (F_\beta \wedge e_\alpha) H_\beta - H_\beta \wedge (e_\alpha) F_\beta )</td>
</tr>
<tr>
<td>Lagrangian 4-form</td>
<td>( \Lambda = -\frac{1}{2} F \wedge H )</td>
<td>( \Lambda = -\frac{1}{2} F_\alpha \wedge H_\alpha )</td>
</tr>
<tr>
<td>Constitutive tensor</td>
<td>( \chi^\alpha_{\beta\gamma\delta} )</td>
<td>( \chi^\alpha_{\beta\gamma\delta} )</td>
</tr>
</tbody>
</table>

Table 1. Premetric electromagnetism-gravity analogy
3.1. **Gravitational constitutive tensor**

The local and linear constitutive law

\[
\hat{H}^{\alpha\beta}_{\mu} = \frac{1}{2} \chi^{\alpha\beta}_{\mu} \rho^\sigma \nu F_{\rho\sigma} \nu
\]

(8)
describes a rich class of gravity models. The symmetry properties \(\chi^{\alpha\beta}_{\mu} \rho^\sigma \mu = -\chi^{\beta\alpha}_{\mu} \rho^\sigma \mu\) yield a simple number count \((6 \times 4) \times (6 \times 4) = 576\) of components of the constitutive tensor. The constitutive relation is reversible when \(\chi^{\alpha\beta}_{\mu} \rho^\sigma \mu = \chi^{\rho^\sigma \mu}_{\beta\alpha \mu}\), with a reduced number of components: \(24(24 + 1)/2 = 300\).

Splitting \(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu = \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu + \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu\) into reversible and irreversible parts,

\[
\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu := \frac{1}{2}(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu + \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu), \quad \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu := \frac{1}{2}(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu - \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu),
\]

(9)
one derives a decomposition \(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu\) of the constitutive tensor into six irreducible parts:

\[
\begin{align*}
[1] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu, \\
[2] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \frac{1}{2}(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu + \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu), \\
[3] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \frac{1}{2}(\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu - \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu), \\
[4] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu, \\
[5] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu, \\
[6] \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu &= \chi^{\alpha\beta}_{\mu} \gamma^\delta \nu.
\end{align*}
\]

We call \([1]\chi\) a reversible symmetric principal part (principal-1), \([4]\chi\) a reversible antisymmetric principal part (principal-2), \([5]\chi\) a reversible axion (axion-1), \([6]\chi\) a skewon antisymmetric principal part (skewon-1), \([3]\chi\) a skewon symmetric principal part (skewon-2), and \([6]\chi\) a skewon axion (axion-2).

Comparing to electromagnetism, we have three parts in Maxwell’s theory (7):

\(\chi^{\mu\nu\alpha\beta} = \frac{1}{4} \epsilon^{\mu\nu\rho\sigma} \mu_{\alpha\beta} = (1) \chi^{\mu\nu\alpha\beta} + (2) \chi^{\mu\nu\alpha\beta} + (3) \chi^{\mu\nu\alpha\beta}\): the principal \((1)\chi\) piece and the axion \((3)\chi\) (both reversible); and the skewon \((2)\chi\) (irreversible).

When the metric exists on spacetime, the most general linear constitutive tensor

\[
\chi^{\alpha\beta}_{\mu} \gamma^\delta \nu(g) = \frac{1}{\omega} \left[ \beta_1 g^\delta \gamma_{\mu^\nu} + \beta_2 [\delta^\alpha_{\mu^\nu} g^\delta \gamma]_{\nu} + \beta_3 \delta^\alpha_{\mu^\nu} g^\delta \gamma_{\nu} \right]
\]

(13)

and

\[
\beta_4 \epsilon^{\alpha\beta\gamma\delta} g_{\mu^\nu} + \beta_5 \epsilon^{\alpha\beta\gamma\delta} \gamma_{\mu^\nu} + \beta_6 \left( \delta^\alpha_{\mu^\nu} g^\delta \gamma_{\nu} - \delta^\gamma_{\mu^\nu} g^\delta \gamma_{\nu} \right)
\]

(14)

encompasses four irreducible parts: principal-1 proportional to \(\beta_1\) and \((\beta_2 + \beta_3)\), principal-2 proportional to \(\beta_5\) and \((\beta_2 - \beta_3)\), skewon-2 \(\sim\beta_6\), and axion-1 \(\sim\beta_4\).

3.2. **Propagation of gravitational waves**

In a geometric optics approximation, \(F^\alpha = F^\alpha e^{i\Phi}\) with rapidly varying phase \(\Phi\) and slowly changing amplitude \(F^\alpha\) (eikonal ansatz). Alternatively, in Hadamard’s theory, wave is described as a discontinuity across characteristic hypersurface (wave front). In any case, vacuum field equations reduce to algebraic system for amplitudes

\[
dH_\alpha = 0, \quad dF^\alpha = 0 \implies \chi^{\mu\nu\rho\sigma}_{\beta} F_{\rho\sigma} \gamma_{\nu} = 0, \quad \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma} \gamma_{\nu} = 0,
\]

(15)
with the wave covector \( q = d\Phi = q_\mu \partial^\mu \). As a result, \( F_{\rho\sigma}^\alpha = A_{\rho}^\alpha q_\nu - A_\sigma^\alpha q_\rho \), and from (15) for the amplitude \( A_{\mu}^{\nu} \) we find a characteristic equation
\[
M^{\mu}_{\alpha} \cdot A_{\nu}^{\beta} = 0, \quad M^{\mu}_{\alpha} A_{\nu}^{\beta} := \chi^{\mu}_{\alpha} \cdot A_{\nu}^{\beta} q_\rho q_\sigma. \tag{16}
\]

The dispersion relation (Fresnel equation) arises as a solvability condition of (16). Decomposing \( A_\beta^{\alpha} = \mathcal{A}_\alpha^{\beta} + \Lambda \delta_\beta^\alpha \) into traceless part \( (\mathcal{A}_\alpha^{\beta} = 0) \) and trace \( A = \mathcal{A}_\gamma^\gamma :\)
\[
N^{\mu}_{\alpha} A_{\nu}^{\beta} = 0, \quad N^{\mu}_{\alpha} A_{\nu}^{\beta} = M^{\mu}_{\alpha} A_{\nu}^{\beta} M_{\rho}^{\sigma} M_{\rho}^{\sigma} M_{\sigma}^{\nu} M_{\sigma}^{\nu} A_{\beta}. \tag{17}
\]

Notice the gauge freedom: \( A_{\mu}^{\beta} \rightarrow A_{\mu}^{\beta} + q_\nu C^\nu \) leaves (16) invariant for any \( C^\nu \).

In the metric-dependent case (14), for generic class of models with \( 2\beta_1 - 2\beta_2 - 2\beta_3 \neq 0 \) and \( 2\beta_1 + \beta_3 \neq 0 \) the characteristic equation splits into decoupled equations
\[
(2\beta_1 - \beta_3) \left\{ 3 (q^2 \delta_\mu^\nu - q_\mu q_\nu) (q^2 \delta_\nu^\alpha - q_\nu q_\alpha) - (q^2 g_{\alpha\beta} - q_\alpha q_\beta) q^{\mu} q^{\nu} \right\} \mathcal{A}_{(\mu\nu)} = 0, \tag{18}
\]
\[
(2\beta_1 + \beta_3) \left( q^2 \delta_\mu^\nu - q_\mu q_\nu \right) (q^2 \delta_\nu^\beta - q_\nu q_\beta) \mathcal{A}_{(\mu\nu)} = 0. \tag{19}
\]

and the scalar mode is recovered from \( 3q^2 A = \mathcal{A}_\mu^{\nu} q_\mu q_\nu \). Therefore, only symmetric \( \mathcal{A}_{(\mu\nu)} \) mode is dynamical if \( 2\beta_1 = -\beta_3 \), whereas only antisymmetric \( \mathcal{A}_{[\mu\nu]} \) mode remains dynamical when \( 2\beta_1 = \beta_3 \).

The teleparallel equivalent general relativity model \( \text{GR}_{\parallel} \) is a special case when both \( 2\beta_1 - 2\beta_2 - 2\beta_3 = 0 \) and \( 2\beta_1 + \beta_3 = 0 \). Explicitly: \( \beta_1 = \beta_3 = \beta_0 = 0 \) and
\[
\beta_1 = -1, \quad \beta_2 = -4, \quad \beta_3 = 2. \quad \tag{20}
\]

For \( \text{GR}_{\parallel} \) coupling constants (20), the characteristic equation (16) reduces to
\[
q^2 h_{\alpha\beta} - q_\alpha q_\beta h^{\gamma\gamma} - q_\beta q_\gamma h^{\alpha\gamma} = 0, \tag{21}
\]
which describes the usual spin 2 graviton mode \( h_{\alpha\beta} = A_{(\alpha\beta)} - \frac{1}{2} g_{\alpha\beta} A^{\gamma\gamma} \).

### 3.3. Recovering General Relativity

The teleparallel equivalent \( \text{GR}_{\parallel} \) theory (20) is distinguished among other coframe models by the following remarkable properties:

- Field equations are invariant under local Lorentz group \(^{5,6}\)
  \( \vartheta^\alpha \rightarrow L_\beta^\alpha (x) \vartheta^\beta, \quad L_\beta^\alpha \in SO(1,3) \).
- Black hole solutions exist.

The gravitational Lagrangian of \( \text{GR}_{\parallel} \) actually reduces to Hilbert’s Lagrangian \( \Lambda = -\frac{1}{2} \chi^{\gamma\delta}_{\alpha\beta} \varphi_{\mu} F_{\rho\sigma}^\alpha F_{\rho\sigma}^\mu = -\frac{1}{2} R \) + total derivative. The constitutive tensor has only two nontrivial irreducible parts – principal-1 and principal-2.

**Premetric gravity summarized.** Fundamental equations are metric-free:
\[
dH_\alpha = \Sigma_\alpha, \quad dF^{\alpha} = 0. \tag{22}
\]

Metric enters only in linking (constitutive law) equations (8), where \(^8\) for \( \text{GR}_{\parallel} \):
\[
\chi^{\alpha \beta}_{\gamma \delta} = \frac{1}{\kappa} \left( -g^{\gamma \rho} g^{\delta \sigma} g_{\mu \nu} - 4 \delta^{\alpha}_{\mu} g^{\beta \gamma} \delta^{\delta}_{\nu} + 2 \delta^{\alpha}_{\mu} g^{\beta \delta} \delta^{\gamma \sigma} \right). \tag{23}
\]
4. Conclusions and outlook: On Kottler’s path

Following the pioneering contributions by Kottler, Cartan and van Dantzig, the premetric program works universally in physics, embracing classical particle mechanics, kinetic theory, and (most importantly) electromagnetism and gravity. A feasible premetric gravity theory can be constructed on the basis of the energy-momentum conservation law as a teleparallel coframe model. The corresponding general local and linear constitutive relation encompasses six irreducible parts (2 principal, 2 skewon, and 2 axion).

In premetric approach, one can view constitutive tensor $\chi^{\alpha\beta}_{\mu\nu}$ as an independent variable. This opens new perspectives in electromagnetism and gravity theory such as:

- Natural extensions with axion, skewon, and dilaton fields\(^9\)
- Natural extension to parity odd contributions\(^5,10\)
- Convenient framework to discuss Lorentz violating models\(^11\)
- Nonlinear gravity models, $f(R)$ and $f(T)$, in particular\(^12,13\)
- Nonlocal constitutive laws\(^14,15\)
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The notion of observers’ and their measurements is closely tied to the Lorentzian metric geometry of spacetime, which in turn has its roots in the symmetries of Maxwell’s theory of electrodynamics. Modifying either the one, the other or both ingredients to our modern understanding of physics, requires also a reformulation of the observer model used. In this presentation we will consider a generalized theory of electrodynamics, so called local and linear premetric, or area metric, electrodynamics and its corresponding spacetime structure. On this basis we will describe an observer’s measurement of time and spatial length. A general algorithm how to determine observer measurements will be outlined and explicitly applied to a first order premetric perturbation of Maxwell electrodynamics. The latter contains for example the photon sector of the minimal standard model extension. Having understood an observer’s measurement of time and length we will derive the relativistic observables time dilation and length contraction. In the future a modern relativistic description of the classical test of special relativity shall be performed, including a consistent observer model.
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1. From electrodynamics to relativity

The origins of special and general relativity and, in particular, of the relation between observers by Lorentz transformations, lies in Maxwell’s theory of electrodynamics. It predicts the propagation of light on the integral curves of the directions forming the null cones cones of a Lorentzian metric, and the Lorentz transformations are those transformations which leave this structure invariant, globally for the flat Minkowski metric, locally for any non-flat Lorentzian metric $g$ encoding gravity. Thus historically, first there was a viable relativistic matter field theory which described the behaviour of the electromagnetic field correctly, and then, a theory of gravity consistent with the relativity principles of the matter field theory was constructed\(^1\).

Modifications and extensions of general relativity, and of the field theories forming the standard model of particle physics, are numerous and disperse in various directions. However, it is rarely discussed what happens to the description of observers and their measurements, when one changes the theoretical models of gravity or matter. In approaches where gravity is still encoded into a spacetime metric and matter fields are minimally coupled to this metric, such as $f(R)$-gravity or other modifications of the Einstein-Hilbert action only involving the metric\(^2\), the observer description from general relativity is still applicable. But, when one changes the field which encodes gravity away from the metric, or introduces couplings of this
field to matter fields, like in the standard model extension (SME) framework\textsuperscript{3,4}, the Robertson-Mansouri-Sexl (RMS) framework\textsuperscript{5,6}, Finsler geometries\textsuperscript{7} or premetric electrodynamics\textsuperscript{8,9}, the influence of the added concepts on observers, their measurements and their relation between each other has to be investigated and a consistent observer model has to be constructed.

Here we summarize how one obtains an observer’s measurement of time and spatial lengths starting from a theory of electrodynamics in the following algorithm, using the techniques developed in the articles\textsuperscript{10,11}:

I. Derive the geometric optics limit of the theory of electrodynamics.  

II. Derive the Lagrange functions $L^\#$ and $L^\ast$, which define the motion of massless and massive particles on the manifold, from the geometric optic limit.  

III. Use $L^\ast$ to realize the clock postulate, i.e. to identify the proper time normalization of observer worldlines $x$ by choosing $L^\ast(\dot{x}) = 1$.  

IV. Model the radar experiment by demanding that for a spatial direction $X$ the vectors $N^+ = \ell_x(X)\dot{x} + X$ and $N^- = \tilde{\ell}_x(X)\dot{x} + X$ are the tangents of the light rays of the radar signal, i.e. are null-vectors of $L^\#$.  

V. A solution of $L^\#(N^\pm) = 0$ defines the radar length $L_U(X) = \ell_x(X) + \tilde{\ell}_x(X)\dot{x}$ an observer on worldline $x$ associates to an object represented by the vector $X$.

To demonstrate how the general algorithm works in practice we apply it to first order modification of Maxwell electrodynamics called weak premetric electrodynamics.

Throughout this article we use the convention that $\eta = \text{diag}(1, -1, -1, -1)$.

2. Weak premetric electrodynamics

The field equations of weak premetric electrodynamics are\textsuperscript{12}

\begin{equation}
(\eta^{ab} + K_{abcd})\partial_b F_{cd} = 0, \quad F_{cd} = \partial_c A_d,
\end{equation}

the tensor $K_{abcd}$ parametrizes the deviations from metric electrodynamics and has the following properties $K_{abcd} = K^{[ab][cd]} = K^{[cd][ab]}$ and $K^{a[bcd]} = 0$.

**Step I. Plane waves: The geometric optic limit.** Wave covectors $k$ of the plane waves solving the field equations are the roots of the Fresnel polynomial $\mathcal{G}(k)$\textsuperscript{13}

\begin{equation}
\mathcal{G}(k) = \eta^{-1}(k,k)^2 - \eta^{-1}(k,k)\mathcal{K}(k,k) + \frac{1}{2} \left( \mathcal{K}(k,k)^2 - \mathcal{J}(k,k,k,k) \right).
\end{equation}

The tensor fields appearing are derived from the perturbation tensor defining the field equations

\begin{equation}
\mathcal{K}(k,k) = \mathcal{K}^{ac}k_ak_c = \mathcal{K}^{abc}b_ak_c, \quad \mathcal{J}(k,k,k,k) = \mathcal{J}^{acef}k_ak_ck_ek_f = \mathcal{K}^{abde}\mathcal{K}^{f}b_f k_ak_c k_e k_f.
\end{equation}

Observe that, in order to study the correction in the propagation of light predicted by the perturbation of the field equations to first order, it is necessary to consider the
Fresnel polynomial to second order. For the following, in particular the condition $\text{det}(\partial_{\dot{h}} \partial_{\dot{h}} \mathcal{G}(k)) \neq 0$ must hold\(^1\).

**Step II.: The determination of the Lagrange functions $L^\#$ and $L^*$**.

The Lagrangian which determines the propagation of light is given by the dual polynomial of $\mathcal{G}(k)$, i.e. by the unique polynomial satisfying $L(\dot{x}(k)) = Q(k)\mathcal{G}(k)$, where $\dot{x}^a(k) = \partial_{\dot{h}} \mathcal{G}(k)$. Employing $\dot{x}^a = \eta(x, \cdot)$ we find

\[
L^\#(\dot{x}) = \eta(\dot{x}, \dot{x})^2 + 3K(\dot{x}^a, \dot{x}^b)\eta(\dot{x}, \dot{x})
\]

\[
+ \frac{1}{2}(3J(\dot{x}^a, \dot{x}^b, \dot{x}^c, \dot{x}^d) + 4K(\dot{x}^a, \dot{x}^b)^2 + 5K_{\alpha\beta}\dot{x}^a\dot{x}^b\eta(\dot{x}, \dot{x}))
= \eta(\dot{x}, \dot{x})^2 + h_1(\dot{x}, \dot{x})\eta(\dot{x}, \dot{x}) + h_2(\dot{x}, \dot{x}, \dot{x}, \dot{x}) .
\]

(5)  (6)

The abbreviations $h_1$ and $h_2$ were introduced to display the radar length formula later in a compact form. The motion of observers and their geometric clock is given by a second Lagrangian $L^*$ which can be obtained from the Helmholtz action

\[
S[x, k, \lambda] = \int d\tau \left(k_a\dot{x}^a - \lambda \ln (\mathcal{G}(\dot{x}))\right)
\]

by eliminating $k$ and the Lagrange multiplier $\lambda$ with help of the corresponding equations of motion. Doing so we find the length functional

\[
S[x] = \int d\tau L^*(\dot{x}) = \int d\tau \frac{\eta(\dot{x}, \dot{x})}{\eta(\dot{x}, \dot{x})} \left(1 + \frac{1}{4}\frac{K(\dot{x}^a, \dot{x}^b)}{\eta(\dot{x}, \dot{x})}\right).
\]

(7)  (8)

Physically this parametrization invariant action integral measures the observer’s proper time, and mathematically speaking $L^*$ is a Finsler function.

**Step III.: The clock postulate.** An observer worldline is a curve $x(\tau)$ whose tangent satisfies $L^*(\dot{x}) = 1$, or explicitly $\eta(\dot{x}, \dot{x}) = 1 - \frac{1}{2}K(\dot{x}^a, \dot{x}^b)$. The directions $X$ which are spatial w.r.t. $x$ satisfy $X^a\partial_{\dot{h}} L^* = \eta(\dot{x}, X) + \frac{1}{2}K(\dot{x}^a, X^b) = 0$.

3. The radar length

**Step IV.: Setup the radar experiment.** An observer on a wordline $x(\tau)$ with tangent $\dot{x}$ emits light along the curve with tangent $N^+$ towards the end of an object, which is modelled by a vector $X$ spatial w.r.t. $\dot{x}$. There the light gets reflected and propagates back to the observer along the curve with tangent $N^-$. The observer measures the time of flight of the light between its emission and return. This time is the radar length the observer associates to the object. The tangents of the light curves $N^+ = \ell_\dot{x}(X)\dot{x} + X$ and $N^- = \ell_\dot{x}(X)\dot{x} - X$ must satisfy $L^\#(N^+) = 0 = L^\#(N^-)$, which can be solved for $\ell_\dot{x}(X)$ and $\ell_{\dot{x}}(X)$.

**Step V.: Solve for the radar length.** The radar length then is given by $L^\#(X) = \ell_\dot{x}(X) + \ell_{\dot{x}}(X)$.

The influence of $L^\#$ on the radar experiment is obvious, however it is important to stress that also $L^*$ enters the calculation by the demands that $\dot{x}$ satisfies $L^*(\dot{x}) = 1$ and the fact that $X$ shall be spatial w.r.t. $\dot{x}$, see the comments below (8).
Using the explicit form of $L^\#$ and $L^*$ in (5) and (8), the desired radar length is given by, see\textsuperscript{12} for the derivation,

$$L_\dot{x}(X)_{\sigma\bar{\sigma}} = 2\sqrt{-\eta(X,X)}$$

$$+ \frac{\epsilon}{4} \left( \frac{\sigma \sqrt{B(X,\dot{x})} + \bar{\sigma} \sqrt{\tilde{B}(X,\dot{x})}}{\sqrt{-\eta(X,X)}} \right) - \frac{\epsilon}{2} \frac{h_1(X,X) - 2h_2(\dot{x},\dot{x})\eta(X,X)}{\sqrt{-\eta(X,X)}}.$$  \hfill (9)

The abbreviations $B$ and $\tilde{B}$ are lengthy functions of the perturbation tensors $h_1$ and $h_2$ defined in (6), they are displayed in\textsuperscript{12}. The labels $\sigma$ and $\bar{\sigma}$ can each take the values $+1$ or $-1$ and label which polarization of light has been used for $N^+$ resp. $N^-$. For example $\sigma = \bar{\sigma}$ yields the radar length determined by the same polarization used for $N^+$ and $N^+$, while $\sigma = -\bar{\sigma}$ represents the case when the reflection at the end of the object changes the polarization of the light.

4. Relativistic Observables

Having clarified an observers measurement of time and spatial lengths we can derive the classical relativistic observables time dilation and length contraction. To do so, consider two observers on inertial worldlines $x_1$ and $x_2$, which have met at some point in spacetime. There they synchronized their clocks. After a proper time $t_1$ the first observer may decompose the tangent of the worldline of the second observer in terms of an equal time displacement vector $X = t_1 V$ as $t_2 \dot{x}_2 = t_1 (\dot{x}_1 + V)$, where $V$ is the relative velocity between the observers.

The relation between the proper time $t_2$ of the second observer and the proper time $t_1$ then is

$$t_2 L^*(\dot{x}_2) = t_2 = t_1 L^*(\dot{x}_1 + V) = t_1 \sqrt{1 + \eta(V,V)} \left( 1 + \frac{\epsilon}{12} \frac{h_1(V,V)}{(1 + \eta(V,V))} \right).$$  \hfill (10)

Most interestingly, for weak premetric theories of electrodynamics for which $h_{ab}^1 = K_{acbd} = 0$, no change in the time dilation between observers compared to special relativity appears.

The calculation of the length contraction is more involved. Let observer $x_1$ carry a spatial object $Y$ to which it associates the radar length $L_{\dot{x}_1}(Y)$. With respect to the observer $x_2$ the object $Y$ is not spatial, so first one needs to determine the projection $\bar{Y}$ of $Y$ onto the spatial directions of $x_2$. Then, $x_2$ can associate the radar length $L_{\dot{x}_2}(\bar{Y})$ to $\bar{Y}$. The length contraction factor is given by the fraction $\frac{L_{\dot{x}_1}(Y)}{L_{\dot{x}_2}(\bar{Y})}$. The result is a complicated function of the perturbations $h_1$ and $h_2$ which can be found\textsuperscript{12}. The interesting observation is that, in contracts to the time dilation, even for $h_{ab}^1 = K_{acbd} = 0$ the effect does acquire a first order modification compared to the special relativistic result.
5. Conclusion

A modification of the geometry away from metric spacetime geometry requires a careful revision of the observer model used to compare observations with theoretical predictions. The example of the radar length demonstrates nicely that, in particular for Finslerian spacetime geometries it is not viable to simply exchange the Lorentzian metric employed in general relativity with the Finslerian metric evaluated at the observer curve on the tangent bundle for a description of observables.

The future task for spacetime geometries based on a Finsler function or a general dispersion relation is to find a description of observers from these quantities and to clarify the transformations mapping them onto each other.
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We present a method of constructing perturbative equations of motion for the geometric background of any given tensorial field theory. Requiring invariance of the gravitational dynamics under spacetime diffeomorphisms leads to a PDE system for the gravitational Lagrangian that can be solved by means of a power series ansatz. Furthermore, in each order we pose conditions on the causality of the gravitational equations, that ensure coevolution of the matter fields and the gravitational background is possible, i.e. gravitational equations and matter equations share the same initial data hypersurfaces.
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1. Introduction

Given a matter field theory in terms of an action functional $S_{\text{mat}}(\Phi; G)$ for a tensorial matter field $\Phi$ whose geometric background is provided by an additional tensorfield $G$, the problem of constructive gravity consists of completing the matter field equations with EOM for $G$ that make the coupled system of matter dynamics and supplemented gravitational dynamics a predictive theory. In contrast to the existing canonical framework described in Ref. 1, we outline in the following how this problem can be tackled perturbatively from the spacetime covariant point of view.

2. Perturbative diffeomorphism invariance

Let $M$ be a smooth 4-dimensional manifold that represents spacetime. The gravitational field is described as a tensorfield $G$ on $M$, i.e. as a section of a bundle $\pi_F : F \to M$, with adapted coordinate functions $(x^m, v_A)$, where $F \subset T^*_{m}M$ for some $m$ and $n$. The equations we want to construct for $G$ shall be given as Euler-Lagrange-Equations of an up to now unknown Lagrangian $L : J^1F \to \Lambda^4 M$, which is a bundle map from the first order jet bundle over $F$ with coordinates $(x^m, v_A, v_{Ap})$ to the bundle of volume forms on $M$. One of the key requirements we pose on the to-be-constructed gravitational EOM is the invariance under spacetime diffeomorphisms. The action of $\text{Diff}(M)$ on $M$ extends naturally to $F$ by pullback and can then be lifted to the first jet bundle in standard ways. Doing so, given $f \in \text{Diff}(M)$ that acts on $M$, we can construct bundle automorphisms $f_*$ and $j^1 f_*$ that act on $F$ and $J^1 F$, respectively. Diffeomorphism invariance of the theory is given if the Lagrangian is equivariant w.r.t. the lifted action on $J^1 F$ and the action by pullback on $\Lambda^4 M$, i.e. for all $f \in \text{Diff}(M)$ it holds that:

$$L \circ j^1 f_* = f_* \circ L.$$  (1)
On the Lie algebra level, (1) can be shown to be equivalent to the following set of first order partial differential equations for $L$: \(^3\)

\[
0 = L_m \\
0 = \partial_t C_{An} v_B + L^{Ap} C_{An} v_{BP} - L^{Am} v_{AN} + L_\delta^m \\
0 = L^{Ap} C_{An} v_B,
\]

where the constant tensor $C_{An}^{Bm}$ is obtained from the lie-algebra action of vector fields $\xi$ on $F$, $\xi_F = \xi^m \partial_m + C_{An}^{Bm} v_B \partial_m \xi^A$ and hence depends on the specific nature of $G$. Here and in the following we use the notation $L_m := \partial_m L$, $L_A := \partial^A L$, etc. Later on we are going to use the equivariance condition of the Lagrangian to explicitly construct gravitational EOM. It is then often advantageous to work directly on the level of the EOM. Given a Lagrangian $L(x^m, v_A, v_{Ap})$ we obtain the corresponding EOM by applying the variational derivative to $L$ and equating to zero:

\[
0 = E^A(x^m, v_A, v_{Ap}, v_{ApA}) := \frac{\delta L}{\delta v_A} = L^A - D_m (L^{Am}) \\
D_m := \partial_m + v_{Am} \cdot \partial^A + v_{Apm} \cdot \partial^{Ap}.
\]

The EOM are now described by a function $E^A$ on $J^2 F$. As consequence of (1) the EOM satisfy the following first order partial differential equation system:

\[
0 = E^A_m \\
0 = E^{A:B} C_{Bn}^{Cm} v_C + E^{A:Bp} C_{Bn}^{Cm} v_{Cp} - E^{A:Bm} v_{BN} + E^{A:Bp} C_{Bn}^{Cm} C_{pq} - 2 E^{A:Bp} v_{BPn} + E^{A:Bm} v_{BN} \\
0 = E^{A:B[p} C_{Bn}^{C|m]} v_C + E^{A:B[p|} C_{Bn}^{C|m]} v_{Cq} - E^{A:Bp} v_{BN} \\
0 = E^{A:B[p}] C_{Bn}^{C|m]} v_C.
\]

The problem of constructing diffeomorphism invariant theories for a given tensor field $G$ is thereby translated into the equivalent problem of finding solutions to the equivariance equations (2) on the Level of the Lagrangian or the equations (4) on the level of the EOM. Details concerning the derivation of these equations can be found in Ref. 2. In most cases of physical interest, obtaining general solutions to either one of the two systems of equations is strikingly difficult. Therefore we are going to construct perturbative solutions, more precisely we are seeking power series expansions of the Lagrangian (or the EOM) that solve the equations (2) (or the equations (4)) up to the desired order. \(^*$ We choose an expansion point $x_0$ that is induced by the flat Minkowski metric $\eta_{ab}$, i.e. $x_0 = (x^m, N_A, 0, \ldots)$, where the coordinates $N_A = N_A(\eta_{ab})$ are functions of the flat Minkowski metric and the derivative coordinates are zero. This allows the perturbatively constructed theory of gravity to be interpreted as an expansion around flat Minkowski spacetime. Discharging any explicit $x^m$ dependency that is prohibited due to the first equation in (2) from the very beginning, the most general expansion of the Lagrangian is
given as:

\[
L = \left. L^{A:B} \right|_{x_0} (v_A - N_A)(v_B - N_B) + \left. L^{A:p:B_q} \right|_{x_0} v_A v_B q
+ \left. L^{A:B:C} \right|_{x_0} (v_A - N_A)(v_B - N_B)(v_C - N_C)
+ \left. L^{A:p:B_q:C} \right|_{x_0} v_A v_B q v_C (v_C - N_C) + O(4).
\]

Here any linear terms are neglected as they do not contribute to the EOM. Terms with an odd number of indices are neglected as these can otherwise be eliminated using a result that can be derived from the equivariance equations: \(^2\) If the chosen expansion point is eta-induced, the expansion coefficients in (5), i.e. \(L^{A:B}|_{x_0}\), etc. are linear combinations of sums of products of \(\eta^{ab}\) and \(\epsilon^{abcd}\). Inserting the induced expansion of the EOM into (4) and evaluating at \(x_0\) yields a set of linear equations for the expansion coefficients that contribute to the EOM in linear order. Prolonging (4), i.e. deriving with respect to the coordinates of \(J^2F\), inserting the expansion of the \(E^A\) and again evaluating at \(x_0\), we obtain a system of linear equations for the second order expansion coefficients. In total, by doing so we end up with the following set of linear equations for the linear order expansion coefficients:

\[
0 = \left. L^{A:B} \right|_{x_0} C_{Bn}^m N_C
0 = \left. (p_{qm})L^{A:p:B_q} \right|_{x_0} C_{Bn}^m N_C,
\]

where \(\ldots = |_{(p_{qm})}\) denotes the total symmetrization in \(pqm\) for the whole equation.

In quadratic order we obtain:

\[
0 = -2 \left. L^{A:B} \right|_{x_0} C_{Bn}^m + 6 \left. L^{A:B:C} \right|_{x_0} C_{Bn}^m N_D + 2 \left. L^{B:C} \right|_{x_0} C_{Bn}^m - 2 \left. L^{A:C} \right|_{x_0} \delta_n^m
0 = \left. (pq)2 L^{A:p:C_m} \right|_{x_0} \delta_n^m + \left. L^{A:p:B_q} \right|_{x_0} C_{Bn}^m + \left. L^{A:p:C_q:B} \right|_{x_0} C_{Bn}^m N_D
0 = \left. (pq) L^{A:p:C_m} \right|_{x_0} \delta_n^m - 2 \left. L^{A:p:B_q} \right|_{x_0} C_{Bn}^m
+ \left. (pq) L^{A:p:C_q:A} \right|_{x_0} - \left. L^{A:p:C_q:B} \right|_{x_0} \left. L^{A:p:C_q:C} \right|_{x_0} C_{Bn}^m N_D
0 = \left. (pq) L^{A:p:B_q} \right|_{x_0} C_{Bn}^m + \left. L^{A:p:B_q:C} \right|_{x_0} C_{Bn}^m N_D.
\]

Note that the complex quest of solving the PDE system (4) which guarantees diffeomorphism invariance is now translated, at least perturbatively, into the much simpler task of solving a system of linear equations. Furthermore the presented equations take this form irrespective of the specific gravitational field \(G\). The only quantity that depends on \(G\) is the constant tensor \(C_{Bn}^m\) that can easily be computed once \(G\) is specified. Solving this linear system can be simplified even further by again exploiting the fact that the expansion coefficients are built from \(\eta^{ab}\) and \(\epsilon^{abcd}\). We construct the most general such expression for each coefficient. These expressions obviously involve undetermined constants. Inserting into (7) yields a system of linear equations for these constants.
3. Examples of the construction procedure

In the following we present two examples of the previously described construction procedure.

3.1. Metric gravity

Given the action functional of a Klein-Gordon matter field on a fixed metric background

\[ S_{\text{KG}}[\Phi; g_{ab}] = \int d^4x \sqrt{-g} g^{ab} \partial_a \Phi \partial_b \Phi, \]  

we want to construct a second order expansion of diffeomorphism invariant EOM for \( g_{ab} \) around \( \eta_{ab} \). Starting with the linear order equations (6), the first step is computing the most general expressions built from \( \eta_{ab} \) and \( \epsilon^{abcd} \) for the two linear expansion coefficients. Using the induced symmetries of these one readily finds that:

\[ L^{abcd} \mapsto \mu_1 \cdot \eta^{ab} \eta^{cd} + \mu_2 \cdot \eta^{(a} \eta^{bd)}. \]  

(9)

In similar ways we compute the expression for \( L^{abcd} \mapsto \nu_1, \ldots, \nu_4 \). Inserting in (6) and solving for the unknown constants we get:

\[ \mu_1 = 0, \quad \mu_2 = 0 \]
\[ \nu_2 = -\nu_1, \quad \nu_3 = 2\nu_1, \quad \nu_4 = -2\nu_1. \]  

(10)

Performing the same computation for the quadratic order expansion coefficients and the corresponding equations (7), we are left with one overall constant \( \nu_1 \) which is irrelevant once the EOM are equated to zero. Furthermore the two terms in the expansion of \( E^A \) that have no contributions of derivatives of \( g_{ab} \) are identically zero. Comparing the obtained quadratic order expansion of the EOM with the Einstein field equations we conclude that the two systems coincide.

3.2. Area metric gravity

As a second example we consider the action functional of general linear electrodynamics, in short GLED. The action is given as

\[ S_{\text{GLED}}[A_m; G_{abcd}] = \int d^4x \omega_G G^{abcd} F_{ab} F_{cd}, \]  

(11)

where \( A \) is the electromagnetic potential, \( F = dA \) is the field strength, \( G \) is the so called area metric, a \((0,4)\) tensor field with the symmetries \( G_{abcd} = G_{cdab} = -G_{bacd} \) and \( \omega_G \) is a density of weight 1 constructed from \( G \). The components of the inverse

\[ * \text{In the following such terms are referred to as mass terms and the corresponding constants are called masses, whereas the remaining terms and constants are called kinetic terms and gravitational constants respectively.} \]
area metric $G^{abcd}$ are defined by $G^{abcd} G_{cdef} = 4 \delta^{[a}_{e] \delta^{b]}_{f}$. We choose $N_{abcd} = \eta_{ac} \eta_{bd} - \eta_{ad} \eta_{bc} - \epsilon^{abcd}$ as expansion point. With this choice, we recover—to zeroth order in the gravitational field—Maxwell electrodynamics on a Minkowski background. As before we construct ansätze for the expansion coefficients from $\eta^{ab}$ and $\epsilon^{abcd}$.

Solving the equations (6) and (7) we obtain 3 masses and 7 gravitational constants in linear order, 5 additional masses and 36 additional gravitational constants in quadratic order. Details regarding this particular example can be found in Ref. 2.

4. Causal compatibility of gravitational and matter field equations

Apart from diffeomorphism invariance, the second crucial requirement that constructive gravity poses on the gravitational dynamics is their causal compatibility with the given matter theory.\(^1\) Physically meaningful matter theories have hyperbolic EOM, i.e. given initial data on an initial data hypersurface in $M$, the EOM can be used to evolve this initial data and thereby uniquely predict the values of the matter field away from the hypersurface. Assuming this for the given matter theory, one can construct a certain polynomial function on the symmetric product $S^k(T^*M)$, the so called principal polynomial of the matter equations $P$. From the vanishing set of $P$ a convex cone in each $T^*_x M$ is constructed. It can be shown that precisely those hypersurfaces that have at each point a co-normal vector lying inside this cone are admissible initial data hypersurfaces.\(^1,4\) If the gravitational EOM shall complete the given matter dynamics to a predictive theory, we must require that there exist initial data hypersurfaces that are common to both EOMs. This is certainly the case if the principal polynomial of the gravitational EOM has the same vanishing set as the principal polynomial of the matter theory. In the following we are going to explore how this additional requirement might or might not restrict the gravitational constants and masses that were obtained in the previous two examples. We start with metric gravity. The principal polynomial of the Klein-Gordon theory is, up to an overall factor, simply given by

$$P_{KG}(k) = g^{ab} k_a k_b = \eta^{ab} k_a k_b - \eta^{ac} \eta^{bd} h_{cd} k_a k_b + \mathcal{O}(2), \tag{12}$$

where we introduced $h_{ab} := g_{ab} - \eta_{ab}$ and expanded the polynomial in powers of $h_{ab}$. Computing the principal polynomial of the perturbative expansion of metric gravity obtained before, we find that

$$P_{\text{metric}}(k) = \left\{ (\eta^{ab} k_a k_b - \eta^{ac} \eta^{bd} h_{cd} k_a k_b) \right\}^2 + \mathcal{O}(2). \tag{13}$$

Obviously this polynomial describes the same vanishing set as $P_{KG}$. Hence we get no additional condition from the causality requirement. This is not too surprising as except from an overall gravitational constant there is no freedom left in the perturbative metric EOM in the first place.
The principal polynomial of GLED was first computed by Rubilar and given by
\[ P_{\text{GLED}}(k) = -\frac{1}{24} \omega^2_G \epsilon_{mn} \epsilon_{rstu} G_{mnr} G_{abps} G_{dptu} k_b k_c k_d \]
\[ = \left[ 1 - A\eta(H) - \frac{1}{2} A\epsilon(H) + \frac{1}{12} \epsilon(H) \right] \eta(k)^2 - H(k) \eta(k) + O(2) \quad (14) \]
\[ = \left\{ \left[ 1 - A\eta(A) - \frac{1}{4} A\epsilon(H) + \frac{1}{24} \epsilon(H) \right] \eta(k) - \frac{1}{2} H(k) \right\}^2 + O(2), \]
where \( H_{abcd} := G_{abcd} - N_{abcd}, \eta(H) := \eta^{ac} \eta^{bd} H_{abcd}, \epsilon(H) := \epsilon^{abcd} H_{abcd}, H(k) := \eta^{ac} \eta^{bp} \eta^{dq} H_{abcd} k_p k_q, \eta(k) := \eta a^q k_p k_q \) and \( A \) is a constant that depends on the specific choice for the density \( \omega_G \). Note that, as we are only interested in the vanishing set of the principal polynomial, we can multiply a given polynomial with a non-vanishing density of arbitrary weight. Such a density admits the general form
\[ X = 1 + b_1 \cdot (\eta(H) + \frac{1}{2} \epsilon(H)) + \frac{b_2}{12} \epsilon(H) + O(2), \quad (15) \]
for arbitrary constants \( b_1 \) and \( b_2 \). Multiplying (14) with such a density we see that perturbatively the GLED polynomial describes the same vanishing set as
\[ P_{\text{GLED}}(k) = X \cdot P_{\text{GLED}} = \left\{ \left[ 1 - A - b_1 \eta(H) - \frac{1}{4} (A - b_1) \epsilon(H) + \frac{1}{24} \epsilon(H) \right] \eta(k) - \frac{1}{2} H(k) \right\}^2 + O(2). \quad (16) \]
The principal polynomial of the constructed, diffeomorphism invariant expansion of area metric gravity to second order is calculated as
\[ P_{\text{area}} = \left\{ \left[ 1 - \frac{1}{2} C\eta(H) - \frac{1}{4} C\epsilon(H) + \frac{7}{12} \epsilon(H) \right] \eta(k) - \frac{1}{2} H(k) \right\}^{13} + O(2), \quad (17) \]
where \( C \) is an expression that depends on the gravitational constants of the theory, but not on \( H_{abcd} \). Comparing (16) and (17) shows that, multiplying the GLED polynomial with a density with constants \( b_1 = A - C \) and \( b_2 = \frac{1}{12} \), the two polynomials are products of the same factor and therefore describe the same vanishing set in \( O(2) \). Hence already the required diffeomorphism invariance fixes the principal polynomial of area metric gravity to the point where, perturbatively, the EOM have the same initial data hypersurfaces as those of GLED.
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In the young field of constructive gravity, the gravity theory constructed from general linear electrodynamics has been frequently used as a physically meaningful test case for the entire approach. Based on a Newtonian approximation of area metric gravity, we use the rotation curves of low surface brightness galaxies to determine ranges for the gravitational constants in this weak field limit. Thus we are able to show that even by using very simple models for the distribution of visible matter in the galaxies, Newtonian area metric gravity yields reasonable rotation curves and consistent estimates for the gravitational constants. Area-metric gravity turns out to not be an alternative to dark matter, but to reduce the dark matter fraction and to remove the need for a distribution substantially different from visible matter.
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1. Introduction

The rotation properties of spiral galaxies have puzzled astronomers for about 100 years now.1 Without the introduction of dark matter, Newtonian physics is not able to explain the flattened behaviour of the velocity curve for large distances from the centre. Until today, neither have dark matter particles been detected, nor has a modified theory been found which all by itself could explain all phenomena connected to dark matter.

In this work, we will assess whether a modified theory using the constructive gravity algorithm yields flat rotation curves in a universe with area metric matter. We will also look for estimates on the gravitational constants under the assumption that gravity is not governed by general relativity but its area metric refinement instead.

2. Newtonian Area Metric Gravity

The constructive gravity programme offers a fundamental connection between the matter content of a universe and the dynamics of its spacetime structure. Indeed using the toolset given by the construction equations,2 one may take a matter theory and construct the corresponding theory of gravity.

Area metric gravity is constructed – in this fashion – as the gravity theory that underlies a refinement of Maxwellian electrodynamics, namely the general linearized
electrodynamics defied by the Lagrangian

\[ \mathcal{L}_{\text{GLED}} = \omega G^{\alpha\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}, \]  

(1)

with the tensor \( G^{\alpha\beta\gamma\delta} = G^{(\alpha\beta]\gamma\delta)} \) being antisymmetric in the first and the second index pair and symmetric to an exchange of both pairs. To date, no general solution is known for the construction equations that one needs to set up for this matter theory in order to find the dynamics of the fourth-rank tensor geometry encoded in \( G \). However, the equations have been solved for a linear perturbation around the standard metric geometry.\(^2\) Ref. 2 also finds the 3D screen manifold action

\[ S_{\text{grav, GLED}}(\lambda) = - \int d^4 x \, m^2 \gamma^{\alpha\beta} \dot{\lambda}^\alpha \dot{\lambda}^\beta + m A(\lambda(t)) + m \Omega_{\alpha\beta}(\lambda(t)) \dot{\lambda}^\alpha \dot{\lambda}^\beta \]

\[ + \frac{m}{2} A(\lambda(t)) \gamma_{\alpha\beta} \dot{\lambda}^\alpha \dot{\lambda}^\beta \]  

(2)

for the motion of a point particle with trajectory \( \lambda(t) \) and mass \( m \) on a weak area metric spacetime, where the fields \( A(\lambda) \) and \( \Omega(\lambda) \) are found from the construction equations. Starting from this solution, many known phenomena can be reassessed to check for a possible realization of area metric gravity. Many astrophysical objects even do not require a full relativistic form as in eq. 2, but can be evaluated using a small velocity and weak field limit\(^3\)

\[ \mathcal{L}_{\text{grav, GLED}} \approx - \frac{m}{2} \gamma^{\alpha\beta} \dot{\lambda}^\alpha \dot{\lambda}^\beta + m A(\lambda(t)) \]  

(3)

with a point particle potential

\[ A(r) = - \frac{G}{|r - r'|} \left( 1 + \nu e^{-\mu |r - r'|} \right), \]

that will be referred to as the "Newtonian limit" further on. This Yukawa correction term introduces a gravitational length scale with the constant \( \mu \).

3. Galaxy Rotation Curves

3.1. Symmetric potentials

To determine galaxy rotation curves, one needs to find the orbital velocities of test bodies within a galactic potential \( \Phi \). For simplicity, the potential is assumed to be cylindrically symmetric around the axis of rotation. For a spiral galaxy, two basic types of models can be distinguished: Core-centered models use a spherical mass distribution with a disk of negligible mass, while disk models only contain a flat disk without a central bulge.

The rotation curves for spherical distributions can be calculated analytically, or at least symbolically, for a wide range of density distributions. As the shell theorem does not hold for the area metric correction, contributions from outside the test
mass orbit arise. We get the general expression

$$\Phi(\rho(r)) = \tilde{\Phi}(M|r) - \frac{4\pi\nu G}{\mu r} \left( e^{-\mu r} \int_0^r dr' r' \rho(r') \sinh(\mu r') \right)$$

\[+ \sinh(\mu r) \int_r^\infty dr' r' \rho(r') e^{-\mu r'} \]

for the sphere’s gravitational potential\(^3\) with \(\tilde{\Phi}\) being the standard Newtonian potential. Potentials of disklike distributions can be assessed by using a multipole expansion. Now the rotation curves may be calculated via the relation

$$v^2 = r \frac{\partial \Phi}{\partial r}.$$ 

(5)

### 3.2. Models and methods

In this study three common spherical models were used. While the isothermal model is a simple model for a dark matter halo, the Hernquist and Plummer models are more realistic for visible matter distributions. The disklike approach was done with a Kuzmin disk. The following table shows the mass density distributions for the four models:

<table>
<thead>
<tr>
<th>Model</th>
<th>Mass Density Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isothermal</td>
<td>$$\rho_I(r) = \frac{\rho_0 a^2}{r^2}$$</td>
</tr>
<tr>
<td>Hernquist</td>
<td>$$\rho_H(r) = \frac{M}{2\pi r(a+r)^3}$$</td>
</tr>
<tr>
<td>Plummer</td>
<td>$$\rho_P(r) = \frac{\frac{3M a^2}{4\pi(a^2+r^2)^2}}$$</td>
</tr>
<tr>
<td>Kuzmin disk</td>
<td>$$\rho_K(z,R) = \frac{\delta(z) a^2 M}{2\pi a^2 + R^2}$$</td>
</tr>
</tbody>
</table>

Using the emcee Monte Carlo Markov Chain package\(^4\), galaxy rotation curves were fit to the velocity distributions of 22 low surface brightness galaxies from Ref. 5.

Three such fits were performed. The first fit, with the weak field standard metric theory, was used for comparison and for generating starting values for the gravitational constants. The second fit, with the area metric corrections, yielded individual best fits for the 22 galaxies. The third fit, using the weighted mean of the best-fit values for the gravitational constants from step two, was done to check whether this mean generates consistent rotation curves.

### 3.3. Individual galactic fits

While only the isothermal sphere – and for some galaxies the Kuzmin disk – yielded adequate rotation curves, in the area metric regime all four models provide reasonable fits for the galaxies with a sufficient sample size (21 of 22).
For the fits using the weighted mean gravitational constants $\mu$ and $\nu$, we find that most galaxies have a good fit in this parameter range (see Fig. 1). However, Hernquist and Plummer spheres show a bump in their rotation curves for small radii. In seven datasets this small bump is also present in the data, the other galaxies do not show this behaviour. There are two possible explanations. On the one hand, there might be no data available for such small radii where the galaxy shows this bump, on the other hand, this might be a sign for a misfit in the density model. This could mean that the core behaviour cannot be described with these simple models or that some galaxies are more disklike and others are bulge dominated.

![Fig. 1. Sample fits for a Hernquist and a Kuzmin model with area metric correction.](image)

### 3.4. Implications for area metric gravity

The four models provide reasonable fits for most of the low surface brightness galaxy data used. The isothermal sphere model reproduces the metric result with vanishing area metric correction. This was expected as the isothermal model already provided a good fit in the first run using Newton’s theory.

However, in area metric gravity both density distributions that are close to a typical distribution of visible matter also yield reasonable results for rotation curves over the observable distance range without the need for some particular dark matter distribution. Furthermore, the total galactic mass within area metric gravity is up to 30% lower in comparison to the metric results, reducing the amount of dark matter needed for explaining the observations.

The weighted mean gravitational constants using the spread of the MCMC-samples gives results that differ by about two standard deviations from zero (see Fig. 2), except for the isothermal sphere result. The remaining three models yield comparable constants:

Combining the results we find the guesses $\mu \approx 0.023 \pm 0.010 \ kpc^{-1}$ and $\nu \approx 0.011 \pm 0.05$ for area metric gravity. This is not yet a significant difference from zero, but shows a trend that is worth to be investigated further.
Due to the exponential behaviour of the correction term, effects of area metric gravity are restricted to phenomena near the intrinsic length scale $1/\mu$ of the theory. Compared to the current uncertainty in Newton’s constant, the correction does not play a role for phenomena four orders of magnitude off the intrinsic scale. This makes the Newtonian effects of area metric gravity basically unmeasurable in a laboratory. On cosmological scales, however, one would observe a slightly altered gravitational constant by a factor $1 + \nu$, which makes the Newtonian limit of area metric gravity a MOND-like theory.

The theory’s scaling behaviour leads to another insight: If the intrinsic length scale is not within the range of galaxy diameters, the galactic dynamics would not be affected and area metric rotation curves would be the same as for standard Newtonian gravity.

### Table 2. Area metric gravitational constants for different galaxy model fits

<table>
<thead>
<tr>
<th>Model</th>
<th>$\mu \pm \sigma_\mu$ [h/kpc]</th>
<th>$\nu \pm \sigma_\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isothermal</td>
<td>n/a</td>
<td>0.000002 ± 0.000010</td>
</tr>
<tr>
<td>Plummer</td>
<td>0.025 ± 0.014</td>
<td>0.017 ± 0.009</td>
</tr>
<tr>
<td>Hernquist</td>
<td>0.021 ± 0.011</td>
<td>0.0021 ± 0.0028</td>
</tr>
<tr>
<td>Kuzmin</td>
<td>0.008 ± 0.002</td>
<td>0.0044 ± 0.0013</td>
</tr>
</tbody>
</table>

Fig. 2. Weighted mean area metric gravitational constants for a Plummer sphere model.

**4. Outlook**

Several topics connected to the rotation curve issue should be inspected more closely in the future. On the one hand, the density distributions used are mostly based on random motion in a metric universe. These may not be stable anymore for an area
metric geometry which may introduce additional corrections. On the other hand, further phenomena should be used to determine better range estimates for the new gravitational constants.

There are three areas of interest for a determination of the constants. The first is astrophysical phenomena based on linearized area metric gravity like the one presented here, including relativistic phenomena. The second area is effects based on symmetry reduced solutions. In particular, area metric cosmology has gained some attention so far, but has not been resolved yet completely. The third area is the inspection of the matter side. As matter and gravitational dynamics are linked, non-metric quantum effects may be used to restrict the complimentary gravitational constants.⁶
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1. Introduction

Constructive gravity reveals a connection between matter dynamics and gravitational dynamics, which is deeper than previously appreciated. The key result\(^1\) is this: Three physically mild conditions on a given action

\[ S_{\text{matter}}[A,G] \]  

for a matter field \(A\) (on which the action depends locally) on a geometric background described by one or several tensor fields \(G\) (on which the action depends only ultralocally), suffice to derive a universal system of linear homogeneous partial differential equations whose coefficient functions depend on the given matter action and whose solutions provide diffeomorphism-invariant actions

\[ S_{\text{geometry}}[G] \]  

for the geometry that are causally consistent with the initially prescribed matter dynamics and must be be added to the latter in order to provide a closed system of equations for both the matter and the geometry.

The mechanism behind this causally consistent closure of given matter field dynamics is simple. First, the matter dynamics unequivocally determine\(^2\) — no matter how complicated the background geometry on which they are formulated and as long as elementary well-posedness and energy conditions hold — all ways in which the spacetime may be foliated into initial data hypersurfaces for the matter degrees of freedom. The only further step then consists in a straightforward technical exploitation\(^3\) of the requirement\(^4\) that the geometric background be furnished with canonical dynamics that evolve the pertinent geometric degrees of freedom between any two of the initial data hypersurfaces for the stipulated matter dynamics, thus making these the common initial data hypersurfaces for both the geometry and the matter fields. Without this requirement, no sustained prediction for the total matter-geometry dynamics could possibly be made. With this requirement, one has a condition so strong as to typically determine the action for the geometry.
up to only a few constants of integration. After adding the thus obtained action for
the geometry to the matter action, the resulting coupled field equations describe
how the geometry is influenced by the presence of dynamical matter fields (which
amounts to the generation of a gravitational field) and, conversely, how the motion
of matter is influenced by the geometry (which amounts to the influence exerted by
gravity on matter).

The thus constituted constructive gravity program hence simply takes a mat-
ter action as an input and provides a canonically compatible gravitational action
as its output. Starting the program with standard model matter\textsuperscript{5}, one obtains
the Einstein-Hilbert action with two undetermined constants in place of the grav-
itational and the cosmological constant. Starting the program, instead, with
modifications of standard model matter, a correspondingly modified action for
the underlying geometry can be obtained and provides the gravity theory for
all geometric degrees of freedom that is selected by causal consistency. In any
case, gravitational field dynamics are revealed to be a mere consistency condition,
imposed by the entirety of matter field dynamics one postulates and tailor-made
for the geometric background fields employed by the matter field equations. In pro-
grammatic brevity, the philosophy underlying constructive gravity is: Matter first,
gravity second.

1.1. A previously not solvable problem

In order to appreciate the far-reaching implications of what is said above, consider
the following phenomenologically interesting observational scenario. Assume that
future advances in radioastronomy reveal that electromagnetic waves propagating
through vacuum regions of space suffer birefringence effects of various strengths,
however small, while there is no indication at all that there would be any violation
of the linear superposition principle in the observed energy range. This scenario
presents one small step for the matter phenomenologist, but one giant leap for the
gravitational theorist. It is easy for the matter phenomenologist, since the most
general electrodynamics action that generates linear field equations on a tensorial
background geometry takes the form\textsuperscript{6}

\[
S_{\text{matter}}[A,G] = \int d^4x \, \omega_G \, G^{abcd} F_{ab} F_{cd},
\]

where \( A \) is the familiar electromagnetic gauge potential with the associated field
strength \( F = dA \), while \( G \) is an, at first arbitrary, fourth-rank tensor field and \( \omega_G = (\epsilon_{ijkl} G^{ijkl})^{-1} \) is a weight-one scalar density constructed from it. The quadratic
appearance of the field strength \( F \) and its two-form character render only those
components of \( G \) relevant that conform to the algebraic symmetry conditions

\[
G^{abcd} = G^{cdab} \quad \text{and} \quad G^{abcd} = -G^{bacd},
\]

while finiteness of the density factor imposes the open condition \( \epsilon_{ijkl} G^{ijkl} \neq 0 \). Any
observed birefringence effect can now be modelled in one way or another by suitably
adapting the 21 independent components of the tensor field $G$ at each point within the spacetime region of the electromagnetic wave such as to fit the observational data. Given the described hypothetical observations, this is certainly the correct classical matter model\textsuperscript{7}. But in this form, it is yet of little predictive power, since both the location and strength of vacuum birefringence and further effects beyond Maxwellian electrodynamics entirely depend on the values taken by the fourth-rank tensor field $G$. Without a way to predict the values taken by the tensor field $G$, one is thus not able to predict the electromagnetic field either.

The only way to predict the values of the geometric field $G$ (up to equivalence under diffeomorphisms) with the least possible prejudice is to furnish $G$ with dynamics of its own, by extending the action (3) to the total action


such that the stationarity conditions

$$\frac{\delta S_{\text{matter}}}{\delta A_a}[A, G] = 0 \quad \text{and} \quad \frac{\delta S_{\text{geometry}}}{\delta G^{abcd}}[G] = -\frac{\delta S_{\text{matter}}}{\delta G^{abcd}}[A, G]$$

recover both the phenomenologically enforced general linear electromagnetic field equations and the gravitational field equations. The central problem to solve in order to make this work, of course, is the identification of all physically consistent choices of the action $S_{\text{geometry}}[G]$ for the geometry. But finding the gravitational actions that can underpin given matter dynamics is the very problem solved by constructive gravity.

1.2. A familiar problem solved a century ago

It will be enlightening to see how standard general relativity arises, in the philosophy of constructive gravity, from standard model matter. Other than for the previous example, the reader will not need to have mastered the general machinery described in this article in order to follow the steps of the constructive gravity program in some more detail for the present case, because one simply recovers known concepts from general relativity – even if from a slightly different conceptual perspective: all mathematical objects of the general theory reduce here to their familiar form. Simplifying as much as possible for the purpose of clarity, we consider the matter field action

$$S_{\text{matter}}[\varphi, g] = \int d^4 x \sqrt{\det g} \left( g^{ab} \partial_a \varphi \partial_b \varphi - m^2 \varphi^2 \right)$$

for a scalar field $\varphi$ and a second rank tensor field $g$, about which we do not need to assume anything a priori beyond the symmetry and non-degeneracy conditions

$$g^{ab} = g^{ba} \quad \text{and} \quad \det g \neq 0 .$$

In order to find the elementary well-posedness and energy conditions on the matter theory that need to be satisfied for the constructive gravity program to apply, one first calculates the principal polynomial of the postulated matter field equations in...
each spacetime cotangent space (see section 2 for an outline of the general theory), which information is equivalent to the one held in an even-rank totally symmetric contravariant tensor field $P$. For the dynamics defined by (7), this principal tensor field happens to be of second rank and turns out to be given by

$$P^{ab} = g^{ab}. \quad (9)$$

From the point of view of the general theory, it is a pure coincidence that this principal tensor field $P$ has the same rank as the fundamental geometry $g$ and additionally that it is in fact identical to it. (That this truly is a coincidence is impressively illustrated by the fact that for the previously considered general linear electrodynamics, the principal tensor field $P^{abcd} = \omega_2^2 \epsilon_{mnpq} \epsilon_{rstu} G^{mtrs} (a G^{b} | ps | c G^d | qt u)$ is found to be cubic in the fundamental geometry $G$ underlying that matter theory and as a totally symmetric tensor certainly does not share its index symmetries, although it coincidentally has the same rank.) Indeed, some occurrences of the inverse metric in general relativity are in fact occurrences of the principal tensor field, while others are occurrences of the fundamental geometry. Failure to recognize this degeneracy as coincidental goes with impunity only in general relativity proper, but in fact lies at the heart of causality problems of various generalized theories of gravity and matter\(^8\). The general well-posedness and energy conditions\(^1,2\) that a matter theory must satisfy in order to be a viable starting point for the constructive gravity program boil down, in the present special example, to the condition that the principal polynomial $P$ be of Lorentzian signature. That also the fundamental geometry $g$ must have Lorentzian signature is only due to the very particular coincidence (9).

It is obvious that for the previous subsection’s general linear electrodynamics with its pertinent fourth-rank principal tensor $P$, a more general algebraic classification than the signature classification of symmetric bilinear forms needs to kick in and that the implications for the underlying fundamental geometry $G$ are even more intricate to extract, but ultimately obtainable\(^9\). From a practical point of view, here and in general, one may perfectly ignore the rather extensive theoretical machinery running in the background and write down the so-called gravitational closure equations (in either functional differential or partial differential form) — which determine the desired gravitational Lagrangian within the constructive gravity program and are informed by the assumed matter theory — by ultimately employing only the pertinent fundamental geometry and the calculated principal polynomial in the coefficient functions of the closure equations. Their solution\(^1,3\) for the present case of Klein-Gordon dynamics on a Lorentzian background yields — without any a priori knowledge of metric geometry whatsoever — the two-parameter family

$$S_{\text{geometry}}^{0, \Lambda} [g] = \kappa \int d^4 x \sqrt{\det g} (R - 2\Lambda) \quad (10)$$

of gravitational actions, which one recognizes as the Einstein-Hilbert action with both the gravitational and cosmological constant left to be determined by
experiment. The Ricci scalar, or rather its definition in terms of the metric, arises automatically in the solution of the closure equations, which are just informed about the matter dynamics though the principal polynomial of the latter and indeed the underlying fundamental geometry. In the parlance of the constructive gravity program, Einstein-Hilbert gravity arises as the gravitational closure of Klein-Gordon theory. The same result is obtained by starting from Maxwell theory or indeed the entire standard model.

2. Principal polynomials of matter field equations

We now turn to an exposition of the general theory, for which the previously mentioned examples present just special cases.

Starting point of the gravitational closure mechanism is a matter action of the form

$$S_{\text{matter}}[A,G] = \int_M d^4x \mathcal{L}(A(x), \partial A(x), \ldots, \partial^N A(x), G(x)),$$

where \( \mathcal{L} \) is a scalar density, \( A \) is a smooth \( GL(4,\mathbb{R}) \)-irreducible tensor field (or, more generally, a finite collection of various such) representing the matter whose dynamics is determined by \( S_{\text{matter}} \) and \( G \) is a smooth tensor field (or, again, a finite collection of various such), to which we will refer as the geometry on the smooth four-dimensional manifold \( M \). Note that we assume that our matter actions depend locally on the matter fields and ultralocally on the geometry.

Variation with respect to the matter field \( A \) yields the tensor-density equations of motion

$$0 = \delta S_{\text{matter}} / \delta A^M(x) \equiv \sum_{n=0}^N Q_{M^N}^{a_1, \ldots, a_n}[A(x), G(x)] \partial_{a_1} \cdots \partial_{a_n} A^N(x),$$

where \( A^M(x) \) indicates components with respect to the \( GL(4,\mathbb{R}) \) representation space in which \( A(x) \) takes its values at any point \( x \in M \) and the \( Q \) are \( N+1 \) coefficient functionals with local dependence of \( A \) and \( G \). For field equations that are linear in their highest order derivative term, the corresponding coefficient functions

$$Q_{M^N}^{a_1, \ldots, a_n}(G(x))$$

do not depend on the field \( A \) at all, and only ultralocally on the geometry \( G \). In order to avoid inessential technical complications, we restrict attention here to such matter models.

We first discuss the case in which the field equations (12) do not feature any hidden integrability conditions, which could otherwise alter the highest derivative coefficient functions. In this straightforward case, the causal structure of the matter field dynamics is encoded entirely in the functions (13). In particular, well-posedness for the matter field dynamics described by \( S_{\text{matter}} \) on a fixed geometry \((M, G)\) — in other words, the question of whether one can find a suitable foliation of spacetime into hypersurfaces such that prescription of initial field data on one
such hypersurface suffices for the dynamics to predict the data on another, neighbouring, such hypersurface such that the resulting spacetime matter field solves the field equations — requires that the $a$-solution space of the infinite frequency limit Wentzel-Kramers-Brillouin condition

$$Q_{\alpha_1\ldots\alpha_N}^{\alpha_{N+1}\ldots\alpha_{2N}}(G(x))k_{\alpha_1} \ldots k_{\alpha_N}a^\alpha = 0$$

is at least $(S+1)$-dimensional, where $S$ is the dimension of the gauge orbits featured by the matter theory\(^1\). It can be shown\(^{10,11}\) that this condition can always be written as a polynomial condition

$$\tilde{P}_{i_1 \ldots i_{\text{deg}}}^{k_1 \ldots k_{\text{deg}}}(x) = 0 \quad \text{for } k \in T_x^*M;$$

where $\tilde{P}_{i_1 \ldots i_{\text{deg}}}^{k_1 \ldots k_{\text{deg}}}(x)$ are the coefficient functions for some totally symmetric tensor density $P$ of weight one. Since this is a homogeneous condition we may and will regularly de-densitize this condition by use of some meaningful scalar density that can be constructed ultralocally in terms of the geometry $G$ and then denote the resulting totally symmetric tensor field by $P$. Since, in the language of the theory of partial differential equations, $P(x)$ is the principal polynomial (in the cotangent fibre variable $k$) of the field equations (12), we refer to $P$ as the principal tensor field.

In the presence of hidden integrability conditions — which are only revealed by systematically repeated differentiation and elimination of the equations that were originally obtained by variation — the highest order coefficient functions may be altered once the integrability conditions have been made explicit. The simplest example illustrating this is the system

$$A_x + A_{yy} = 0 \quad \text{and} \quad A_y + A_{yx} = 0,$$  

for which only differentiation and elimination reveals the contained implication $A_{xx} - A_{yy} = 0$, which crucially alters the highest order coefficient functions of the equations of motion (even making them into a non-square matrix) and hence the calculation and final form of the principal tensor.

Extending a given system of partial differential equation, such that all hidden integrability conditions are made explicit, is achieved by the Cartan-Kuranishi algorithm\(^{12}\). From the highest order coefficient functions of a so obtained system, which is then termed involutive, one may then calculate the principal tensor, by a slight generalization of the prescription given before for systems without hidden integrability conditions. The algorithm for taking equations of motion $\Phi_B[A] = 0$ for fields $u^M$ into involutive form revolves around repeated calculation of the so-called geometric symbols

$$(M_q)_{BN}^{\nu} := \frac{\partial \Phi_B}{\partial A_N^{\nu}}[A] \quad \text{for } q = \nu_1 + \cdots + \nu_{\text{dim } M},$$

where the derivative $A_N^{\nu}$ with respect to the multi-index $\nu = (\nu_1, \ldots, \nu_{\text{dim } M})$ denotes the $q$-th partial derivative $\partial_1^{\nu_1} \partial_2^{\nu_2} \ldots \partial_{\text{dim } M}^{\nu_{\text{dim } M}} A^N$ of the field component $A^N$.\(^\prime\)
for \( q \) being the currently highest derivative order of the intermediate system of equations generated in each step of the now easily performed Cartan-Kuranishi algorithm:

1. Having calculated the components of the geometric symbol for the current set of equations (starting with the initially given set of equations if no other set has been generated yet by the algorithm), they are arranged into a matrix \( M_q \) whose rows are labeled by the index \( B \) and whose columns are labeled by the combination of the indices \( N \) and \( \nu \). The only rule for how this labeling is done is that the resulting column indices (non-strictly) decrease in the class \( 1 \leq c(\nu) \leq \dim M \) of the multiindex \( \nu \), which is defined as the smallest \( i \) for which \( \nu_i \) is non-zero. The actual calculational step then consists in taking the thus constructed matrix to row echelon form by judicious linear combinations of row vectors only. For any \( i = 1, \ldots, M \) one then reads off the set of coefficients

\[
\beta_q^{(i)} := \text{number of pivot elements in all columns of class } i. \quad (18)
\]

2. Prolongate the current system, i.e., combine it with all \( \dim M \) possible first order partial derivatives of each of its current equations and calculate the matrix \( M_{q+1} \) for this prolonged system. This allows to determine whether the system, as it was before this last prolongation, is pre-involutive. This is the case if the beta coefficients satisfy the pre-involutivity condition

\[
\sum_{i=1}^{\dim M} i \beta_q^{(i)} = \text{rank}(M_{q+1}). \quad (19)
\]

If this is not the case, consider the just calculated prolonged system the new current system and return to the first step with the thus updated system of equations. It is guaranteed that the above equality will be satisfied after a finite number of iterations on steps 1 and 2, in which case one then proceeds to step 3.

3. Consider the prolonged system that has just been calculated to confirm that the pre-involutivity condition of step 2 has been satisfied, but still consider the unprolongated system as the current system. If no integrability condition (an equation of equal or lower derivative order than the current system that is linearly independent of the latter) can be derived from the prolonged systems, the current system is called involutive and the algorithm terminates. If, however, integrability conditions are found, they are appended to the current system and the such extended system is handed as the new current system to step 1 of the algorithm. It is guaranteed that after a finite number of iterations of steps 1, 2 and 3, the algorithm terminates.

Application of the algorithm to the system (16) yields beta-coefficients \( \beta_2^{(1)} = 2 \) and \( \beta_2^{(2)} = 1 \) and rank 3 for the prolonged system, which identifies the initially given system as already pre-involutive in step 2. Since the prolonged system, however,
turns up the integrability condition $A_{xx} - A_{yy} = 0$, the system is not involutive yet. Adding the integrability condition to the original system and repeating steps 1 and 2 one obtains the new beta coefficients $\beta'_{2}^{(1)} = 2$ and $\beta'_{2}^{(2)} = 1$ and rank 4 for the prolonged system. Thus the original system extended by the found integrability condition is found pre-involutive in step 2 and one indeed finds no further integrability condition in step 3. Thus

$$A_{x} + A_{yy} = 0 \quad \text{and} \quad A_{y} + A_{yx} = 0 \quad \text{and} \quad A_{xx} - A_{yy} = 0$$

(20)
is the involutive form of the original system (16) as obtained by the Cartan-Kuranishi algorithm.

For equations of motion $\Phi^{B}[A] = 0$ that follow from a matter action by variation, but are not already involutive, a slight adaptation of the calculation of the principal tensor is required, since the principal symbol

$$T^{B}_{\mathcal{N}}(k) := \sum_{\nu_{1} + \cdots + \nu_{\dim M} = q} \frac{\partial \Phi^{B}_{\mathcal{N},\nu}}{\partial A^{\nu_{1}}_{\mathcal{N},\nu_{1}}} (k_{1}^{\nu_{1}} \cdots (k_{\dim M})^{\nu_{\dim M}}$$

(21)
of their involutive form $\Phi^{B}[A] = 0$ — where the index $\mathcal{B}$ now not only covers the range of the original $B$ but also all the additional equations that had to be added in order to achieve involutive form and $\mathcal{N}$ is the highest derivative order encountered in the involutive system — generically constitutes a non-square matrix $T(k)$. In any case, the principal tensor density can be shown the be determined in this case by taking the determinant of the Gramian matrix of $T(k)$,

$$\tilde{\tilde{\rho}}_{\nu_{1} \cdots \nu_{\deg k}}^{\nu_{1} \cdots \nu_{\deg k}} := \det(T(k)T(k)) \quad \text{.}$$

(22)

Note that the Gramian matrix is a square matrix whose rows and columns are labeled by some $GL(4, \mathbb{R})$ representation, so that its determinant transforms as a scalar density of the appropriate weight.

For technical reasons, and since it does not affect the information encoded in the principal scalar density $\tilde{\rho}(k)$, whether obtained from (15) or more generally from (22), we will not only routinely de-densitize it by multiplication with a suitable density factor, but also reduce its degree as much as possible by dropping repeated factors, so that

$$\tilde{\rho}(k) = \omega_{n}^{m} P_{1}^{n_{1}}(k) P_{2}^{n_{2}}(k) \cdots P_{P}^{n_{P}}(k) \quad \text{,}$$

(23)

where $m$ is an integer and $n_{1}, \ldots, n_{P}$ are positive integers while $P_{1}(k), \ldots, P_{P}(k)$ are irreducible polynomials in $k$ that transform as scalar fields for any substitution of a covector field $k$, gives rise to the reduced principal tensor $\tilde{\rho}$ uniquely determined by

$$P^{\nu_{1} \cdots \nu_{\deg k}}_{\nu_{1} \cdots \nu_{\deg k}} := P_{1}(k)P_{2}(k) \cdots P_{P}(k) \quad \text{.}$$

(24)

Only this reduced form of the principal tensor $\tilde{\rho}$ will play a role in constructive gravity and will simply be called the principal tensor of the matter field equations in the following.
3. Kinematics induced by matter field equations

Three technical conditions on any given matter field equations must be satisfied in order to derive a complete kinematical interpretation for the underlying spacetime geometry. They all concern the principal tensor $P$ of the matter field equations obtained from an action $S_{\text{matter}}[A,G]$, and thus implicitly impose conditions on the geometric tensor $G$ in terms of which $P$ is expressed. Physically, these conditions correspond to classically hardly negotiable necessary requirements for the field equations and their geometric optical limit, namely that (a) there exist initial data surfaces for the field equations, (b) the spacetime structure can be interpreted in a temporal-spatial way and (c) that the spacetime structure allows for time-orientability and corresponding energy-orientability. Technically, these physical conditions amount to

(a) The homogeneous polynomial $P_x : T^*_x M \to \mathbb{R}$ defined in terms of the principal tensor by $k \mapsto P^{a_1 \ldots a_{\deg P}}(x)k_{a_1} \cdots k_{a_{\deg P}}$ at each point $x$ of the manifold $M$ must be hyperbolic. This means, by definition, that there exists some $h \in T^*_x M$ with $P_x(h) \neq 0$ such that for all $q \in T^*_x M$ the equation

$$P_x(q + \lambda h) = 0$$

possesses $\deg P$ real solutions $\lambda_1, \ldots, \lambda_{\deg P}$, counting algebraic rather than geometric multiplicity. One can show that if $h$ satisfies the above condition, then there is an entire connected set of such vectors which constitute an open and convex cone $C_x(h)$, the so-called hyperbolicity cone of $P_x$ that contains $h$. Note that the hyperbolicity cones are uniquely determined by the principal tensor and that the latter has been uniquely constructed in terms of the spacetime geometry $G$, in a way that is crucially informed by the particular equations of motion of the matter field $A$, but is functionally independent of the latter.

Clearly, one can choose any other covector $h'$ in this hyperbolicity cone as an alternative representative, since $C_x(h) = C_x(h')$. Moreover, since $-h$ satisfies condition (25) if and only if $h$ does, but since $P(h) \neq 0$, $-h$ does not lie in the same connected component as $h$ and thus $C_x(h) \cap C_x(-h) = \emptyset$; thus there is always an even number of hyperbolicity cones at each point of spacetime.

A time-orientation of the spacetime is chosen by prescription of some smooth and everywhere hyperbolic covector field $n$, which singles out one particular cone $C_x := C_x(n_x)$ at spacetime point $x$. We call these cones the local observer cones, since they contain all possible conormals (which set one may geometrically think of as all possible tangent hyperplanes) to initial data hypersurfaces through the respective spacetime point to which they are attached. This, indeed, is the relation to the question of well-posedness of the field equations.

We impose a positive sign convention, which will come in handy later on, namely that $P_x(C_x) > 0$ for all $x \in M$. If this does not hold in the first place, then we necessarily have $P_x(C_x) < 0$ for all $x \in M$, due to the continuity of the time-orienting hyperbolic covector field $n_x$ and the continuity of the principal
tensor field $P$, so that replacing the principal tensor $P$ by $-P$, which has no effect on the hyperbolicity condition, arranges for the desired sign.

(b) The dual polynomial $P^\#_x : T_xM \to \mathbb{R}$, which is uniquely determined by a given hyperbolic polynomial $P_x : T_x^*M \to \mathbb{R}$ up to a non-zero factor (which turns out to cancel for any use the dual polynomial is put to) must be hyperbolic. The dual polynomial $P^\#_x$ of a hyperbolic polynomial $P_x = (P_1)_x \cdots (P_F)_x$, which is decomposed into mutually different irreducible factor polynomials $P_1, \ldots, P_F$, is defined as the product

$$P^\#_x := (P_1)^\#_x \cdots (P_F)^\#_x,$$

(26)

of the duals of these irreducible factors. Thus it suffices to define the dual polynomial $Q^\#_x$ associated with an irreducible polynomial $Q$, namely as the likewise irreducible polynomial for which

$$Q^\#_x (DQ_x(k)) = 0 \text{ holds for all } k \in T^*_x M \text{ with } Q_x(k) = 0 \text{ and } DQ_x(k) \neq 0,$$

(27)

where $DQ_x$ denotes the derivative of $Q_x$ with respect to the cotangent space fibre at $x$. The very existence of the dual polynomial $P^\#_x$ hinges on the hyperbolicity of $P_x$, which is equivalent to the hyperbolicity of each irreducible factor polynomial. The immediate physical relevance of the dual polynomial is revealed by the real projective relation

$$[DP^\#_x ([DP_x([k])])] = [k]$$

(28)

for all $k \in T^*_x M$ with $P_x(k) = 0$ and $DP_x(k) \neq 0$ and $DDP_x(k) \neq 0$, where $[\cdot]$ denotes projective equivalence, since it reveals that any projective $P_x$-null covector $[k]$ (safe such on an exceptional subset of measure zero) is bijectively mapped to a projective vector $[DP_x([k])]$, with the inverse map given by $[DP^\#_x]$. Due to the generic non-linearity of these maps, this is highly non-trivial. In physics language, however, it establishes a easily understood fact: for each $P^\#_x$-null ray direction, which emerges in the geometric-optical limit of the underlying hyperbolic matter field theory, there is a unique $P_x$-null wave surface and vice versa. We will refer to $P_x$-null covectors also as massless momenta.

(c) The positive energy cone $E^+_x$ at each point $x$ of the spacetime $M$ is defined for any hyperbolic principal polynomial $P_x$ with hyperbolic dual polynomial $P^\#_x$, as required by conditions (a) and (b), as the closed convex cone

$$E^+_x := \{ e \in T^*_x M \mid e(X) > 0 \text{ for all } X \in \ell^{-1}_x(C_x) \}.$$

(29)

The physical rationale for this definition is clear: a massless or massive momentum $p$ can only be said to be of positive energy if all observers (represented here by all possible observer worldline tangent vectors $X$) agree on the sign of the respectively seen energy $e(X)$. Any massive momentum $p$, as defined under (b) above, is automatically of positive energy, by construction of $C^\#_x$. The final condition on the principal polynomial, and thus the underlying spacetime geometry $G$, is that any massless momentum $p$ at some point $x \in M$ must
lie either in the positive energy cone $E^+_x$ or the negative energy cone $E^-_x$. This energy distinguishing condition is physically required, since it is necessary to have all observers agree on whether a decay that involves a massless particle is kinematically possible or not.

Together with the previously adopted hyperbolicity condition on the dual polynomial $P^\#_x$, the energy distinguishing conditions allow to uniquely identify the hyperbolicity cone $C^\#_x \subset T_x M$ of $P^\#_x$ for which the observer cone $C_x \subseteq \ell_x(C^\#_x)$, where $\ell_x$ denotes the invertible Legendre map

$$\ell_x : C^\#_x \rightarrow \ell_x(C^\#_x) \subset T^*_x M, \quad X \mapsto -\frac{1}{\deg P^\#_x} \frac{DP^\#_x(X)}{P^\#_x(X)}.$$

The corresponding restriction of the inverse $\ell^{-1}_x$ of this map to the observer cone $C_x$ is physically understood as the bijective map between the massive momenta $p$ of mass $m$ at the point $x \in M$, which are characterized by $p \in C_x$ and $P_x(p) = m^{\deg P}$ for some positive mass $m$, and the tangent vectors $\ell^{-1}_x(p)$ of their respective worldlines.

Matter dynamics satisfying the above three conditions impose the kinematical interpretation of the spacetime geometry $(M,G)$, with the relevant information coming from the matter dynamics being encoded in the principal polynomial. The three kinematical constructions of immediate practical importance are

1. A local observer is given by a curve $e : (a,b) \rightarrow LM$ in the spacetime frame bundle $\pi : LM \rightarrow M$ such that (i) the first frame vector $e_0(\lambda)$ lies in the Legendre dual $\ell^{-1}_x(C_x)$ of the cotangent space observer cone for all $\lambda \in (a,b)$ and (ii) the other frame vectors $e_1(\lambda), e_2(\lambda), e_3(\lambda)$ are Legendre-orthogonal to $e_0(\lambda)$, which is to say that they lie in the kernel of $\ell_x(e_0(\lambda))(e_0(\lambda))$ for every $\lambda \in (a,b)$. Physically, this means that for every point of every initial data hypersurface, one can find a local observer whose worldline $\pi \circ e$ pierces the hypersurface at this point and whose worldline tangent vector $e_0$ is Legendre orthogonal to the hypersurface’s tangent directions. These latter tangent directions are the purely spatial directions seen by this particular observer.

2. A first order action for the worldline $x : \mathbb{R} \rightarrow M$ of a massless point particle is immediately implied by the dispersion relation $P(k) = 0$ that must hold for the momentum of such a particle, namely

$$S_{\text{massless}}[x,k,\mu] = \int d\lambda \left[ k_{\mu}(\lambda) \dot{x}^\mu(\lambda) - \mu(\lambda) P_{x(\lambda)}(k(\lambda)) \right],$$

where $\mu$ is a Lagrange multiplier. But solving the corresponding equations of motion requires solving for $k$. By virtue of the inverse Gauss map $[DP^\#]$ and the homogeneity of $P^\#$, one can indeed solve for $k = \sigma DP^\#$ in terms of another Lagrange multiplier $\sigma$ (which absorbs the projective scaling ambiguity). Encoding this elimination directly into the action one finds the equivalent second
For massive point particles, the same philosophy applies, but entirely different mathematics are at work. Instead of projective algebraic geometry and projective Gauss maps, as for the massless particle, it is now convex analysis and the Legendre map and its inverse that play the crucial role. Also in this case, an obvious first order action

\[ S_{\text{massive}}[x, \sigma] = \int d\lambda \sigma(\lambda) P_x^\#(\dot{x}(\lambda)) \]

(32)

which can be straightforwardly varied without knowledge of the generically non-linear kinematical machinery running in the background.

(3) For massive point particles, the same philosophy applies, but entirely different components whose equations of motion yield a second rank principal tensor field with components of the action in general relativity, in the positive energy cone is the closure \( \partial C_x \) which captures all massive momenta contained in \( C_x \) and none of the momenta in \( -C_x \) are captured. The Legendre map and its inverse evaluate to \( (\ell_x(X))_a = -g_{ab}X^b/g_{\alpha\beta}X^\mu X^\nu \) and \( (\ell_x^{-1}(k))^a = -g^{ab}k_a/g^{\alpha\beta}k_\alpha k_\beta \), yielding precisely the velocity-momentum relation for massive particles and reveal the generically required Legendre orthogonality of purely spatial observer frame vectors to the temporal frame vector as simply their Lorentzian metric orthogonality in this simple case. The general action for massless and massive particles reduces to the known actions in general relativity,

\[ S_{\text{massless}}[x, \sigma] = \int d\lambda \sigma(\lambda) g_{ab}(x(\lambda)) \dot{x}^a(\lambda) \dot{x}^b(\lambda) \]
and

\[ S_{\text{matter}}[x] = \int d\lambda \sqrt{g_{ab}(\lambda) \dot{x}^a \dot{x}^b}. \]

The general theory presented before generalizes these cornerstones of general relativity to generalized tensorial spacetimes, in a way that is informed by the specific matter dynamics one stipulates on the given spacetime. From this point of view — which is indeed the view taken by Einstein when he distilled the kinematical lessons conveyed by Maxwell dynamics into the spacetime structure and its interpretation — the kinematical interpretation of a spacetime geometry \((M, G)\) cannot be extracted from, or be assigned to, the geometry per se. Indeed, had we not chosen Klein-Gordon theory (or any other standard model field) as the matter field theory on our Lorentzian manifold, but instead, say, a Proca theory with quartic self-interaction, we would have obtained a vastly different kinematical interpretation of the very same Lorentzian manifold. In essence, the kinematics impressed on a geometry follows only from the triple \((M, G, S_{\text{matter}}[A, G])\). This is an insight that was so far essentially ignored in the overwhelming majority of attempts to construct gravity theories beyond general relativity.

4. Gravitational closure

Consider a foliation of the spacetime \(M\) into initial data surfaces, described by a one-real-parameter family of smooth embedding maps \(X_t : \Sigma \rightarrow M\), where \(\Sigma\) is a smooth three-dimensional manifold such that the image \(X_t(\Sigma)\) is an initial data surface for the matter theory. We now define projection frames by choosing coordinate maps \(y^\alpha\), for \(\alpha = 1, \ldots, 3\) on \(\Sigma\), whence we obtain a spacetime tangent basis

\[ e_0(t, \sigma) = \ell^{-1}_{X_t(\sigma)}(n_t(\sigma)) \quad \text{and} \quad e_\alpha(t, \sigma) = X_t \left( \frac{\partial}{\partial y^\alpha} \right) \]  

along each embedded hypersurface \(X_t(\Sigma)\), where each \(n(t, \sigma)\) is a spacetime covector field normal to the hypersurface and normalized with respect to \(P^\#, \quad n(t, \sigma)(e_\alpha(t, \sigma)) = 0 \quad \text{and} \quad P^\#_{X_t(\sigma)}(\ell^{-1}_{X_t(\sigma)}(n(t, \sigma))) = 1. \)  

Employing this frame \(e_\alpha(t, \sigma)\) and the unique dual frame \(\epsilon(t, \sigma)\), we obtain an obvious projection of the spacetime geometry \(G\) to several one-real-parameter families of induced tensor fields on \(\Sigma\). For a geometry described by a \((1,3)\)-tensor field, for instance, we obtain eight one-real-parameter families of tensor fields on \(\Sigma\) with valence \((0,0), (0,1), (0,1), (0,2), (1,0), (1,1), (1,1)\) and \((1,2)\), namely

\[ g^{\alpha\beta\gamma}(\sigma) = G_{X_t(\sigma)}(e^\alpha(t, \sigma), e^\beta(t, \sigma), e^\gamma(t, \sigma)) \]

for \(pqr \in \{0_0, 0_0\gamma, 0_0\beta, 0_\beta\gamma, 0_\alpha\gamma, 0_\alpha\beta, 0_\beta\gamma\}\). Analogously for geometric tensor fields of different valence or even several such tensor fields of various valences. It proves useful to notationally collect the occurring index combinations in one calligraphy index \(A\), such that we can write \(g^A_t(\sigma)\). Analogously, the dual \(P^\#\) of the
principal tensor field yields $\text{deg } P^# + 1$ one-parameter families of totally symmetric covariant tensor fields $p_{\alpha_1...\alpha_n}(\sigma)$ for $n = 0, 1, \ldots, \text{deg } P^#$. An important point is that our projection frames are constructed such that the first two projections always take the values

$$p_t(\sigma) = 1 \quad \text{and} \quad p_t^\alpha(\sigma) = 0. \quad (39)$$

But since the dual of the principal polynomial is given ultralocally in terms of the spacetime geometry, one can write these two induced tensor fields, in particular, as functions of the induced geometric fields,

$$p_t(\sigma) = p(\varphi^A) \quad \text{and} \quad p_t^\alpha(\sigma) = p^\alpha(\varphi^A). \quad (40)$$

Thus the properties (39) impose a (generically non-linear) algebraic relation between the projected fields $\varphi^A$. While these are automatically satisfied once the definition of the $\varphi^A$ are employed, they become non-trivial if one turns to the canonical view of dynamics, which no longer considers the spacetime geometry $G$ as the fundamental variables of the theory and the projected fields $\varphi^A$ as derived quantities, but precisely the other way around. This change in perspective is reflected by introducing tensor fields $\hat{g}^A$ on $\Sigma$ whose tensorial structure mimics that of the projections $\varphi^A$, including the algebraic index symmetries the projections once inherited from the spacetime geometry, but are functionally no longer related to the spacetime geometry. But then the generically non-linear conditions (39) must be imposed explicitly as

$$p(\hat{g}^A(\sigma)) = 1 \quad \text{and} \quad p^\alpha(\hat{g}^A(\sigma)) = 0, \quad (41)$$

since they no longer follow automatically. But instead of dealing with such non-linear constraints, we introduce generalized configuration fields $\varphi^1, \ldots, \varphi^F$ on $\Sigma$ and parametrization maps $\hat{\varphi}^A(\varphi^1, \ldots, \varphi^F)$ such that the tensor fields

$$\varphi^A = \hat{\varphi}^A(\varphi^1, \ldots, \varphi^F) \quad (42)$$

generated from from one-real-parameter families of these configuration fields satisfy the linear symmetry conditions and generically non-linear frame conditions (39) while the configuration variables diffeomorphically parametrize the remaining degrees of freedom. The latter is ensured by requiring also the existence of inverse maps $\hat{\varphi}^A$ with for $A = 1, \ldots, F$, such that

$$\hat{\varphi}^A(\varphi^A(\sigma)) = \varphi^A \quad \text{and} \quad \varphi^A(\hat{\varphi}^A(\varphi)) = \varphi^A, \quad (43)$$

from which the important relation

$$\frac{\partial \hat{\varphi}^A}{\partial \varphi^B(\varphi)} \frac{\partial \varphi^A}{\partial \varphi^B(\varphi)} = \delta^A_B \quad (44)$$

follows.

With the above preparations made, we can now calculate the two coefficient functions $F^A{}_{\mu}^\nu(\varphi)$ and $M^{AB}(\varphi)$ of the countable set of linear homogeneous partial
differential equations that must be solved in order to obtain the gravitational actions that are causally consistent with the given matter field dynamics. The first of these coefficients can be read off the right hand side of

\[ (L_{\mathcal{N}} \tilde{g})^A(\varphi) \frac{\partial \tilde{\varphi}^A}{\partial g^A}(\tilde{g}(\varphi)) =: N^\mu \partial_\mu \varphi^A + \partial_\gamma N^\mu F^A_{\mu \gamma}(\varphi), \]  

where \( \tilde{N} \) is some vector field on \( \Sigma \). The second one is calculated directly from

\[ M^{A\gamma}(\varphi) = \frac{\partial g^A}{\partial \partial_\gamma X^a} \frac{\partial \tilde{\varphi}^A}{\partial g^A}(\tilde{g}(\varphi)), \]

which is easily calculated by expressing \( g^A \) in terms of the spacetime geometry \( G \) (for which \( \partial G/\partial \partial_\gamma X^a \) vanishes) and using the relations

\[
\begin{align*}
\frac{\partial e^m_0}{\partial \partial_\gamma X^a} &= \frac{1}{1 - \text{deg} P^\#} \epsilon^m_0 \epsilon^\rho \gamma(\tilde{g}(\varphi)), \\
\frac{\partial e^m_0}{\partial \partial_\gamma X^a} &= \delta^m_\gamma \delta^\mu_\nu, \\
\frac{\partial e^m_0}{\partial \partial_\gamma X^a} &= -\epsilon^m_0 \epsilon^\gamma \nu, \\
\frac{\partial e^m_0}{\partial \partial_\gamma X^a} &= -\epsilon^m_0 \epsilon^\gamma \nu + \frac{1}{1 - \text{deg} P^\#} \delta^m_\gamma \delta^\mu_\nu(\tilde{g}(\varphi)).
\end{align*}
\]

The key result\(^1\) of constructive gravity is that the gravitational dynamics for the spacetime geometry are given by the action

\[ S_{\text{geometry}}[G(\varphi, N_t, \tilde{N}_t)] = \int d^4 x \mathcal{L} \left( \varphi, K[\varphi, N_t, \tilde{N}_t] \right) \]

where

\[ K^A[\varphi, N, \tilde{N}] := \frac{1}{N} \left( \dot{\varphi} - (\partial_\gamma N) M^{A\gamma}[\varphi] - N^\mu \partial_\mu \varphi^A + (\partial_\gamma N^\mu) F^A_{\mu \gamma}(\varphi) \right) \]

and the scalar density \( \mathcal{L} \) of weight one is a functional of the \( \varphi \) and a function of the \( K \) that is determined by the gravitational closure equations, which in functional differential form are just the two following equations

\[
\begin{align*}
0 &= -K_B(y) \frac{\delta \mathcal{L}(x)}{\delta \varphi^B(y)} + (\partial_\gamma \delta_y)(y) K_B(y) M^{A\gamma,B}(x) \frac{\delta \mathcal{L}}{\delta K^A}(x) + \partial_\mu \left( \frac{\delta \mathcal{L}(x)}{\delta \varphi^B} M^{B\mu}(y) \right) (y) \\
&+ \partial_\mu \frac{\delta \mathcal{L}}{\delta K^A}(x) \left[ (\text{deg} P^\# - 1) p^\rho \gamma F^A_{\rho \gamma} - M^{B[\mu} \gamma] \right] (x) (\partial_\nu \delta_x)(y) \\
&- \frac{\delta \mathcal{L}}{\delta K^A}(x) \left[ (\text{deg} P^\# - 1) p^\rho \gamma (\partial_\nu \varphi^A + F^A_{\rho \gamma} \gamma) \right] (x) (\partial_\nu \delta_x)(y) \\
&+ \partial_\mu \left( M^{B[\mu} \gamma] \right) (x) (\partial_\nu \delta_x)(y) \\
&- (x \leftrightarrow y).
\end{align*}
\]
and

\[ 0 = \frac{\partial \mathcal{L}}{\partial K^B} (y) K^A (y) \left( \delta^B_A \delta^\gamma_\mu + F^B_{\mu \gamma} \right) (y) (\partial_\gamma \delta y)(x) \\
- K^A (y) \partial_\gamma \frac{\partial \mathcal{L}}{\partial K^B} (y) F^B_{\mu \gamma} (y) \delta y(x) \\
- \left( K^A \frac{\partial \mathcal{L}}{\partial K^A} - \mathcal{L} \right) (y) (\partial_\mu \delta y)(x) + \partial_\mu \left( K^A \frac{\partial \mathcal{L}}{\partial K^A} - \mathcal{L} \right) (y) \delta y(x) \\
+ (\partial_\mu \varphi^A + F^A_{\mu \gamma}) (x) \frac{\delta \mathcal{L}(y)}{\delta \varphi^A (x)} + F^A_{\mu \gamma} (x) \partial_{\gamma} \left( \frac{\delta \mathcal{L}(y)}{\delta \varphi^A (\cdot)} \right) (x), \tag{54} \]

where the shorthand \( Q_{A}^{\alpha_{1} \ldots \alpha_{N}} := \partial Q/\partial \varphi_{\alpha_{1} \ldots \alpha_{N}} \varphi^A \) has been used in both. Solving these equations for \( \mathcal{L} \) then completely determines the gravitational action (51) that provides dynamics for the geometry employed in the matter action which is causally consistent with the initially stipulated matter field dynamics.

5. Solution techniques for gravitational closure equations

**General gravitational closure.** While it is straightforward to set up the gravitational closure equations for any matter field action on any tensorial background geometry – as long as the principal polynomial of the resulting matter field equations of motion satisfy the three physicality conditions, which may require restriction of the geometry – it appears generically prohibitively hard to solve this countable set of linear homogeneous partial differential equations.

A notable exception is provided by standard model matter on a metric background. The restriction on the geometry, which makes the standard model fields satisfy the physicality conditions, boils down to the metric having Lorentzian signature. In this case, the closure equations are not only set up as swiftly as in any other case, but they can also be solved without further assumptions.

Maybe the difficulty to solve the gravitational closure equations for other matter models of physical interest, such as general linear – and thus birefringent – electrodynamics, is in part due to an unfortunate choice of field parametrization (42) of the field degrees of freedom. A well-considered choice of parametrization might render a general solution less difficult.

The most promising line of attack, however, is to better understand the structure of the closure equations themselves. A theoretically invaluable step would be to take them to involutive form, maybe in general and maybe case by case. At any rate, this would allow, for instance, a direct calculation of the dimension of their linear solution space. This dimension would then of course be equal to the number of physical constants that remain undetermined by constructive gravity and must hence be measured in experiments. While this number is 2 in the case of standard model matter – corresponding to an undetermined gravitational constant and an undetermined cosmological constant — we know that it is at least 11 for the gravitational theory that underlies general linear electrodynamics. Clearly, any gravitational theory with infinitely many undetermined constants is non-predictive.
in general, although the number of relevant constants might become finite under special circumstances, such as symmetry assumptions.

From a practical point of view, however, a general solution to the gravitational closure equations for some given matter dynamics beyond the standard model is not required. For even if it was available, it would give rise to field equations that are at least as difficult to solve as Einstein’s equations. At that stage, these elusive general gravitational field equations would have to be solved either by symmetry assumptions or perturbation theory. The obvious idea is to implement any desired symmetry assumption or perturbative technique already at the level of the gravitational closure equations. This is not entirely straightforward, and the following two subsections briefly outline the problem and the solution.

**Symmetric gravitational closure.** Since the gravitational closure equations yield a gravitational action, any implementation of a Killing symmetry $L_K G = 0$ for the pertinent tensorial spacetime geometry at the level of the closure equations, if properly implemented, will be passed down to the action.

But this means that variation of the action, with the aim to obtain the gravitational field equations, must now be performed with respect to the symmetric field configurations that appear in the already symmetry-reduced action. Thinking of variation in field theory as a competition between a candidate field and slightly deformed competitors, one notes that the competition is severely limited by only considering competitors that also already satisfy the imposed symmetry condition. It is thus clear that variation of a symmetry-reduced action produces weaker symmetrized field equations than variation of the full action and subsequent symmetrization would have. This is the known issue of symmetric criticality and further useful necessary and sufficient conditions for when a symmetry reduction at the level of the action yields the correct field equations have been identified.

It is clear from the above discussion that the implementation of spacetime symmetries at the level of the gravitational closure equations is possible under precisely the same conditions that apply to their implementation at the level of an action. Symmetric gravitational closure is discussed and illustrated in, where it is shown that one obtains the Friedmann equations as the cosmologically symmetry-reduced gravitational closure of standard model matter dynamics, without ever having to know Einstein’s equations.

For matter models beyond the standard model, the simplification of the corresponding gravitational closure equations are tremendous and thus put a solution in reach, see the contribution by Düll to these Proceedings.

**Perturbative gravitational closure.** Perturbative solutions of gravitational closure equations may be performed under precisely the same assumptions that render them meaningful at the level of the equations of motion. Since the action needs to be known, roughly speaking, to second order if one wishes to derive field equations
that are valid to first order perturbations, care needs to be taken in the determination of terms that can be dropped or not. In practice, this is based on a subtle interplay of the order to which the coefficient functions of the gravitational closure equations must be expanded, the number of derivatives that act afterwards and the resulting overall order of a particular closure equation.

The perturbative treatment yields the 11-parameter weak gravitational field equations that underlie general linear electrodynamics as well as the interesting bimetric gravity theory as it underlies the only superficially trivial matter model of two Klein-Gordon fields that couple to two different Lorentzian metrics, see the contribution by Wierzba to these Proceedings.

6. Applications

**Birefringence in the weak gravitational field of a point mass.** The perturbative gravitational closure of general linear electrodynamics, which served as our opening example for a problem that was previously not solvable, yields a spacetime geometry
\[ G^{abcd} = 2\eta^{[a|c}\eta^{d]}_{b} + \epsilon^{abcd} + H^{abcd} \]
that describes the gravitational field not too close to a point mass \( m \) with the perturbative deviation \( H^{abcd} \) from Minkowski space \( H^{abcd} \) given in. No birefringence is seen, to first order perturbation theory, where and only where
\[ \frac{1}{2} H^{ab} H^{cd} = \eta^{mr} \eta^{ns} H^{ambn} H^{crds} \] (55)
holds to second order. Thus allowing for birefringence in principle, the weak gravitational field generated by a point mass indeed generates birefringence, whose strength depends on the mass and four more independent constants to be determined by only four experiments in that gravitational field; see also the contribution by Stritzelberger to these Proceedings.

**Gravitational effects in birefringent quantum electrodynamics.** The quantization of birefringent electrodynamics is renormalizable in a gauge-invariant way to all perturbative orders on a flat background. This result can be used to reliably calculate quantum field theoretic processes in locally essentially flat regions of a globally non-flat area metric geometry that arises as the solution of the underlying gravity theory that one obtains by gravitational closure of classical birefringent electrodynamics. This allows to search for signatures of birefringence in localized quantum electrodynamic processes, which are now dependent of the spacetime region where they occur. Of particular interest is a modification of the observationally important 21.1 cm line of hydrogen, which in the presence of birefringence is seen to depend qualitatively and quantitatively – in a way precisely predicted by constructive gravity – on the location of the hydrogen; see the contribution by Tanzi to these Proceedings.
Gravitational radiation. An notable result concerning the gravitational closure of birefringent electrodynamics is that the gravitational radiation emitted by two circularly orbiting masses contains only one massless trace-free tensor mode, as in general relativity, while additional scalar, vector, and tensor modes are all massive. The production of these massive waves is shown to be significantly suppressed, since it requires the orbital frequency to surpass a certain threshold. Slowly orbiting binaries therefore only radiate waves of the type predicted by general relativity.

Etherington distance relation. On a Lorentzian spacetime, the Etherington distance duality relation connects the luminosity distance, angular diameter distance, and redshift of an astrophysical light source independent of the gravitational dynamics. This is not the case for the refined spacetime geometry that underlies birefringent linear electrodynamics. Direct calculation, from the field equations obtained by gravitational closure, yields a modification of Etherington’s relation that depends on the gravitational dynamics and indeed the particular spacetime solution. This opens up the possibility of deriving new gravitational lensing effects or indeed a pathway for the explanation of known anomalies that is directly connected to carefully studied extensions of the standard model. The reader is referred to the contribution by Werner to these Proceedings.

Parametrodynamics. Parameters in matter field dynamics are usually considered as constants whose values must be determined by experiment. Gravitational closure, however, can be used to predict the values of non-scalar parameters that appear in any local field theory that is amenable to the closure equations. To this end, one first promotes the constant parameters to fields, analogous to the promotion of the flat spacetime Minkowski metric in Maxwell theory to the metric tensor field in the general theory of relativity. Gravitational closure of the modified matter action then yields a multi-parameter family of actions for these parameters (and, if one so chooses, also for the underlying geometry) as the unique dynamics that enjoys a consistent co-evolution with the matter fields of the initially stipulated matter theory. See the contribution by Wierzba to these Proceedings.

7. Conclusions

Constructive gravity is a method to determine, by calculation rather than stipulation, a family of gravitational actions that are compatible with a large class of matter field theories. Remarkably, it is any concrete representative of these matter field theories themselves that provides the relevant information for the calculation of the gravitational theory, essentially based on the requirement that the latter have a diffeomorphism gauge group and possess a canonical evolution that shares its initial data surfaces with those of the chosen matter theory. The availability of such a procedure allows to ask and answer questions that could not be posed before and reveal gravitational dynamics as a mere consistency requirement once the matter
contents of the universe is specified. While for a universe filled with standard model matter, there is no new physics predicted by the gravitational closure mechanism, this significantly changes once matter beyond the standard model is considered. This is where constructive gravity will likely find its key application.
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1. Introduction

Could there be weak birefringence of light in vacuo? How can we predict whether and where such splitting of light rays in vacuo occurs? Standard Maxwell electrodynamics, for which the electromagnetic field couples to a metric spacetime geometry, \textit{a priori} excludes the possibility of vacuum birefringence. The spacetime geometry must be refined, from a metric to a tensor field of the fourth rank, in order to obtain a linear theory of electromodynamics allowing for vacuum birefringence to occur. The such obtained matter theory is known as the theory of general linear electrodynamics\cite{1,2,3} and the fourth rank spacetime tensor field as an area metric. Because the matter field equations of general linear electrodynamics depend on the area metric background, finding any concrete solution for the electromagnetic field requires to simultaneously solve some yet-to-be-determined field equations for the area metric, which thus take the role played by Einstein’s field equations for a metric background. In particular, also the splitting of light rays depends crucially on such gravitational field equations underlying general linear electrodynamics. We can thus rephrase the question of whether and where birefringence of light in vacuo occurs as follows: What are the gravitational field equations underlying general linear electrodynamics, and what are the solutions to these field equations?

This question can be answered by means of the recently discovered procedure of gravitational closure\cite{4,5}, which employs the causal structure of given matter field equations in order to provide causally compatible canonical dynamics\cite{6,7} for the underlying geometry. For instance, starting from Maxwell electrodynamics, one...
obtains the familiar Einstein equations in this way. Exactly along the same lines, when starting instead from general linear electrodynamics, one obtains the gravitational field equations for an area metric geometry. Based on Ref. [8], this paper reviews the derivation of the weak gravitational field equations underlying general linear electrodynamics, followed by a discussion of a concrete solution to these equations, namely the weak gravitational field sourced by a point mass in an area metric spacetime, revealing first order corrections to the linearized Schwarzschild metric.

2. General linear electrodynamics

We start our discussion with a brief review of the theory of general linear electrodynamics\textsuperscript{1–3,9–11}. The action of this matter theory is

\[
S_{\text{matter}}[A,G] = -\frac{1}{8} \int_M d^4x \omega G F_{ab} F_{cd} G^{abcd},
\]

(1)

where \(M\) is an orientable four-dimensional spacetime manifold, \(F = dA\) denotes the electromagnetic field strength tensor, the fourth-rank contravariant tensor field \(G\) denotes the area metric spacetime geometry, and the scalar density \(\omega_G = 4! (\epsilon_{abcd} G^{abcd})^{-1}\) is constructed by virtue of the canonical top form density \(\epsilon\). In a spacetime equipped with a tensorial spacetime geometry, general linear electrodynamics is the most general theory of electrodynamics for which the classical linear superposition principle still holds. By virtue of the appearance of the fourth-rank tensor field in the above matter action, the algebraic symmetries

\[
G^{abcd} = G^{cdab} \quad \text{and} \quad G^{abcd} = -G^{bacd}
\]

(2)

may be assumed without loss of generality. Consequently, an area metric spacetime geometry features 21 independent degrees of freedom at each spacetime point, as opposed to only 10 independent degrees of freedom for a metric spacetime geometry. It is ultimately due to these additional degrees of freedom that general linear electrodynamics allows not only to describe all of Maxwell electrodynamics, but also various new phenomena such as vacuum birefringence.

The causal structure of the equations of motion of general linear electrodynamics is prescribed by the principal tensor field \(P_G\), which was shown in Ref. [2, 3] to be a totally symmetric tensor field density of the fourth rank, determined entirely in terms of the spacetime geometry,

\[
P_G^{abcd} = -\frac{1}{4!} \omega_G^2 \epsilon_{mnpqrs} G^{sr} G^{mn} G^{pq} G^{tu},
\]

(3)

The principal tensor field is the reason why generic area metric spacetime geometries feature vacuum birefringence: The null cone of general linear electrodynamics, that is the set of covectors annihilating the principal tensor field, is a quartic surface. However, if the splitting of light rays in vacuo was a large effect, it would most likely have been observed by now. Therefore, instead of studying generic area
metric spacetimes, this paper focuses on spacetime geometries which are small area metric perturbations $H$ around metric Minkowski spacetime $\eta$,

$$C^{abcd} = \eta^{ac}\eta^{bd} - \eta^{ad}\eta^{bc} - \epsilon^{abcd} + H^{abcd}. \quad (4)$$

Once we know the linearized gravitational field equations underlying general linear electrodynamics, we can derive the area metric perturbations $H$ for given small matter distributions. In the following two sections, we therefore discuss the derivation of these linearized gravitational field equations by means of gravitational closure.

3. Canonical geometry

The procedure of gravitational closure enables the derivation of causally compatible gravitational field equations for the spacetime geometry underlying any predictive and quantizable matter field theory. The first step in this gravitational closure procedure is to determine the canonical geometry for which one ultimately wishes to obtain canonical dynamical field equations. The canonical geometry of an area metric spacetime geometry can be determined as follows. Let $\Sigma$ be a three-dimensional manifold and let $X_t : \Sigma \hookrightarrow M$ be a one-real-parameter family of embedding maps, which specifies a foliation of the spacetime manifold into initial data surfaces. For each point $\sigma \in \Sigma$ and each embedding parameter $t \in \mathbb{R}$, one can construct an orthonormal frame $\{\epsilon^0(t, \sigma), \epsilon^\alpha(t, \sigma)\}$, where $\alpha \in \{1, 2, 3\}$, which allows to project the area metric spacetime geometry onto the initial data surfaces,

$$\begin{align*}
(g_1)^{\alpha\beta}[X_t] &:= -G(\epsilon^0, \epsilon^\alpha, \epsilon^\beta), \\
(g_2)^{\alpha\beta}[X_t] &:= \frac{1}{4} \frac{\epsilon_{\alpha\mu\nu}}{\sqrt{\det(g_1)}} \frac{1}{\sqrt{\det(g_1)}} G(\epsilon^\mu, \epsilon^\nu, \epsilon^\sigma, \epsilon^\tau), \\
(g_3)^{\alpha\beta}[X_t] &:= \frac{1}{2} \frac{\epsilon_{\beta\mu}\nu}{\det(g_1)} G(\epsilon^0, \epsilon^\alpha, \epsilon^\mu, \epsilon^\nu) - \delta^\alpha_\beta
\end{align*} \quad (5-7)$$

resulting in three one-real-parameter families of induced tensor fields. By construction, the induced tensor fields $g_1$ and $g_2$ are symmetric,

$$\begin{align*}
(g_1)^{\alpha\beta} = 0 \quad \text{and} \quad (g_2)^{\alpha\beta} = 0.
\end{align*} \quad (8)$$

Moreover, the orthonormality conditions satisfied by the four frame fields imply

$$\begin{align*}
(g_1)^{\alpha\beta} (g_2)^{\beta\sigma} = 0 \quad \text{and} \quad (g_3)^{\alpha}_\sigma = 0.
\end{align*} \quad (9)$$

Therefore, only 17 of the components of the induced tensor fields are independent degrees of freedom. In order to obtain the canonical geometry from this induced geometry, we need to parametrize the three induced tensor fields $\{g_1, g_2, g_3\}$ in terms of unconstrained canonical configuration variables $\{\varphi^1, \ldots, \varphi^{17}\}$. Note that since the four frame conditions (9) are non-linear, any parametrization $\{g_1(\varphi), g_2(\varphi), g_3(\varphi)\}$ respecting the symmetry conditions (8) and frame conditions (9) is non-linear in the canonical configuration variables. One possible parametrization—particularly
suited for the perturbative approach pursued in this paper—is the following. Consider a constant intertwiner $\mathcal{I}^{\alpha\beta A}$, distributing the unconstrained configuration variables \{\phi_1, \ldots, \phi_{17}\} over three second rank tensor fields, 
\begin{align*}
(\phi_1)^{\alpha\beta} := \sum_{A=1}^{6} \mathcal{I}^{\alpha\beta A} \phi^A, & \quad (\phi_2)^{\alpha\beta} := \sum_{A=7}^{12} \mathcal{I}^{\alpha\beta A} \phi^A, \\
(\phi_3)^{\alpha\beta} := \sum_{A=13}^{17} \mathcal{I}^{\alpha\beta A} \phi^A.
\end{align*}

Now let $\gamma$ denote a flat three-dimensional Euclidean metric on $\Sigma$ and let the intertwiner $\mathcal{I}^{\alpha\beta A}$ and its inverse $\mathcal{I}^{A\alpha\beta}$ satisfy the completeness relations 
\begin{align*}
\sum_{A=1}^{6} \mathcal{I}^{\alpha\beta A} \mathcal{I}^{B\alpha\beta} &= \delta^B_A, \\
\sum_{A=7}^{12} \mathcal{I}^{\alpha\beta A} \mathcal{I}^{A\mu\nu} &= \left(\delta^{\alpha\beta}_{\mu\nu} - \frac{1}{3} \gamma^{\alpha\beta} \gamma_{\mu\nu}\right), \\
\sum_{A=13}^{17} \mathcal{I}^{\alpha\beta A} \mathcal{I}^{A\mu\nu} &= \left(\delta^{\alpha\beta}_{\mu\nu} - \frac{1}{3} \gamma^{\alpha\beta} \gamma_{\mu\nu}\right).
\end{align*}

By means of this particular choice of intertwiner, the tensor fields $\phi_1$ and $\phi_2$ are symmetric, while $\phi_3$ is symmetric and trace-free. We find that the parametrization 
\begin{align*}
(g_1(\phi))^{\alpha\beta} &= \gamma^{\alpha\beta} + (\phi_1)^{\alpha\beta}, \\
(g_2(\phi))^{\alpha\beta} &= \gamma^{\alpha\beta} + (\phi_2)^{\alpha\beta}, \\
(g_3(\phi))^{\alpha\beta} &= (\phi_3)^{\alpha\beta} + \sum_{n=1}^{\infty} (-1)^n \frac{1}{2n} \left\{ \left[ \phi_1, \cdots, \left[ \phi_1, \phi_2 \right], \cdots \right] \right\}^{\alpha\beta}_{\text{anti-commutator brackets}},
\end{align*}

meets all symmetry and frame conditions, leaving us with an explicit expression of the canonical geometry in terms of the 17 independent geometric degrees of freedom.

4. Linearized gravitational dynamics

The second step in the gravitational closure procedure is to set up and solve a set of countably many linear homogeneous partial differential equations—the gravitational closure equations—whose coefficients are determined by the principal tensor field expressed in terms of the canonical configuration variables. A derivation of these coefficients can be found in section IV.C of [4]. Starting from general linear electrodynamics, the principal tensor field (3), together with the parametrization (12-14), allows to determine these coefficients in terms of the canonical configuration variables \{\phi_1, \ldots, \phi_{17}\}. The gravitational closure equations then in turn determine the coefficient functionals $C_{A_1\ldots A_N}[\phi]$ of a power series ansatz for the gravitational Lagrangian density 
\begin{align*}
\mathcal{L}_{\text{grav}}[\phi, k] = \sum_{N=0}^{\infty} C_{A_1\ldots A_N}[\phi] k^{A_1} \cdots k^{A_N},
\end{align*}

where $k$ are the velocities associated with the canonical configuration variables $\phi$. Deriving gravitational field dynamics hence amounts to solving the gravitational
closure equations—which turns out to be a difficult task for a non-metric geometry. However, we here only wish to study small area metric perturbations, which require just linearized gravitational field equations. In order to obtain the gravitational field equations underlying general linear electrodynamics to linear order in $\phi$ and $k$, we only need to derive the Lagrangian density to second order

$$L_{\text{grav}}[\varphi, k] = C[\varphi] + C_A[\varphi]k^A + C_{AB}[\varphi]k^Ak^B + O(3).$$ \hspace{1cm} (16)

That is, we only need to solve the gravitational closure equations for $C[\varphi]$ to second order, $C_A[\varphi]$ to first order and $C_{AB}[\varphi]$ to zeroth order in $\varphi$. We now also see why the parametrization (12-14) is particularly suited for this perturbative approach: The configuration variables $\varphi$ can be directly employed as the perturbative degrees of freedom of an area metric perturbed around flat Minkowski spacetime $\eta = \text{diag}(1, -1, -1, -1)$. We then perturbatively expand both the coefficients of the gravitational closure equations and the coefficient functionals $C_A, \ldots, C_N[\varphi]$ in orders of $\varphi$, and evaluate the equations order by order. The such obtained gravitational Lagrangian, to second order in $\varphi$ and $k$, and the therefrom obtained linearized gravitational field equations can respectively be found in section III.D and IV.B of [8]. These field equations can now be solved for specific matter distributions of interest.

5. Solution around a point mass

For instance, let us consider the Hamiltonian $H_{\text{matter}}$ of a point mass $M$ at rest,

$$\frac{\delta H_{\text{matter}}}{\delta A(x)} = -M\delta(3)(x),$$ \hspace{1cm} (17)

where $A$ denotes the perturbation of the lapse vector field. Solving the linearized gravitational equations of motion for this particular small matter distribution yields the following area metric perturbations,

$$H^{0\beta\delta}_{00} = \delta(3)(2A - \frac{1}{2}U - \frac{1}{2}V) + O(2),$$ \hspace{1cm} (18)

$$H^{0\beta\gamma\delta}_{00} = e^{\gamma\delta}(A + \frac{3}{4}U + \frac{3}{4}V) + O(2),$$ \hspace{1cm} (19)

$$H^{\alpha\beta\gamma\delta}_{00} = 2\delta^{(3)}(\alpha - (3\beta + 3\gamma)e^{-\mu}r + O(2),$$ \hspace{1cm} (20)

where the scalar perturbations $A$, $U$ and $V$ can be expressed in terms of the Euclidean radial distance $r$ and undetermined integration constants $\alpha$, $\beta$, $\gamma$ and $\mu$:

$$U = \frac{M}{4\pi r \left(\alpha + \beta e^{-\mu}r\right)} , \quad V = \frac{M}{4\pi r} e^{-\mu}r, \quad A = \frac{M}{16\pi r} \left(\alpha - (3\gamma + \beta)e^{-\mu}r\right).$$ \hspace{1cm} (21)

Just like the gravitational and cosmological constants in the Einstein field equations of general relativity, these constants need to be determined by experiment. For the principal tensor field of an area metric spacetime sourced by a point mass we obtain,

$$P_{G}^{000} = 1 + 2\Phi + O(2), \quad P_{G}^{000} = O(2), \quad P_{G}^{000} = -\frac{1}{6}\gamma^{\alpha\beta} + O(2),$$

$$P_{G}^{0\beta\gamma\delta} = O(2), \quad P_{G}^{0\beta\gamma\delta} = (1 - 2\Phi)\gamma^{(\alpha\beta\gamma\delta)} + O(2),$$ \hspace{1cm} (22)
where we defined \( \Phi := \frac{M}{4\pi r} \left[ -\frac{\alpha}{2} + \left( \frac{\beta}{3} + \frac{\gamma}{4} \right) e^{-\mu r} \right] \). In order to decide whether light rays split, one would need to determine the solution of the gravitational field equations for the area metric to second order. However, already to linear order, we find corrections to the usual linearized Schwarzschild metric in the form of a Yukawa potential. Allowing for vacuum birefringence, by assuming the electromagnetic field to be described by general linear electrodynamics, hence leaves its imprints on the spacetime geometry around a point mass. With the solution (22) one could now for instance study weak gravitational lensing in area metric spacetimes.

6. Conclusions

The weak gravitational field equations for the area metric spacetime geometry underlying general linear electrodynamics can be obtained by means of the gravitational closure mechanism. We find that modifying the spacetime geometry from a metric to an area metric, thereby allowing for vacuum birefringence, affects the canonical dynamical field equations and their solutions: For instance, for the weak field around a point mass in an area metric spacetime, we find first order Yukawa corrections to the Schwarzschild metric. The linearized gravitational field equations now also enable further studies, e.g. the propagation of gravitational waves or modifications of the standard Etherington relation in area metric spacetimes.
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I will show that, when one combines the results of quantum electrodynamics with the dynamics of an area-metric perturbation, the anomalous magnetic moment of the electron, the cross sections of Bhabha scattering, and the hyperfine splitting of the hydrogen pick up a dependence on the position. This way, measurements of the position dependence of these quantities provide a new channel to investigate area-metric deviations from a metric spacetime.
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1. General Linear Electrodynamics and the Area Metric

The main subject of our discussion is the most general theory of electrodynamics with linear field equations, i.e., the most general theory of electrodynamics that still features the superposition principle. In particular, we wish to study the quantum effects that are produced when one considers this general linear electrodynamics as the fundamental description of the electromagnetic interactions instead of Maxwell’s theory.

General linear electrodynamics has been extensively studied in the past years and many effects are currently known. The starting point of our discussion is the action

\[ S_{\text{GLED}}[A; \omega, G] = -\frac{1}{8} \int d^4x \, \omega F_{ab} F_{cd} G^{abcd}, \]  

where \( A \) is the one-form electromagnetic potential, \( F = dA \) is the field strength, \( G^{abcd} \) is a fourth-rank contravariant tensor field called the area metric, and \( \omega \) is a scalar density employed to build the volume form. The area metric \( G^{abcd} \) is required to satisfy, without loss of generality, the algebraic symmetries \( G^{abcd} = G^{[ab][cd]} \) and to be cyclic, i.e., \( G^{abcd} G_{abcd} = 0 \).

Further conditions on the area metric come from the requirements that the field equations ensuing from (1) have a well-posed initial-value problem, that the spacetime is time orientable, and that general linear electrodynamics is canonically quantizable. We leave out the details of this important points since they do not play a relevant role in the present discussion. Indeed, starting from the next section, we
will consider only small area-metric perturbations around a flat metric background, in which case all the three conditions are satisfied.

At this point, it is important to note that not only does the action (1) cause a departure from Maxwell electrodynamics, but it also implies that the geometry of the spacetime is no longer described by a metric. One way to see this is by considering the geometric-optical limit of the field equations, which restricts the wave covector \( k \) of light rays to satisfy the quartic dispersion relation

\[
P(G,\omega)^{abcd} k_a k_b k_c k_d = 0 \tag{2}
\]

rather than the familiar quadratic one \( g^{ab} k_a k_b \) enforced by a Lorentzian metric \( g \). In the expression above, the completely-symmetric tensor field that defines the dispersion relation is explicitly given in terms of \( G^{abcd} \) and \( \omega \) by the expression

\[
P^{abcd} = -\frac{1}{24} \omega^2 \epsilon_{mnpq} \epsilon_{rstu} G^{mnr} (a G^{bps} c G^{dqtu}).
\]

Furthermore, the motion of massive particles is affected in a similar way, as it was shown in Ref. 2. In particular, the momentum \( p \) of a particle of mass \( m \) satisfies the dispersion relation

\[
P(G,\omega)^{abcd} k_a k_b k_c k_d = m^4. \tag{3}
\]

Therefore, we see that the area metric \( G^{abcd} \), together with the scalar density \( \omega \), regulates the motion of point particles instead of the metric and, therefore, replaces this latter as the geometry of the spacetime.

Finally, in order to study an interacting theory of electrodynamics, it is necessary to introduce Dirac particles on an area-metric background. The general procedure to do so can be found in Ref. 3. Here, we limit ourselves in quoting the fact that the \( \gamma \)-matrices need to satisfy the quaternary algebra

\[
\gamma^{(a} \gamma^{b} \gamma^{c} \gamma^{d)} = P(G,\omega)^{abcd} I \tag{4}
\]

rather than the usual binary one \( \gamma^{(a} \gamma^{b)} = \eta^{ab} I \), being \( I \) the identity matrix. This ensures that the Dirac field equations share the same initial-value surfaces of the field equations of general linear electrodynamics and that the causal structure of the spacetime is well defined.

1.1. Linear deviations from a flat metric background

When considered in its generality, area-metric electrodynamics (1) can produce effects that greatly differ, qualitatively and quantitatively, from Maxwell electrodynamics. However, the majority of these effects are experimentally excluded in vacuum with a fairly good accuracy. For this reason, we study the case in which the area metric is a small perturbation around Maxwell electrodynamics in a flat metric background. In particular, we consider the case in which

\[
G^{abcd} = \eta^{ac} \eta^{bd} - \eta^{ad} \eta^{bc} + E^{abcd} \quad \text{and} \quad \omega = 1 + \epsilon,
\]

where second-order corrections in \( E^{abcd} \) and \( \epsilon \) will be discarded.
In this perturbative regime, a great simplification is possible. It was indeed shown in Ref. 4 that it is always possible to find a (local) frame where the area-metric perturbations satisfy the conditions
\[ E_{amb} = \frac{1}{4} E_{ij} \eta^{ab} \quad \text{and} \quad e = -\frac{1}{8} E_{ij} \eta_{ij}. \] (6)

This frame has two major advantages. First, it is an observer frame as defined in Ref. 5, which means that results expressed in it are those measured by an observer. Second, the massive dispersion relation and the Dirac algebra reduce to the usual
\[ \eta^{ab} k_a b_b = m^2 \quad \text{and} \quad \gamma^{(a} \gamma^{b)} = \eta^{ab} I \] (7)
up to second order corrections. In particular, the description of massive fermions, such as the electron, is the same as in the standard theory. Finally, note that there is more than one frame in which (6) and (7) are satisfied; these frames are all related to one another by means of Lorentz transformations.

1.2. The dynamics of the area metric

So far, the area metric has been an a priori given and fixed geometry and we have mentioned some of the effects it produces on matter, such as the propagation of massless and massive particles. This still leaves open the questions of how matter affects the area metric and what the precise dynamics of this new geometry is.

The good news is that it is possible to calculate, without any need to postulate, the precise dynamics of the area metric starting from the matter action (1). This is precisely the purpose of the gravitational closure mechanism. The (purely computational) bad news is that the gravitational action emerges as the solution of countably-many partial differential equations that have not been solved, so far, for a general area metric. Nevertheless, the solution to these differential equations was found explicitly in the case of linear area-metric perturbations around a flat metric background. With these perturbative solutions, it is possible to find, in particular, the area metric linear perturbations sourced by a point mass.

We now make the two assumptions that our experimental apparatus is at a fixed distance \( R \) from the point mass and that, inside the laboratory, the area metric can be considered to be constant. Then, in one of the special frames described in the previous section, the area metric perturbations around a point mass take the form
\[ E^{\alpha \beta \gamma \delta} = U(R) \delta^{\alpha \beta}, \quad E^{\alpha \beta \gamma} = 0, \quad E^{\alpha \beta \gamma} = -U(R) \left( \delta^{\alpha \gamma} \delta^{\beta \delta} - \delta^{\alpha \delta} \delta^{\beta \gamma} \right), \]
\[ e = 3/2 U(R), \quad \text{where} \quad U(R) := -\frac{M \varepsilon}{4\pi R} e^{-\mu R}. \] (8)

In the expression above, \( \varepsilon \) and \( \mu \) are two integration constants of the countably-many partial differential equations and they need to be fixed by experiments.

All the results we derive will be expressed both in terms of a generic area-metric linear perturbation \( E^{abcd} \) satisfying the restrictions (6) and in terms of the particular area-metric perturbation around a point mass displayed in (8).
1.3. Quantization and renormalization

The theory we consider is the general linear electrodynamics (1) in the linear-perturbation regime (5) with the restrictions (6) minimally coupled to the usual fermions. The Feynman rules can be derived with no difficulties using the path-integral formalism, as it is done in Ref. 4. One sees that the fermion propagator and the vertex are the same as in standard QED, whereas the photon propagator contains a new term linear in the area-metric perturbation. Moreover, fermion external legs can be treated in the same way as in standard QED. Photons external legs would require some extra care, but they are not needed in the processes we consider.

Finally, it is possible to prove that quantum electrodynamic with linear area-metric deviations from a flat metric background is renormalizable at every loop order in a gauge-invariant way. The complete proof, which uses the Batalin-Vilkovisky formalism, can be found in Ref. 4.

2. Results

We collect in this section the various processes that we have studied and the results that we have found. The derivation of these with detailed discussions can be found in Ref. 4.

2.1. Bhabha scattering

The first process is Bhabha scattering, that is the elastic scattering of an electron and a positron: \( e^+e^- \rightarrow e^+e^- \). The tree-level cross section \( \frac{d\sigma}{d\Omega} \) picks up a dependence on the area metric perturbations \( E^{abcd} \) and on the angle \( \phi \). Integrating out this latter, one finds

\[
\frac{d\sigma}{d\cos\theta} = \frac{\pi\alpha^2}{s} \left[ \frac{1}{2} \left( 1 + \cos^2\theta \right) + \frac{2\cos^4(\theta/2)}{\sin^2(\theta/2)} - \frac{8\cos^4\theta}{\sin^4(\theta/2)} \right]
\]

for a generic area metric perturbation.

When one considers the area metric perturbations (8) caused by a point mass, one finds that the tree-level cross section loses its dependence on the angle \( \phi \) and, actually, becomes proportional to the usual cross section of standard QED. In particular,

\[
\frac{d\sigma}{d\Omega} = \left( 1 + 2U(R) \right) \frac{d\sigma}{d\Omega}_{\text{QED}},
\]

where the proportionality factor \( 1 + 2U(R) \) depends on the distance \( R \) from the point mass.
2.2. The anomalous magnetic moment

The second process is the scattering of an electron in an external magnetic field. Using the Born approximation on the one-loop non-relativistic scattering amplitude, one finds the interaction potential

\[
V(\vec{x}) = 2 \left[ 1 + \frac{\alpha}{2\pi} \left( 1 - \frac{E^{ij} m}{12} \right) \right] \langle \frac{e \vec{s}}{2m} \rangle \cdot \vec{B} - \frac{\alpha}{2\pi} \mathcal{E}^{\alpha\beta} \langle e\sigma^\alpha \rangle B_\beta \tag{11}
\]

between the magnetic field \(\vec{B}\) and the spin of the electron \(\vec{s}\).

The first summand in (11) is the usual spin-magnetic field coupling which gives the anomalous magnetic moment in terms of the Schwinger correction \(\alpha/2\pi\) times the area-metric-dependent factor \(1 - E^{ij} m / 12\). Around a point mass, the one-loop anomalous magnetic moment becomes

\[
\alpha_{\text{p.m.}}^{(1\text{-loop})} = \frac{\alpha}{2\pi} \left( 1 + U(R) \right),
\tag{12}
\]

whose behavior is depicted in Fig. 1.

The second summand in (11) shows the emergence of a new interaction between the spin and the magnetic field by means of the tracefree tensor \(\mathcal{E}^{\alpha\beta} : = E^{0\alpha0\beta} + E^{ij} m / 12\). This qualitatively-new interaction is, however, not present in the case of the area metric perturbations (8) around a point mass.

\[\text{Fig. 1. The position dependence of the anomalous magnetic moment at one loop.}\]

2.3. Hyperfine splitting in hydrogen

Finally, we consider the hyperfine splitting in the hydrogen atom. The situation is the one depicted in Fig. 2. The trace of the perturbation \(E^{ij} m\) is responsible for a stretching of the triplet-singlet separation. The tracefree part \(\mathcal{E}^{\alpha\beta} : = E^{0\alpha0\beta} + E^{ij} m / 12\) removes the degeneracy of the triplet states. A quantitative description of these effects can be found in Ref. 4.

For the area metric (8) around a point mass, we see an explicit dependence of the singlet-triplet separation on the distance \(R\) from the point mass, whereas the degeneracy of the triplet states is not removed.
Fig. 2. The hyperfine splitting in the hydrogen atom due to the area metric perturbations.
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1. Gravitational Closure

In theoretical physics, one usually postulates separately, on the one hand, dynamics for a collection of matter fields on a particular four-dimensional spacetime manifold and, on the other hand, dynamics for the geometry of that spacetime which is utilized in the matter field dynamics. The prime example for this is the standard model of particle physics with its matter fields, and the — independently postulated — theory of general relativity making dynamical the spacetime metric employed in the standard model Lagrangian. The same reasoning is applied in situations where either different matter theories or different gravity theories are used.¹

This view, however, is ill-fated, as the two theories — matter and geometry — are not independent of each other. The need for the existence of a well-defined initial value problem of the combined full theory requires the existence and co-evolution of common initial data hypersurfaces. One can show this severely restricts the admissible dynamics for the spacetime geometry.

The gravitational closure mechanism provides a way of implementation of these restrictions and allows to derive the unique gravitational dynamics for the geometrical background that is compatible with the stipulated matter field theory.³ Thus, if having been given a matter field theory, one must not postulate the dynamical theory for the geometric background used, but instead calculate that theory.

Indeed, if one starts with Maxwell electrodynamics as the matter field theory and the spacetime metric appearing in its action as the geometric background, application of the gravitational closure mechanism will give rise to the Einstein-Hilbert action of general relativity, with two undetermined constants, the gravitational and the cosmological, appearing as constants of integration in the process.

Similarly, if one now wants to use a different matter theory, one can immediately calculate the gravity theory determining its geometric background.⁹
This contribution will study two specific, considerably different toy model matter theories which both use a geometric background consisting of two spacetime metrics. The focus will lie on the calculation of the principal polynomial of these matter field theories, which constitutes the first crucial step of the gravitational closure mechanism. In particular, it will also look at the case of a constrained system of matter field equations and the implications this has for the application of the mechanism.

2. Principal Polynomial

The central object underlying the gravitational closure program is the principal polynomial of the matter field theory one takes as a start. Its origin lies in the study of approximate local wave-like solutions to the field equations and the resulting dispersion-relations for massless modes. Having linear field equations of the form

$$\sum_{i=0}^{n} Q_{AB}^{\alpha_1...\alpha_i}(x) \partial_{\alpha_1...\alpha_i} A^S(x) = 0,$$

for matter fields $A^S$, one can read off, using the highest order derivative term, the principal symbol of these equations, as the matrix

$$T(k)_{AB} := Q_{AB}^{\alpha_1...\alpha_n}(x) k_{\alpha_1} ... k_{\alpha_n},$$

with $k$ being a covector. The principal polynomial of the matter field equations is then the cotangent space polynomial given by

$$P(k) := \det(T(k)).$$

The importance of this polynomial in the study of the matter field theory, stems from the fact that it has to be a hyperbolic polynomial everywhere in spacetime in order to ensure the existence of a well-posed initial value problem. Furthermore, it enters the hypersurface deformation algebra, and thus the Poisson algebra, used in the derivations of the gravitational closure mechanism.

3. Constrained systems

An important observation is, that the method for calculation of the principal polynomial just described, has to be refined slightly for cases in which one deals with a constrained system of field equations, such as the one presented in section 5.2. In such a case there is information present in the lower derivative order terms of the equations that is of importance to e.g. the question of existence of a well-posed initial value problem. This information, however, is clearly not accessible by considering only the highest order derivative term as in equation (3).

The reason for this is that the field equations in such a case are not in involutive form, in which all the information implicitly contained in them is explicitly expressed in the form of additional partial differential equations.
Fortunately, every system of partial differential equations can be brought to involutive form by application of the Cartan-Kuranishi algorithm. This method adds to the original system all the implicitly contained information in the form of additional partial differential equations. These additional equations are always satisfied for solutions of the original system of equations and thus do not change the solution space. Furthermore, applying this algorithm also works as a test, of whether or not a system of differential equations is already in involutive form in the first place.

Only after this step has been taken, one can calculate the principal polynomial of the matter field theory, starting from the derived enlarged system of field equations that now contains all necessary information explicitly.

4. Principal Polynomial of Non-Quadratic Systems

The enlarged system of partial differential equations derived using the Cartan-Kuranishi algorithm will, if the theory contained constraints, be larger than the original system. In particular, since the original system of equations derived by variation of an action contains as many equations as unknowns, this enlarged system will contain more equations than there are unknowns. Thus, the principal symbol \( T(k) \) one reads off from the equations is a non-square matrix. Hence, for such a system, one cannot apply equation (3) to calculate the principal polynomial.

The underlying origin of the determinant in equation (3) is to encode a condition for the non-maximality of the rank of \( T(k) \). This condition can be written in polynomial form also for a non-square \( T(k) \), by either — but not exclusively — one of the three methods presented in the next sections. While all of these will in the end lead to the same principal polynomial, they may differ in the ease of applicability and/or the difficulty of calculations necessary, from case to case.

4.1. Method 1: Elimination of a pure constraint

The first possibility is to reduce the number of equations by dropping pure constraint equations. That is equations that will only restrict the initial data that may be provided on an initial value surface, but are immediately satisfied everywhere else as a result of the remaining equations of motions.

The process of finding such pure constraints differs from case to case and may at times be tedious. Examples for this approach can be found in Ref. 8 where it is illustrated for example for Proca electrodynamics.

4.2. Method 2: Minors or Gramian matrix

It is clear that a matrix of arbitrary form has non-maximal rank if and only if all its quadratic minors of maximal size have non-maximal rank, i.e., have determinant zero. Thus, for each such minor \( T_i(k) \) one finds a polynomial condition \( P_i(k) := \det(T_i(k)) = 0 \), which all have to be satisfied simultaneously. This is the case if and
only if \( P(k) := \sum_i P_i(k)^2 \neq 0 \), where the second expression is, by the theorem of Cauchy-Binet, just the determinant of the Grammian matrix \( T(k)^T T(k) \).

4.3. Method 3: Lagrange multipliers

For each equation \( C[A] = 0 \) in the enlarged system of field equations that does not follow directly from variation, but is added during the course of the involutive completion, one is free to add a term \( \lambda C[A] \) to the Lagrangian, introducing a Lagrange multiplier \( \lambda \). This does not change the solution space of the matter field theory, as we are merely expressing explicitly, at the level of the Lagrangian, equations that have to be satisfied as a result of the original field equations anyway.

For each equation that was added to the original system, one thus introduces one new unknown quantity, the corresponding Lagrange multiplier. Varying this new Lagrangian and reading off the principal symbol of the resulting equations will thus give rise to a quadratic matrix and one can use the expression from equation (3) for calculating the principal polynomial.

5. Bimetric Matter Theories

As a possible model application for the gravitational closure mechanism and in particular to showcase the importance and possible implications of the necessary application of the Cartan-Kuranishi algorithm, we will consider two — at the first glance — completely different matter theories, which both employ a geometric background consisting of two metric tensor fields.

5.1. Bi-Klein-Gordan theory

The first bimetric matter theory is one for two scalar fields \( \varphi \) and \( \psi \), with dynamics being governed by the action

\[
S_{BKG} [\varphi, \psi; g, h] = \int d^4 x \left( \sqrt{-g} g^{ab} (\partial_a \varphi) (\partial_b \varphi) + \sqrt{-h} h^{ab} (\partial_a \psi) (\partial_b \psi) \right),
\]

combining two individual Klein-Gordan actions. However each of the scalar fields couples to a different spacetime metric.

Variation of the action gives rives to the matter field equations

\[
0 = \partial_a \left( \sqrt{-g} g^{ab} \partial_b \varphi \right),
\]

\[
0 = \partial_a \left( \sqrt{-h} h^{ab} \partial_b \psi \right),
\]

which, upon application of the Cartan-Kuranishi algorithm, are found to be in involutive form, allowing to directly read off the principal symbol

\[
T_{BKG}(k) = \begin{pmatrix} \sqrt{-g} g^{ab} k_a k_b & 0 \\ 0 & \sqrt{-h} h^{ab} k_a k_b \end{pmatrix}.
\]
Upon taking the determinant and dropping the density factor (which is not of importance for the calculations of the gravitational closure mechanism), one thus finds the principal polynomial
\[ P_{\text{BKG}}(k) := g^{ab} h^{ab} k_a k_b k_c k_d. \] (7)

5.2. Refined Proca Theory

The second matter theory making use of a bimetric geometry is a refinement of Proca theory for a covector field \( \mathbf{A} \). Instead of adding an “isotropic” mass term \( \frac{m^2}{2} g^{ab} A_a A_b \) to the Maxwell Lagrangian, one introduces an “anisotropic” mass term utilising a second spacetime metric, giving rise to the action
\[ S_{\text{RPT}}[\mathbf{A}; g, h] = \int d^4x \sqrt{-g} \left( -\frac{1}{4} g^{ab} g^{cd} F_{ac} F_{bd} + \frac{m}{2} h^{ab} A_a A_b \right), \] (8)
and upon variation the matter field equations
\[ 0 = \partial_a \left( \sqrt{-g} g^{ab} g^{cd} F_{bd} \right) + m \sqrt{-g} h^{cd} A_d. \] (9)

Two crucial differences to the first example theory are, first, the presence of a lower order derivative term in the field equations and, second, the highest order derivative term being completely determined by only one of the two metrics. This may lead one to the, as it will turn out wrong, assumption that the other metric \( h \) cannot enter into the principal polynomial.

However, most importantly, these field equations constitute a constrained system and application of the Cartan-Kuranishi algorithm will lead to the enlarged system of field equations
\[ 0 = \partial_a \left( \sqrt{-g} g^{ab} g^{cd} F_{bd} \right) + m \sqrt{-g} h^{cd} A_d, \] (10a)
\[ 0 = \partial_c \left( \sqrt{-g} h^{cd} A_d \right), \] (10b)
\[ 0 = \partial_{mc} \left( \sqrt{-g} h^{cd} A_d \right). \] (10c)

Using one of the proposed methods for calculating the principal polynomial, one finds that it takes the form
\[ P_{\text{RPT}}(k) := g^{ab} h^{ab} k_a k_b k_c k_d, \] (11)
which is identical to the one found in the first model theory. In particular, one realises that the second metric \( h \) does indeed enter into the principal polynomial as a result of the necessary application of the Cartan-Kuranishi algorithm to get an involutive set of field equations.

6. Conclusions

The previous sections showed that remarkably the two, very differently looking employments of a bimetric geometric background, have the same principal polynomial. Thus they provide the same starting point for the application of the gravitational...
closure mechanism. As a result one will find that the gravitational dynamics governing the two theories are indeed the same. Using the mechanism to derive the linearised version of these dynamics, one will end up with equations containing 13 scalar constants, taking the role of the two constants found in general relativity.\textsuperscript{6,7}

The study of the refined Proca theory furthermore showcased the importance of applying the Cartan-Kuranishi algorithm before trying to calculate the principal polynomial, and thus also before applying of the gravitational closure mechanism. In particular, this study demonstrates the impact that the addition of lower order derivative terms can have on the involutivity and thus on the calculation of the principal polynomial.

Such lower order terms also appear in that matter theory which is currently considered to be the most likely one to describe the physical reality, the standard model of particle physics. Therefore, if wanting to give dynamics to the spacetime metric (or possibly also to additional parameters like mass matrices or coupling constants) appearing in the standard model lagrangian, it is vital to apply the Cartan-Kuranishi algorithm here as well.\textsuperscript{7}
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The causal structure of given matter field equations provides the crucial input from which the constructive gravity program starts. It is therefore of paramount importance to successfully address a number of subtle issues, which do not arise in the simplest examples in the mathematical literature, but urgently must be taken into account for physically realistic models. This talk presents a recipe to handle these complications. In particular, we will focus on how to deal with non-scalar systems of equations, gauge symmetries and implicit information that needs to be made explicit before the causal structure, encoded in the so-called principal polynomial, can be calculated correctly.
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1. Introduction

The causal structure of field equations tells every physicist what events are connected to which events, and is intimately linked to the notion of initial value formulations. Not any mathematical theory, in the form of a partial differential equation, can be used to formulate a predictive theory, as is demonstrated already in the case of Maxwell electrodynamics on a metric background: only for a metric of Lorentzian signature we find an initial value formulation. This was used in the whole standard model of particle physics and general relativity by making sure that the causal structure does not differ from the causality that light propagates on. Unfortunately, this process led to the idea that as long as a Lagrangian is constructed in a Lorentz-invariant way, the resulting equations of motion will possess the well-known causal structure.

However, a surprising example that a Lagrangian that is constructed in a fully Lorentz-invariant fashion but still has a causality that differs from the standard Lorentzian causal structure was given by Velo-Zwanziger\(^1\). The analyzed Lagrangian is a modification of covariant Maxwell electrodynamics by a Proca mass term and a quartic term in the covector field \(A\), i.e.

\[
\mathcal{L}_{\text{VZ}}[A] = -\frac{1}{4}F_{ab}[A]F^{ab}[A] + \frac{1}{2}m^2 A^2 + \frac{1}{2}\lambda (A^2)^2
\]

(1)

The causal structure, encoded in the principal polynomial that describes the characteristic surfaces of the equations of motions, is given by

\[
P(n) = (n^2)^3 \cdot \left[ n^2 + \lambda m^{-2} (n^2 A^2 + 2(n \cdot A)^2) \right].
\]

(2)

This is a product of the standard term \(n^2\) and a modification term, resulting in massless modes propagating with another speed of light that – worst-of-all – depends on the particular solution \(A_a\) to the equations of motion. Although the highest derivative order coefficient is the input for the calculation of the principal polynomial
and is seemingly not influenced by the modification terms, Velo-Zwanziger showed that one can derive a constraint that does change the characteristic surfaces.

Nowadays this is not surprising at all and is related to the fact that the equations of motion are no involutive differential equations. Intuitively, this type of differential equations has all information that is required to construct a formal power series solution explicitly present. In other words, they do not contain any hidden information that needs to be extracted by tedious steps, as is the case in the Velo-Zwanziger example. Due to the Cartan-Kuranishi algorithm it turns out, that any differential equation can be brought into involutive form in finitely many steps.

This article will first present the notion of involutive differential equations and explain the Cartan-Kuranishi algorithm. Afterwards we tackle a practical example that represents a generalization of the case analyzed by Velo-Zwanziger.

2. Involutive differential equations

Before we can properly introduce the notion of an involutive differential equation, let us first give some definitions of the underlying mathematical theory. A system of differential equation – in the following simply referred to as differential equation – is formulated over independent variables \( x^1, \ldots, x^n \) and dependent variables \( u^1, \ldots, u^m \). In the case of point particle equations of motions the only independent variable is the time coordinate \( t \) and the generalized coordinates \( q^i \) being the dependent variables. For field theories, the independent variables are given by spacetime points and the field values are the dependent variables of the theory. In the case of the system of differential equations called the gravitational closure equations of the constructive gravity program the independent variables correspond to the local degrees of freedom of the gravitational field and their derivatives and the dependent variables are the coefficients of the gravitational Lagrangian.

Locally we treat a differential equations as a collection of implicit functions that depend on the independent variables \( x^i \), the dependent variables \( u^\alpha \) and their derivatives, i.e.

\[
\Phi^\tau(x, u^\alpha, p^\alpha_\mu) = 0,
\]

where \( p^\alpha_\mu = \frac{\partial u^\alpha}{\partial x^\mu} \) are the corresponding derivatives in the direction of the independent variables, and \( \mu \) being a multi-index. The order of the differential equations will be denoted by \( q \) in this article.

An object of incredible importance is the geometric symbol of a differential equation. It is defined by the linear equation

\[
\mathcal{M}_q : \sum_{|\mu|=q} \frac{\partial \Phi^\tau}{\partial p^\alpha_\mu} v^\mu_\alpha = 0
\]

which is the kernel of the coefficient \( Q^\tau_\alpha := \frac{\partial \Phi^\tau}{\partial p^\alpha_\mu} \). This matrix can be brought into reduced row echelon form in order to read off which coefficients \( p^\alpha_\mu \) can be solved
for in the differential equation. For everything that follows it suffices to summarise this information in a collection of coefficients that are defined in the following way:

For each column of the matrix $Q$, i.e. the different derivatives of the dependent variables, we associate a class. For each multi-index $\mu = [i_1, \ldots, i_n]$ we define its class as the index $k$ of the first non-vanishing $i_k$. Then the columns of $Q$ can be sorted in a class respecting order (from highest to lowest), and after bringing the matrix into row echelon form we can look for the first non-zero entry of each row. The corresponding $p^{\alpha}_{\mu}$ of this entry is called the leader of the row of class $k$.

Then let $\beta^{(k)}_q$ denote the leaders of a row of class $k$, i.e. the number of highest order derivative terms of class $k$ that could be solved for.

The symbol of the differential equation is then called involutive if the rank of the prolongation of the differential equation, i.e. the derivatives of the differential equation $\Phi^\tau$ by all independent variables, can be determined as the following sum

$$\text{rank } M_{q+1} = \sum_{k=1}^{n} k \cdot \beta^{(k)}_q$$

Is this the case, one can derive a recursion relation to calculate the coefficients $\beta^{(k)}_{q+1}$ directly from the coefficients $\beta^{(k)}_q$, meaning that we can completely predict what coefficients we can solve for in the prolongations of the differential equation. If the symbol $M_q$ is involutive, it turns out that the same will be true for all further prolongations $M_{q+r}$, for any $r \geq 0$. Furthermore, it can even be shown that there always exist an integer $r$ such that the symbol $M_{q+r}$ will be involutive, and thus all further prolongations. Note that this, however, does increase the differential order of the equation. In practise, this can lead to the scenario where a seemingly second order field equation is in fact of higher order and is then possible equipped with Ostrogradski ghosts.

“Hidden information” can still be contained in the differential equations. If we can algebraically manipulate the prolongation of the differential equations — equations of order $q+1$, such that we obtain an equation of order $q$ then this is considered an integrability condition and needs to be added to the system. Of course, no new information is added, it is simply made explicit and can then properly be considered in all further calculations — as in the calculation of the causal structure.

If we revealed hidden integrability conditions the symbol of the equation at order $q$ possibly changed, so we need to make sure again that it is involutive in the way described above. Once the symbol is involutive again, we can search for new integrability conditions. If no condition exists, then it can be shown that for no further prolongation an integrability condition can be found: all hidden information is made explicit and the differential equations (with all the integrability conditions identified) is called involutive.

The algorithm to bring the differential equation into involutive form is the so-called Cartan-Kuranishi algorithm and can be performed for any differential equations. Once this step is performed all information that can contribute to
the characteristic surfaces and the causal structure of the differential equation is present. As a result, we can then properly calculate the principal polynomial of the differential equation and obtain the causal structure. If one applies all the steps of the Cartan-Kuranish algorithm for the Euler-Lagrange equations of the Lagrangian considered by Velo-Zwanziger, it turns out that there are indeed hidden integrability conditions. Calculation of the principal polynomial then recovers their result. Note, however, that the result was obtained in a completely algorithmic fashion.

3. Example: Generalizations of Maxwell electrodynamics

We now want to put the algorithm presented above to good use by analyzing a specific example. The setup is the following:

\[ \mathcal{L}[A; \eta] = -\frac{1}{4} F^{ab} F_{ab} + V(A), \]  

i.e. we take the Lagrangian of Maxwell electrodynamics on a flat Minkowskian background \( \eta \) and add an arbitrary function of the covector field \( A_m \).

The equations of motions are calculated by variation of the action with respect to \( A \). This yields a differential equation of 2nd order

\[ 0 = 2 \eta^{mn} \eta^{pl} \partial_{mn} A_p + \frac{\partial V}{\partial A_a}(A). \]  

In this case, by the choice of our function \( V \), we see that the geometric symbol coincides with the term obtained for standard electrodynamics. To obtain the four \( \beta^{(i)}_2 \) coefficients, we first pick an order for our independent variables. Since we want to solve for as many \( \ddot{A}_m \) terms as possible in order to be able to distinguish between evolution equations and constraints, we make the choice \( (x^\alpha, t) \), i.e. time comes after the spatial components and has the highest class. As the next step, we need to write down the geometric symbol and sort the columns in our chosen order. From this one finds that the coefficients read

\[ \beta^{(1)}_2 = 0 \quad \beta^{(2)}_2 = 0 \quad \beta^{(3)}_2 = 1 \quad \beta^{(4)}_2 = 3 \]  

This just reflects the well-known fact that in Maxwell’s equations we have three evolution equations and one constraint. In order to check if the geometric symbol is involutive, we need to calculate the rank at the next order and see if it is given by

\[ \text{rank} \mathcal{M}_3 = \sum_{k=1}^{4} k \cdot \beta^{(k)}_2 = 15 \]  

Although tedious, the calculation can easily be performed by computer algebra software, with the result that the symbol is indeed involutive.

The next step consists in checking for hidden integrability conditions. By considering the divergence of the equations of motion (7) we find the integrability
condition

\[ 0 = \frac{\partial^2 V}{\partial A_m \partial A_n} (\partial_n A_m) =: H^{mn}(\partial_n A_m), \quad (10) \]

which is of 1\textsuperscript{st} order. This means we have to add it to the system to make the information explicit. For our new system, we repeat the steps from above, i.e. check if the symbol is involutive. Since the new equation (10) is of 1\textsuperscript{st} order, the symbol remains unchanged and so it is still involutive. But clearly, if we prolong the integrability condition (10) we find another 2\textsuperscript{nd} order equation that also has to be added to the system. The geometric symbol of the system has then changed, so we need to read off the \( \beta^{(k)}_2 \) coefficients again. We find that

\[ \beta^{(1)}_2 = 1 \quad \beta^{(2)}_2 = 1 \quad \beta^{(3)}_2 = 2 \quad \beta^{(4)}_2 = 4 \quad (11) \]

and that the geometric symbol is still involutive. If we now check for integrability conditions we find that there are no further conditions. As a result our final system

\[ 0 = 2\eta^{m[a} \eta^{p]} (\partial_m A_p) + \frac{\partial V}{\partial A_n} (A) \]

\[ 0 = H^{mn}(A) (\partial_n A_m) \]

\[ 0 = H^{mn}(A) (\partial_n A_m) + (\partial_p H^{mn}(A)) (\partial_n A_m) \quad (12) \]

is involutive and thus, all hidden information is made explicit.

We can now analyze the causal structure of this system. By making a Wentzel-Kramers-Brillouin approximation to lowest order via

\[ A_m(x) = \text{Re} \left\{ \exp (iS(x)/\lambda) [a_m(x) + O(\lambda)] \right\}, \quad (13) \]

only the highest derivative order terms survive and the derivative operators are replaced by the covector \( n_a \) that is the derivative of the eikonal function \( S(x) \). This equation has non-trivial solutions in case that the principal polynomial, defined by

\[ P(n) = \det (T^t(n) \cdot T(n)) \quad (14) \]

vanishes, where \( T \) are the coefficients of the differential equation in front of the amplitudes \( a_m \) and the operation \( t \) denotes the matrix transpose. One finds that in general we have the principal polynomial

\[ P(k) = (\eta^{mn} k_m k_n)^3 \cdot (H^{pq}(A) k_p k_q) \quad (15) \]

This gives, if we eliminate repeated factors, a principal polynomial of degree 4. We see that in general this is not the standard Lorentzian causal structure, but resembles the causality of a bi-metric theory, with the second metric being constructed by the four-potential \( A \) itself. This particularly indicates that in this case the dichotomy of matter fields and a geometric field \( \eta \) breaks down, since \( A \) acts as both.

Note that in order to have a well-defined initial value problem and a canonically quantizable theory it is necessary that all factors of the principal polynomial are hyperbolic. This tells us that \( H^{pq} \) has to be of Lorentzian signature\(^5\).
Only for two special cases we recover the standard principal polynomial of
the standard model: Since only the 2nd derivative of $V$ appears in the principal polynomial, any linear term in the gauge field clearly obviously leaves the causal structure unchanged. This is not surprising, since this just contributes a coupling of the
covector field $A_m$ to a current, i.e.
\[ V(A) = j^m A_m. \]
(16)
The other case occurs in case the second derivative is proportional to the flat metric $\eta$, i.e.
\[ \frac{\partial^2 V}{\partial A_p \partial A_q} \propto \eta^{pq}. \]
(17)
In this case $V$ only contributes as a repeated factor to the principal polynomial. This corresponds to a Proca mass term
\[ V(A) = m^2 \eta^{ab} A_a A_b. \]
(18)
While this does break the $U(1)$ gauge invariance – which can be seen in the involutive system from the $\beta_2^{(4)}$ coefficient, since we now have four evolution equations and no constraint – the causal structure is not altered.

4. Conclusion

In this article, we presented how to perform the Cartan-Kuranishi to bring differential equations, especially equations of motions into involutive form in order to make all hidden information in the differential equations explicit. This is necessary in order to correctly calculate the principal polynomial that encodes the causal structure of the theory one considers.

We applied this to the example of a modification of Maxwell electrodynamics by adding an arbitrary function $V(A)$. If $V$ is not a linear term in $A_a$, i.e. a coupling to a current or a Proca mass term, in general the causal structure is modified. If one had not revealed all the hidden integrability conditions of the equations of motion, one would not have ended up with the result.
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PLANCK SCIENTIFIC COLLABORATION (ESA)

presented to Jean-Loup Puget, the Principal Investigator of the High Frequency Instrument (HFI).

“for obtaining important constraints on the models of inflationary stage of the Universe and level of primordial non-Gaussianity; measuring with unprecedented sensitivity gravitational lensing of Cosmic Microwave Background fluctuations by large-scale structure of the Universe and corresponding B-polarization of CMB, the imprint on the CMB of hot gas in galaxy clusters; getting unique information about the time of reionization of our Universe and distribution and properties of the dust and magnetic fields in our Galaxy”

Planck ESA’s mission, was designed to image the temperature and polarization anisotropies of the CMB over the whole sky, with unrivalled angular resolution and sensitivity, pushing the technology to unprecedented limits. In the framework of the highly precision experimental cosmology the legacy Planck results on testing theories of the early universe and the origin of cosmic structure, has provided a major source of information crucial to many cosmological and astrophysical issues. Planck carried out two instruments:

- the High Frequency Instrument (HFI), Principal Investigator: Jean Loup Puget;
- the Low Frequency Instrument (LFI), Principal Investigator: Nazzareno Mandolesi.

The instruments were complementary and using different technology to cross check independently final results and systematic errors. They worked together to produce the overall mission results. The Planck space mission (ESA) has been a wonderful example of Team effort in a large international collaboration, involving scientific, technical and managerial aspects. The unprecedented accuracy of the Planck measurements have established new standards in the determination of fundamental cosmological parameters, as well as new insight in Galactic and extragalactic astrophysics. The Planck full-sky maps in temperature and polarization will remain a lasting legacy for at least dozen years to come. More than 100 papers signed by Planck collaboration have already 30 000 citations in scientific literature. The success of Planck HFI and LFI would not have been possible without the contribution of a large number of talented and dedicated scientists and engineers from many countries of Europe, USA and Canada. HFI was designed to produce high-sensitivity, multi-frequency measurements of the diffuse radiation permeating the sky in all directions in the frequency range of 84 GHz to 1 THz cooled at 100 mK. The instrument consisted of an array of 52 bolometric detectors placed in the focal plane of the telescope. LFI, a microwave instrument, was designed to produce high-sensitivity, multi-frequency measurements of the microwave sky in the frequency range of 27 to 77 GHz. The instrument consisted of an array of 22 tuned radio receivers located in the focal plane of the telescope, cooled at 20 K.
HANSEN EXPERIMENTAL PHYSICS LABORATORY AT STANFORD UNIVERSITY

presented to Leo Hollberg, HEPL Assistant Director
"to HEPL for having developed interdepartmental activities at Stanford University at the frontier of fundamental physics, astrophysics and technology"

Brief History of Stanford’s HEPL and Ginzton Laboratories

In 1947, working in the Stanford Physics Department’s Microwave Lab, Physics Professor, William W. Hansen and his research team, along with Assistant Professor of Physics and microwave expert, Edward L. Ginzton, completed development on the world’s first traveling wave electron linear accelerator. Dubbed the Mark I (see photo) it generated a 1.5 million electron volt (MeV) beam. Hansen’s entire report to the U.S. Office of Naval Research (ONR) that funded the project was just one sentence: “We have accelerated electrons.”

This successful first step in linear electron acceleration spawned the birth of Stanford’s High Energy Physics Lab (HEPL) and Ginzton Labs. In 1959, HEPL was renamed the W. W. Hansen Experimental Physics Lab (also HEPL). HEPL and Ginzton were setup as Stanford’s first independent labs. They were organized to facilitate cross-disciplinary research, enabling scientists, engineers, staff and students to work towards common research goals using cutting edge lab equipment and technologies on medium-scale projects. For the past 70 years, the HEPL and Ginzton Labs have spearheaded Stanford’s leadership in cross-disciplinary physics and become nurturing homes to a variety of physics-based, research projects: including the following examples:

Robert Hofstadter’s Nobel Prize & Later Work

In 1961, Stanford Professor Robert Hofstadter was awarded the Nobel Prize for his HEPL Mark III Linear Accelerator work on nuclear form factors (nucleons). In the 1980s, Hofstadter became interested in astrophysics and helped design the EGRET telescope in the NASA Compton Gamma Ray Observatory (CGRO).

Gravity Probe B (GP-B)

In 1959, Physics Department Chair, Leonard Schiff, became interested in using gyroscopes in a satellite to measure the Earth’s geodetic effect and the miniscule frame-dragging effect predicted by Albert Einstein’s general theory of relativity. Schiff discussed this project with Stanford cryogenic physicist, William Fairbank, and gyroscope expert, Robert Comer (Aero-Astro department).

In 1962, Fairbank invited post-doc, Francis Everitt, to join the research effort. The team sent a proposal to NASA’s Office of Space Sciences requesting funding to develop gyroscopes and a satellite to carry out this unprecedented test. It took 40 years of R&D at Stanford and other places to create and ready the cryogenic satellite and all of its cutting-edge technologies for launch. In 1975, Leonard Schiff moved the GP-B program to HEPL, breathing new life into the lab. In 1981, Francis Everitt became Principal Investigator, a position he still holds. In 1984, Brad Parkinson became Project Manager and a Co-PI, along with Co-PT’s John Turneaure and Daniel DeBra.

On 20 April 2004, GP-B launched from Vandenberg AFB into a polar orbit. Data collection began on 28 August 2004 and lasted 50 weeks. Data analysis took five years in order to remove confounding factors in the data. The final results, published in PRL on 31 May 2011, yielded highly accurate geodetic and frame dragging measurements, with 0.28% and 19% margins of error, respectively.

GPS Spinoffs from GP-B

In the 1990s, Brad Parkinson’s research on GPS solutions for positioning the GP-B satellite led to two revolutionary spin-off projects: 1) Wide Area Augmentation System (WAAS) provides highly precise positioning accuracy and integrity for navigation and the automatic landing of airplanes and 2) Precision Farming adding GPS technology to tractors has enabled the automation of many aspects of farming and has spawned a $1 billion/year industry.

Fermi Gamma Ray Space Telescope (GLAST)

Stanford Physics Professor, Peter Michelson, is a former HEPL Director and the Principal Investigator for the Large Area Telescope (LAT) on board NASA’s Fermi Gamma Ray Space Telescope, the successor to CGRO/EGRET. Launched on 11 June 2008, Fermi has been highly successful mapping the gamma-ray sky. Under Michelson’s guidance, HEPL’s collaborations with Italy are noteworthy. The development of cryogenic bar detectors of gravitational waves, in collaboration with Edoardo Amaldi and his colleagues, established new stringent upper limits to the gravitational waves incident on the Earth. Likewise, the Fermi LAT was developed by a collaboration between Italian INFN and ASI NASA, and international partners in France, Japan, and Sweden, and used tracking detectors developed, integrated, tested, and qualified for the mission by Italy. GP-B provided the first evidence of frame-dragging on a spinning, superconducting gyroscope. The Fermi detector offers the potential of seeing, through the GeV emission in the Binary Driven Hypernova subclass of long GRBs, the emission from a newly born Black Hole, originating in the induced gravitational collapse of a supernova hypercritically accreting on a binary neutron star companion.

Robert Byer’s LIGO and ACHIP Projects

Robert Byer, former Stanford Dean of Research and former HEPL Director, nurtured the GP-B, GPS and Fermi programs to success during his tenure. He is currently an Applied Physics Professor specializing in lasers and optics. His LIGO Group provided seismic isolation, coatings and materials for the LIGO observatories. His ACHIP project is developing a particle accelerator on a microchip—bringing the HEPL/Ginzton Labs full circle to Hansen’s 1947 research.
Professor LYMAN PAGE

"for his collaboration with David Wilkinson in realizing the NASA Explorer WMAP mission and as founding director of the Atacama Cosmology Telescope"

This award is given in recognition of Lyman Page's pivotal role in transforming cosmic microwave background observations into a high-precision experimental science over the past two decades. In particular Page provided major contributions to the success of the Wilkinson Microwave Anisotropy Probe (WMAP) space mission, which delivered outstanding measurements of the CMB anisotropy and polarization pattern. He is now continuing his effort by promoting a new generation of experiments like the Atacama Cosmology Telescope to study CMB polarization to greater precision.

The CMB, the faint afterglow of the Big Bang, is the most powerful probe of the early universe. From its study, we have learned the age of the universe, its major constituents, and have characterized the fundamental fluctuations in gravity that gave rise to cosmic structure. The desire to measure the CMB ever more precisely has driven the development of extraordinary detectors and techniques which will be reviewed in the Lectio Magistralis by Lyman Page. He will describe what we might hope to learn from the CMB in the next decade, including detecting gravitational waves from the birth of the universe if they exist at sufficient amplitude.
Rashid Sunyaev gave extraordinary contributions to the understanding of physical processes in the universe which identified new and uniquely informative targets for observational cosmology. In particular, the Sunyaev-Zeldovich effect, now observed in thousands of clusters of galaxies over the entire sky, has become a cornerstone of cosmology and extragalactic astrophysics, so much so that it is now considered a research field in its own right. Furthermore, Sunyaev’s studies of processes in the early universe responsible for angular anisotropy and frequency distortions of the cosmic microwave background have left a profound and lasting legacy for cosmology. In particular, Sunyaev and Zeldovich predicted the presence of acoustic peaks in the CMB angular fluctuation power spectrum and the existence of baryonic acoustic oscillations. He is currently the project scientist leading the scientific team of the international high-energy astrophysics observatory Spektr-RG being built under the direction of the Russian Space Research Institute.
Professor **SHING-TUNG YAU**

"for the proof of the positivity of total mass in the theory of general relativity and perfecting as well the concept of quasi-local mass, for his proof of the Calabi conjecture, for his continuous inspiring role in the study of black holes physics"

Shing-Tung Yau has made fundamental contributions to differential geometry which have influenced a wide range of scientific disciplines, including astronomy and theoretical physics. With Richard Schoen, Yau solved a longstanding question in general relativity by proving that the combined total energy of matter and gravitational field in an asymptotically flat universe is positive. In 1982 Yau was awarded the Fields Medal, the highest award in mathematics, and in 1994 he shared with Simon Donaldson the Crafoord Prize of the Royal Swedish Society in recognition of his development of nonlinear techniques in differential geometry leading to the solution of several outstanding problems.

Another outstanding achievement of Yau is his proof of the Calabi conjecture which allowed physicists to show that string theory is a viable candidate for a unified theory of nature. Furthermore in 2008 Yau (with M.T. Wang) introduced the concept of “quasi-local mass” in general relativity which can be of help to get around the old conundrum — the non-locality of the energy density in relativistic gravity.

During his scientific career Yau had more than 50 successful PhD students. At present he is a professor of mathematics at Harvard University where along with research he continues many pedagogical activities. For example, he has created the "Black Hole Initiative", an interdisciplinary center at Harvard University involving a collaboration between principal investigators from the fields of astronomy (Sheperd Doeleman, Avi Loeb and Ramesh Narayan), physics (Andrew Strominger), mathematics (Shing-Tung Yau) and philosophy (Peter Galison). This "Black Hole Initiative" is the first center worldwide to focus on the study of the many facets of black holes.

MG16 in 2021 will mark the 50th anniversary of the mass-energy formula for black holes based on the Kerr metric. This timing is an omen that Yau and his school will soon further enlarge our knowledge of this formula with their powerful mathematical analysis.
PREFACE

The Marcel Grossmann Meetings on Recent Developments in Theoretical and Experimental General Relativity, Astrophysics and Relativistic Field Theories have always had the goal of bringing together scientists from all over the world enabling them to share recent developments in general relativity and cosmology, paying attention to the interplay between physical predictions and mathematical foundations.

More than 800 scientists met at the University of Rome “la Sapienza” for the Fifteenth Marcel Grossmann Meeting (MG15) during the week of July 1–7, 2018 to discuss theoretical topics and the status of the experimental testing and observations of Einstein’s theory of gravitation together with the broad spectrum of gravitational physics related phenomena. The topics discussed ranged from classical and quantum aspects of gravity, relativistic astrophysics, branes and strings, inflation theory, the thermal history of the Universe, to more concrete astrophysics experiments, observations, and modeling, reviewing the current state of the art in theory, observations, and experiments related to relativistic gravitation.

The meeting featured 39 plenary talks during the six mornings of the meeting, plus 6 public lectures given by experts in gravitation and cosmology. 73 parallel sessions, some of which were split over multiple days, kept participants busy with the crucial support of 33 students from Sapienza who managed the coordination of each parallel session and offered technical help.

Three scientists and two collaborations were presented with Marcel Grossmann awards. These were: Lyman Page, Rashid Alievich Sunyaev, Shing-Tung Yau, the Planck Scientific Collaboration (ESA) represented by Jean-Loup Puget, and the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, represented by Leo Hollberg.

The detailed program of plenary and public talks is as follows:

**Shing-Tung Yau** (Harvard University): Quasi-local mass at null infinity
**Malcolm J. Perry** (University of Cambridge): Black hole entropy and soft hair
**Thomas Hertog** (KU Leuven): A smooth exit form eternal inflation
**Jean-Luc Lehners** (Max Planck Institute for Gravitational Physics): No smooth beginning for spacetime
**Ivan Agullo** (Louisiana State University): Loop quantum cosmology and the cosmic microwave background
**Elena Pian** (IASF Bologna): Kilonovae: the cosmic foundries of heavy elements
**Nial Tanvir** (University of Leicester): A new era of gravitational-wave / electromagnetic multi-messenger astronomy
**Tsvi Piran** (Hebrew University of Jerusalem): Mergers and GRBs: past present and future
**Stephan Rosswog** (Stockholm University): Neutron star mergers as heavy element production site
David Shoemaker (MIT LIGO Laboratory): LIGO’s past and future observations of black hole and neutron star binaries

Yu Wang (ICRANet): On the role of binary systems in GW170817/GRB170817A/AT2017gfo

Hao Liu (University of Copenhagen): An independent investigation of gravitational wave data

Stefano Vitale (University of Trento): Gravitation wave astronomy in ESA science programme

Takaaki Kajita (University of Tokyo): Status of KAGRA and its scientific goals

Masaki Ando (University of Tokyo): DECIGO: Gravitational-Wave observations from space

Jun Luo (Sun Yat-Sen University): TianQin: a space-borne gravitational wave detector

Jo Van Den Brand (Dutch National Institute for Subatomic Physics Nikhef, and VU University Amsterdam): Gravitational wave science and Virgo

Ernst Maria Rasel (Leibniz Universität Hannover): Science fiction turns into reality: Interferometry with Bose-Einstein condensates on ground and in space

Manuel Rodrigues (Université Paris Saclay): The first results of the MICROSCOPE test of the equivalence principle in space

Victoria Kaspi (McGill University): Fast radio bursts

Bing Zhang (University of Nevada): From gamma-ray bursts to fast radio bursts: unveiling the mystery of cosmic bursting sources

Jean-Loup Puget (CNRS): The Planck mission

Jorge Armando Rueda Hernandez (ICRANet): Binary-driven hypernovae and the understanding of gamma-ray bursts

Remo Ruffini (ICRANet): The essential role of the nature of the binary progenitors for understanding gamma ray bursts

Heino Falcke (Radboud University Nijmegen): Imaging black holes now and in the future

Luc Blanchet (Institut d’Astrophysique de Paris): Post-Newtonian theory and gravitational waves

Jean-Loup Puget (Université Paris): From Planck to Atacama Cosmology Telescope

Razmik Mirzoyan (Max Planck Institute for Physics): Gamma-ray and multimessenger highlights with MAGIC

Elisa Resconi (Technical University Munich): Neutrino astronomy in the multimessenger era

Francis Halzen (University of Wisconsin-Madison): IceCube: opening a new window on the universe from the South Pole

James Lattimer (Stony Brook University): The history of R-process

Ralph Engel (Karlsruhe Institute of Technology): What have we learned about ultra-high-energy cosmic rays from the Pierre Auger Observatory?
Paolo De Bernardis (Sapienza - University of Rome):
Fabio Gargano (INFN Bari): DAMPE and its latest results
Markus Arndt (University of Vienna): Experiments to probe quantum linearity at the interface to gravity & complexity
Tobias Westphal (University of Vienna): Micro-mechanical measurements of weak gravitational forces
Shu Zhang (Institute of High Energy Physics, Chinese Academy of Sciences):
Lorenzo Amati (INAF - OAS Bologna): Cosmology and multi-messenger astrophysics with Gamma-Ray Bursts
Elisabetta Cavazzuti (ASI): Gev LAT observations from GRBs and active galactic nuclei
Remo Ruffini (ICRANet): Concluding Remarks
Roy Kerr (University of Canterbury): Towards MG16

Public Lectures

Jeremiah Ostriker (Columbia University): Ultra-light scalars as cosmological dark matter
Malcolm Longair (University of Cambridge): Ryle and Hewish: 50 and 100 year anniversaries [Radio astrophysics and the rise of high energy astrophysics]
Lyman Page (Princeton University): Measuring the Cosmic Microwave Background
Marc Henneaux (Université Libre de Bruxelles): The cosmological singularity
Anne Archibald (Newcastle University): Does extreme gravity affect how objects fall?
Concluding remarks by Prof. Remo Ruffini

For over more than four decades the Marcel Grossmann Meetings have been fostering the interaction between mathematics, relativistic field theories and observations in physics and astrophysics and has witnessed the birth and exponential growth of various new subfields within astrophysics. This has also occurred in 2018 during the MG15 (see Fig. 1), which has seen the participation of approximately one thousand participants from 71 different countries (see Fig. 2). In MG15, as is clear from the above program, we have seen considerable progress in theory on topics ranging from models of quantum gravity to the mathematical structure of Einstein’s equations.

Fig. 1. MG15 official Awards Ceremony on Monday, July 2, 2018.

Fig. 2. Group photo of MG15 participants in the Aula Magna, Sapienza University of Rome.
In particular, an MG15 individual award was given to Prof. Rashid Sunyaev, as a member of the relativistic astrophysics school of Zel’'dovich-Sunyaev (see Fig. 3) and to Prof. Shing-Tung Yau, as a representative of the Chinese-American school of differential geometry and general relativity (see Fig. 4).

This has been accompanied by extensive developments in the exploration of the cosmic microwave background with announcements of the final results of the Planck satellite that followed earlier predecessors, like WMAP. In this sense, particularly meaningful have been the MG15
Awards presented to Prof. Jean-Loup Puget, who has successfully accomplished the ESA Plank mission (see Fig. 5) and to Prof. Lyman Page, one of the main participants of the glorious NASA WMAP mission, successfully lead by David Wilkinson (see Fig. 6). I was very fortunate to be in Princeton as an assistant professor at the time WMAP was initially conceived.

![Fig. 5. Jean-Loup Puget accepting the MG15 institutional award on behalf of the Planck Scientific Collaboration (ESA) from Roy Kerr.](image1)

X-ray astrophysics gradually successfully evolved from the first rockets of Riccardo Giacconi discovering Scorpius X-1 using well tested Geiger counters, moving on to larger missions using X-ray mirrors in the Einstein Observatory, in XMM and on to the NASA Chandra mission, each new mission introducing new technologies based on previous successes. The
Chandra data on GRB 170817A were amply discussed in the MG15 meeting. Analogously, starting from the earlier gamma ray detectors on the Vela satellite, gamma ray astrophysics reached maturity with the Compton Observatory with the BATSE instruments on board. These two fields joined their separate expertise together in the hybrid Beppo SAX satellite. Equally impressive was the transition from Beppo SAX to the Neil Gehrels Swift Observatory and the Fermi Gamma-Ray Space Telescope that followed EGRET and opened up the field of high energy gamma-ray astrophysics, adding further successes to this ongoing story. One of the most significant contributions to the success of the Fermi mission has been the LAT detector, jointly led by the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, which received the MG15 institutional award, presented to Prof. Leo Hollberg (see Fig. 7).

Fig. 7. Leo Hollberg accepting the MG15 institutional award from Roy Kerr on behalf of the Hansen Experimental Physics Laboratory at Stanford University.

More recently we are witnessing the birth of TeV astrophysics springing from the ground-based MAGIC, HESS and Whipple telescopes, as well as neutrino astrophysics associated with underground (ICE Cube) and underwater laboratories. New tantalizing results concerning the spectrum and composition of cosmic rays have been reported by the Alpha Magnetic Spectrometer experiment on the international space station. All of these
together mark the gradual development of the largest observational effort in history, well recorded in these MG meetings (see Fig. 8). Today relativistic astrophysics is offering us the possibility of utilizing all of these multi-wavelength observations simultaneously in the study of GRBs and active galactic nuclei. Indeed the description of the distinct temporally discrete episodes for the GRB 130427A, one of the most complex astrophysical objects ever observed, requires the simultaneous knowledge of observations from all of these various wavelengths. This exponential growth in all these areas of astrophysics has been accompanied by attempts at data acquisition of gravitational wave signals arriving on the Earth. After the failure of the initial attempt by Misner and Weber in 1972, the new attempt by LIGO-VIRGO was discussed extensively in this MG15 meeting.

Indeed in addition to the many topics discussed in the plenary lectures, there was a special session dedicated to kilonova and gravitational waves chaired by Enrico Costa on July 3 and a session on gravitational waves chaired by Claus Lämmerzahl on July 4. Many intense discussions took place at the meeting, both in the plenary and parallel sessions, bringing together different points of view, at times controversial, which stimulated a large number of articles published in leading scientific journals in the months following the meetings. The impossibility of finding these discussions in these proceedings is simply explained: it is due to the incomprehensible decision by Sapienza University not to renew the collaboration agreement with ICRANet. What is incomprehensible is that both the research and teaching activities of ICRA and ICRANet are...
recognized internationally at a worldwide level, in more than 70 nations. Locks were put on the ICRA Offices (see Fig. 9).

![Fig. 9. Remo Ruffini shows to Barry Barish the locked offices of ICRA at Sapienza University.](image)

The preparation of the proceedings was halted. It was not possible to follow up with post-conference interactions and the impossibility of access to our offices and interact with our students. The invited lecturers, clearly indicated in the conference program and some of the world leaders in their fields who had just presented their extremely interesting lectures stimulating widespread interest, mostly chose to publish their results in international journals giving rise to some of the most highly cited articles in recent times. Only a minority were published here. This was also the case for some of the ICRA-ICRANet lectures, which appeared in:


The dialogue we had started at MG15 undoubtedly had a very stimulating effect on the community which have been followed up and expanded upon in the subsequent MG16 meeting in 2021. Paradoxically, the moments of greatest difficulty for ICRA members have coincided with the flow of new ideas which promoted the steps forward towards the final identification of some fundamental laws of black hole electrodynamics. The very night ICRA offices were locked up and its electronic communications cut, we had submitted a paper to The Astrophysical Journal for publication containing the first fundamental steps for identifying the “inner engine” of GRBs as discussed in talks in this conference. After one year and four months a judge ordered Sapienza to return the ICRA offices.

I am looking forward to a renewed successful collaboration with Sapienza University, enjoyed for more than three decades, to pursue a new common “path” for the rapidly expanding knowledge of the largest distant objects in our Universe. There is still room for improvement: now that the differences have been identified in published articles, a joint effort on an attentive scientific analysis on both sides can lead to the understanding of the nature of these differences and to jointly converge to common solutions. For this to occur, dialogue and not obstruction of office space is needed. As soon as these clarifications will be achieved, we will be able to proceed in a broad scientific effort of common topics of interest in Einstein’s theory, in relativistic astrophysics, ranging from the astrophysics of black holes, neutron stars, dark matter and primordial cosmology, observing the rules of basic academic relations.

I am grateful to all members of the IOC and to Carlo Luciano Bianco, Nathalie Deruelle, Rahim Moradi, Tsvi Piran, Jorge Rueda and Narek Sahakyan for advice and discussion.

Remo Ruffini
Chair of the MG International Organizing Committee
Director of ICRANet
President of ICRA

January 10, 2022
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1. Definition of the theory and its canonical formulation

With the aim of obtaining simultaneously perturbative renormalizability and unitarity, Hořava¹ has introduced a gravitational theory with higher orders only in spatial derivatives, breaking the symmetry of general diffeomorphisms over the spacetime. Indeed, the very concept of spacetime is substituted by the one of foliation of spacelike hypersurfaces along an absolute line of time. The theory is defined in terms of the ADM (Arnowitt-Deser-Misner) variables $N$, $N^i$, and $g_{ij}$. They are understood as tensors over the spacelike hypersurfaces that evolve in time. The gauge symmetry is given by the FDiff (diffeomorphisms that preserve the foliation), defined on the ADM variables. The Lagrangian has a kinetic terms that is of second order in time derivatives,

\[ L_K = \sqrt{g} G^{ijkl} K_{ij} K_{kl}, \quad G^{ijkl} \equiv \frac{1}{2} (g^{ik} g^{jl} + g^{il} g^{jk}) - \lambda g^{ij} g^{kl}, \]

and $K_{ij}$ is the extrinsic curvature of the hypersurfaces. This kinetic term is FDiff covariant for any value of the dimensionless coupling constant $\lambda$. Our concern in this paper is a particular formulation of the Hořava theory, which we call the kinetic-conformal theory, given by a critical value of $\lambda$. For spatial hypersurfaces of dimension 3, the critical value for $\lambda$ we refer to is $\lambda = 1/3$. This value defines a dynamically different formulation of the Hořava theory, in the sense that the structure of constraints is discontinuous to the generic formulation with $\lambda \neq 1/3$. That is, the constraints of the kinetic-conformal theory cannot be obtained by continuously varying $\lambda$. At $\lambda = 1/3$ the hypermatrix $G^{ijkl}$ becomes degenerated and this leads to the raising of the primary constraint $\pi \equiv g_{ij} \pi^{ij} = 0$, where $\pi^{ij}$ is the canonically conjugate of $g_{ij}$. There is an additional secondary constraint that emerges when the time preservation of $\pi$ is imposed. As a consequence, the kinetic-conformal theory propagates less physical degrees of freedom than the generic formulation of the nonprojectable Hořava theory with $\lambda \neq 1/3$. It propagates two physical modes, the same number of General Relativity. The so-called extra mode of the generic formulation theory is absent in the kinetic-conformal formulation. We consider this an interesting feature that deserves to be explored. Furthermore, at $\lambda = 1/3$ the
kinetic term (1) gets an anisotropic conformal symmetry defined by the anisotropic Weyl transformations

\[ \tilde{g}_{ij} = \Omega^2 g_{ij}, \quad \tilde{N} = \Omega^3 N, \quad \tilde{N}_i = \Omega^2 N_i, \]

where \( \Omega = \Omega(t, \vec{x}) \). This motivates the name kinetic-conformal. The full theory is not conformally invariant since the potential is not, unless it is defined with specific conformal terms.

In Ref. 2 several versions of the Hořava theory were associated to the algebra of the Newton-Cartan geometry. In summary, depending on the connection used in the gauging and the central extension on the side of the Newton-Cartan algebra, the correspondence is

- Torsionless connection: projectable Hořava theory.
- Twistless-torsional connection: nonprojectable Hořava theory.
- Central Bargmann extension: \( U(1) \) extension of the Hořava theory.

Thus, the kinetic-conformal formulation can be found in the twistless-torsional-gauging case, by fixing the values of some coupling constants on the side of the Newton-Cartan dynamics. The extrinsic curvature arises via the covariant derivatives of the inverse vielbein denoted by \( v^\mu \) in Ref. 2. Then the kinetic term (1) emerges from the terms that are quadratic in derivatives of \( v^\mu \),

\[ c_3 \nabla_\mu v^\nu \nabla_\nu v^\nu + c_4 \nabla_\mu v^\nu \nabla_\mu v^\nu = c_4 \left( K_{ij} K^{ij} - \frac{c_3}{c_4} K^2 \right). \]

Thus, the kinetic-conformal theory is achieved by adjusting \( c_3 \) and \( c_4 \) according to

\[ \frac{c_3}{c_4} = \frac{1}{3}. \]

The action of the nonprojectable Hořava theory is

\[ S = \int dt d^3x \sqrt{g} N \left( G^{ijkl} K_{ij} K_{kl} - \mathcal{V} \right), \]

where to define the kinetic-conformal theory we consider that the value \( \lambda = 1/3 \) has been fixed. The potential \( \mathcal{V} \) should include all the inequivalent terms that are \( \text{FDiff} \) covariant and up to sixth order in spatial derivatives (\( z = 3 \) terms), as required for the power-counting renormalizability. Among them, the terms that contribute to the action of second order in perturbations, hence contributing to the propagator, are

\[ -\mathcal{V}^{(z=1)} = \beta R + \alpha a_i a^i, \]
\[ -\mathcal{V}^{(z=2)} = \alpha_1 R \nabla_i a^i + \alpha_2 \nabla_i a_j \nabla^j a^i + \beta_1 R_{ij} R^{ij} + \beta_2 R^2, \]
\[ -\mathcal{V}^{(z=3)} = \alpha_3 \nabla^2 R \nabla_i a^i + \alpha_4 \nabla^2 a_i \nabla^2 a^i + \beta_3 \nabla_i R_{jk} \nabla^j R^{jk} + \beta_4 \nabla_i R \nabla^j R^i. \]
\((g_{ij}, \pi^{ij})\) and \((N, P_N)\). The Hamiltonian, with the primary constraints added, is given by

\[
H = \int d^3x \left( \frac{N}{\sqrt{g}} \pi^{ij} \pi_{ij} + \sqrt{g} \mathcal{V} + N_0 \mathcal{H}^i + \mu \pi + \sigma P_N \right),
\]

and the full set of constraints is

\[
\mathcal{H}^i \equiv -2 \nabla_i \pi^{ij} + P_N \partial^j N = 0.
\]

\[
P_N = 0, \quad \pi = 0,
\]

\[
\frac{1}{\sqrt{g}} \mathcal{H} = \frac{1}{g} \pi^{ij} \pi_{ij} - \beta R + 2 \alpha \frac{\nabla^2 N}{N} - \alpha a_i a^i = 0,
\]

\[
\frac{1}{\sqrt{g}} \mathcal{C} \equiv \frac{3}{2g} \pi^{ij} \pi_{ij} + \frac{\beta}{2} R - 2 \beta \frac{\nabla^2 N}{N} + \alpha a_i a^i = 0.
\]

\(H^i\) is a first-class constraint whereas the four constraints \(P_N, \pi, \mathcal{H}\) and \(\mathcal{C}\) are of second class. In the Hamiltonian formulation the shift vector \(N_i\) plays the role of Lagrange multiplier (as in GR), as well as \(\mu\) and \(\sigma\). When applying Dirac’s programme for extracting the constraints, the time preservation of the second-class constraints leads to equations for \(\mu\) and \(\sigma\). Considering the complete potential \(\mathcal{V}\), it can be shown that these are elliptic (sixth-order) equations, hence they can be consistently solved with appropriated boundary conditions. This ends Dirac’s programme, the set of constraints is closed. The constraints \(\mathcal{H}\) and \(\mathcal{C}\) can also be casted as elliptic equations if the appropriated field variables are chosen to solve them, see. This analysis shows that the Hamiltonian formulation of the theory is consistent. Considering the second-class nature of \(P_N, \pi, \mathcal{H}\) and \(\mathcal{C}\), it results that the theory propagates two physical modes, coinciding with the number of modes of GR.

The presence of the \(\pi = 0\) constraint is intriguing, since it generates the Weyl scalings on \(g_{ij}\) and \(\pi^{ij}\), but this theory is not conformally invariant. This is in agreement with the fact that \(\pi\) is of second-class, hence it is not the generator of gauge symmetries. Contrasting with an exactly anisotropic conformal Horava theory, which is given by a conformal potential, we have that \(\pi = 0\) can be combined with the \(P_N = 0\) constraint to form the full generator of the anisotropic conformal transformations (2), which is

\[
\varpi = \pi + \frac{3}{2} NP_N.
\]

In the anisotropic conformal theory this is a first-class constraint. It is preserved without further conditions, hence no further constraints are generated. Therefore, in the exact anisotropic conformal case there is a symmetry more than in the kinetic-conformal formulation, the anisotropic Weyl scalings, but a second-class constraint less (the \(\mathcal{C}\) constraint). Hence the number of physical degrees of freedom is the same in both cases (at least in the sense of classical field theories, since there is evidence for a conformal anomaly in the anisotropic conformal theory), and it is the same of
2. Quantization: propagators and the superficial degree of divergence

A perturbative analysis considering all the terms (6) - (8) allows to check explicitly the consistency of the Hamiltonian formulation of the theory and to obtain the propagators of the physical modes. We work on the transverse gauge \( \partial_i h_{ij} = 0 \), where \( h_{ij} \) represents the perturbative metric around the flat background. The momentum constraint eliminates the longitudinal sector of the canonical momentum at first order in perturbations. Constraints \( \mathcal{H} \) and \( \mathcal{C} \) are consistently solved for \( h_{kk} \) and the perturbative version of the lapse function, \( n \), fixing these variables to zero at first order in perturbations (with asymptotically flat conditions). Constraint \( \pi = 0 \) eliminates the trace of the canonical momentum. There remains the transverse-traceless sector \( (h_{ij}^{TT}, p^{TT}_{ij}) \) as the independent propagating physical modes. The corresponding propagators are

\[
\langle h^{TT}_{ij} h^{TT}_{kl} \rangle = \frac{P_{ijkl}^{TT}}{\omega^2 - \beta \vec{k}^4 + \beta_1 \vec{k}^2 + \beta_3 k^6},
\]

where \( P_{ijkl}^{TT} \) is the transverse-traceless projector.

Another important issue of the perturbative quantization is the distribution of Fourier momentum in Feynmann diagrams. We recall that this is a theory with second-class constraints, hence standard techniques of gauge field theories which only have first-class constraints do not apply. One plausible scheme of quantization is to solve the second-class constraints perturbatively. It can be shown that the perturbative field variables used to solve the constraints end with a balance of zero Fourier momentum. Therefore when the solutions are substituted in the Lagrangian they do not alter the order in momentum of the interacting terms, the weight in Fourier momentum of the vertices is the same of the off-shell theory. These results allow to evaluate the superficial degree of divergence of Feynman diagrams, since the badly divergent diagrams are those with vertices corresponding to the terms of the Lagrangian of highest order, which is the sixth order. The internal lines scale also with sixth order according to the propagator (15). With these considerations we may show that the superficial degree of divergence of the badly divergent diagrams is given by the order 6. This implies that counterterms of 6th order in spatial derivatives must be added to the bare Lagrangian, but this is precisely the order of the bare Lagrangian designed for power-counting renormalizability. Thus, the theory passes the criterium given by the superficial degree of divergence needed for the renormalization of the theory.
3. Gravitational waves and observational bounds

The coincidence in the number physical degrees of freedom between the kinetic-conformal Hořava theory and GR raises interest on the behavior of the gravitational waves in this theory. This was analyzed in\(^9\) using the equivalence of the large-distance effective action with the Einstein-aether theory\(^10\). The Einstein-aether theory implements the breaking of the Lorentz invariance keeping the gauge symmetry of general diffeomorphisms over spacetime by using a dynamic unit timelike vector (the aether). The analysis of gravitational waves in the kinetic-conformal Hořava theory done in\(^9\) was achieved in a gauge-invariant way, involving the aether field in the construction of the gauge invariants. The first main result is that the transverse-traceless sector is propagated with a wave equation, \(\sqrt{\beta}\) being the speed of the gravitational waves.

For the case of an isolated source, the dominant mode of its gravitational radiation in the far zone can be deduced by applying the same techniques of GR. The considerations on the source are the standard ones for a weak source: small mass, slow velocity and negligible self-gravity. If \(I_{ij}\) is the quadrupole moment given by the 00 component of the energy-momentum tensor, then it is found\(^9\) that the leading contribution for the generation of gravitational waves has the same structure of Einstein’s quadrupole formula of GR,

\[
h_{ij}^{TT} = \frac{\kappa_n}{4\pi \beta r} P_{ijkl}^{TT} \frac{d^2 I_{kl}(t - r/\sqrt{\beta})}{dt^2}, \tag{16}
\]

where \(\kappa_n\) is the coupling constant arising in front of the Hořava action (which we set equal to one in Eq. (5), since that is a vacuum action). To get an exact matching with the quadrupole formula of GR, we must set the coupling constants \(\kappa_n\) and \(\beta\) equal to their GR values, \(\kappa_n = 8\pi G_n\) and \(\beta = 1\).

We may apply the analysis of the parameterized-post-Newtonian (PPN) expansion for solar-system tests to the kinetic-conformal theory. It turns out that the theory reproduces the same values of the PPN parameters of GR, except for the parameters \(\alpha_{1\text{PPN}}\) and \(\alpha_{2\text{PPN}}\), whose deviations from the zero value indicate Lorentz-symmetry violation. For the kinetic-conformal Hořava theory these two constants are given by\(^9\)

\[
\alpha_{2\text{PPN}} = \frac{1}{8} \alpha_{1\text{PPN}} = \beta - 1 - \frac{\alpha}{2}. \tag{17}
\]

The current observational bounds\(^12\) on these parameters are \(|\alpha_{1\text{PPN}}| < 10^{-4}\) and \(|\alpha_{2\text{PPN}}| < 10^{-9}\). Relation (17) demands that the strong bound, which is the one on \(\alpha_{2\text{PPN}}\), must be satisfied by both parameters. This condition is met if

\[
\alpha = 2(\beta - 1) + \delta, \tag{18}
\]

where \(\delta\) represents the narrow observational window for the \(\alpha_{2\text{PPN}}\) parameter, i.e. \(|\delta| < 10^{-9}\).
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We identify the proper geometry underlying non-relativistic string theory as 'String Newton-Cartan Gravity'. It has the distinguishing feature that one-dimensional foliation in Newton-Cartan geometry is replaced by a two-dimensional foliation on the target space. We discuss some basic properties of the string Newton-Cartan space-time, in particular its behaviour under T-duality transformations. This leads to interesting non-relativistic conformal field theories at the boundary that have applications in condensed matter physics.
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1. Introduction

Assuming small spacetime curvature, the low-energy limit of superstring theory is described by a supergravity theory. Using this connection our knowledge about supergravity has taught us a lot about some basic properties of superstring theory such as T-duality, D-branes, exotic branes etc. Via its embedding into string theory, supergravity in an AdS background has an intriguing holographic relation with a conformal field theory in one dimension lower. This latter relationship has also been investigated at the non-relativistic level by considering background geometries in the bulk that have non-relativistic isometries such as Lifshitz or Schrödinger symmetries. This leads to non-relativistic conformal field theories at the boundary that have applications in condensed matter physics. A different and less well studied corner of non-relativistic holography occurs when the gravity in the bulk itself becomes non-relativistic. It has been argued that the relevant non-relativistic gravity is an extension of Newton-Cartan (NC) gravity, i.e. the frame-independent formulation of Newtonian gravity. This new kind of holography leads to non-relativistic CFTs at the boundary with a different set of symmetries such as the (infinite-dimensional) Galilean conformal symmetries, see Ref. 1. We are especially interested in the possibility that the non-relativistic gravity theory in the bulk is connected to a non-relativistic string theory in the same way that general relativity is related to relativistic string theory. This non-relativistic string theory could then perhaps be used as a starting point, independent of the relativistic string theory, to study non-relativistic holography.

Independent of holography, it was realized in the condensed matter community that reparametrization invariance is not only relevant to gravity but also plays

---

*a*It has been found that the non-relativistic conformal field theories at the boundary couple to a Newton-Cartan geometry with twistless torsion in Ref. 13.
a crucial role in Effective Field Theories (EFTs), where one writes effective Lagrangians in an expansion organized according to the number of derivatives. Coupling an EFT to an arbitrary gravitational background enables one to study generic features of this EFT in an arbitrary frame. The application of non-relativistic gravity in this new context was pioneered by Son and coworkers in Ref. 2. The detailed understanding of how to couple a non-relativistic EFT to a general NC gravitational background can be obtained systematically by starting from a relativistic EFT in a general gravitational background that includes an auxiliary zero-flux vector field as in Ref. 3. By taking a special limit of this EFT in a frame-independent way, one automatically obtains a non-relativistic EFT in a Newton-Cartan background.

In the first part we recall how the kinematics of NC gravity follows from gauging a specific non-relativistic algebra. We extend this analysis to String NC gravity. In the second part we discuss the non-relativistic string theory that naturally couples to the String NC geometry. In particular, we discuss the T-duality properties of this new kind of geometry. At the end we give our conclusions.

2. Newton-Cartan Gravity

It is well-known that the symmetries connecting non-relativistic inertial frames are given by the following set of Galilei symmetries:

- time translations: \( \delta t = \xi^0 \),
- space translations: \( \delta x^i = \xi^i \), \( i = 1, 2, 3 \),
- spatial rotations: \( \delta x^i = \lambda^i_j x^j \),
- Galilean boosts: \( \delta x^i = \lambda^i t \).

Here \( \xi^0, \xi^i, \lambda^i_j \) and \( \lambda^i \) are the constant parameters associated with the time translation, space translations, spatial rotations and Galilean boosts, respectively. These symmetries are identical to the Poincaré symmetries except for the Galilean boosts which differ from the Lorentzian boosts in the sense that under Galilean boosts the spatial coordinates \( x^i \) transform to the absolute time coordinate \( t \), but \( t \) does not transform back into the spatial coordinates \( x^i \).

It turns out that gauging the Galilei algebra associated with the above symmetries is not sufficient to obtain NC gravity. One way to see this is to realize that the spin-connection fields associated with the spatial rotations and boost symmetries are dependent fields in General Relativity and one expects this to be the same in NC gravity. In General Relativity this is obtained by setting the torsion equal to zero which yields the 24 so-called conventional constraints needed to solve the 24 spin-connection fields associated with the Lorentz transformations. The problem with the Galilei algebra is that the curvature of time translations does not contain a spin-connection field and hence cannot be used for obtaining a conventional constraint. Therefore, there are not enough conventional constraints to solve for all spin-connections. One way to circumvent this issue is to work with a centrally extended Galilei algebra, called the Bargmann algebra. It turns out that
the curvature corresponding to the central charge transformations does contain the
boost spin-connection fields. By setting this curvature to zero one acquires the 6
missing conventional constraints. Together with the 18 conventional constraints
that follow from setting the curvature corresponding to the spatial translations
equal to zero, one is now able to solve for the 12 spatial rotation connection fields
\( \Omega_{\mu}^{ab} \) (\( \mu = 0, 1, 2, 3; a = 1, 2, 3 \)) and the 12 Galilean boost connection fields \( \Omega_{\mu}^{a} \).
The central charge introduced by the Bargmann algebra also has a physical inter-
pretation. When coupled to matter, the U(1) central charge symmetry leads to a
conserved Noether charge expressing the conservation of particle number. It also
leads to the fact the the Schrödinger equation is necessarily complex providing a
projective representation of the Galilei algebra.

We now consider the gauging of the Bargmann algebra, see Ref. 4. Our starting
point is the set of commutation relations defining the Bargmann algebra
\[
\begin{align*}
[J_{ab}, P_{c}] &= -2\delta_{c[a}P_{b]}, \\
[J_{ab}, G_{c}] &= -2\delta_{c[a}G_{b]}, \\
[G_{a}, H] &= -P_{a}, \\
[G_{a}, P_{b}] &= -\delta_{ab}Z,
\end{align*}
\]
where \( \{ H, P_{a}, J_{ab}, G_{a}, Z \} \) with \( a = 1, 2, 3 \) are the generators of time translation,
space translations, spatial rotations, Galilean boosts and central charge trans-
formation, respectively. In this gauging procedure we associate to every genera-
tor/symmetry a gauge field and gauge parameters that are arbitrary functions of
spacetime together with the covariant curvatures, see Table 1 below. Note that we
have left out the parameters corresponding to the time and space translations.
Instead, we assume that all gauge fields transform as covariant vectors under general
coordinate transformations with parameters \( \xi^{\mu}(x) \). The two symmetries (\( H \) and
\( P \) transformations versus general coordinate transformations) are related to each
other via a so-called trivial or Zilch symmetry in Ref. 5.

Table 1. This table indicates for every symmetry of the Bargmann algebra the
corresponding generators, gauge fields, local gauge parameters and covariant
curvatures.

<table>
<thead>
<tr>
<th>symmetry</th>
<th>generators</th>
<th>gauge field</th>
<th>parameters</th>
<th>curvatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>time translation</td>
<td>( H )</td>
<td>( \tau_{\mu} )</td>
<td>-</td>
<td>( R_{\mu\nu}(H) )</td>
</tr>
<tr>
<td>space translations</td>
<td>( P_{a} )</td>
<td>( E_{\mu a} )</td>
<td>-</td>
<td>( R_{\mu a}(P) )</td>
</tr>
<tr>
<td>Galilean boosts</td>
<td>( G_{a} )</td>
<td>( \Omega_{\mu}^{a} )</td>
<td>( \lambda^{a}(x^{\nu}) )</td>
<td>( R_{\mu a}(G) )</td>
</tr>
<tr>
<td>spatial rotations</td>
<td>( J_{ab} )</td>
<td>( \Omega_{\mu}^{ab} )</td>
<td>( \lambda^{ab}(x^{\nu}) )</td>
<td>( R_{\mu a}(J) )</td>
</tr>
<tr>
<td>central charge transf.</td>
<td>( Z )</td>
<td>( M_{\mu} )</td>
<td>( \sigma(x^{\nu}) )</td>
<td>( R_{\mu}(Z) )</td>
</tr>
</tbody>
</table>

One can now show that by imposing the 24 conventional constraints
\[
R_{\mu \nu}^{a}(P) = R_{\mu \nu}(Z) = 0
\]
the 24 connection fields $\Omega_{\mu}^{ab}$ and $\Omega_{\mu}^{a}$ can be solved in terms of independent gauge fields. Furthermore, we impose the 6 geometric constraints

$$R_{\mu\nu}(H) = 2\partial_{[\mu}\tau_{\nu]} = 0 \quad \rightarrow \quad \tau_{\mu} = \partial_{\mu} \tau,$$

(3)

defining absolute time. Due to this constraint the time difference $\Delta T$ between two events becomes independent of the path $C$ that the observer has traveled between these two events:

$$\Delta T = \int_{C} dx^{\mu} \tau_{\mu} = \int_{C} d\tau.$$

(4)

One thus ends up with three independent gauge-fields $\{\tau_{\mu}, E_{\mu}^{a}, M_{\mu}\}$ that transform under general coordinate transformations, with parameters $\xi^{\mu}$, as covariant vectors and under spatial rotations, Galilean boosts and central charge transformation as follows:

$$\delta \tau_{\mu} = \xi^{\lambda} \partial_{\lambda} \tau_{\mu} + \partial_{\mu} \xi^{\lambda} \tau_{\lambda},$$
$$\delta E_{\mu}^{a} = \xi^{\lambda} \partial_{\lambda} E_{\mu}^{a} + \partial_{\mu} \xi^{\lambda} E_{\lambda}^{a} + \lambda^{a}_{b} E_{\mu}^{b} + \lambda^{a}_{\tau} \tau_{\mu},$$
$$\delta M_{\mu} = \xi^{\lambda} \partial_{\lambda} M_{\mu} + \partial_{\mu} \xi^{\lambda} M_{\lambda} + \partial_{\mu} \sigma + \lambda_{a} E_{\mu}^{a}.$$

(5)

One may define the following Bargmann-invariant metrics

$$\tau_{\mu\nu} = \tau_{\mu} \tau_{\nu} , \quad h^{\mu\nu} = E_{a}^{\mu} E_{b}^{\nu} \delta^{ab} ,$$

(6)

one in the time direction and a separate one in the spatial directions. One cannot define a boost-invariant metric with upper indices in the time direction or lower indices in the spatial directions. A Galilean boost-invariant metric can be obtained by adding terms proportional to the central charge gauge field $M_{\mu}$ as follows:

$$H_{\mu\nu} = E_{a}^{\mu} E_{b}^{\nu} \delta_{ab} - 2\tau_{\mu} M_{\nu}.$$

(7)

However, in that case one ends up with a metric that is not invariant under the central charge gauge transformation.

Newton-Cartan gravity can be obtained as a non-relativistic limit of general relativity, much in the same way as the Bargmann algebra can be obtained as the Inönü-Wigner contraction of the direct product of the Poincaré algebra and a U(1) generator. The latter has the physical interpretation that, when coupled to matter, its Noether charge corresponds to the conservation of particles minus anti-particles. To describe this particular Inönü-Wigner contraction we consider the Poincaré algebra plus an additional U(1) generator $\hat{Z}$ that commutes with all the Poincaré generators:

$$[\hat{P}_{A}, \hat{M}_{BC}] = 2\eta_{[A|B} \hat{P}_{C]} , \quad [\hat{M}_{AB}, \hat{M}_{CD}] = 4\eta_{[A[C|D] \hat{M}_{D]|B]} + \hat{Z}.$$

(8)
Here \( \{\hat{P}_A, M_{AB}\} \) are the generators of spacetime translations and Lorentz transformations, respectively. We have indicated all relativistic generators with a hat to distinguish them from the non-relativistic case. The extra U(1) generator \( \hat{Z} \) is needed because the Bargmann algebra contains one generator more than the Poincaré algebra. Next, we decompose \( A = (0, a) \) and relate the Poincaré \( \otimes \) U(1) generators \( \{\hat{P}_0, \hat{P}_a, M_{a0}, M_{ab}\} \) and \( \hat{Z} \) to the non-relativistic Bargmann generators \( \{H, P_a, G_a, J_{ab}, Z\} \) as follows:

\[
\hat{P}_0 = \frac{1}{2\omega} H + \omega Z , \quad \hat{Z} = \frac{1}{2\omega} H - \omega Z ,
\]

\[
\hat{P}_a = P_a , \quad \hat{M}_{ab} = J_{ab} , \quad \hat{M}_{a0} = \omega G_a ,
\]

where we have introduced a contraction parameter \( \omega \). In a second step, taking the limit \( \omega \to \infty \), we obtain the Bargmann algebra including the following commutator containing the central charge generator \( Z \):

\[
[\hat{P}_A, \hat{G}_B] = \delta_{AB} \hat{Z} .
\]

\[ \text{Poincaré } \otimes \text{U(1)} \quad \xRightarrow{\text{\textquoteleft\textquoteleft gauging\textquoteright\textquoteright\textquoteright}} \quad \text{GR plus } \partial_\mu \hat{M}_\nu - \partial_\nu \hat{M}_\mu = 0 \]

\[ \xRightarrow{\downarrow \downarrow} \quad \text{the NC limit} \]

\[ \text{Bargmann \quad \xRightarrow{\text{\textquoteleft\textquoteleft gauging\textquoteright\textquoteright\textquoteright}} \quad \text{Newton-Cartan gravity} } \]

Fig. 1. This figure compares the Inönü-Wigner contraction of the Poincaré algebra times a U(1) with the non-relativistic limit of general relativity plus a zero flux gaugefield \( \hat{M}_\mu \) discussed in the text.

The non-relativistic limit of general relativity, which is inspired by the above Inönü-Wigner contraction, is introduced as follows, see Figure 1. Using a second-order formulation of general relativity, we first introduce, on top of the Vierbein field, a vector field \( \hat{M}_\mu \) with \( \partial_\mu \hat{M}_\nu - \partial_\nu \hat{M}_\mu = 0 \), see Ref. 3. Next, we relate the relativistic gauge fields \( \{\hat{E}_\mu^A, \hat{M}_\mu\} \) to the non-relativistic gauge fields \( \{\tau_\mu, E_\mu^a, M_\mu\} \) of NC gravity as follows:

\[
\hat{E}_\mu^0 = \omega \tau_\mu + \frac{1}{2\omega} M_\mu , \quad \hat{M}_\mu = \omega \tau_\mu - \frac{1}{2\omega} M_\mu , \quad \hat{E}_\mu^a = E_\mu^a .
\]

In a second step we take the limit \( \omega \to \infty \) in the relativistic transformation rules. In this way we obtain the correct non-relativistic transformation rules (5). The
same limit can be used to derive the NC gravity equations of motion from the Einstein equations. Note that the standard textbooks on general relativity usually go straight from General Relativity to Newtonian gravity skipping the general frame formulation of Newtonian gravity.

A striking feature of the non-relativistic limit we just defined is that it requires the introduction of the auxiliary gauge field $\hat{M}_\mu$. Another way to see the necessity of this additional gauge field for taking the limit is considering the action of a particle moving in a general relativistic gravitational background. In order to define a limit without fatal divergencies one needs to couple the particle not only to general relativity but also to the gauge field $\hat{M}_\mu$ via a so-called Wess-Zumino term. This brings us to the remarkable conclusion that the limit of general relativity we just defined is particular to particles. It will not work for other extended objects such as strings. This leads to the following question:

If NC gravity couples to particles what is the non-relativistic gravity that couples to strings?
We will answer this question in the next section.

3. String Newton-Cartan Gravity

A basic difference between particles and strings is that a particle naturally couples to a 1-form gauge field $\hat{M}_\mu$ whereas a string couples to a 2-form gauge field $\hat{M}_{\mu\nu}$. In order to cancel the leading divergence that occurs in the particle limit one needs to add a Wess-Zumino term to the particle kinetic term with

$$\hat{M}_\mu = \omega \tau_\mu + \cdots$$

(13)

In the case of strings the cancellation of the leading divergence requires that the 2-form gauge field $\hat{M}_{\mu\nu}$ starts as $\omega^2$ times something quadratic in $\tau_\mu$ but, due to the anti-symmetry of the 2-form, one cannot write down such an expression. One way to avoid this problem is to introduce two Vierbeine $\tau_\mu^A$ where $A = 0, 1$ refer to the two (timelike and spacelike) directions longitudinal to the string. One writes

$$\hat{M}_{\mu\nu} = \omega^2 \tau_\mu^A \tau_\nu^B \epsilon_{AB} + O(\omega^3).$$

(14)

The $\tau_\mu^A$ are two generalized clock functions that define a so-called string NC geometry. The basic difference with the particle case is that the relativistic index $\hat{A}$ is divided up differently in longitudinal directions $A$ and transverse directions $a$ as follows:

particle: $\hat{A} = (0, a)$ with $a = 1, \cdots, d$

string: $\hat{A} = (A, a)$ with $A = 0, 1$ and $a = 2, \cdots, d - 1$.  

(15)  

(16)
The string Galilei symmetries underlying this geometry are given by

- **Longitudinal translations**: \( H_A \)
- **Transverse translations**: \( P_a \)
- **String Galilei boosts**: \( G_{Ab} \)
- **Longitudinal Lorentz rotations**: \( M_{AB} \)
- **Transverse spatial rotations**: \( J_{ab} \)

In gauging the algebra corresponding to these symmetries one again encounters extensions that in this case are non-central:

\[
\left[ G_{Aa}, P_b \right] = 0 \quad \rightarrow \quad \left[ G_{Aa}, P_b \right] = \delta_{ab} Z_A
\]

and leads to non-central charge gauge fields \( M_\mu^A \). To obtain irreducibility one needs to impose a set of conventional and geometric constraints. A difference with the particle case is that the zero torsion constraint now becomes a mixture of conventional and geometric constraint:

\[
R^{A}(H) = D[\mu(\omega)\tau^{\nu}]^A = 0.
\]

For instance, in 4 spacetime dimensions, i.e. \( d = 3 \), the 12 curvature constraints \( (18) \) is a mixture of 4 conventional constraint that can be used to solve for the 4 components of longitudinal spin-connection fields

\[
\Omega^{A}_{\mu} = \epsilon^{AB} S^\mu_B
\]

and 8 geometric constraints.

After gauging, one ends up with the independent string NC gauge fields \( \{ \tau^A_\mu, E^a_\mu, m^A_\mu \} \) that transform under the different symmetries as follows:

\[
\begin{align*}
\delta \tau^A_\mu &= \Lambda^A_B \tau^B_\mu, \\
\delta E^a_\mu &= \Lambda^a_b E^b_\mu - \Sigma^a_B \tau^B_\mu, \\
\delta m^A_\mu &= D_\mu \sigma^A + \Sigma^{A}_a E^a_\mu.
\end{align*}
\]

Furthermore, all gauge fields transform as covariant vectors under general coordinate transformations. These transformations rules are the generalization of the particle transformation rules \( (5) \) to strings and will play a prominent role as the symmetries on the non-relativistic Polyakov string we discuss in the next section.

We note that the string analogue of the longitudinal metric \( (6) \) and boost invariant metric \( (7) \) are given by

**Longitudinal metric**:

\[
\tau_{\mu\nu} \equiv \tau^{A}_{\mu} \tau^{B}_{\nu} \eta_{AB},
\]

**Boost invariant metric**:

\[
H_{\mu\nu} \equiv E^a_\mu E^b_\nu \delta_{ab} + (\tau^{A}_{\mu} m^{B}_{\nu} + \tau^{B}_{\nu} m^{A}_{\mu}) \eta_{AB}.
\]
Like in the particle case, $H_{\mu\nu}$ is invariant under string Galilei boost transformations but transforms under the non-central charge gauge transformations with parameter $\sigma^A$.

4. The Non-relativistic Polyakov String

To understand the non-relativistic Polyakov string as the limit of the relativistic Polyakov string, it is instructive to first consider the particle case. Our starting point is a particle in a Polyakov formulation moving in the fields of general relativity and coupled to the extra gauge field $\hat{M}_\mu$ via a Wess-Zumino (WZ) term:

$$S_{\text{Pol}} = -\frac{1}{2} \int d\tau \left\{ -\frac{1}{e} \hat{E}_\mu \dot{\hat{x}}^\mu \hat{E}_\nu \dot{\hat{x}}^\nu \eta_{\hat{A}\hat{B}} + M^2 e - 2 M \hat{M}_\mu \dot{\hat{x}}^\mu \right\}. \quad (23)$$

Here $e$ is the Einbein and $M$ a mass parameter. Substituting the parametrization (12) we obtain a potential leading divergence of order $c^2$:

$$S_{\text{Pol}}(c^2) = -\frac{1}{2} c^2 \int d\tau \frac{1}{e} \left( \tau_\mu \dot{\hat{x}}^\mu - m e \right)^2. \quad (24)$$

To circumvent this potential divergence, we introduce by hand a Lagrange multiplier $\lambda$ and rewrite the above term in the following equivalent form:

$$S_{\text{Pol}}(c^2) = -\frac{1}{2} c^2 \int d\tau \frac{1}{e} \left\{ \lambda (\tau_\mu \dot{\hat{x}}^\mu - m e) - \frac{1}{4 c^2} \lambda^2 \right\}. \quad (25)$$

Solving for $\lambda$ by using its equation of motion one recovers the Lagrangian (24). The advantage of the Lagrangian (32) is that the quadratic divergence has disappeared. Note that this rewriting can only be done after making the expansion (12). Strictly speaking we cannot consider the result we obtain as the limit of the original Polyakov Lagrangian (23).

Continuing in this way, we obtain the following Lagrangian for the non-relativistic Polyakov particle:

$$S_{\text{Pol}}(\text{N.R.}) = -\frac{1}{2} \int d\tau \frac{1}{e} \left\{ \dot{\hat{x}}^\mu \dot{\hat{x}}^\nu H_{\mu\nu} + \lambda (\tau_\mu \dot{\hat{x}}^\mu - m e) \right\}. \quad (26)$$

Note that the boost invariant metric $H_{\mu\nu}$ defined in eq. (7) occurs in the Lagrangian. The fact that this metric is not invariant under the central charge transformation leads to a total derivative in the Lagrangian. Solving for $e$ by using the equation of motion for $\lambda$ leads to the Lagrangian for the non-relativistic Nambu-Goto particle. Note that the resulting Nambu-Goto Lagrangian is non-linear in the longitudinal time coordinate $\tau_\mu \dot{\hat{x}}^\mu$ but quadratic in the transverse coordinates that are contracted with the boost invariant metric $H_{\mu\nu}$. This is in contrast to the Lagrangian for the relativistic Nambu-Goto particle which is non-linear in all directions.

The Lagrangian (26) for the non-relativistic Polyakov particle has all the features of the non-relativistic Polyakov string. To derive the action for the non-relativistic
Polyakov string, the relativistic gauge fields are redefined as follows;

\[ \hat{E}_\mu^A = \omega \tau_\mu^A + \frac{1}{\omega} m_\mu^A, \quad \hat{E}_\mu^a = E_\mu^a, \quad (27) \]
\[ \hat{M}_{\mu\nu} = \omega^2 \tau_\mu^A \tau_\nu^B \epsilon_{AB} + B_{\mu\nu} \quad (28) \]

and two Lagrange multipliers \( \lambda \) and \( \bar{\lambda} \) are introduced to avoid divergences when the limit is taken. We have used here the following definitions. First of all, we have defined a worldsheet metric \( h_{\alpha\beta} \) that can be expressed in terms of worldsheet Zweibeine as follows:

\[ h_{\alpha\beta} = e_\alpha^a e_\beta^b \eta_{ab}, \quad (29) \]

with \( \alpha = 0, 1(\alpha = 0, 1) \) curved (flat) worldsheet indices.\(^b\) Furthermore, for \( e_\mu^a \) and \( \tau_\mu^A \) we use the following lightcone notation:

\[ e_\alpha \equiv e_\alpha^0 + e_\alpha^1, \quad \bar{e}_\alpha \equiv e_\alpha^0 - e_\alpha^1, \quad (30) \]
\[ \tau_\mu \equiv \tau_\mu^0 + \tau_\mu^1, \quad \bar{\tau}_\mu \equiv \tau_\mu^0 - \tau_\mu^1. \quad (31) \]

On top of definitions above, by taking \( \omega \rightarrow \infty \) limit of relativistic Polyakov action of a string that is coupled to both the target space metric \( \hat{G}_{\mu\nu} \) and 2-form gauge field \( \hat{M}_{\mu\nu} \), the non-relativistic Polyakov string action

\[ S_{Pol} = -\frac{T}{2} \int d^2 \sigma \left[ \sqrt{-h} k^{\alpha\beta} \partial_\alpha x^\mu \partial_\beta x^\nu H_{\mu\nu} + \epsilon^{\alpha\beta} \left( \lambda e_\alpha \tau_\mu + \bar{\lambda} \bar{e}_\alpha \bar{\tau}_\mu \right) \partial_\beta x^\mu \right] \]
\[ -\frac{T}{2} \int d^2 \sigma \epsilon^{\alpha\beta} \partial_\alpha x^\mu \partial_\beta x^\nu B_{\mu\nu} \quad (32) \]

is obtained. Using the equations of motion of the Lagrange multipliers \( \lambda \) and \( \bar{\lambda} \) one is able to solve for the worldsheet metric \( h_{\mu\nu} \) in terms of the longitudinal metric \( \tau_{\mu\nu} \) up to a scale factor:

\[ h_{\alpha\beta} \sim \partial_\alpha x^\mu \partial_\beta x^\nu \tau_{\mu\nu}. \quad (33) \]

Substituting this solution back into the non-relativistic Polyakov Lagrangian (32) one obtains the Nambu-Goto formulation of the non-relativistic Polyakov string.

The non-relativistic Polyakov string defined by the Lagrangian (32) is a central result. The nice thing is that, although it was obtained as a kind of limit of the relativistic Polyakov string, one could use the Lagrangian (32) as an independent starting point to investigate the properties of non-relativistic string theory. Imposing the worldsheet conformal gauge

\[ \sqrt{-h} k^{\alpha\beta} = \eta^{\alpha\beta} \quad (34) \]

and taking the flat spacetime background

\[ \tau_\mu^A = \delta_\mu^A, \quad E_\mu^a = \delta_\mu^a, \quad M_\mu^a = 0 \quad (35) \]

\( ^b \)Note that we use the index \( a \) both for flat worldsheet indices as well as for flat transverse target space indices. Whenever confusion could occur we will specify which index we mean.
one recovers the Lagrangian of the non-relativistic string theory of Ref. 6

\[ S = -\frac{T}{2} \int d^2\sigma \left( \partial x^a \partial x^b \delta_{ab} + \lambda \partial X + \bar{\lambda} \partial \bar{X} \right). \]  

(36)

where

\[ X = x_0 + x_1, \quad \bar{X} = x_0 - x_1, \]  

(37)
\[ \partial = \partial_0 + \partial_1, \quad \bar{\partial} = -\partial_0 + \partial_1. \]  

(38)

We have generalized this Lagrangian to a string moving in an arbitrary non-relativistic gravitational background and, moreover, we have identified the geometry underlying the non-relativistic string as the string NC geometry discussed in section 2. We could now use this relation to study some of the properties of string NC geometry in the same way as we are doing in the relativistic case. One of these peculiar properties is the behaviour of the geometry under the so-called T-duality transformations. In the next section we will derive the non-relativistic T-duality properties using the non-relativistic Polyakov Lagrangian (32) as our starting point. The non-relativistic limit introduced above is also applied to the Einstein-Hilbert action plus a term contains an auxiliary two-form and one-form gauge field and it produces the extended string Newton-Cartan gravity in Ref. 11.

5. T-duality

Before discussing the non-relativistic case, it is instructive to first go shortly over the relativistic case. Following Refs. 8, 9, 10, we assume that the geometry has a spacelike Killing vector \( k^\mu \). Using adapted coordinates with isometry direction \( x^i = (y, x^i) \)

\[ k^\mu \partial_\mu = \partial_y \]  

(39)

we rewrite the non-relativistic Polyakov Lagrangian (32) as the following parent action:

\[ S_{\text{parent}} = S_{\text{Pol}}(\partial_\alpha y \rightarrow v_\alpha) - T \int d^2\sigma \epsilon^{\alpha\beta} \tilde{y} \partial_\alpha v_\beta, \]  

(40)

where we have replaced everywhere \( \partial_\alpha y \) by a new field \( v_\alpha \) and, moreover, have introduced a new Lagrange multiplier field \( \tilde{y} \) who in a minute is going to play the role of the dual coordinate. The important point is that the Polyakov Lagrangian (32) is quadratic in \( \partial y \) and, hence, the parent action as given in (40) is quadratic in \( v_\alpha \).

Starting from the parent action (40) we can follow two approaches. One, we impose the equation of motion corresponding to the Lagrange multiplier \( \tilde{y} \) leading to the Bianchi identity for \( v_\alpha \) whose solution is given by

\[ v_\alpha = \partial_\alpha y. \]  

(41)

Substituting this solution back into the action corresponding to the Polyakov Lagrangian (32) one re-obtains the Polyakov action we started from. Instead of doing
this, we can also solve for the equation of motion of \( v_\alpha \). Since the first term in the parent action (40) is quadratic in \( v_\alpha \) this leads to the following solution for \( v_\alpha \):

\[
v_\alpha = \epsilon_{\alpha \beta} \partial_\beta \tilde{y}.
\]  

Substituting this solution back into the parent action (40) leads in the relativistic case to a Polyakov string moving in a dual geometric background. For instance, taking the ten-dimensional background to be a nine-dimensional Minkowski spacetime times a circle with radius \( R \), after the duality transformation one ends up with the same geometry but now with \( R \) replaced by \( 1/R \):

\[
R \rightarrow 1/R.
\]  

This is a special case of the so-called Buscher rules obtained in Refs. 8, 9, 10.

We now wish to perform the same manipulations for the non-relativistic Polyakov string and derive the non-relativistic version of the Buscher rules. First of all, it matters whether we dualise in the longitudinal or transverse direction. This has to do with the fact that the term with the extra Lagrange multipliers \( \lambda \) and \( \bar{\lambda} \) only depends on the longitudinal embedding coordinates. These extra terms, which are absent in the relativistic case, can therefore only effect the longitudinal T-duality transformations. Following Ref. 7 we find the following results:

1. The longitudinal spatial T-dual of the NR string is the Polyakov string moving in a general relativity background with a lightlike direction.

2. The transverse spatial T-dual of the NR string is again a NR string but with a transverse spatial isometry direction given by the Buscher rules, i.e. a transverse circle with radius \( R \) becomes a transverse circle with radius \( 1/R \).

6. Conclusions

We showed that the geometry underlying non-relativistic string theory is given by the string NC geometry as discussed in section 2. In section 4 we derived the action describing a non-relativistic Polyakov string moving in this string NC background. This led to the action (32) which should be the starting point for every effort to study non-relativistic string theory. As an example, we showed in this talk how the action (32) could be used to obtain the non-relativistic T-duality rules which gives information on how a non-relativistic string feels it’s own geometry.

There are many other things one can study now, like, e.g., the calculation of the non-relativistic beta functions which would determine the consistent backgrounds in which the non-relativistic string can move. Our hope is that at the end we may use non-relativistic string theory as defined by the Lagrangian (32) to define non-relativistic holography and in this way learn something about the (non-perturbative) properties of non-relativistic conformal quantum field theories with (infinite-dimensional) Galilean conformal symmetries that could not be studied using general relativity in the bulk.
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1. Introduction

Recent developments have significantly improved our understanding of non-relativistic geometries such as Newton–Cartan geometry and their role in approximations and limits of relativistic theories such as general relativity, Chern–Simon theories and string theories. We will show how Newton–Cartan geometry and its torsionful generalization can be used to construct an order by order non-relativistic approximation of the Einstein–Hilbert Lagrangian. This will provide us with a non-relativistic gravity Lagrangian whose equations of motion describe Newtonian gravity and generalizations thereof that involve e.g. gravitational time dilation.

2. Expanding fields and Lagrangians

Consider a Lagrangian for a set of fields $\phi^I$ (with spacetime indices suppressed) that is a function of $c, \phi^I, \partial_\mu \phi^I$ where $\phi^I = \phi^I(0) + c^{-2}\phi^I(1) + \cdots$ with $c$ the speed of light. The explicit $c$ dependence is determined by the Lagrangian and is related to our choice of working with a set of fields whose $1/c^2$ expansion starts at order $c^0$. We will only consider even powers series in $c^{-1}$. Assuming the overall power of the Lagrangian is $c^N$ we define $\bar{L}(\sigma) = c^{-N}L(c, \phi^I, \partial_\mu \phi^I)$ where $\sigma = c^{-2}$. We then Taylor expand $\bar{L}(\sigma)$ around $\sigma = 0$, i.e.

$$\bar{L}(\sigma) = \bar{L}(0) + \sigma \bar{L}’(0) + \frac{1}{2} \sigma^2 \bar{L}''(0) + O(\sigma^3),$$

where the prime denotes differentiation with respect to $\sigma$, which satisfies

$$\frac{d}{d\sigma} = \frac{\partial}{\partial\sigma} + \frac{\partial}{\partial\sigma} \frac{\partial}{\partial\phi^I} + \frac{\partial}{\partial\sigma} \frac{\partial}{\partial\mu} \frac{\partial}{\partial\phi^I}.$$
Hence if we write

\[ \mathcal{L} = e^\mathcal{N} \tilde{\mathcal{L}}(\sigma) = e^\mathcal{N} (\mathcal{L}_{\text{LO}} + e^{-2} \mathcal{L}_{\text{NLO}} + e^{-4} \mathcal{L}_{\text{NNLO}} + O(e^{-6})) , \]

it follows that the LO and NLO Lagrangians take the form

\[ \mathcal{L}_{\text{LO}} = \mathcal{L}(0) = \mathcal{L}_{\text{LO}}(\phi^{(1)}_0, \partial_\mu \phi^{(1)}_0) , \]

\[ \mathcal{L}_{\text{NLO}} = \mathcal{L}'(0) = \frac{\partial \mathcal{L}}{\partial \sigma} \bigg|_{\sigma=0} + \phi^{(1)}_1 \frac{\partial \mathcal{L}_{\text{LO}}}{\partial \phi^{(1)}_0} . \]

This shows that the equations of motion of the next-to-leading order (NLO) fields of the next-to-leading order Lagrangian are the equations of motion of the leading order (LO) fields of the leading order Lagrangian. A very similar calculation gives for the NNLO Lagrangian the expression

\[ \mathcal{L}_{\text{NNLO}} = \frac{1}{2} \frac{\partial^2 \tilde{\mathcal{L}}}{\partial \sigma^2} \bigg|_{\sigma=0} + \phi^{(1)}_1 \frac{\delta \tilde{\mathcal{L}}}{\delta \phi^{(1)}_0} \bigg|_{\sigma=0} + \frac{1}{2} \phi^{(2)}_1 \frac{\delta \mathcal{L}_{\text{LO}}}{\delta \phi^{(1)}_0} + \frac{1}{2} \left[ \phi^{(1)}_1 \phi^{(1)}_1 \frac{\partial^2 \mathcal{L}_{\text{LO}}}{\partial \phi^{(1)}_0 \partial \phi^{(1)}_0} \right] . \]

The term in square brackets is the second variation of the LO Lagrangian and is a quadratic form involving the Hessian of the LO Lagrangian. It can be shown that

\[ \frac{\delta \mathcal{L}_{\text{NNLO}}}{\delta \phi^{(1)}_1} = \frac{\delta \mathcal{L}_{\text{NLO}}}{\delta \phi^{(1)}_0} . \]

Combining this with the fact that the equations of motion of \( \phi^{(2)}_1 \) of the NNLO Lagrangian give the equations of motion of the LO Lagrangian we see that the NNLO Lagrangian reproduces all of the equations of motion of the NLO Lagrangian.

3. Explicit dependence on speed of light of Einstein–Hilbert Lagrangian

In order to apply these ideas to the expansion of the Einstein–Hilbert (EH) Lagrangian we need to construct fields that start at order \( e^0 \). To this end we define

\[ g_{\mu\nu} = -e^2 T_\mu T_\nu + \Pi_{\mu\nu} \quad \text{and} \quad g^{\mu\nu} = -\frac{1}{c^2} T^{\mu\nu} + \Pi^{\mu\nu} , \]

where \( c^2 = \hat{c}^2 / \sigma \) with \( \hat{c} \) equal to the speed of light. The expansion is in \( \sigma \) around zero which is the square of the dimensionless slope of the light cone in tangent space. We will set \( \hat{c} = 1 \) and expand around \( 1/c^2 \). We can always impose the conditions

\[ T_\mu \Pi^{\mu\nu} = 0 , \quad T^{\mu\nu} \Pi_{\mu\nu} = 0 , \quad T_\mu T^\mu = -1 , \quad \Pi_{\mu\nu} \Pi^{\mu\nu} = \delta_\mu^\nu + T_\mu T_\nu . \]

It will be convenient to use the following torsionful connection (instead of the usual Levi-Civita connection)

\[ C^{\mu\nu}_{\rho\sigma} = -T^\rho \partial_\mu T_\nu + \frac{1}{2} \Pi^{\rho\sigma} (\partial_\mu \Pi_{\nu\sigma} + \partial_\nu \Pi_{\mu\sigma} - \partial_\sigma \Pi_{\mu\nu}) . \]
The covariant derivative \( \nabla_{\mu} \) with respect to this connection obeys
\[
\nabla_{\mu} T_{\nu} = 0, \quad \nabla_{\mu} \Pi^{\rho \nu} = 0, \quad \nabla_{\mu} T^{\nu} = \frac{1}{2} \Pi^{\nu \rho} \mathcal{L}_{T} \Pi_{\rho \mu},
\]
where \( \mathcal{L}_{T} \) is the Lie derivative along \( T^{\mu} \). The EH Lagrangian can be written as
\[
\mathcal{L}_{EH} = \frac{c^{3}}{16\pi G} \sqrt{-g} R = \frac{c^{6}}{16\pi G} \mathcal{L}(\sigma, T, \Pi, \partial),
\]
where \( G \) is Newton’s constant. The prefactor \( c^{3} \), as opposed to the usual \( c^{4} \), is due to the presence of \( c \) in (8). The Lagrangian \( \tilde{\mathcal{L}} \) which is at most order \( c^{0} \) is
\[
\tilde{\mathcal{L}} = \sqrt{-\det(\mathbf{g} T_{\alpha \beta} + \Pi_{\alpha \beta})} \left[ \frac{1}{4} \Pi^{\mu \rho} \Pi^{\nu \sigma} T_{\mu \rho} T_{\nu \sigma} + \sigma \Pi^{\mu \nu} \mathcal{R}_{\mu \nu}^{(c)} - \sigma^{2} T^{\mu} T^{\nu} \mathcal{R}_{\mu \nu}^{(c)} \right].
\]
In here \( \mathcal{R}_{\mu \nu}^{(c)} \) is defined with respect to the connection \( C_{\mu \nu}^{\rho} \) and \( T_{\mu \nu} = \partial_{\mu} T_{\nu} - \partial_{\nu} T_{\mu} \).

4. Non-relativistic expansion of the metric

The fields \( T_{\mu} \) and \( \Pi_{\mu \nu} \), entering the metric, admit the following \( 1/c^{2} \) expansion
\[
T_{\mu} = \tau_{\mu} + c^{-2} m_{\mu} + c^{-4} B_{\mu} + O(c^{-6}), \quad \Pi_{\mu \nu} = h_{\mu \nu} + c^{-2} \Phi_{\mu \nu} + O(c^{-4}),
\]
\[
T^{\nu} = v^{\nu} + O(c^{-2}), \quad \Pi^{\mu \nu} = h^{\mu \nu} + O(c^{-2}),
\]
where the LO fields obey the following orthogonality and completeness relations
\[
\tau_{\mu} \tau^{\mu} = -1, \quad \tau_{\mu} h^{\mu \nu} = 0, \quad v^{\mu} h_{\mu \nu} = 0, \quad h^{\mu \rho} h_{\rho \nu} = \delta^{\mu \nu} + v^{\mu} \tau_{\nu}.
\]
This implies that the metric is expanded as
\[
g_{\mu \nu} = -c^{2} \tau_{\mu} \tau_{\nu} + \bar{h}_{\mu \nu} + \frac{1}{c^{2}} \Phi_{\mu \nu} + O(c^{-4}),
\]
where we defined
\[
\bar{h}_{\mu \nu} = h_{\mu \nu} - 2 \tau_{(\mu} m_{\nu)}, \quad \Phi_{\mu \nu} = \Phi_{\mu \nu} - m_{\mu} m_{\nu} - B_{\mu} \tau_{\nu} - B_{\nu} \tau_{\mu}.
\]
This is equivalent to metric expansions presented in the literature\(^1\). In the decomposition (8) we can perform local Lorentz transformations that act on \( T_{\mu} \) and the vielbeine that form \( \Pi_{\mu \nu} \). In the \( 1/c^{2} \) expansion these become local Galilean boosts (also known as Milne boosts) at leading order and NLO local boosts at NLO. These leave each order of the metric invariant. The quantities \( \tau_{\mu} \), \( \bar{h}_{\mu \nu} \) and \( \Phi_{\mu \nu} \) (the LO term of the inverse metric) are Milne boost invariant. The combination (18) in the metric at order \( c^{-2} \) is invariant under both local Galilean and NLO local boosts.

The form of the expansions for \( T_{\mu} \) and \( \Pi_{\mu \nu} \) should be preserved in any coordinate system. This means that we must also expand the diffeomorphisms in powers of \( 1/c^{2} \). If under a diffeomorphism a tensor \( X_{\mu \nu} \) changes as \( \delta X_{\mu \nu} = \mathcal{L}_{\xi} X_{\mu \nu} \) then we should write \( \Xi_{\mu} = \xi_{\mu} + c^{-2} \zeta_{\mu} + O(c^{-4}) \). All fields in the expansions are then tensors with respect to diffeomorphisms generated by \( \xi_{\mu} \). The LO fields \( \tau_{\mu} \) and \( h_{\mu \nu} \)
are invariant under the NLO diffeomorphisms $\zeta^\mu$, while the NLO fields transform according to

$$
\delta m_\mu = L_\zeta T_\mu = \partial_\mu \Lambda - \Lambda \partial_\mu + h^{\rho\sigma} \zeta_\rho (\partial_\mu \tau_\rho - \partial_\rho \tau_\mu),
$$

where $\Lambda = \tau_\mu \zeta^\mu$ and $\zeta_\rho = h_{\nu\rho} \zeta^\nu$ and where $K_{\mu\nu} = -\frac{1}{2} L_\nu h_{\mu\nu}$ is the extrinsic curvature and $a_\mu = L_\nu \tau_\mu = \nu^\rho (\partial_\mu \tau_\rho - \partial_\rho \tau_\mu)$ is called the torsion vector. The derivative $\nabla_\mu$ is covariant with respect to the torsionful connection

$$
\hat{\Gamma}^\rho_{\mu\nu} = C^\rho_{\mu\nu}|_{\sigma=0} = -\nu^\rho \partial_\nu + \frac{1}{2} h^{\rho\sigma} (\partial_\mu h_{\nu\rho} + \partial_\nu h_{\mu\rho} - \partial_\rho h_{\mu\nu}) .
$$

The geometry is thus described by the LO fields $\tau_\mu$ and $h_{\mu\nu}$ and the subleading fields $m_\mu$ and $\Phi_{\mu\nu}$ are treated as gauge fields on this non-relativistic geometry. This setup is called type II Newton–Cartan geometry $^3$.

### 5. Non-relativistic expansion of the Einstein–Hilbert Lagrangian

We are now in a position to apply the results of section 2 to the case of the EH Lagrangian. Using (13) equation (4) becomes

$$
\mathcal{L}_{\text{LO}} = \frac{e}{4} h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\nu \tau_\rho \tau_\sigma ,
$$

where we defined $\tau_\mu = \partial_\mu \tau - \partial_\tau \tau_\mu$ and $e = (-\det (-\tau_\tau + h_{\mu\nu}))^{1/2}$.

We can consider $\tau_\mu$, $h_{\mu\nu}$, $m_\mu$ and $\Phi_{\mu\nu}$ to be an independent set of quantities that can be varied independently. The total variation of $\mathcal{L}_{\text{LO}}$ is then given by

$$
\delta \mathcal{L}_{\text{LO}} = e \left[ \frac{1}{8} h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\nu \tau_\rho \tau_\sigma - \frac{1}{2} h^{\mu\alpha} h^{\nu\beta} h^{\rho\sigma} \tau_\mu \tau_\nu \tau_\rho \tau_\sigma \delta h_{\alpha\beta} \right] + e \left[ -\frac{1}{4} h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\nu \tau_\rho \tau_\sigma \nu^\alpha + h^{\rho\sigma} a_\mu h^{\rho\sigma} \nu_{\tau\sigma} - e^{-1} \partial_\nu (e h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\rho) \right] \delta \tau_\alpha .
$$

We used here that $\delta h^{\mu\nu} = (\nu^\mu h^{\nu\rho} + \nu^\rho h^{\mu\nu}) \delta \tau_\rho - h^{\mu\nu} h^{\rho\sigma} \delta h_{\rho\sigma}$. Contracting the $\tau_\mu$ equation of motion with $\tau_\mu$ tells us that $h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\nu \tau_\rho \tau_\sigma = 0$. This is a sum of squares and so it implies the vanishing of the twist tensor $h^{\mu\nu} h^{\rho\sigma} \tau_\mu \tau_\rho = 0$ and thus that $\tau \wedge d\tau = 0$. This is a causality condition for a non-relativistic spacetime. The spacetime admits a global foliation given by a nowhere vanishing hypersurface orthogonal (clock) 1-form $\tau$. This is known as twistless torsional Newton–Cartan (TTNC) geometry $^4$.

From equation (13) we find that

$$
\left. \frac{\partial \mathcal{L}}{\partial \sigma} \right|_{\sigma=0} = \sqrt{-\det (-T_\alpha T_\beta + \Pi_{\alpha\beta})} \Pi^{\mu\nu(C)} R_{\mu\nu}|_{\sigma=0} = e h^{\mu\nu} \hat{R}_{\mu\nu} .
$$

The NLO Lagrangian is of the form (5) and can thus be written as

$$
\mathcal{L}_{\text{NLO}} = e h^{\mu\nu} \hat{R}_{\mu\nu} + \frac{\delta \mathcal{L}_{\text{LO}}}{\delta \tau_\mu} m_\mu + \frac{\delta \mathcal{L}_{\text{LO}}}{\delta h_{\mu\nu}} \Phi_{\mu\nu} ,
$$

(25)
where the Ricci tensor is defined with respect to the connection (21) as
\[
\hat{R}_{\mu\nu} = \hat{R}_{\mu\nu}^\rho - \partial_\mu \hat{\Gamma}_{\nu\rho} + \partial_\nu \hat{\Gamma}_{\mu\rho} - \hat{\Gamma}_{\mu\lambda} \hat{\Gamma}_{\nu\rho}^\lambda + \hat{\Gamma}_{\rho\lambda} \hat{\Gamma}_{\mu\nu}^\lambda.
\] (26)

In section 2 we have shown that the equations of motion of the NNLO Lagrangian include all the equations of motion of the NLO Lagrangian. Furthermore, as can be seen from (6), the equations of motion of the NNLO fields will reproduce the equations of motion of the LO Lagrangian, i.e. they will impose the TTNC condition. If we are only interested in those equations of motion that involve at most NLO but not NNLO fields then we can ignore the variations of the NNLO fields. Using the TTNC condition on shell it can be seen that the only \(\tau_\mu\) and \(h_{\mu\nu}\) variations that do not involve NNLO fields are \(\tau_\mu \frac{\delta}{\delta \tau_\mu}\) and \(h_{\mu\nu} \frac{\delta}{\delta h_{\mu\nu}}\). As far as these variations and those of the other fields are concerned we might as well implement the TTNC condition off shell. We thus conclude that an action for the LO and NLO fields can be obtained by computing the NNLO Lagrangian with TTNC imposed off shell. The TTNC condition itself can always be obtained by adding a Lagrange multiplier of the form \(\frac{1}{2} B_\mu \frac{\delta}{\delta \tau_\mu}\) where \(B_\mu\) is a NNLO field.

We will call the NNLO Lagrangian with TTNC imposed off shell the nonrelativistic gravity (NRG) Lagrangian. Using (6) it can be shown to take the form
\[
\mathcal{L} = e^{-\nu^\mu \nu^\nu} \hat{R}_{\mu\nu} - 2 m_\mu \nabla_\mu (h^{\mu\rho} h^{\nu\sigma} - h^{\mu\nu} h^{\rho\sigma}) K_{\rho\sigma} + \Phi h^{\mu\nu} \hat{R}_{\mu\nu} + \frac{1}{4} h^{\mu\rho} h^{\nu\sigma} F_{\mu\nu} F_{\rho\sigma}
\]
\[\nonumber\]
\[\nonumber\]
\[\nonumber\]
\[
-\Phi_{\rho\sigma} h^{\mu\rho} h^{\nu\sigma} \left( \hat{R}_{\mu\nu} - \nabla_\mu a_\nu - a_\mu a_\nu - \frac{1}{2} h_{\mu\nu} h^{\kappa\lambda} \hat{R}_{\kappa\lambda} + h_{\mu\nu} e^{-1} \partial_k (e h^{\kappa\lambda} a_\lambda) \right),
\] (27)

where \(\Phi = -\nu^\mu m_\mu\) is the Newtonian potential and where \(F_{\mu\nu} = \partial_\mu m_\nu - \partial_\nu m_\mu - a_\mu a_\nu + a_\nu a_\mu\). When comparing with (6) we see that the first term in (27) agrees with \(\frac{1}{2} \delta^2 \mathcal{L} |_{\sigma = 0}\). The terms linear in \(\Phi_{\mu\nu}\) and \(m_\mu\) agree with \(\phi_{(1)} \frac{\delta}{\delta \phi_{(0)}} \frac{\partial \mathcal{L}}{\partial \sigma} |_{\sigma = 0}\). The terms containing NNLO fields in (6) are not present here because we used TTNC off shell. Finally the second order variation of the LO Lagrangian with respect to \(\tau_\mu\) is still nontrivial even when we use TTNC off shell and this leads to the field strength squared terms in (27) on the last line. Note that there are no terms quadratic in \(\Phi_{\mu\nu}\) because all derivatives with respect to \(h_{\mu\nu}\) of the LO Lagrangian give zero upon using the TTNC condition. The equation of motion of \(\Phi_{\mu\nu}\) agrees with the equation of motion of \(h_{\mu\nu}\) when varying (25) and the \(m_\mu\) equation of motion of (27) agrees with the \(\tau_\mu\) equation of motion of (25).

There is only one term containing \(\Phi = -\nu^\mu m_\mu\), the Newtonian potential. To find Newtonian gravity and its generalization to TTNC geometries requires computing the variations \(\tau_\mu \frac{\delta}{\delta \tau_\mu}\) and \(h_{\mu\nu} \frac{\delta}{\delta h_{\mu\nu}}\). If one would like to continue expanding to higher orders then we would need to compute the full NNLO Lagrangian without using TTNC off shell.

In non-relativistic gravity \(\tau\) is of the form \(\tau = N dT\) where \(N\) is a non-relativistic lapse function and \(T\) is some time function. This means that gravitational time dilation is a non-relativistic phenomenon. For example the Tolman–Oppenheimer–Volkov solution for a fluid star is a solution of NRG coupled to a fluid. As a result
the classical tests of general relativity: gravitational redshift, perihelion precession and bending of light are also passed by non-relativistic gravity.\(^5\)

We can rewrite (27) in terms of manifest Milne boost invariant tensors as

\[
\mathcal{L} = e \left[ \hat{\nu}^{\mu} \hat{\nu}^{\nu} \mathcal{R}_{\mu\nu} + \Phi h^{\mu\nu} \mathcal{R}_{\mu\nu} - \Phi_{\mu\rho} h^{\mu\rho} h^{\nu\sigma} \left( \mathcal{R}_{\mu\nu} - \nabla_{\mu} a_{\nu} - a_{\mu} a_{\nu} \right) - \frac{1}{2} h_{\mu\nu} h_{\kappa\lambda} \mathcal{R}_{\kappa\lambda} + h_{\mu\nu} e^{-1} \partial_{\kappa} (eh_{\kappa\lambda} a_{\lambda}) \right], \tag{28}
\]

where \(\hat{\nu}^{\mu} = v^{\mu} - h_{\mu\nu} m^{\nu}\) and \(\Phi = -v^{\mu} m_{\mu} + \frac{1}{2} h^{\mu\nu} m_{\mu} m_{\nu}\). In here the Ricci tensors are defined with respect to the Milne boost invariant connection

\[
\hat{\Gamma}_{\mu\rho}^{\nu} = -\hat{\nu}^{\rho} \partial_{\mu} \tau_{\nu} + \frac{1}{2} h^{\rho\sigma} \left( \partial_{\rho} \tilde{h}_{\nu\sigma} + \partial_{\sigma} \tilde{h}_{\rho\nu} - \partial_{\nu} \tilde{h}_{\rho\sigma} \right).	ag{29}
\]

The NRG Lagrangian is uniquely fixed by all its gauge symmetries.\(^3\)

It would be interesting to make contact with the post-Newtonian approximation by finding a convenient way of expressing the higher orders of the \(1/c^2\) expansion of the EH Lagrangian and more generally to see if this off shell and covariant approach can be used for interesting approximations to general relativity. To this end it might be useful to employ a first order formulation.\(^8,9\)
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In this talk, we review the construction of two three-dimensional non-relativistic pure supergravity theories. One of these yields a supersymmetrization of Newton-Cartan gravity. The other one is a Chern-Simons theory with different bosonic equations of motion and matter couplings than Newton-Cartan gravity. We comment on the prospect of using these theories to construct non-relativistic supersymmetric field theories in curved backgrounds, that can be amenable to exact non-perturbative analysis via localization techniques.
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1. Introduction

Ever since its inception in Ref. 1, supergravity (sugra) has played an important role in string theory, cosmology and high energy particle physics. Apart from its phenomenological use, sugra has also been instrumental as a tool to study strongly coupled and non-perturbative aspects of Quantum Field Theory (QFT). For example, the anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence allows one to rephrase the calculation of quantities in d-dimensional strongly coupled CFTs as computations in weakly coupled dual (d+1)-dimensional sugra theories. Another development where sugra is used in the study of non-perturbative QFT, concerns the construction of supersymmetric QFT in curved space-times. Such QFTs have the advantage that localization techniques often allow quantities such as the partition function to be calculated exactly (see Ref. 2 for a recent collection of reviews). Here, sugra techniques give a particularly convenient and insightful way to obtain the Lagrangians and supersymmetry transformation rules of these theories as a rigid limit of matter-coupled off-shell sugra, as has been shown in Ref. 3.

Sugra is most often discussed in the relativistic regime, that is suitable for high energy physics. In light of the above mentioned applications, it is clear that also non-relativistic (NR) sugra can be useful to study strongly coupled NR effective field theories that appear in Condensed Matter physics in the context of e.g. the Fractional Quantum Hall Effect or quantum critical points. NR versions of the AdS/CFT correspondence have been proposed, in which strongly coupled NR CFTs are given a dual gravity description.4–6 Most of the ensuing work has focused on non-supersymmetric versions of these dualities. Including supersymmetry can shed
more light on the validity of such conjectured correspondences and this is where NR sugra can show its applicability. Similarly, if one can extend the results of Ref. 3 to the NR realm, one can use NR sugra as a tool to construct supersymmetric NR QFTs in curved space-times, that are amenable to exact analysis using localization techniques.

Despite the fact that relativistic sugra is by now more than 40 years old, NR versions thereof have only recently appeared in the literature. The first non-trivial pure sugra theory that incorporates only NR gravitational and spin-3/2 fields was constructed in Ref. 7. This is a three-dimensional on-shell theory and its equations of motion correspond to a supersymmetric version of Newton-Cartan (NC) gravity, Cartan’s diffeomorphism covariant reformulation of the laws of Newtonian gravity. A peculiar feature of NR gravity is that one can formulate different theories, with different local space-time symmetries and equations of motion, that nevertheless are of the same order of derivatives. This is unlike relativistic gravity, where the only possibility for local space-time symmetries is given by Lorentz symmetry, leading to General Relativity as the unique theory of gravity at the two-derivative level. Indeed, a three-dimensional NR gravity theory, that is different from NC gravity, was considered as a Chern-Simons (CS) theory in Ref. 10. The sugra version of this theory was then constructed as a super-CS theory in Ref. 9.

In this talk, we will give a brief overview of the construction and structure of the sugra theories of Refs. 7 and 9. We will then also comment on ongoing and future research regarding the steps that need to be taken to apply these theories to studies of non-perturbative aspects of NR field theories.

2. Three-dimensional Newton-Cartan and Extended Bargmann supergravity

2.1. Three-dimensional Newton-Cartan supergravity

A three-dimensional sugra version of NC gravity can be constructed by gauging a suitable NR supersymmetry algebra. The algebra chosen in Ref. 7 is the three-dimensional $\mathcal{N} = 2$ super-Bargmann algebra. The bosonic part of this algebra is given by the Bargmann algebra, that consists of time and space translations, spatial rotations, NR boosts and a central charge that is associated to mass conservation. The first step of the gauging procedure then consists of associating gauge fields to every generator of the superalgebra and reading off the gauge transformation rules and covariant field strengths from the structure constants of the superalgebra in Ref. 11. See Table 1 for the notation used here.

The bosonic fields $\tau_\mu$, $e_\mu^a$ and $m_\mu$ transform under local rotations, boosts and the central charge such that they can be interpreted as the time-like and space-like Vielbeine and the central charge gauge field of the Vielbein formulation of NC geometry. The two fields $\omega_\mu^{ab}$, $\omega_\mu^a$ can be interpreted as supersymmetric versions of the rotation and boost spin connections of NC geometry, once the following
so-called ‘conventional’ constraints are imposed

\[
\hat{R}_{\mu\nu}(P^a) = 2\partial_{[\mu}e_{\nu]}^a - 2\omega_{[\mu}^a e_{\nu]_b} - 2\omega_{[\mu}^a \tau_{\nu]} - \bar{\psi}_{[\mu}^a \gamma^a \psi_{\nu]} = 0 , \quad (1)
\]

\[
\hat{R}_{\mu\nu}(M) = 2\partial_{[\mu}m_{\nu]} - 2\omega_{[\mu}^a e_{\nu]}^a - \bar{\psi}_{[\mu}^a \gamma^a \psi_{\nu]} = 0 . \quad (2)
\]

Solving these constraints to express \( \omega^a_{\mu}, \omega^a_{\mu} \) in terms of the other fields, one finds that the resulting expressions transform as expected from NC spin connections.

At this point, one is left with the independent fields \( \tau_{\mu}, e_{\mu}^a, m_{\mu} \) and \( \psi_{\mu}^\pm \). The commutator of two local supersymmetries should then close on these fields in order for them to define a NR sugra multiplet. The conventional constraints ensure that the supersymmetry algebra properly closes on \( e_{\mu}^a \) and \( m_{\mu} \). In order for this to work on \( \tau_{\mu} \) however, one needs to impose the extra constraint

\[
\hat{R}_{\mu\nu}(H) = 2\partial_{[\mu}\tau_{\nu]} - \frac{1}{2} \bar{\psi}_{[\mu}^a \gamma^a \psi_{\nu]} = 0 . \quad (3)
\]

This is the supercovariantization of the so-called ‘zero torsion’ or ‘foliation’ constraint that is often imposed in NR gravity, as it expresses the notion of absolute time in a coordinate independent way.

For consistency, one then needs to require that this constraint is invariant under supersymmetry, leading to two additional constraints

\[
\hat{R}_{\mu\nu}(H) = 0 \quad \Rightarrow \quad \hat{\psi}_{\mu\nu}^+ = 0 \quad \Rightarrow \quad \hat{R}_{\mu\nu}(J_{ab}) = 0 . \quad (4)
\]

The constraint \( \hat{\psi}_{\mu\nu}^+ = 0 \) ensures algebra closure on \( \psi_{\mu}^+ \). For the superalgebra to close on \( \psi_{\mu}^- \), one needs to impose two more constraints

\[
e^a_{\mu\rho} e^b_{\nu\sigma} \bar{\psi}_{\mu\rho}^a = 0 , \quad \gamma^a_{\mu\rho} \tau_{\nu} \bar{\psi}_{\mu\rho}^a = 0 , \quad (5)
\]

where \( e^a_{\mu\rho}, \tau_{\mu} \) are projective inverses of \( e_{\mu}^a \) and \( \tau_{\mu} \). The last of these constraints can be interpreted as an equation of motion for a NR spin-3/2 field. This interpretation is confirmed by its supersymmetry variation that is given by a supersymmetric version of the covariant Poisson equation, that is the analog of the Einstein equations in NC gravity. At this point, one is then left with a set of independent fields \( \tau_{\mu}, e_{\mu}^a, m_{\mu}, \psi_{\mu}^\pm \) that form a consistent NR on-shell sugra multiplet. This multiplet can be called ‘on-shell Newton-Cartan’ since it only realizes the superalgebra once the supersymmetric NC equations of motion hold.

### Table 1. Gauging the \( N = 2 \) super-Bargmann algebra

<table>
<thead>
<tr>
<th>symmetry</th>
<th>generators</th>
<th>gauge field</th>
<th>parameters</th>
<th>curvatures</th>
</tr>
</thead>
<tbody>
<tr>
<td>time translations</td>
<td>( H )</td>
<td>( \tau_{\mu} )</td>
<td>( \zeta(x^\nu) )</td>
<td>( \hat{R}_{\mu\nu}(H) )</td>
</tr>
<tr>
<td>space translations</td>
<td>( P_a )</td>
<td>( e_{\mu}^a )</td>
<td>( \zeta^a(x^\nu) )</td>
<td>( \hat{R}_{\mu\nu}(P_a) )</td>
</tr>
<tr>
<td>boosts</td>
<td>( G_a )</td>
<td>( \omega_{\mu}^a )</td>
<td>( \lambda^a(x^\nu) )</td>
<td>( \hat{R}_{\mu\nu}(G_a) )</td>
</tr>
<tr>
<td>spatial rotations</td>
<td>( J_{ab} )</td>
<td>( \omega_{\mu}^{ab} )</td>
<td>( \lambda^{ab}(x^\nu) )</td>
<td>( \hat{R}<em>{\mu\nu}(J</em>{ab}) )</td>
</tr>
<tr>
<td>central charge transf.</td>
<td>( M )</td>
<td>( m_{\mu} )</td>
<td>( \sigma(x^\nu) )</td>
<td>( \hat{R}_{\mu\nu}(M) )</td>
</tr>
<tr>
<td>two supersymmetries</td>
<td>( Q^\pm_a )</td>
<td>( \psi_{\mu}^\pm )</td>
<td>( e_{\pm}(x^\nu) )</td>
<td>( \bar{\psi}_{\mu\nu}^\pm )</td>
</tr>
</tbody>
</table>


2.2. Extended Bargmann supergravity

One of the drawbacks of ordinary NC supergravity described above, is that there is no simple action principle (involving just the fields given above) known that leads to the NC equations of motion. This complicates discussions of matter couplings and attempts to e.g. construct supersymmetric QFTs in curved space-times by generalizing Ref. 3. Moreover, as noted in eq. 4, on-shell NC sugra implements a foliation constraint $\hat{R}_{\mu\nu}(H) = 0$ from which it follows that also $\hat{R}_{\mu\nu}(J_{ab}) = 0$. These two constraints imply that the theory’s space-time manifold is foliated in an absolute time and flat spatial slices, severely limiting the possible backgrounds that could be obtained via a generalization of Ref. 3. Adding matter is unlikely to change this, as matter coupling in NC gravity does not change these constraints.

As mentioned in the introduction, there exists a different three-dimensional NR gravity theory, that is a CS theory with gauge algebra given by a central extension of the Bargmann algebra encountered in the previous subsection. In Ref. 9, it was shown that adding matter density in this theory sources the constraint that implies that the spatial slices are flat, so that matter coupling can now lead to interesting NR curved backgrounds. A sugra generalization might thus serve as a good starting point to generalize the construction of Ref. 3 to NR QFTs.

Such a sugra generalization was constructed in Ref. 9, as a super-CS theory based upon a novel superalgebra that admits a non-degenerate supertrace. With respect to Table 1, this algebra contains 2 extra generators: a bosonic generator $S$ with associated gauge field $s_\mu$ and field strength $\hat{R}_{\mu\nu}(S)$ and a fermionic generator $R$ with associated gauge field $\rho_\mu$ and field strength $\hat{\rho}_{\mu\nu}$. The action is easily constructed following the CS recipe and is given by

$$S = \frac{k}{4\pi} \int d^3x \varepsilon^{\mu\nu\rho} \left( \epsilon_{\mu}^a \hat{R}_{\nu\rho}(G_a) - m_\mu \hat{R}_{\nu\rho}(J) - \tau_{\mu} \hat{R}_{\mu\nu}(S) + \bar{\psi}_{\mu+} \hat{\rho}_{\nu\rho} + \bar{\psi}_{\mu} \hat{\rho}_{\nu\rho} \right), \tag{6}$$

where $k$ is the CS coupling constant and $\hat{R}_{\mu\nu}(J) = \frac{1}{2} \epsilon^{ab} \hat{R}_{\mu\nu}(J_{ab})$. Varying this action with respect to $\omega^{\mu a}$, $\omega^{\mu ab}$ reproduces the conventional constraints 1, that allow one to express these spin connections in terms of the other fields. Variation with respect to $s_\mu$ yields the foliation constraint 3. Since one has an action at hand, matter coupling can be done by adding a suitable matter action, minimally coupled to this sugra background. In such a minimally coupled matter action, the field $m_\mu$ couples to the matter density. Since $m_\mu$ couples to $\hat{R}_{\mu\nu}(J_{ab})$ in the gravitational action 6, one sees that the inclusion of matter can indeed source the curvature $\hat{R}_{\mu\nu}(J_{ab})$ of spatial sections, as advertised.

3. Towards non-relativistic supersymmetric field theories in curved space-times

The method of Ref. 3 to obtain supersymmetric QFTs in curved backgrounds starts from matter-coupled off-shell sugra. This has several technical advantages. Firstly,
the off-shell character of the sugra multiplet cleanly separates between dynamical matter fields and sugra background fields. It further allows one to systematically classify all possible backgrounds on which supersymmetry can be defined. This is done by looking for background values for the metric and auxiliary fields of the off-shell sugra multiplet for which the Killing spinor equations, obtained by putting the gravitino supersymmetry transformations equal to zero, have non-trivial solutions. The auxiliary fields can then be physically interpreted as couplings of the supercurrent multiplet to the background geometry.

Both NR sugra multiplets discussed in the previous section are on-shell. In order to maintain the above mentioned technical advantages, it would be desirable to extend these multiplets to off-shell ones. This question has been addressed for the on-shell NC multiplet in Refs. 15, 16. The multiplets constructed in these references are off-shell, in the sense that one no longer needs the second of eqs. 5 to obtain algebra closure. At present, there is however no completely off-shell formulation of the multiplets presented above known, for which algebra closure is guaranteed without the imposition of extra constraints. One always needs to impose the foliation constraint or a so-called twistless torsional (see Ref. 18) generalization thereof. The last constraint of eqs. 4 is modified to include auxiliary field contributions. It would be interesting to investigate how to couple matter to these multiplets. Likewise, it would be interesting to carry out an analysis of the Killing spinor equations, following from these multiplets, to see whether they can support non-trivial curved supersymmetric backgrounds.

The lack of completely off-shell multiplets indicates that an alternative approach to obtaining NR supersymmetric field theories in curved space-times can be useful. In this regard, it is noteworthy that four-dimensional Lorentzian backgrounds on which supersymmetry can be defined exhibit a null Killing vector. It is known that dimensional reduction along null isometries leads to NR theories. This suggests that three-dimensional NR supersymmetric field theories on curved backgrounds can be obtained by dimensional reduction of relativistic ones over null directions. This approach is currently pursued in work in progress, on which we hope to report soon.
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1. Introduction

Weak field and/or nonrelativistic approximations of General Relativity (GR) have various applications, see e.g. Ref. 1 for an introduction. These approximations are typically worked out in an adapted coordinate system. To the author’s knowledge a covariant expansion of GR in the (inverse) speed of light $c$ was not systematically studied before the work of Dautcourt$^2$ in the ’90s. In that work it is assumed that the coefficient of $c^2$ in the relativistic connection vanishes and with this assumption the leading and subleading orders of the expansion reproduce Newtonian and post-Newtonian gravity respectively, see also Ref. 3. Because the formalism is manifestly covariant one reproduces (post-)Newtonian gravity in a covariant formalism, so called Newton-Cartan (NC) gravity. The analysis of Ref. 2 leaves however two questions: 1) why this assumption on the connection? 2) how come a large $c$ expansion automatically leads to a small $G_N$ result? Indeed, as was recently shown$^4$, these two questions are closely related: relaxing the assumption on the connection introduces (nonrelativistic) strong gravitational effects, in particular time dilation. Working out the expansion in full detail one obtains at leading order a generalization of Newtonian gravity, where this effect of time dilation is encoded as a torsion in the NC connection.$^a$

2. Review of the large $c$ expansion

In the large $c$ expansion$^{2-4}$ one starts from an expansion of the metric and its inverse in (even$^b$) powers of $c^{-1}$:

$$g_{\mu\nu} = \sum_{i=-1}^{\infty} g_{\mu\nu}^{(2i)} c^{-2i}, \quad g^{\mu\nu} = \sum_{i=0}^{\infty} g^{\mu\nu}^{(2i)} c^{-2i}. \quad (1)$$

$^a$Since this talk was presented some further related work appeared$^5,6$.

$^b$It is consistent to consider only even powers of $c$, odd powers are allowed to appear however and including them is interesting$^7$. 

---
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The key physical input – that time is related to space through a factor $c$ – translates to the assumption that $g_{\mu\nu}^{(2)}$ is of rank 1 and negative, so we can write

$$g_{\mu\nu}^{(2)} = -\tau_{\mu}\tau_{\nu}. \quad (2)$$

One needs to impose the condition that $g_{\mu\nu}$ and $g^{\mu\nu}$ are each others inverse. For the leading term of the inverse metric this implies it is purely spatial, i.e. a rank three symmetric tensor orthogonal to the time direction:

$$g_{\mu\nu}^{(0)} = h_{\mu\nu} \quad \text{with} \quad h_{\mu\nu}\tau_{\nu} = 0. \quad (3)$$

At subleading order one finds that

$$g_{\mu\nu}^{(0)} = -2\hat{\Phi}\tau_{\mu}\tau_{\nu} + h_{\mu\nu} g^{(2)}_{\mu\nu} = -\hat{\tau}_{\mu}\hat{\tau}_{\nu} + \hat{\beta}_{\mu\nu} \quad (4)$$

where

$$\tau_{\nu}\hat{\tau}_{\nu} + h_{\mu\rho}\hat{h}_{\rho\sigma} = \delta_{\nu}^{\mu} \quad \hat{\tau}_{\mu}\hat{\tau}_{\nu} = 0 \quad \tau_{\mu}\hat{\beta}_{\mu\nu} = 0.$$

Expanding the metric compatibility equation for the relativistic covariant derivative naturally leads to the nonrelativistic connection

$$\Gamma_{\mu\nu\lambda}^{(nc)} = \frac{1}{2} h^{\lambda\rho} \left( \partial_\mu h_{\rho\nu} + \partial_\nu h_{\mu\rho} - \partial_\rho h_{\mu\nu} + 2\partial_\rho \hat{\Phi} \tau_{\mu}\tau_{\nu} - 4\hat{\Phi} (\tau_{\mu}\partial_\nu \tau_{\rho} + \tau_{\nu}\partial_\mu \tau_{\rho}) \right) + \hat{\tau}_{\mu}\partial_\nu \tau_{\rho}. \quad (5)$$

This connection is compatible with the Newton-Cartan structure, i.e. $\nabla_\mu h^{\mu\lambda} = 0$ and $\nabla_\mu \tau_{\nu} = 0$, but has torsion $T_{\mu\nu\lambda}^{(nc)} = 2\hat{\tau}_{\mu}\partial_\nu \tau_{\rho}.$

One can now insert the expansion (1) into the relativistic Ricci tensor and expand it in turn in powers of $c^{-2}$. Equating each term to zero will provide an expansion of the vacuum Einstein equations. At leading order the Einstein equation is equivalent to

$$\tau_{\mu}\partial_\nu \tau_{\lambda} = 0. \quad (6)$$

The geometric interpretation of the equation (6) is two-fold: first it implies that $\tau_{\mu}$ defines a foliation and hence a global time direction, second it implies that the torsion of the connection (5) is twistless, and the related geometry is referred to as Twistless Torsional Newton Cartan (TTNC) geometry.

The next to leading order Einstein equation provides an equation for this torsion:

$$h^{\lambda\rho} (\nabla_\lambda \hat{\alpha}_{\rho} - \hat{\alpha}_{\lambda} \hat{\alpha}_{\rho}) = 0, \quad \text{where} \quad \hat{\alpha}_{\mu} = L_{\tau} \tau_{\mu}. \quad (7)$$

At next to next to leading order the expanded relativistic Ricci tensor provides an equation for the Ricci tensor of the Newton-Cartan connection (5), see Ref. 4 for the actual expression, we’ll here simply refer to it as the ‘Ricci equation’. The component of this Ricci equation proportional to $\tau_{\mu}\tau_{\nu}$ provides the Poisson equation for the Newtonian potential $\Phi$. The Ricci equation together with (7) provide a system of equations for the fields determining the TTNC geometry and for this reason we’ll refer to the theory formed by these equations as TTNC gravity.

---

See Ref. 4 for the contributions of the energy momentum tensor.
In summary, up to next to next to leading order in a $c^{-2}$ expansion GR is effectively described by TTNC gravity.

3. TTNC gravity as an expansion around static GR

One of the defining features of NC geometry is that it is covariant under 4 dimensional diffeomorphisms. But since in TTNC there is a well defined time direction – specified by $\tau_\mu$ – on which all observers agree, this 4 dimensional diffeomorphism covariance is somewhat artificial. Indeed, from a physical point of view it might be more natural to introduce an explicit time coordinate $t$, such that $\tau_\mu = e^{\lambda(t,x)}\delta_\mu^t$. The last equation (11) is an equation containing $\Delta\Phi$ and can thus be identified with the potential $\Phi$, a vectorfield $C_i$ and a symmetric $3$-tensor $\beta_{ij}$.

The physical fields are then a scalar $\lambda$, a spatial $3$-metric $h_{ij}$, the Newtonian potential $\Phi$, a vectorfield $C_i$ and a symmetric $3$-tensor $\beta_{ij}$. This formulation makes manifest the connection between the NC torsion and the time-like warpfactor of GR, both determined by $\lambda$. Contrary to the Newtonian potential $\Phi$, which is the contribution to the warp factor at zeroth order the potential $\lambda$ appears at the higher order $c^2$, it encodes a strong gravitational effect that is absent in the weak field post-Minkowskian approximation.

The TTNC gravitational equations, (7) and the Ricci equation, take the following form in this formulation $(K_{ij} = 2\partial_i C_j, G_i = -\partial_i \Phi - e^{-2\lambda}\partial_i (e^{\frac{2}{3}\lambda}C_i))$:

\[
\nabla_i \partial^i \lambda = 0 \quad R_{ij} = \frac{1}{2} \partial_i \lambda \partial_j \lambda \tag{9}
\]

\[
\frac{1}{2} \nabla^j \left( e^{2\lambda} K_{ij} \right) = -h^{jk} \partial_j [h_{ij} - \frac{1}{2} (h^{jk} h_{ik} - \lambda)] \partial_i \lambda - \partial_i \lambda + h_{ij} \partial^i \lambda + e^{\frac{2}{3}\lambda} \nabla^i (e^{\frac{2}{3}\lambda} G_i) = T[\lambda, h, \partial \Phi, \nabla \beta]. \tag{10}
\]

The first important point to note is the hierarchical nature of the above equations. The first two equations (9) form an independent closed system of equations for $h_{ij}(t,x)$ and $\lambda(t,x)$ which determines their spatial dependence but leaves the time dependence free. The third equation (10) is an equation that determines the spatial dependence of $C_i(t,x)$ and takes the time derivatives of $h_{ij}$ and $\lambda$ as input sources. The last equation (11) is an equation containing $\Delta \Phi$ and can thus be identified with

---

4See e.g. Ref. 9 for some details on the precise relation between the 4d diffeomorphisms, Milne boosts and 3d time dependent diffeomorphisms.

5Note that the fields $B_i$ and $\Sigma$ will not appear in the equations to the order of the expansion we consider in this work.
the Newtonian Poisson equation, interestingly it contains second time derivatives of $h_{ij}$ and $\lambda$, and spatial derivatives of $C_i$ as sources.

Secondly one observes that the equations (9) are essentially the static Einstein equations. Indeed any static metric can be written in the form $ds^2 = -c^2 e^{\lambda(x)} dt^2 + e^{-\lambda(x)} h_{ij}(x) dx^i dx^j$ and for such an ansatz the vacuum Einstein equations reduce to equations of the form (9). The key difference between (9) and the static Einstein equations is that contrary to $\lambda$ and $h_{ij}$ the fields $\lambda$ and $h_{ij}$ are time-dependent. We come to the conclusion that $\lambda$ and $h_{ij}$ correspond to solutions of the static Einstein equations with any integration constants replaced by arbitrary functions of time.

Such time-dependent deviations from static solutions then source the equations for the higher order fields, starting a series of corrections. One thus sees that the large $c$-expansion is an expansion around the static sector of GR. In particular any static solution$^b$ of GR will also be an exact (i.e. contrary to infinite series) solution of the effective TTNC gravity theory (by putting all fields other than $\lambda$, $h_{ij}$ to zero). This makes very concrete how the large $c$-expansion is an extension of Newtonian gravity that also contains strong gravitational effects: indeed all the non-linearities of the static sector of GR are included.

4. Non-static examples

This interpretation of the large $c$-expansion as an expansion around the static sector of GR can best be explored in some non-static examples.

4.1. Kerr black hole

The Kerr black hole is a good starting point as it is no longer static but still stationary. The metric$^a$ contains two physical parameters $M = mGc^{-2} a = J/(mc)^{-1} = Ac^{-1}$. We consider the 'strong field' expansion $c \to \infty$ with $M$ and $A$ fixed.

Comparing with (8) one finds

$$\lambda = \log \left( 1 - \frac{2M}{r} \right)$$

$$h_{ij} dx^i dx^j = dt^2 + \left( 1 - \frac{2M}{r} \right)^{-1} r^2 d\Omega^2 \quad (12)$$

$$C_i dx^i = 2 \frac{AM}{r} \sin^2 \theta \left( 1 - \frac{2M}{r} \right)^{-1} d\phi \quad \Phi = \frac{A^2 M}{r^3} \left( 1 - \frac{2M}{r} \right)^{-1} \cos^2 \theta. \quad (13)$$

$^a$Note that we refrained from spelling out these source terms explicitly here. They can be obtained from Ref. 4 and as was pointed out there one can remove $\beta_{ij}$ from (11) by a gauge transformation. A better, gauge-independent, understanding has emerged from work$^b$ that appeared after this talk was presented: at one lower order there will appear an additional equation for $\beta_{ij}$ not including other new fields. Together with the equation (11) this will form a closed system determining the spatial dependence of $\Phi$ and $\beta_{ij}$.

$^b$This was pointed out by J. Raeymaekers.

$^c$The example of the Schwarzschild black hole was worked out in Ref. 4 and extends to other examples such as Tolmann-Oppenheimer-Volkov fluid stars$^{10}$.

$^d$We follow the notation of Ref. 11.
This example – of which one can check that it solves (9-11) – shows the Kerr black hole as a nonrelativistic expansion around the Schwarzschild black hole, which is a solution to (12)\(^4\). The non-zero rotation of Kerr – i.e. \(A\) – translates to a non-zero \(C_\Phi\) and \(\Phi\). Note that the fields above only express the first terms in an infinite expansion of the Kerr metric. For these first terms to be a good approximation of the relativistic metric one needs the condition

\[ r \gg r_+ \frac{A^2}{Mc^2} + O(c^{-4}), \]

which means that at a distance \(r_+ \frac{A^2}{Mc^2}\) from the outer horizon the nonrelativistic approximation breaks down. Interestingly the strong field expansion remains valid for large radii where gravity becomes weak and where it overlaps with the post-Newtonian expansion obtained by keeping \(m\) and \(J\) fixed as \(c \to \infty\). This suggests that the TTNC effective theory is a resummation of the post-Newtonian series.

4.2. Oppenheimer-Snyder collapse

Realistic dynamic situations can be far from stationary, and so it is interesting to explore what additional effects can appear in their large \(c\)-expansion. To this aim we shortly present some aspects of the nonrelativistic expansion of the Oppenheimer-Snyder solution\(^12\) which describes the collapse of a ball of dust. This solution depends on two parameters: \(r_0\), the initial radius of the ball and \(M = mG_Nc^{-2}\), its total mass. It is composed of two metrics – an FRW universe inside the ball and the Schwarzschild metric outside – glued together along the worldtube of the ball’s surface. This surface follows a radial geodesic in the Schwarzschild geometry, see figure 1, and can be described through the curve \(r_{\text{match}}(t)\), with \(r\) and \(t\) the standard Schwarzschild coordinates.

![Fig. 1. Space-time of a collapsing ball of dust.](image-url)
Again we’ll be interested in a ‘strong field’ expansion, where we keep $r_0$ and $M$ fixed as $c \to \infty$, and one finds

$$r_{\text{match}}(t) \approx 2M \left( 1 + 2 \sqrt{\frac{r_0}{2M} - 1} e^{-\frac{c}{2M}} + O(e^{-\frac{c}{2M}}) \right).$$

(15)

Note that the expansion here is of a very different type than the standard Newtonian expansion which holds far away from the ball of dust, just after the collapse has started. In (15) we are close to the event where the ball forms a horizon, both in space and time, the green box in figure 1. There gravity is strong and non-Newtonian, still it is nonrelativistic. That this is the case follows from the well-known – but ever intriguing – fact that an outside observer never sees a horizon form. For such an observer the radial velocity of the shell goes asymptotically to zero again at late times, making it describable by non-relativistic physics. Interestingly though we see that the form of the first correction in (15) is non-perturbative in large $c$. It appears that to describe the nonrelativistic gravitational fields of such a collapsing ball one would need a transseries extension of the ansatz (1).
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1. Tachyonic chameleon model

A scalar field with non-minimal coupling to the matter is known as a chameleon field. Although, this type of scalar field is heavy in the laboratory environment, on cosmological scale where the matter density is small, the chameleon is light enough to play the role of dark energy.

A chameleon scalar field has many remarkable cosmological features as they pointed out by many authors. For instance, when it couples to an electromagnetic field in addition to the fluid then the fine tuning of the initial condition on the chameleon may be resolved. Chameleon field can also successfully explain a smooth transition from a deceleration to an acceleration epoch for our universe. The scalar field that plays the role of chameleon could be a Brans-Dicke scalar field with interesting cosmological consequences such as explaining the current accelerated expansion of the universe. Koury has summarized some important features of the chameleon field theories. Moreover, phase-space analysis of chameleon scalar field where a quintessence field acts as a chameleon has been investigate. We have also studied the dynamics of chameleon model where tachyon field plays the role of chameleon. We have utilized the dynamical system tools to obtain the critical points of such theory and showed its interesting cosmological behaviour.

In the present work we apply combined datasets of Type Ia Supernova (SN Ia) and Baryon Acoustic Oscillations to test the tachyonic chameleon model and constrain its parameters. We use $\chi^2$ minimization technique to find the best fit values of the model parameters and to plot the likelihood contours for them.
Tachyonic chameleon model of dark energy is described by the following action

\[
S = \int d^4x \sqrt{-g} \left[ \frac{R}{16\pi G} - V(\phi) \sqrt{1 - \partial_\mu \phi \partial^\mu \phi} + f(\phi)\mathcal{L}_m \right],
\]  

(1)

where \( g \) is the determinant of the metric tensor \( g_{\mu\nu} \), \( R \) is the Ricci scalar and \( G \) is the bare gravitational constant. \( f(\phi) \) is the coupling function between scalar field and the matter. \( \mathcal{L}_m \) is the matter Lagrangian and \( V(\phi) \) is also the tachyon potential.

Variation of action (1) with respect to \( g_{\mu\nu} \) in FRW background

\[
ds^2 = dt^2 - a^2(dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2),
\]  

(2)

gives the following Friedman equations:

\[
3H^2 = \rho_m f + \frac{V(\phi)}{\sqrt{1 - \dot{\phi}^2}},
\]  

(3)

\[
2\dot{H} + 3H^2 = -\gamma \rho_m f + \frac{V(\phi)}{\sqrt{1 - \dot{\phi}^2}},
\]  

(4)

where \( \rho_m \) and \( p_m \) are the matter energy density and pressure respectively where \( p_m = \gamma \rho_m \).

On the other hand, variation of (1) with respect to the scalar field yields to

\[
\ddot{\phi} + (1 - \dot{\phi}^2)(3H \dot{\phi} + \frac{V'}{V}) = (1 - 3\gamma)(1 - \dot{\phi}^2)\frac{\rho_m f'}{V},
\]  

(5)

where a prime stands for derivative with respect to the \( \Phi \).

In addition, the continuity equation reads,

\[
(\rho_m f)\dot{f} + 3H(1 + \gamma)\rho_m f = -(1 - 3\gamma)\rho_m \dot{f}.
\]  

(6)

Since, tachyonic chameleon dark energy model exhibits some interesting cosmological implication from dynamical system point of view\(^{10}\), investigation of such scenario using observational cosmology and constraining the model parameters according to the latest data is not only interesting but also necessary.

2. Observational constraints

In this section, we will fit the model parameters with recent observational data from Type Ia Supernova (SN Ia) and Baryon Acoustic Oscillations (BAO) observations.

The total \( \chi^2 \) for combined data analysis is given by:

\[
\chi^2 = \chi^2_{\text{SN}} + \chi^2_{\text{BAO}},
\]  

(7)

where

\[
\chi^2_{\text{SN}} = A - \frac{B^2}{C}
\]  

(8)
\[ A = \sum_i \frac{[\mu_{\text{obs}}(z_i) - \mu_{\text{th}}(z_i; \mu_0 = 0)]^2}{\sigma_i^2}, \]  
(9)

\[ B = \sum_i \frac{\mu_{\text{obs}}(z_i) - \mu_{\text{th}}(z_i; \mu_0 = 0)}{\sigma_i^2}, \]  
(10)

\[ C = \sum_i \frac{1}{\sigma_i^2}. \]  
(11)

\( \mu_{\text{obs}} \) and \( \mu_{\text{th}} \) represent the observed and theoretical distance modulus respectively. \( \sigma_i \) is also the uncertainty in the distance modulus.

We use (8) for minimization of \( \chi^2 \) for 580 recent data points of SN Ia\(^1\), \( \chi^2_{\text{BAO}} \) is also given by

\[ \chi^2_{\text{BAO}} = \left( x_{\text{th},i,\text{BAO}} - x_{\text{obs},i,\text{BAO}} \right) \left( C_{\text{BAO}}^{-1} \right)_{ij} \left( x_{\text{th},j,\text{BAO}} - x_{\text{obs},j,\text{BAO}} \right), \]  
(12)

where the indices \( i, j \) are in growing order in \( z \), as in Table 1. The WiggleZ collaboration\(^2\) has measured the baryon acoustic scale at three different redshifts, while SDSS and 6DFGS surveys provide data at lower redshift\(^3\).

<table>
<thead>
<tr>
<th></th>
<th>6dF</th>
<th>SDSS</th>
<th>WiggleZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_z )</td>
<td>0.336</td>
<td>0.2</td>
<td>0.35</td>
</tr>
<tr>
<td>( \Delta d_z )</td>
<td>0.015</td>
<td>0.0061</td>
<td>0.0036</td>
</tr>
</tbody>
</table>

In addition, \( C_{\text{BAO}}^{-1} \) was obtained from the covariance data\(^2\) as follows:

\[
C_{\text{BAO}}^{-1} = \begin{pmatrix}
4444 & 0 & 0 & 0 & 0 & 0 \\
0 & 30318 & -17312 & 0 & 0 & 0 \\
0 & -17312 & 87046 & 0 & 0 & 0 \\
0 & 0 & 0 & 23857 & -22747 & 10586 \\
0 & 0 & 0 & -22747 & 128729 & -59907 \\
0 & 0 & 0 & 10586 & -59907 & 125536
\end{pmatrix}.
\]  
(13)

### 2.1. Four different classes

Two important functions in the model (1) are the chameleon field potential \( V(\phi) \) and coupling function \( f(\phi) \). We perform our analysis based on this fact that whether these functions are exponential (power-law) or not. Thus we have four categories given by the following cases,

**case I**: exponential coupling function and power-law potential

\[
f(\phi) = f_0 e^{\alpha \phi}, \\
V(\phi) = V_0 \phi^\beta.
\]  
(14)
case II: exponential potential and a power-law $f(\phi)$

\[ f(\phi) = f_0 \phi^\alpha, \quad V(\phi) = V_0 e^{\beta \phi}. \]  
(15)

case III: power-law $f(\phi)$ and $V(\phi)$

\[ f(\phi) = f_0 \phi^\alpha, \quad V(\phi) = V_0 \phi^\beta. \]  
(16)

case IV: Exponential $f(\phi)$ and $V(\phi)$

\[ f(\phi) = f_0 e^{\alpha \phi}, \quad V(\phi) = V_0 e^{\beta \phi}. \]  
(17)

We are interested in constraining model parameters $\alpha$ and $\beta$ together with the present values of the density parameters. The best-fit values of $\alpha$, $\beta$ and $\Omega_{m_0}$ in addition to $\chi^2_{\text{min}}$ (the minimum value of chi-square) for each cases are presented in Table 2, separately. We have also plotted the likelihood contours for different combinations of the parameters for $1\sigma$, $2\sigma$ and $3\sigma$ confidence levels in Figures 1-4 in cases I to IV respectively. For simplicity reasons we set $f_0 = V_0 = 1$. As one can see in these figures this model is in agreement with observations.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\chi^2_{\text{min}}$</th>
<th>$\Omega_{m_0}$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>584.08</td>
<td>0.29</td>
<td>-1.53</td>
<td>1.96</td>
</tr>
<tr>
<td>II</td>
<td>584.08</td>
<td>0.270</td>
<td>1.18</td>
<td>0.44</td>
</tr>
<tr>
<td>III</td>
<td>584.08</td>
<td>0.30</td>
<td>1.23</td>
<td>-0.44</td>
</tr>
<tr>
<td>IV</td>
<td>584.09</td>
<td>0.31</td>
<td>-1.58</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 2. The value of $\chi^2_{\text{min}}$ and the best fit values of model parameters $\Omega_{m_0}$, $\alpha$ and $\beta$.

Fig. 1. Plots of $1\sigma$ (light blue), $2\sigma$ (blue) and $3\sigma$ (dark blue) confidence contours on $\alpha - \beta$ (a), $\alpha - \Omega_{m_0}$ (b) and $\beta - \Omega_{m_0}$ (c) parameter spaces for SN Ia+BAO datasets in the case I. The black dot in each plot shows the best fit point.
Fig. 2. Plots of $1\sigma$ (light blue), $2\sigma$ (blue) and $3\sigma$ (dark blue) confidence contours on $\alpha - \beta$ (a), $\alpha - \Omega_m$ (b) and $\beta - \Omega_m$ (c) parameter spaces for SN Ia+BAO dataset in the case II. The black dot in each plot shows the best fit point.

Fig. 3. Plots of $1\sigma$ (light blue), $2\sigma$ (blue) and $3\sigma$ (dark blue) confidence contours on $\alpha - \beta$ (a), $\alpha - \Omega_m$ (b) and $\beta - \Omega_m$ (c) parameter spaces for SN Ia+BAO dataset in the case III. The black dot in each plot shows the best fit point.

Fig. 4. Plots of $1\sigma$ (light blue), $2\sigma$ (blue) and $3\sigma$ (dark blue) confidence contours on $\alpha - \beta$ (a), $\alpha - \Omega_m$ (b) and $\beta - \Omega_m$ (c) parameter spaces for SN Ia+BAO dataset in the case IV. The black dot in each plot shows the best fit point.
3. Conclusion

Tachyonic chameleon dark energy model has the ability to alleviate the coincidence problem via the mechanism of scaling attractors. In this paper we have used the latest observational data to constrain the parameters of this model. Two important functions in our analysis are tachyonic potential $V(\phi)$ and non-minimal coupling function $f(\phi)$ in action (1). In general we have considered two types of these functions i.e. power-law and exponential forms.

We have fitted data from Type Ia supernova (SN Ia) and Baryon Acoustic Oscillation (BAO) to constrain the present matter density parameter $\Omega_{m0}$, the parameter $\alpha$ in functional form of $f(\phi)$ (the non-minimal coupling function $f$ is of the form $f(\phi) \propto e^{\alpha \phi}$ or $f(\phi) \propto \phi^\alpha$) and the parameter $\beta$ in $V(\phi)$ (tachyonic potential is assumed to be $V(\phi) \propto e^{\beta \phi}$ or $V(\phi) \propto \phi^\beta$). For exponential $f(\phi)$ and power-law $V(\phi)$ we have seen that positive $\alpha$ and negative $\beta$ are favoured by the data while for power-law $f(\phi)$ and exponential $V(\phi)$ both $\alpha$ and $\beta$ should be positive in order to our model be compatible with observations. On the other hand, when $f(\phi)$ and $V(\phi)$ are both power-law functions of scalar field a positive value of $\alpha$ and a negative value of $\beta$ are favoured while when these functions are both in exponential forms then $\alpha$ is negative and $\beta$ is a positive constant. We remark that in all four cases the value of present matter density parameter $\Omega_{m0}$ is very close to the desired value.

In summary, the scenario of the tachyonic chameleon dark energy is compatible with observations, for all examined scalar field potential and non-minimal coupling functions.

References

Density perturbations in $f(R, \phi)$-gravity in general with an application to the (varying power)-law model

Fayçal Hammad

Department of Physics and Astronomy & STAR Research Cluster, Bishop’s University
2600 College Street, Sherbrooke, QC, J1M 1Z7 Canada
Physics Department, Champlain College-Lennoxville
2580 College Street, Sherbrooke, QC, J1M 0C8 Canada
*E-mail: fhammad@ubishops.ca
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1. Introduction

Some of the great problems of modern cosmology are the problem of dark energy, the problem of dark matter and the problem of the early Universe. A widely pursued axis of research to solve these problems consists in modifying general relativity (GR). The easiest way to modify GR is to replace the Ricci scalar $R$ in the gravitational action by an arbitrary function of $R$ and/or to add a possible extra degree of freedom for spacetime, besides the metric, in the form of a scalar field $\phi$. Such modified GR models are known as $f(R, \phi)$ gravity models. In order to understand the motivation behind the peculiar (varying power)-law model, let us briefly draw a timeline of some of the well-known models of $f(R, \phi)$ modified gravity.

2. A brief history of $f(R, \phi)$ gravity

Here is a very simplified sketch of the various $f(R, \phi)$ models and their evolution in time.

*This talk is based on the published paper 1.*
\[ S \sim \int d^4x \sqrt{-g} R \quad \text{Hilbert (1915).} \]

\[ S \sim \int d^4x \sqrt{-g} \left( \phi R - \frac{\omega(\phi)}{\phi} \partial_\mu \phi \partial^\mu \phi - V(\phi) \right) \quad \{ \text{Thiry (1948), Jordan (1955),} \]
\[ \text{Brans-Dicke (1961),} \]
\[ \text{Bergman (1968),} \]
\[ \text{Nordtvedt (1970),} \]
\[ \text{Wagoner (1970),} \]
\[ \text{O’Hanlon (1972),} \]
\[ \text{Horndeski (1974, complicated),} \]
\[ \text{Bekenstein (1977),} \]
\[ \text{Barker (1978).} \]

\[ S \sim \int d^4x \sqrt{-gf} R \quad \text{Buchdahl (1970).} \]

\[ S \sim \int d^4x \sqrt{-g} \left( \alpha_0 + \alpha_1 R + \alpha_2 (R^2 - 4R_{\mu\nu} + R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma}) \right) \quad \text{Lovelock (1971).} \]

\[ S \sim \int d^4x \sqrt{-g} \left( R + \frac{R^2}{6M_p^2} \right) \quad \text{Starobinski (1980).} \]

\[ S \sim \int d^4x \sqrt{-g} \left( R + f_1 R^2 + f_2 R_{\mu\nu}R^{\mu\nu} + f_3 R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} \right) \quad \text{Stelle’s gravity (1980).} \]

\[ S \sim \int d^4x \sqrt{-g} \left( R + RF_1(\Box)R + R_{\mu\nu}F_2(\Box)R^{\mu\nu} + C_{\mu\nu\rho\sigma}F_3(\Box)C^{\mu\nu\rho\sigma} \right) \quad \{ \text{Biswas-} \]
\[ \text{Gerwick-Koivisto (1980).} \]

The tensor \( C_{\mu\nu\rho\sigma} \) consists of the more complicated invariant \( \frac{1}{3} R^2 - 2R_{\mu\nu}R^{\mu\nu} + R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} \). These expressions arise from the study of the quantum trace anomaly. A pragmatic trend has appeared more recently, however, which consists in trying out an arbitrary function of \( f(R) \) inside the Lagrangian such that it could a priori be Taylor-expanded in \( R \): \( f(R) = \alpha_0 + \alpha_1 R + \alpha_2 R^2 \ldots \) Such models are called \( f(R) \) gravity. Below is a list of the most studied ones,

\[ f(R) = R - \frac{c}{(R - \Lambda_1)^n} + b(R - \Lambda_2)^n \quad \text{Nojiri & Odintsov (2003),} \]

\[ f(R) = R + \alpha \ln \left( \frac{R}{\mu^2} \right) + \beta R^n \quad \text{Nojiri & Odintsov (2004).} \]

\[ f(R) = R + \gamma R^{-n} \left( \frac{R}{\mu^2} \right)^m \quad \text{Meng & Wang (2004).} \]

\[ f(R) = \frac{\alpha R^{2n} - \beta R^n}{1 + \gamma R^n} \quad \text{Nojiri & Odintsov (2007).} \]
The various powers in these models are constrained by solar-system observations on one hand, and the need to reproduce both the early expansion of the universe and the late-time cosmic acceleration on the other. Some models, however, require different (real and fractional) values for the powers whether one applies them to reproduce inflation or the late-time expansion. This suggests that one might as well let the power of the Ricci scalar in the gravitational action to vary in space and time, so that it would adjust itself depending on the epoch in the evolution of the Universe and on the cosmological environment. This leads to a (varying power)law model, in which the power of the Ricci scalar is a spacetime-dependent scalar field:

$$S \sim \int d^4x \sqrt{-g} \left[ R - \frac{\mu^2}{2} \left( \frac{R}{\mu^2} \right)^2 \right].$$  \hspace{1cm} (1)

An important remark to make here is that, unlike $f(R)$ gravity models, the redefinitions $\partial_R f = \phi$ and $(2f - R\partial_R f)/3 = dV/d\phi$ do not transform the (varying power)-law model into GR with a scalar field. this is due to the high non-linearity of the model. On the other hand, a Weyl transformation $g_{\mu\nu} \to \phi^2 g_{\mu\nu}$, followed by the field redefinition $\phi^2 \sim \sigma^{-1}$, does transform the model into a Brans-Dicke like theory, in which matter also acquires a coupling with the scalar field $\sigma$, though.

3. Scalar modes in any $f(R, \phi)$ model

Start from the field equations of an $f(R, \phi)$ model. Then, perturb the equations using $g_{\mu\nu} = \delta_{\mu\nu} + h_{\mu\nu}$, with $\delta_{\mu\nu} = \text{diag}(-1, a^2, a^2, a^2)$ is the Friedmann-Lemaître-Robertson-Walker (FLRW) background metric and $|h_{\mu\nu}| \ll 1$, as well as $\phi = \phi + \delta \phi$. Then, choose the Newtonian gauge $ds^2 = -(1 + 2\Phi)dt^2 + a^2(t)(1 - 2\Psi)dx_i dx^i$. The dynamical equation for the gravitational potentials $\Psi$ and $\Phi$ is,

$$\dot{\Phi} + \dot{\Psi} + \left( H - \frac{2\ddot{\phi}}{\phi} + \frac{3f_{,R}}{f_{,R}} \right) (\dot{\Phi} + \dot{\Psi}) - \left( \frac{4\ddot{f}_{,R}}{f_{,R}} + \frac{6f_{,R}}{f_{,R}} \frac{\dddot{\phi}}{\phi} \right) \Phi$$

$$+ \left[ 6H + 6H^2 + H \left( \frac{4f_{,R}}{f_{,R}} \frac{\dddot{\phi}}{\phi} \right) - \frac{f - 2\square f_{,R}}{f_{,R}^2} \frac{f_{,R}}{f_{,R}} \frac{\dddot{\phi}}{\phi} - \frac{\nabla^2 \phi}{a^2} \right] (\Phi + \Psi) = 0. \hspace{1cm} (2)$$

4. Tensor modes in any $f(R, \phi)$ model

In order to extract the tensor modes equation, perturb the FLRW background, $ds^2 = -(1 + 2\Phi)dt^2 + [a^2(t)(1 - 2\Psi)dx_i dx^i]$ and impose the transverse gauge, $\partial_i h^i_j = 0$, with also $h^i_i = 0$. The transverse modes’ equation is,

$$\left[ \partial_0^2 - \left( H - \frac{f_{,R}}{f_{,R}} \right) \partial_0 + 4H^2 - \frac{f - 2\square f_{,R}}{f_{,R}^2} \frac{f_{,R}}{f_{,R}} - \frac{\nabla^2 \phi}{a^2} \right] h_{ij} = 0. \hspace{1cm} (3)$$
5. The (varying power)-law model

The action of the model is,\(^3\)
\[
S = \frac{M_P^2}{16\pi} \int d^4x \sqrt{-g} \left[ R - (\partial \phi)^2 - m^2 \phi^2 + \frac{\mu^2}{2m^2} \left( \frac{R}{\mu^2} \phi \right)^2 \right], \quad (4)
\]
where \(M_P\) is the Planck mass and \(m\), whose order of magnitude is not constrained by the model, is the scalar field’s mass. The energy scale \(\mu\) is determined by observation and it is found that it should be \(\sim 10^{14}\) GeV. At the beginning of inflation \(R \sim \mu^2\), so that the action approximates to
\[
S \sim \int d^4x \sqrt{-g} (R - (\partial \phi)^2).
\]
At late times, \(R \ll \mu^2\), so that the action approximates to
\[
S \sim \int d^4x \sqrt{-g} (R - (\partial \phi)^2 - m^2 \phi^2 - \frac{\mu^2}{2m^2} (R/\mu^2) \phi),
\]
in which the last term could be identified with a cosmological constant, while the scalar field could be identified with dark matter. Thanks to the effective potential,
\[
V(R, \phi) = \frac{m^2}{2} \phi^2 + \frac{\mu^2}{4} \left( \frac{R}{\mu^2} \right) \phi, \quad (5)
\]
of the scalar field, the mass of the latter is found to depend on the curvature of the environment.\(^3\) In addition, the radiative corrections show that \(m_{\text{eff}}\) could be huge for very low curvatures.\(^3,4\)

It turns out that this model easily finds a very nice application for investigating the early Universe.\(^1\) The slow-roll parameters of the model are,
\[
\epsilon \equiv \left| \frac{\dot{H}}{H^2} \right| \ll 1, \quad \eta \equiv \left| \frac{\dot{\phi}}{H} \right| \ll 1. \quad (6)
\]
In usual inflationary models, where the Hubble parameter is given by \(H^2 \sim V(\phi)\), the analogue of the \(\eta\)-condition is \(\dot{\phi}^2/H^2 \ll 1\), which, thanks to the scalar field’s equation of motion, is just equivalent to the \(\epsilon\)-condition in (6). However, in the model (4) the Hubble parameter is not simply given by \(H^2 \sim V(\phi)\) and, therefore, no condition should \textit{a priori} be imposed on \(\dot{\phi}\). However, it turns out that the \(\eta\)-condition is automatically satisfied throughout all the duration of an inflation. The latter starts in this model at an energy scale \(\mu\) and ends at another energy scale not very far off. The end of inflation occurs at that energy scale for which either both or one of the slow-roll parameters in (6) ceases to be small and negligible. It is found that both slow-roll conditions (6) are satisfied up to the scale \(R/\mu^2 \sim 10^{-0.05}\). The number of \(e\)-folds \(N\) in this model can be deduced via the formula,\(^1\)
\[
N \simeq \frac{13}{4} \ln \left( \frac{\ln \rho_f}{\ln \rho_i} \right). \quad (7)
\]
For example, if one assumes inflation to have ended at the energy scale of \(\rho \simeq 10^{-0.05}\), then one should allow inflation to start at the energy scale of \(\rho \simeq 10^{-10^{-0.8}}\), in which case one finds, \(N \simeq 50\).\(^1\) To have a bigger number of \(e\)-folds one needs to push back the starting of inflation to scales which are even closer to the \(\mu\)-scale, if not exactly equal to \(\mu\).
5.1. Scalar modes in the (varying power)-law model

Using the scalar modes equations (2), one easily extracts for the model the following $\alpha_s$, $\nu_s$ and $\beta$ are given by,

$$\alpha_s = \frac{4}{11} - \frac{3\epsilon}{22} + \frac{1501\eta}{968}, \quad \nu_s^2 = \frac{225}{121} + \frac{285\epsilon}{121} + \frac{145555\eta}{21296},$$

$$\beta = 1 + \frac{13\eta}{22}.$$  (8)

5.2. Tensor modes in the (varying power)-law model

Using the tensor modes equations (3), one easily extracts for the model the following $\alpha_t$, $\nu_t$,

$$\alpha_t = \frac{1}{2} - \frac{\eta}{4} \quad \text{and} \quad \nu_t^2 = \frac{9}{4} + 3\epsilon - \frac{11\eta}{4}.$$  (9)

5.3. The power spectra in the (varying power)-law model

At Hubble-crossing one finds,

$$r \approx \eta_s^2,$$  (10)

where $\eta_s$ is the slow-roll parameter in (6) evaluated at the Hubble crossing. The scalar and tensor tilts $n_s$ and $n_t$ can be computed from the scalar and tensor power spectra $P_R$ and $P_h$, respectively, as,

$$n_s - 1 = \left. \frac{d\ln P_R}{d\ln k} \right|_{k = k_s} = 2 + 2\alpha_s - 2\nu_s,$$  (11)

$$n_t = \left. \frac{d\ln P_h}{d\ln k} \right|_{k = k_s} = 2 + 2\alpha_t - 2\nu_t.$$  (12)

One can compute the values of $r$, $n_s$ and $n_t$ in (10), (11) and (12), respectively, for various energy scales comprised between the energy scales $\rho \sim 10^{-0.8}$ and $\rho \sim 10^{-0.05}$. One easily finds that the scale for the Hubble crossing that matches the best with observations is comprised between $\rho \sim 10^{-0.009}$. Indeed for this scale a computation using again expressions (8) and (9) for $\alpha_s$, $\nu_s$, $\alpha_t$ and $\nu_t$ gives the following results:

$$r \approx 0.00044, \quad n_s \approx 0.969, \quad n_t \approx 0.036.$$  (13)

Here, one uses the value of the scalar tilt to find the best match. In fact, the value of the ratio $r$ is only known by its upper boundary value which is $r < 0.1^5$. Notice that the tensor tilt here is positive in contrast to usual single-field inflationary models.
where it comes out negative. The other major difference is that the model predicts a very small value for the tensor-to-scalar ratio $r$.

One can also deduce the energy scale for inflation required by the model after making use of the relation between the scalar power spectrum $P_R$ and its amplitude $A_S$. The latest observations show that the amplitude of the scalar power spectrum at the Planck pivot scale $k_*$ is $A_S \sim 2 \times 10^{-9}$. This implies that the inflation scale according to the model should be around $\sim 10^{14}$ GeV.

6. Conclusion

The (varying power)-law model cannot be motivated from particle physics. It has only two free parameters, though, and does not require any fine-tuning. It might unify dark energy, dark matter and the early expansion of the Universe.
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We revise the cosmological concordance paradigm assuming dark matter shows non-vanishing pressure. We propose a Lagrangian for matter field with a Lagrange multiplier as constraint. In addition, we add a symmetry breaking effective potential accounting for the classical cosmological constant problem. To face out the fine-tuning issue, we investigate two phases: before and after transition due to the symmetry breaking. Investigating the conserved Noether current due to the shift symmetry, we show that our Lagrangian does not depend upon the scalar field $\varphi$ before and after transition. We propose that during the transition the dark matter sector cancels out the effects due to quantum field vacuum energy. This process induces a positive increase of Helmholtz’s free-energy which naturally leads to a negative pressure, which turns out to be constant since the sound speed naturally vanishes. The order of magnitude of the pressure is determined by visible matter only or by the bare cosmological constant. The numerical bounds over the pressure and matter densities are in agreement with current observations, alleviating the coincidence problem. Finally assuming a thermal equilibrium between the bath and our effective matter fluid, we estimate the mass associated to the dark matter candidate. Our bounds seem to be compatible with the most recent predictions over WIMP masses for fixed spin and temperature.
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1. Introduction

It is now a controversial and debatable fact that the cosmic speed up is induced by a vacuum energy cosmological constant $\Lambda$. Quantum fluctuations lead to a huge amount of energy which severely differs from observations. Although $\Lambda$ is the most accepted possibility, it does not represent the unique alternative to describe present-time acceleration\textsuperscript{1}. What cancels $\Lambda$ out leads to the well-known cosmological constant problem and may suggest the $\Lambda$CDM model could be theoretically incomplete\textsuperscript{2}, requiring stunning revisions\textsuperscript{a}.

In the standard paradigm, cold dark matter and baryons are pressureless. We here show that assuming an effective a scalar field Lagrangian for matter with non-vanishing pressure it is possible to address the cosmological constant problem if a cancellation mechanism is included. The underlying idea is to assume that during

\textsuperscript{a}It is commonly believe that the introduction of dark energy represents a possible strategy. As the Universe expands the net fluid gets less dense, whereas $\Lambda$ remains constant over time. Dropping this out, dark energy leads to an evolving equation of state. However, although appealing, this scenario does not explain why quantum fluctuations are not included into Einstein’s energy-momentum tensor. Nonetheless, our $\Lambda$-dominated Universe fixes the cosmological constant magnitude to be overwhelmingly close to matter, providing a further issue: the coincidence problem.
an early-time phase transition, dark matter pressure counterbalances the effects of \( \Lambda \), leaving as unique contribute the pressure of baryons\(^b\), as the transition ends\(^3\).

In this paper, we discuss: 1) under which conditions pressure can be negative without putting it by hand, 2) which mechanism cancels \( \Lambda \) out, 3) which predictions on dark matter candidates can be obtained and 4) how thermodynamics and small perturbations fix bounds on our model. Since we show our process does not set \( \Lambda \) to zero, but partially removes it in a natural way, we end up there is no need of dark energy and/or modified gravity contributions to accelerate the Universe today. We only invoke that baryons may have non-zero pressure or that the bare cosmological constant can be the only byproduct as the transition ends.

The paper is structured as follows: In section II we discuss the effective field representation of our model. In section III, we discuss thermodynamics and small perturbations. Afterwards we show the predictions of our model in section IV and finally we conclude with our final remarks and perspectives, in section V.

2. Effective field representation of matter with pressure

Let us invoke a few number of basic hypotheses and possible clues on the problems plaguing the concordance paradigm: 1) dark energy does not evolve and its existence is not due to quantum fluctuations, but only to one matter fluid with non-vanishing pressure, 2) the coupling between matter and \( \Lambda \) can produce a mechanism of cancellation for quantum fluctuations, 3) a phase transition enables the aforementioned cancellation, 4) the whole energy is constrained through a Lagrange multiplier, i.e. the fluid flows along geodesics, but with non-zero pressure, 5) thermodynamics naturally fixes an emergent negative pressure capable of accelerating the Universe. In this respect, the model is thought to degenerate with the \( \Lambda \)CDM paradigm, although providing different predictions\(^4\).

This suggests
\[
\mathcal{L} = K(X, \varphi) + \lambda Y [X, \nu(\varphi)] - V^{\text{eff}}(X, \varphi)
\]
where the scalar field \( \varphi \) is associated to matter only and
\[
X = \frac{1}{2} g^{\alpha \beta} \nabla_\alpha \varphi \nabla_\beta \varphi.
\]
Here, \( \nu(\varphi) \) plays the role of the specific inertial mass and \( V^{\text{eff}} \) takes arbitrary forms which produce a symmetry breaking transition. Assuming thermal equilibrium, the simplest possibility is:
\[
V^{\text{eff}}(X, \varphi) = V_0 + \chi \left( \varphi^2 - \varphi_0^2 \right)^2 + \frac{2 \varphi_0^2 \varphi^2 T^2(X)}{T_c^2},
\]
with
\[
T_c = \varphi_0 \sqrt{\chi / \bar{g}}
\]
the critical temperature.

The corresponding equations of motion are
\[
Y = 0,
\]
\[
\mathcal{L}_\varphi - \nabla_\alpha \left( \mathcal{L} \nabla^\alpha \varphi \right) = 0,
\]
\[
T_{\alpha \beta} = \mathcal{L} \nabla_\alpha \varphi \nabla_\beta \varphi - (K - V^{\text{eff}}) g_{\alpha \beta},
\]
\(^b\)For the sake of completeness, our model leaves open the possibility that the effective contribution to the net pressure is due to the bare cosmological constant, leaving baryons to be pressureless and dark matter to have a primordial non-vanishing pressure term.
and immediately one gets:

\[ \rho(\lambda, X, \varphi) = 2X \mathcal{L}_X - (K - V_{\text{eff}}), \tag{5} \]
\[ P(X, \varphi) = K - V_{\text{eff}}. \tag{6} \]

Non-dissipative fluids are puzzled through the Carter’s covariant formulation, in which coordinates of each matter space serve as labels, distinguishing fluid element worldlines\(^5\). Each scalars can be viewed as Stückelberg fields and are framed with four scalar fields. Hence, all thermodynamic properties are encoded via precise action’s symmetries. Below we discuss which symmetries can be used for our purposes\(^6\).

### 3. Thermodynamics and small perturbations

Providing the cosmological principle, the global shift symmetry\(^7\) applies as

\[ \varphi \to \varphi + c^0, \tag{7} \]

with \(c^0\) an arbitrary constant, on the zero-component of our fluid only.

To account for perfect fluid thermodynamics we use the first principle, the Gibbs-Duhem relation and the Helmotz free-energy density and we infer that if the Helmotz free energy variation is positive, i.e. \(df > 0\), one gets \(-PdV > 0\), or alternatively that \(P < 0\). Immediately one finds: the internal energy \(u = \rho = 2X \mathcal{L}_X - (K - V_{\text{eff}})\), then the enthalpy \(h = u + P = 2X \mathcal{L}_X\), and the Gibbs free-energy \(g = f + P = 0\).

It is remarkable to stress that before transition the effective potential remains constant, although after transition: the effective potential becomes a function of \(X\), i.e. invariant under global shift symmetry. The study of our model during transition is beyond the purposes of this work, thus we limit our analysis when we are in proximity of minima. Therefore, invoking the Noether’s theorem, from the matter Lagrangian part we find a first conserved current:

\[ J_1^\alpha = \sqrt{2X} (K_X + \lambda Y_X) v^\alpha. \tag{8} \]

while from the potential part only, we define another conserved current:

\[ J_2^\alpha = -\sqrt{2X} V_{\text{eff}}^X v^\alpha. \tag{9} \]

Hence one can see that

\[ J_\alpha \equiv J_1^\alpha + J_2^\alpha = \sqrt{2X} \mathcal{L}_X v^\alpha = s^\alpha. \tag{10} \]

The former coincides with the entropy density current \(s_\alpha = sv_\alpha\).

It is easy to see that the fluid is irrotational and insentropic and, in the conformal Newtonian gauge, the density perturbations are functions of the \(X\) and of the Lagrange multiplier perturbations, whereas pressure perturbations depend only on \(\delta X\). We easily obtain:

\[ \delta \rho = A(X)\delta X + 2X \lambda Y_X \delta \nu + 2XY \delta \lambda, \quad \delta P = B(X)\delta X. \tag{11} \]
where \( A(X) = (2X\mathcal{L}_X)_X - K_X \) and \( B(X) = K_X \). After some manipulations, the entropy perturbation shift, \( \Delta = \left( \frac{\delta P}{\delta \rho} - c_s^2 \right) \frac{\delta \rho}{\delta P} = -\frac{D(X)\delta \nu + E(X)\delta \lambda}{\rho} \) leads to \( c_s^2 \equiv 0 \) and \( P = \text{const} \), i.e. showing a vanishing adiabatic sound speed\(^8\)–\(^10\). The functions \( D(X) \) and \( E(X) \), in particular, are:

\[
D(X) = 2X\lambda Y_X c_X^2, \\
E(X) = 2X\lambda Y_X c_X^2. 
\]

### 4. Solving the cosmological constant problem

Shortly summarizing the cosmological constant problem is due to the ambiguity over the two possible choices of the off-set \( V_0 \), which leads to profoundly different physical puzzles\(^11\). The two possibilities are:

1) \( V_0 = -\chi \varphi_0^4/4 \). This implies that as the transition finishes \( V_{\text{eff}} = 0 \). We have:

\[
P_1 = \begin{cases} 
K & \text{(BT)} \\
K + \chi \varphi_0^4/4 & \text{(AT)}
\end{cases}, \\
\rho_1 = \begin{cases} 
2X\lambda Y_X - K & \text{(BT)} \\
2X\lambda Y_X - K - \chi \varphi_0^4/4 & \text{(AT)}
\end{cases},
\]

with \( K < -\chi \varphi_0^4/4 \).

2) \( V_0 = 0 \). Now we have that before the transition: \( V_{\text{eff}} = 0 \). One has:

\[
P_2 = \begin{cases} 
K - \chi \varphi_0^4/4 & \text{(BT)} \\
K & \text{(AT)}
\end{cases}, \\
\rho_2 = \begin{cases} 
2X\lambda Y_X - K + \chi \varphi_0^4/4 & \text{(BT)} \\
2X\lambda Y_X - K & \text{(AT)}
\end{cases},
\]

so \( K < 0 \).

In both the aforementioned cases, one has that \( K \) is negative, but with different magnitudes. On the one hand, it is possible to demonstrate that \( V_0 = 0 \) corresponds to the \( \Lambda \)CDM model, plagued by the issues of coincidence and fine tuning. On the other hand, we propose that:

\[
K_{\text{DM}} \approx -\chi \varphi_0^4/4, \\
K_{\text{BM}} \ll K_{\text{DM}},
\]

and easily one infers

\[
P_1 \approx \begin{cases} 
K_{\text{DM}} & \text{(BT)} \\
K_{\text{BM}} & \text{(AT)}
\end{cases}, \\
\rho_1 \approx \begin{cases} 
(\rho_{\text{DM}} + \rho_{\text{BM}})(1 + z)^3 - K_{\text{DM}} & \text{(BT)} \\
(\rho_{\text{DM}} + \rho_{\text{BM}})(1 + z)^3 - K_{\text{BM}} & \text{(AT)}
\end{cases},
\]

where \( \rho_{\text{BM}} = 2X\lambda_0 Y_{\text{BM},X} \), \( \rho_{\text{DM}} = 2X\lambda_0 Y_{\text{DM},X} \) and \( a = \frac{1}{1+z} \).
4.1. The mechanism for cancelling $\Lambda$ out

The mechanism of cancellation is defined in Eq. (21). It elides vacuum energy contribution through dark matter. In fact, $\chi > 0$ implies that $K_{DM}$ has opposite sign with respect to vacuum energy. It remains the question: Which fluid contributes to accelerate the Universe today? The answer is at the end of transition: the Universe accelerates because of the presence of a negative baryonic pressure or in terms of a bare cosmological constant which remains non-zero. Since the pressure is constant, the corresponding emergent cosmological constant is represented by a fluid whose equation of state evolves by $\omega - 1 \propto \rho$, mimicking a dark fluid, but with no coincidence and fine-tuning.

The mechanism works only if dark matter constituents are appropriately chosen. In the simplest case of thermal equilibrium, the energy density of all bosons (b) and fermions (f) becomes

$$\epsilon_{BT} = \left[ \Omega_r \left( \frac{T_p}{T_0} \right)^4 + \Omega_m \left( \frac{T_p}{T_0} \right)^3 + \Omega_\Lambda \right] \epsilon_c + \epsilon_v, \quad (22)$$

where $\Omega_r = (9.16 \pm 0.19) \times 10^{-5}$ is the radiation density parameter, and $\epsilon_c = \rho_c c^2$, where $\rho_c = 3H^2/(8\pi G)$ is the Universe critical density, in which $H$ is the Hubble parameter and $G$ the gravitational constant. The plasma temperature is $T_p = (6.6559 \pm 0.0019) \times 10^{14}$ K.

In the standard picture, primordial dark matter interactions are due to annihilation of a heavier particle $Q$ with its antiparticle $\bar{Q}$. Assuming a mass $M$ and a production of two lighter particles, say $q$ and $\bar{q}$, it is licit to invoke symmetry between $Q$ and $\bar{Q}$ and so: $n_Q = n_{\bar{Q}} = n$, leading to the Boltzmann equation for the evolution of $n$ under the form

$$\frac{1}{a^3} \frac{d}{dt} \left( a^3 n \right) = -\langle \kappa v \rangle \left( n^2 - n_{eq}^2 \right),$$

where $n_{eq}$ is the equilibrium number density and $\langle \kappa v \rangle$ the thermally averaged cross-section.

Standard treatments on the form of such particles show that the mass interval is $\leq 2$ TeV. These constituents enter the standard puzzle and represent the ones enabling the mechanism to work. Summarizing the model produces intriguing outcomes which have been reported in the list below

$$P = \text{const (always)} \Rightarrow \epsilon_s^{DM} \equiv \epsilon_s^{BM} \equiv 0, \quad (23)$$
$$P < 0 \text{ (from thermodynamics)}, \quad (24)$$
$$T = \text{const (during the transition)}, \quad (25)$$
$$P_{DM} \gg P_{BM}, \quad P_{DM} \approx \epsilon_v, \quad (26)$$
$$\rho_\Lambda \equiv P_{DM} (BT), \quad (27)$$
$$\rho_\Lambda \equiv P_{BM} (AT), \quad (28)$$
$$0.5 \lesssim M c^2/\text{TeV} \lesssim 1.7 \text{ (Cold Dark Matter)}, \quad (29)$$
$$0.81 \leq \langle \kappa v \rangle/\left(10^{-26}\text{cm}^3\text{s}^{-1}\right) \leq 2.42. \quad (30)$$
5. Conclusions

We demonstrated that there exists only one perfect, irrotational, and isentropic fluid, composed by baryons and cold dark matter. If matter is not purely pressureless, a coupling to $\Lambda$ induces a phase transition in which the quantum fluctuations may be removed by means of matter pressure. In particular, the corresponding thermodynamics of our matter fluid naturally suggests an emergent negative pressure, which turns out to be constant. This guarantees, from small perturbations, that the sound speed vanishes, degenerating with the $\Lambda$CDM model. Soon after the transition, we can have two possibilities: the emergent cosmological constant is given by the (negative) pressure of baryons only or by the bare cosmological constant which may dominate over baryon pressure. In both cases, the fine-tuning and coincidence issues are overcome and the $\Lambda$CDM effects are mimed in terms of a dark fluid with constant pressure but non-constant density. To address this mechanism to work at thermal equilibrium, we predict the dark matter constituents to lie inside the interval $0.5 \lesssim M \lesssim 1.7$ TeV. This leaves open the possibility to detect in laboratory additional heavier bosons. However, the mass value is strongly influenced by several factors. If non-equilibrium is invoked, for example, its magnitude is expected to change. Future developments will take into account the consequences of our model on structure formation and during early phases of Universe’s evolution.
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We discuss constraints to some nonminimally (NMC) coupled curvature-matter models of gravity by means of Solar System experiments.

First we discuss a NMC gravity model which constitutes a natural extension of $1/R^n$ gravity to the nonminimally coupled case. Such a NMC gravity model is able to predict the observed accelerated expansion of the Universe. Differently from the $f(R)=1/R^n$ gravity case, which is not compatible with Solar System observations, it turns out that this NMC model is a viable theory of gravity.

Then we consider a further NMC gravity model which admits Minkowski spacetime as a background, and we derive the $1/c$ expansion of the metric. The nonrelativistic limit of the model is not Newtonian, but contains a Yukawa correction. We look for trajectories around a static, spherically symmetric body. Since in NMC gravity the energy-momentum tensor of matter is not conserved, then the trajectories deviate from geodesics. We use the NMC gravity model to compute the perihelion precession of planets and we constrain the parameters of the model from radar observations of Mercury.
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1. Introduction

We consider the possibility of constraining some nonminimally coupled (NMC) curvature-matter models of gravity\(^1\) by means of Solar System experiments. The action functional involves two functions $f^1(R)$ and $f^2(R)$ of the Ricci curvature $R$. The function $f^1(R)$ is a nonlinear term which is analogous to $f(R)$ gravity, and the function $f^2(R)$ yields a NMC between the matter Lagrangian density and curvature. For other NMC gravity theories and their applications, see for instance\(^2-4\).

NMC gravity has been applied to several astrophysical and cosmological problems such as dark matter\(^5,6\), cosmological perturbations\(^7\), post-inflationary reheating\(^8\) or the current accelerated expansion of the Universe\(^9\).

First we discuss the application of a perturbative method due to Chiba, Smith and Erickcek\(^10\) to the NMC gravity model by Bertolami, Frazao and Páramos\(^9\),
which constitutes a natural extension of $1/R^n$ gravity to the non-minimally coupled case. Such a NMC gravity model is able to predict the observed accelerated expansion of the Universe. Differently from the $f(R) = R + 1/R^n$ gravity case, which predicts the value $\gamma = 1/2$ for the PPN parameter $\gamma$, so that the $f(R)$ model is not compatible with Solar System observations, it turns out that the NMC gravity model cannot be constrained, for specific choices of the functions $f^1(R)$ and $f^2(R)$, by the perturbative method considered by Chiba et al., so that it remains, in this respect, a viable theory of gravity.

Then we consider a further NMC gravity model, which admits Minkowski spacetime as a background, and we derive the $1/c$ expansion of the metric assuming the functions $f^1(R)$ and $f^2(R)$ analytic at $R = 0$. The nonrelativistic limit of the model is not Newtonian, but contains a Yukawa correction. A parameterized post-Newton plus Yukawa (PPNY) approximation of the NMC model of gravity can be computed. We consider the metric around a static, spherically symmetric body and we look for trajectories of a test body around the spherical body. Since in NMC gravity the energy-momentum tensor of matter is not conserved, then the trajectories deviate from geodesics. We use the NMC gravity model to compute the perihelion precession of planets. Eventually we constrain the parameters of the model from radar observations of Mercury, including data from the NASA orbiter MESSENGER (MErcury Surface, Space ENvironment, GEochemistry and Ranging) spacecraft.

2. The NMC gravity action functional

The action functional of NMC gravity is given by

$$S = \int \left[ \frac{1}{2} f^1(R) + [1 + f^2(R)] L_m \right] \sqrt{-g} d^4x,$$

where $f^1(R)$, $f^2(R)$ are functions of the spacetime curvature $R$, $g$ is the metric determinant, $L_m = -\rho c^2$ is the Lagrangian density of matter, and $\rho$ is mass density.

The function $f^2(R)$ yields a NMC between geometry and matter, and the class of $f(R)$ gravity theories is recovered in the case $f^2(R) = 0$. General Relativity (GR) is recovered by taking:

$$f^1(R) = 2\kappa (R - 2\Lambda), \quad f^2(R) = 0, \quad \kappa = c^4/16\pi G,$$

where $G$ is Newton’s gravitational constant and $\Lambda$ is the Cosmological Constant.

The first variation of the action functional with respect to the metric yields the field equations

$$(f_R^1 + 2f_R^2 L_m) R_{\mu\nu} - \frac{1}{2} f^1 g_{\mu\nu} = \nabla_\mu (f_R^1 + 2f_R^2 L_m) + (1 + f^2) T_{\mu\nu},$$

where $f_R^i = df^i/dR$ and $\nabla_{\mu\nu} = \nabla_\mu \nabla_\nu - g_{\mu\nu} g^{\sigma\eta} \nabla_\sigma \nabla_\eta$. Such equations will be solved by perturbative methods.
3. A model for the accelerated expansion of the Universe

We consider the NMC gravity model proposed by Bertolami, Frazao and Paramos\textsuperscript{9} to account for the observed accelerated expansion of the Universe:

\[ f_1(R) = 2\kappa R, \quad f_2(R) = \left( \frac{R}{R_n} \right)^{-n}, \quad n > 0, \quad (2) \]

where \( n \) is an integer and \( R_n \) is a constant. This NMC gravity model constitutes a natural extension to the non-minimally coupled case of the \( 1/R^n \) model proposed by Carroll \textit{et al.}\textsuperscript{14} as an instance of \( f(R) \) model.

Matter is described as a perfect fluid with negligible pressure\textsuperscript{15} with Lagrangian density \( \mathcal{L}_m = -\rho c^2 \). We assume that the metric, which describes the spacetime around the Sun, is a perturbation of a flat Friedmann-Robertson-Walker (FRW) metric with scale factor \( a(t) \):\textsuperscript{9}

\[ ds^2 = -[1 + 2\Psi(r,t)] dt^2 + a^2(t) \left( [1 + 2\Phi(r,t)] dr^2 + r^2 d\Omega^2 \right), \quad (3) \]

where \( |\Psi(r,t)| \ll 1 \) and \( |\Phi(r,t)| \ll 1 \). The NMC gravity model Eq. (2) yields a cosmological solution with a negative deceleration parameter \( q < 0 \), and the scale factor \( a(t) \) of the background metric follows the temporal evolution \( a(t) = a_0 \left( t/t_0 \right)^{2(1+n)/3} \), where \( t_0 \) is the current age of the Universe\textsuperscript{9}.

In the perturbative approach developed by Chiba \textit{et al.}\textsuperscript{10} for \( f(R) \) gravity, the Ricci curvature of the perturbed spacetime is expressed as the sum

\[ R(r,t) = R_0(t) + R_1(r,t), \]

where \( R_0 \) denotes the scalar curvature of the background FRW spacetime and \( R_1 \) is the perturbation due to the Sun. The extension of the perturbative method of Chiba \textit{et al.}\textsuperscript{10} to NMC gravity consists in the following steps\textsuperscript{11}. We assume that functions \( f_1(R) \) and \( f_2(R) \) admit a Taylor expansion around \( R = R_n \), and we linearize the field equations (1) under two conditions:

(i) terms nonlinear in \( R_1 \) can be neglected in the Taylor expansion of \( f_1, f_2 \);

(ii) the following inequality

\[ |R_1(r,t)| \ll R_0(t), \quad (4) \]

is satisfied both around and inside the Sun.

We compute the functions \( \Psi \) and \( \Phi \) of the metric Eq. (3), then we find an expression of the parameter \( \gamma \) of the PPN (Parameterized Post-Newtonian) formalism\textsuperscript{16}. Eventually the validity of the condition (4) is checked a posteriori.

The condition (4) means that the curvature \( R \) of the perturbed spacetime remains close to the cosmological value \( R_0 \) inside the Sun. In GR such a property of the curvature is not satisfied inside the Sun. However, for some \( f(R) \) theories condition (4) can be satisfied and that leads to a violation of a constraint on PPN parameter \( \gamma \) from Solar System tests of gravity. For instance, the \( 1/R^n \ (n > 0) \) gravity model\textsuperscript{14} satisfies condition (4)\textsuperscript{10,17}. 
The perturbative solution of the field equations (1) yields the following expression for the PPN parameter $\gamma = -\Phi(r)/\Psi(r)$:

$$\gamma = \frac{1}{2} \left[ 1 + f_0^2 + 4f_0^2 R_0 + 12\Box f_0^2 R_0 \right],$$

where $f_0^2 = f^2(R_0)$ and $f_0^2 = df^2/dR(R_0)$. When $f^2(R) = 0$ we find the known result $\gamma = 1/2$ which holds for $f(R)$ gravity theories which satisfy the condition $|R_1| \ll R_0$.

For the NMC gravity model (2), though $|R_1| \ll R_0$ for $n > 1$, the solution for $R_1$ inside the Sun shows that non-linear terms in the Taylor expansion of $f^2(R)$ cannot be neglected:

$$f^2(R) = f_0^2 \left[ -n \frac{R_1}{R_0} \frac{n(n + 1)}{2} \left( \frac{R_1}{R_0} \right)^2 - \frac{1}{6} n(n+1)(n+2) \left( \frac{R_1}{R_0} \right)^3 \right] + O \left( \left( \frac{R_1}{R_0} \right)^4 \right).$$

Hence assumption (i) is contradicted, implying the lack of validity of the perturbative regime. Eventually, by such a contradiction argument the model (2) cannot be constrained by the extension to a NMC of the perturbative method by Chiba et al., so that the model (2) remains, in this respect, a viable theory of gravity.

4. Planetary precession

We now consider a NMC gravity model where the functions $f^1(R)$ and $f^2(R)$ are assumed analytic at $R = 0$, so that they admit the Taylor expansions:

$$f^1(R) = 2\kappa \sum_{i=1}^{\infty} a_i R^i, \quad a_1 = 1, \quad f^2(R) = \sum_{j=1}^{\infty} q_j R^j.$$

If $a_i = 0$ for any $i > 1$ and $q_j = 0$ for any $j$, then the action of GR is recovered.

The model admits Minkowski spacetime as a background, and the $1/c^4$ expansion of the metric can be computed, assuming a general distribution of matter with mass density, pressure and velocity. The nonrelativistic limit of the model turns out to be non-Newtonian, but contains also a Yukawa correction. The coefficients $a_2, a_3, q_1, q_2$ are used to compute the metric at the order $O(1/c^4)$ for the $0-0$ component, and are considered as parameters of the NMC gravity model. A parameterized post-Newton plus Yukawa (PPNY) approximation of the NMC model of gravity can be computed.

Here we report the result for the metric in vacuum around a static, spherically symmetric body (Sun) with uniform mass density ($g_{00} = 0$):

$$g_{00} = -1 + \frac{2GM_S}{rc^2} \left( 1 + \alpha e^{-r/\lambda} \right) + \frac{2}{c^2} F(r),$$

$$g_{ij} = \left[ 1 + \frac{2GM_S}{rc^2} \left( 1 - \alpha e^{-r/\lambda} \right) \right] \delta_{ij},$$

(5)
where $M_S$ is the mass of the spherical body, $F(r)$ is a radial potential, and $\lambda, \alpha$ are the range and strength of the Yukawa potential which depend on the parameters of the NMC gravity model 13:

$$\lambda = \sqrt{ba_2}, \quad \alpha = \frac{1}{3}(1 - \theta) + \frac{GM_S}{c^2 R_S} \theta \left[ \frac{\theta}{2} - 1 \right] \left( \frac{\lambda}{R_S} \right)^2 + \ldots,$$

(6)

where $R_S$ is the radius of the spherical body, $\theta, \mu, \nu$ are the following dimensionless ratios: $\theta = q_1/a_2$, $\mu = a_3/a_2^2$, $\nu = q_2/a_2^2$, and dots ... denote smaller contributions 13. Formula (6) has been obtained for $\lambda \gg R_S$.

Using the metric (5) the effect of NMC gravity on the orbit of a planet is computed. In NMC gravity the energy-momentum tensor is not covariantly conserved:

$$\nabla_\mu T^{\mu\nu} = \frac{f_2^2}{1 + f_2^2} (g^{\mu\nu} R - T^{\mu\nu}) \nabla_\mu R \neq 0 \quad \text{if } f^2(R) \neq 0,$$

consequently, the trajectories deviate from geodesics:

$$\frac{d^2 x^\alpha}{d s^2} + \Gamma^\alpha_{\mu\nu} \frac{d x^\mu}{d s} \frac{d x^\nu}{d s} = \frac{f_2^2(R)}{1 + f^2(R)} g^{\alpha\beta} R_{\beta}.$$

Moreover, geodesics are different from GR. The formula for perihelion precession of a planet has been computed 13 for $\lambda \gg L$, where $L$ is the semilatus rectum of the unperturbed orbit. Here we report the leading term in the formula 13:

$$\delta \phi_P = \frac{6 \pi GM_S}{L c^2} + (1 - \theta)^\frac{\pi}{3} \left( \frac{L}{\lambda} \right)^2 e^{-L/\lambda}$$

$$+ (1 - \theta)^\frac{\pi}{3} \frac{GM_S}{3 L c^2} \theta \left[ 3 \theta \left( \frac{\mu}{2} - 1 \right) - 2 \nu \right] \left( 1 - \frac{L}{\lambda} \right) \left( \frac{L}{R_S} \right)^3 + \ldots,$$

(8)

where the terms in the first row are the GR precession and the nonrelativistic Yukawa precession, respectively, and the term in the second row is the leading contribution from the NMC relativistic correction. Dots ... denote smaller contributions 13. Eq. (8) reduces to the GR expression if $\theta = 1$.

Using Eq. (8), bounds on PPN parameters from the Cassini experiment 18 and fits to planetary data, including data from Messenger spacecraft 19 orbiting around Mercury, it follows that the additional perihelion precession due to NMC deviations from GR, in the case of Mercury orbit, is bounded by 13

$$-5.87537 \times 10^{-4} < \delta \phi_P - 42.98'' < 2.96635 \times 10^{-3}.$$  

These inequalities define an admissible region in the four-dimensional parameter space with dimensionless coordinates $\theta, \mu, \nu, R_S/\lambda$. Exclusion plots obtained by slicing the admissible region with two-dimensional planes can be drawn 13.

The admissible region in three-dimensional parameter subspace with coordinates $(\theta, \mu, \nu)$, for $0 < |1 - \theta| \ll 1$ and a given $\lambda \gg L$, can be approximated by the region enclosed within the degenerate quadric surfaces

$$\nu = \frac{3}{4} \mu - \frac{3}{2} \left( \frac{R_S}{L} \right)^3 \left( \frac{\varepsilon_i}{(1 - L/\lambda) (1 - \theta)} \right), \quad i = 1, 2,$$

where $\varepsilon_i$ are the following dimensionless coordinates $\theta, \mu, \nu, R_S/\lambda$. Exclusion plots obtained by slicing the admissible region with two-dimensional planes can be drawn 13.
where \n\varepsilon_1 \frac{6\pi G M_S}{L c^2} = -5.87537 \times 10^{-4}, \quad \varepsilon_2 \frac{6\pi G M_S}{L c^2} = 2.96635 \times 10^{-3}.

The intersection of the three-dimensional admissible subregion with a plane \( \theta = \text{constant} \), with \( 0 < |1 - \theta| \ll 1 \), is a strip enclosed between two lines in the \((\mu, \nu)\) plane. The intersections with the planes \( \mu = \text{constant} \) and \( \nu = \text{constant} \) are regions enclosed by pairs of hyperbolae\(^{13}\).

Eventually, the BepiColombo mission to Mercury should allow for a reduction on the above bounds by approximately one order of magnitude\(^{20}\).
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Our proposal is suggested by the presence of still open problems in Astrophysics and Cosmology. In fact the Standard Cosmological Model, even if in agreement with the experiments on several Phenomena, features strange structure, with the presence of the “Magic” Contribute of Dark Matter and Dark Energy that reaches 96% of the total. At a closer glance the principal open problems in Astrophysics and Cosmology are:

i. In the observed Universe the matter prevails on antimatter even if both are always created together;

ii. CMB is not anisotropic nor inhomogeneous enough to be compatible with the Big Bang model without the introduction of a still unknown interaction driving the inflation;

iii. Given the gravity we expect a negative acceleration of the expansion. On the contrary that seems to accelerate;

iv. The gravitational field of Galaxies, clusters and even of the Solar system seems much stronger that the one due to the visible matter.

At present the possible suggested solutions are:

i. The mechanism suggested by Sakarov for matter/antimatter asymmetry is connected to CPV but experimentally this phenomenon is far too weak;

ii. Models have been proposed to justify inflation by supersymmetric vacuum energy and SSB but at present no evidence for supersymmetry has been found yet;

iii. Dark Energy has been introduced by hand in order to give a motivation to the accelerated expansion of the Universe;

iv. Dark Matter has been introduced in order to give a motivation to the observed discrepancies between theory and measurements of the orbital speed of the stars of the external part of the galaxies.

This situation is far from being satisfactory from the point of view of the elegance:

i. As many hypothesis as problems;
ii. Most of them just put by hand into the theory;

iii. Dark Matter and Dark Energy hypotheses are artificial.

The hypothesis that antimatter could have a different coupling to the gravitational field has fascinated physicists since the discovery of the first antiparticles. Several authors and one of the authors of this paper, Hajdukovic, have shown that the possible gravitational repulsion between matter and antimatter could offer at least a partial explanation for this number of cosmological problems, including those connected to dark matter and dark energy with this single hypothesis. At present, the state-of-the-art is not very different from the framework summarized in the article by Nieto et al. in 1991. Limits on repulsive gravity have been calculated based on measurements and . A relatively large number of experiments on the gravitational interaction of antimatter have been proposed and even started, e.g. AEGIS, ALPHA, ATRAP, and GBAR. Our proposal is very simple and is completely model independent. It is inspired by Good’s argument. We in fact propose to study a possible dependence of CP violation on the gravitational interaction in the Ks-KL system in space. The magnitude of any difference between the CP violation parameter, measured in orbit and that measured on Earth’s surface would give important indication on the nature of the gravitational interaction between matter and antimatter as well as provide evidence for a quantum gravitational effect. In this paper we outline a new approach to the problem capable of providing a measurement taking advantage from the presence of energetic cosmic protons at the level of the LEO orbit around the Earth.

The rate of incoming protons in a LEO has, in fact, been measured and , and when integrated on the target of the proposed orbiting detector, can reach as many as 2.2x10⁴ protons per second. The energy of the cosmic protons ranges from a few MeV to ~200 GeV with the maximum flux around 1 GeV and several smaller local maxima at 5, 13, and 31 GeV.

We simulated the interaction of this spectrum of protons with several kinds of targets in order to estimate the KL and Ks production (Figures 1 and 2). We simulated the position of the decay vertex as well, downstream of a Wolframium target.

In the Figures 3 and 4 it is evident that a simple cut at the moment allows to depress the contamination of Ks in the measured events.

This means that the incident proton spectrum is energetic enough for the production of kaons allowing for a measurement of

\[ R = \frac{\Gamma(K_L \rightarrow \pi^+\pi^-)}{\Gamma(K_L \rightarrow \pi^+\pi^-\pi^0)} \]

which is quadratic in \( \varepsilon \). The mean gravitational field strength in a Low Earth Orbit (LEO) is about 10% less than the one on the Earth’s surface. If CP violation depends linearly on the gravitational field and we expect a 10% effect to translate into a 20% effect on R. On a GEO orbit the intensity of the of the Earth’s
Fig. 1. KL production as simulated on different targets from cosmic proton spectrum as measured by AMS satellite$^{33,35}$. 

Fig. 2. KS production as simulated on different targets from cosmic proton spectrum as measured by AMS satellite$^{33,35}$. 

The gravitational field is of the order of few percent configuring an even better experimental condition. We suggest the use of a dedicated Satellite on a LEO orbit with a payload aimed at performing a particle physics experiment in orbit.

As can be seen in Figure 5 it includes active target, magnetic spectrometer, tracker and calorimeter. We estimate that on a square target of 70 cm of side, about $1.4 \times 10^4$ protons per second will impact, and produce the neutral Kaons. The total number of K mesons decays over a space mission lifetime (> 2 years) will yield the required physical measurement of $12.5 \times 10^5$ $K_L$ decays necessary to make a 5 $\sigma$ measurement of a 20% variation of R.
Fig. 3. Decay vertex z position for simulated production of $K_L$ and $K_s$ by cosmic proton spectrum as measured by AMS satellite $^{35}$.

Fig. 4. Decay vertex z position for simulated production of $K_L$ and $K_s$ by cosmic proton spectrum as measured by AMS satellite with the additional constraint $P_z < 0, 5 \text{ Gev/c}^{35}$.
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Fig. 5. Structure of the detector proposed as a payload of a satellite dedicate to the measurement of epsilon in a low gravity environment.
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The first step to complete physical theories is to contemplate on the axiomatic character of the principles. This principle of relativity was formulated by Galileo and used by Newton to derive the laws of motion, and later was placed by Einstein at the center of the Special Theory and the General Relativity. This work considers the general principle of relativity as an expression of the inherent characteristic of the most important quantity in physics - the energy - that states that the energy is constant and is independent of the type or speed of movement of an object. The energy of an object is expressed as one entity that equals the sum of two energy expressions with different character. One of these two terms is denoted as the exposed energy with a kinetic character and represents the magnitude of the field of an object. This new definition of the energy offers several perspectives that are valid for both the classical and relativistic physics and provides insights beyond these two as: i) it leads to a coherent and complete model that relates the energy with the momentum and the force, ii) enables to construct the lagrangian that can be used to derive the equations of motion without artifices, iii) offers an original viewpoint on the dark matter and dark energy that is coherent with recent developments. Einstein was the first to deny the separate existence of gravitation and electromagnetism and has implied that the goal of a unified theory would be to explain the existence and to calculate the properties of matter. He revolutionized the use of the principles of symmetry in deriving the physical laws. It is known that the classical and quantum domain do not overlap and one would not expect the same governing symmetry principles in both domains. To calculate the properties of matter we employ spatial parameters that are related with the energy state of an object and the force that it exhibits. The mechanism assumes the common origin of different forces at the highest energy level. These spacetime parameters can be used to derive the electric and gravitational forces through a single mechanism that respects the LT dimensional analysis using neither the electrical charge nor the gravitational constant.

Keywords: Special relativity; exposed energy; gravitational force; non-gravitational forces; spacetime parameters; Planck scale.

1. Introduction

Newton and Einstein in his early efforts in formulating special relativity did not recognize the energy as an inherent characteristic of the object and this is the major reason why they postulated the expressions of the momentum in both the classical and relativistic physics. The aim of the construction of the fundamental theories is the complete understanding of the matter and its interactions. The steps to follow
in the formulation of fundamental theories would be: i) the matter, ii) fundamental quantities, iii) invariants, iv) the principle, v) mathematical apparatus, vi) the conservation laws. The matter is associated with the energy that is strongly related to the fundamental quantities of mass-space-time. The dynamic interaction of these quantities leads to consistent patterns, or constants of nature such as the constant of the speed of light $c$, Planck constant $h$, Sommerfeld constant $\alpha$ etc. These constants lead to the formulation of the principles that stand at the top of the theories. This approach allows to remove the axiomatic character of the principles, which according to the Method are considered simply as a representation of the character of the fundamental quantities. So, the fact that the speed of light is constant constitutes a postulate of the special theory, is just an unnecessary promotion to an undeserved rank. The speed of light being a constant is just a result of the fact that the ratio between the timescale and timescale parameters is always a constant. The energy dictates the behaviour of the space and time parameters, and their behaviour produces an important constant in physics: the constant of the speed of light. At this point we have arrived at the fourth step of the newly proposed scheme: the principle. The principle is associated by a mathematical apparatus that reflects the essence of the principle from a quantitative perspective. The scheme is concluded with the formulation of the conservation laws that determine the range of the applicability in practice of the principle that is put at the front of the theories. Placing the energy at the top of the hierarchical structure makes unnecessary the postulation of the expression of the physical quantities. Here we define the exposed energy that can be considered as the measurable energy of an object, or also as a term that is analogous to the kinetic energy term. We define also the expression for the unexposed energy that is analogous to the energy stored in the internal degrees of freedom of an object, or can be considered as the amount of the energy that cannot be measured experimentally. The exposed energy can be used to describe the overall interaction of an object and we can derive all the expressions of physical quantities from it. The expression for the momentum is not postulated but is directly obtained by taking the derivative of the exposed energy (of the kinetic term) with respect to the velocity for both the classical and relativistic physics. Taking the derivative of this quantity with respect to the velocity yields the expression of the momentum which for small velocities is the same as in the classical mechanics and relativistic physics.

Over time, through great efforts physicists have been able to construct elegant models of interaction of matter. Now the challenge is to unify these models as much as possible and to have a complete picture. Sometimes, if not frequently, we may need to be more creative than analytical. Einstein was the first that used the principles of symmetry to derive the constraints to the dynamical laws. He wanted to include electromagnetism to the general relativity and was very persistent in the task. The major difficulty is to provide a common explanation to both gravity and quantum mechanics. The quantum effects become dominant only at smaller
lengthscales, whereas gravitation is dominant at large lengthscales and it would be unexpected to have a single symmetry principle at both domains.

De Broglie was the first that associated a space parameter to an object and on one of his works dating 1964 he calls for a reinterpretation of the wave mechanics and states that there is a need to postulate a relation between the wave and the corpuscle. In a unique work that applies topological methods to cosmology, Bartini uses a unique model that a particle with a small inner radius (gravitational radius) can undergo an inversion to the larger outer radius (classical radius). He then proceeds to derive all the physical constants as a function of two parameters only.

Here in this work we present the following major points: (i) the association of an object with a field that is a function of the object’s mass only, allows one to define spacetime parameters with a quantum character, and (ii) the spacetime parameters are used to determine all the parameters of an object including the potential energy that the object creates, from which the force emerges. Using these spatial parameters the force exerted by an object as a function of mass only is derived, thus dropping the gravitational constant, the Coulomb’s constant and the concept of the charge. These spatial parameters are modified by the Lorentz factor and at the highest energy level are equal to the Planck length and it is at this specific point where the quantum foam-like medium is excited.

2. Definition of the Exposed Energy

The principles upon which the physical theories are constructed, rather than having an axiomatic character, are statements that describe the character of the most important fundamental quantity: the inherent character of the energy. The major principle should emphasize the constant character of energy and that is described as the sum of the internal energy (distributed among the internal degrees of freedom) and the exposed energy (defined here in this work and has kinetic character). The central idea emphasizes that as a force is exerted on an object, there is no change in its mass or its total energy but only a transformation of the internal energy into the exposed energy. The object changes only its attributes such as inertia, an attribute that should not be confused with the mass or the energy.

\[ E_{\text{exp}} = mc^2 \left[ 1 - \sqrt{1 - \frac{v^2}{c^2}} \right] \quad (1) \]

An object with a defined mass and energy transforms its energy as the velocity changes. The part of the energy that is transformed is defined in this work as the exposed energy as in Eqn. (1), whereas the other part is called the unexposed energy and expressed as in Eqn. (2).

\[ E_{\text{unexp}} = mc^2 \left[ \sqrt{1 - \frac{v^2}{c^2}} \right] \quad (2) \]
The sum of these two energies is a constant quantity which is called the total energy of an object, \( E = E_{\text{exp}} + E_{\text{unexp}} = mc^2 \). The exposed energy for small speeds converges to the expression of the kinetic energy in classical physics: \( E = \frac{1}{2}mv^2 \).

![Fig. 1. The exposed (red) and unexposed (blue) energy as a function of velocity and their corresponding momentum.](image)

The interpretation of the two newly defined energies is that the exposed energy has a kinetic character and relates to the experimentally measurable quantities. So if one massive object has a small speed then the effects that it exhibits are small, whereas for higher speed the measurable quantities increase. In this respect, the total percentage of the whole mass of the universe that is called the standard mass is very small because of the low exposed energy, or because of its relatively low kinetics. According to this interpretation, there is no need to include the dark matter as a constituent of the mass of the universe. Careful analysis of recent experimental data is raising serious questions on the existence of dark matter. As the universe undergoes expansion the lengthscale increases and thus the energy scale decreases, and this decrease results in the lowering of the exposed energy. As the exposed energy decreases the experimentally measurable mass of the Universe decreases.

3. Derivation of the Equations of Motion

One can find the expression for the momentum by taking the derivative of the exposed energy – that represents the field of a material object as Einstein envisioned — with respect to the velocity and that is valid for relativistic and classical physics.

\[
p = \frac{dE_{\text{exp}}}{dv} = \frac{mv}{\sqrt{1 - \frac{v^2}{c^2}}}
\]  (3)
If one takes the derivative of the momentum with time, one finds the expression of the force for both classical mechanics and relativistic mechanics.

\[
F = \frac{dE_{\text{exp}}}{dv} = \frac{ma}{(1 - \frac{v^2}{c^2})^{3/2}} \tag{4}
\]

Once we find this force, one can calculate the work done on an object by integrating the force with the distance and one finds:

\[
W = \int Fdx = (\gamma - 1)mc^2 = KE.
\]

The exposed energy can be used in the formulation of the Lagrangian from which the equations of motion for both classical and relativistic mechanics are derived.

\[
L = mc^2 \left[1 - \sqrt{1 - \frac{v^2}{c^2}}\right] - V(x) \tag{5}
\]

Fig. 2. The exposed and unexposed energy used to determine classical physics (blue), relativistic physics (green) and quantized geometrodynamics domain (red).

The expression for the energy used here in this work never diverges to infinity. The expression for the momentum that is postulated by Newton and then by Einstein is found here by taking the derivative of the energy. A hierarchical functional scale of the expressions of energy-momentum-force is constructed. The lagrangian described by Eqn. (5) is valid for the classical physics depicted in Figure 2 in blue (not to scale), and is also valid for the relativistic physics shown in green up to the intersection point of the exposed energy with the unexposed energy. In the literature one may find the Lagrangian expressed in the form as \( L = -mc^2/\gamma \), where \( \gamma = \frac{1}{\sqrt{1-\beta^2}} \). This expression may be criticized as the Lagrangian is commonly a relation of kinetic energy and this quantity cannot be a negative quantity. The Lagrangian reported as in Eqn (5) does not include a negative energy term and
the term is a bounded value that is between 0 and $mc^2$. The Lagrangian in polar coordinates can be expressed as below.

$$L = mc^2 \left[ 1 - \sqrt{1 - \dot{r}^2 + \frac{r^2 \dot{\theta}^2}{c^2}} \right] - V(r)$$ (6)

The intersection point of the exposed energy with the unexposed energy is at $v = \frac{\sqrt{3}}{2} = 0.866c$ and this point determines the upper limit that an object can be described using general relativity. All the observed black holes have rotational speed smaller than this critical value. The highest speed observed is that of the black hole found in the center of the NGC 1365 galaxy with a reported value of 0.84c. An object beyond this critical point cannot be analyzed without revealing its singularity. The intersection of the curves corresponds to the point where an object has its Schwarzschild radius or lengthscale parameter. After the intersection point, which would be beyond the black hole radius, all the space parameters have a quantum character and the calculations are done using the quantized geometrodynamics as formulated by Wheeler. In the next section we will also show that beyond this limit an object can reach the highest energy level that would correspond to the Planck parameters.

The exposed energy increases as shown in the figure above and higher energy levels are associated with smaller lengthscales and at the highest energy level an object’s spatial parameter correspond to the Planck parameters. This perspective is in line the idea of doubly-special relativity.

4. Wave Mechanics and Associating Space Parameters for Objects

Here we propose the use of $mc^2 = \alpha \hbar$ to find space parameters for any object. A similar formulation is the Compton wavelength, which plays an important role in determining the Compton shift and appears in Klein-Gordon equation. The equation allows parameterization of the minimum (corresponding to largest lengthscale) and the maximum energy state (smallest lengthscale) of objects in nano- and macroscale.

$$r_{max}^m = \frac{\alpha \hbar}{mc}$$ (7)

Using these space parameters, all the other parameters including the force can be determined. The equation to find the space parameters that determines the inertia of mass (gravitational radius) exhibits an inversion represented by replacing the $mc$ by the $1/Mc$ term and resulting in $(1/Mc)r_{max}^M = 2\pi \alpha \hbar$. The equations for the minimum and maximum radii exhibit a symmetry with respect to a critical mass, such as the minimum radii for lighter masses (m) can be found using the same expression that finds the maximum radii for heavier masses (M).

$$(1/mc)r_{min}^m = 2\pi \alpha \hbar$$ (8)
Similarly we can write: \( r_{\text{min}}^M = \frac{\alpha \hbar}{M c} \). Quantum effects become evident in small dimensions and the parameter that determines whether the quantum effects are dominant or not, undergoes modifications as the mass of an object changes. The product of minimum and maximum radii for all the masses considered is equal to the square of a critical length scale that is equivalent to the Planck length.

The radius or the length scale found in Eqn. 7 is two orders smaller, or 1/137 of the Compton wavelength (scale where quantum effects become dominant). The length scales employed here can be thought as parameterizing tools for different energy scales.

The equations used for the lighter masses are equivalent to the representation of the real domain, whereas the equations for the heavier masses are equivalent to the representation of the reciprocal domain and this can be seen by the use of the inverse of ‘mc’ to derive \( r_{\text{max}} \). An equivalent interpretation of the reciprocal space can be found in the literature denoted as the hologram approach. In that interpretation, the reality is considered to be the projection of the three dimensional reality on a two dimensional screen with spatial frequency equal to the Planck length.

The imaging of reality on image planes is in the reciprocal domain whether done through a lens (requiring the Fourier optics analysis) or through a pinhole. An object exhibits its maximum gravitational radiation associated with the maximum force when it has its minimum length scale (with quantum character) and the product of these two quantities is equal to the total energy of an object denoted by \( F_{\text{max}} r_{\text{min}} = mc^2 \).

\[
F_{\text{max}}^m = \frac{mc^2}{r_{\text{min}}} = \frac{c}{\alpha \hbar} \tag{9}
\]

This maximum value of the force is associated with a space parameter that is in the same order with the Planck lengthscale: \( \lambda_{\text{real}} \). For heavier masses one finds: \( F_{\text{max}}^M = \frac{M c^2}{r_{\text{min}}} = \frac{M^2 c^5}{\alpha \hbar} \). To calculate the force as a function of some real experimentally measurable distance \( (r_{\text{real}} > \lambda_{\text{real}}) \) one can use the inverse distance squared relation: \( F_{\text{max}}^M \lambda_{\text{real}}^2 = F(r) r_{\text{real}}^2 \). Finally we obtain one expressions for the force that is mass independent \( (m < m_{\text{crit}}) \) and one expression that is proportional to \( m^2 \) \( (m > m_{\text{crit}}) \). Using the expressions of \( r_{\text{min}}^m \) and \( r_{\text{max}}^m \), one can obtain space parameter \( \lambda_{\text{real}} \) that is of the order of the Planck length: \( r_{\text{min}} r_{\text{max}}^m = 2 \lambda_{\text{real}}^2 \). The mechanism that shows how the variables are linked is essential.

If we control \( r_{\text{max}}^m \) for the electron \( (m_e < m_{\text{crit}}) \), and \( r_{\text{max}}^M \) for the black hole in the NGC 1365 galaxy \( (m_{\text{BH}} > m_{\text{crit}}) \):

\[
r_{\text{elec}}^m = \frac{\alpha \hbar}{mc} = \frac{(1/137)(1.054)(10^{-34})}{(9.1)(10^{-31})(3)(10^8)} = (2.8)(10^{-15})m
\]

\[
r_{\text{BH}}^M = mc(2\pi \alpha \hbar) = 2(10^{36})(3)(10^8)\pi \frac{(1.054)(10^{-34})}{137} \approx (1.4)(10^9)m
\]
The maximum lengthscales that are found for the electron and for the black hole correspond to the lowest energy point. The radius would then decrease with the Lorentz factor as the energy is increased through the same factor. So, if we multiply the maximum radius of the Black hole with the Lorentz factor evaluated at $v = \sqrt{3}/2c$ one finds the Schwarzschild radius $r_{\text{max}} \sqrt{1 - v^2/c^2} = (0.7)(10^9)\text{m}$. This is the correct radius reported for this black hole confirming the use of the spatial parameters. The radius of the black hole will keep decreasing beyond the Schwarzschild radius as the speed increases and will converge to the Planck radius at the highest energy level. At this point of highest energy level, an object exerts its maximum force (see the expression for $F_{\text{max}}^m$ and $F_{\text{max}}^M$) on its surface assuming that all of its mass is contained within a Planck length. These units help one to express the gravitational field flux using $F_{\text{max}}^\lambda r_{\text{real}}^2 = F(r)r_{\text{real}}^2 = \text{constant}$, and the force decreases with the square of the distance. The determination of the maximum radius, minimum radius (equivalent to Planck length) and real physical parameter of an object makes the use classical radius and Schwarzschild radius redundant.

![Fig. 3. Space parameters (radii) vs mass.](image)

According to our approach, an object exhibits the maximum force (that is inversely proportional to the square of the physical distance) when it attains its maximum exposed energy and at that point the object has its smallest physical parameters, which are equal to the Planck length. We use the term physical distance so that it is not confused with the minimum and maximum space parameters that have a different character (scaling parameters) rather than a physical character. The space parameters that have the quantum character are used only to determine the energetic state of the object.

### 4.1. Newton gravitational constant and electrostatic force

Gravitational constant is the force between two objects each of a mass of 1 kg at a distance of 1 meter. At first we calculate the minimum radius of the object using
the expressions of $r_{\text{min}}^M$, $F_{\text{max}}^M$.

$$r_{\text{min}} = \frac{\alpha \hbar}{mc} = \frac{(7.297)(10^{-3})(1.054)(10^{-34})}{(1.3)(10^8)} = 2.563 \times 10^{-45} \text{m}$$

The second step relates the maximum force with the smallest lengthscale according to $F_{\text{max}}r_{\text{min}} = mc^2$ and resulting to $F_{\text{max}} = 3.5 \times 10^{61} \text{kg m/sec}^2$.

The maximum force corresponds to lengthscale of $(1.36)(10^{-36}) \text{m}$ and decreases with the square of the distance. As the distance increases from $r_{\text{min}}$ to 1 meter, one finds:

$$F = F_{\text{max}} \frac{\lambda^2_{\text{real}}}{r^2}$$

The result is 98% of the gravitational constant G. If we use the expressions of $r_{\text{min}}^m$, $F_{\text{max}}^m$ for the electron ($m < m_{\text{crit}}$), to determine the force between two electrons at a distance of 1 meter we find a force that is equal numerically to the Coulomb force.

$$F = \frac{e^2}{\hbar \alpha} \frac{\lambda^2_{\text{real}}}{r^2} = \frac{3(10^8)(137)}{6.6(10^{-35})} \frac{(1.36 \times 10^{-36})^2}{1^2} = 1.14 \times 10^{-28} \text{N}$$

$$ke^2 = 9(10^9)(1.6 \times 10^{-19})^2 = 2.3 \times 10^{-28} \text{N}$$

![Graph](image.png)

Fig. 4. $F_{\text{min}}$ and $F_{\text{max}}$ vs mass (in red). $F(r)$ at $r = 1 \text{m}$ (in blue). Four markers (in red) are forces between two electrons, two protons, two objects with a mass equal to the Planck mass and two objects with mass of 1 kg (equal to gravitational constant $G = 6.53 \times 10^{-11}$).

The calculation of the forces presented here are based on principle that agree with LT dimensional analysis, and this way we show that both the gravitational and nongravitational forces can be derived using a single mechanism. We use spatial parameters with quantum character because they are equivalent to the Compton length and De Broglie wavelength. Below we show the relation between the force as a function of the mass only. An interesting observation is that the force is independent of the mass for objects lighter than the Planck’s mass. Using the above formula one can calculate a force of around $10^2 \text{N}$ between two nucleons at a distance of $r \approx 10^{-15} \text{m}$. Using the model presented in this work that relates all the forces at
the smallest lengthscale one can find the gravitational and nongravitational force. It is known that gravitation converges to the magnitude of the other forces at the smallest length scales. We found the forces using only the mass and did not use three parameters \((k, e, G)\), thus eliminating the difference between the gravitational and nongravitational forces.

5. Conclusions

We established the idea that the correct expression of energy (the exposed energy) helps derive the expressions of other physical quantities (momentum and force). Using the exposed energy in the Lagrangian formalism the equations of motion for both the relativistic and classical physics were derived. This expression provides the insight that the experiments measure only the exposed energy and thus a lower mass. A lower mass as the system expands, which can be predicted using the exposed energy may be one of the alternatives to the dark matter and to the modified Newtonian dynamics (MOND)\(^8\). The major problem of MOND is that it cannot predict the lower mass in the system being analyzed. The exposed energy also provides a model on how to predict the upper limit of the spin of the black holes, and also the gravitational flux beyond the Schwarzschild radius.

Here in this work spatial parameters are used to derive important parameters for elementary particles and for celestial objects. These parameters exhibit an inversion at a mass that is analogous with the Planck mass. The calculation of the gravitational constant and of the electrostatic force between two elementary particles were provided as two examples to confirm the validity of the proposed mechanism. The same set of equations was used to determine the Schwarzschild radii of the black holes. The derivation of the gravitational force employs a mathematical step – denoted here as the reciprocal domain of the spatial domain – that is equivalent to the approach used by several researchers to describe the holographic representation of three dimensional reality. The need for such a set of spacetime parameters with a quantum character can help the researchers to measure other important parameters of matter. The rare equality between the physical and quantum spacetime parameters may have hindered our path to complete the full picture. For example, the accepted radius of the electron \(\approx 10^{-15}m\) is equal to \((1/137)\lambda_C\), where \(\lambda_C\) is the Compton wavelength. In the case of the electron, classical radius corresponds to its physical size, but this is not always the case for the other elementary particles.
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1. Introduction

The parallel session AT7, “Theories of gravity: alternatives to the cosmological and particle standard models” was devoted to alternative scenarios to the standard models of cosmology and particle physics. It run on Monday, July 2 and Tuesday, July 3, 2018 and included nineteen speakers. There was no poster session. There were several motivations for holding this session at the 15th Marcel Grossmann Meeting. To begin with, in the standard model of cosmology the $\Lambda$-Cold Dark Matter ($\Lambda$CDM) model based on Einstein’s General Relativity, dark energy is introduced completely ad hoc in order to explain the present acceleration of the universe. This standard model requires also the introduction of dark matter dominating (by far) ordinary baryonic matter but yet undetected in the laboratory, and it suffers from phenomenological problems. The simplest explanation to account for the cosmic speed up lies on considering a vacuum energy cosmological constant, whose origin comes from quantum fluctuations at early times. Modifying gravity may give an interplay between cosmology and quantum field theory and represents a possible alternative, albeit a wide number of proposals have been presented in recent years. Likewise, the standard model of particle physics is unable to incorporate all of the current particle phenomenology and proposed dark matter candidates. Further, the model cannot match cosmological observations in terms of expected vacuum energy and it seems to be unable to predict the required cosmological constant or any dark energy terms. In this respect, cosmology and particle physics come together
in the early universe and, surprisingly, also in theories and models of the present, accelerating universe. The main target of present-time researches is to have a self-consistent scheme which incorporates quantum field theory and general relativity in a unique scenario.

Session AT7 was designed in a wide framework to include several topics related to these problems, and spanning alternative theories of gravity and cosmology, alternatives to the ΛCDM model, quantum field theory applied to gravity, extensions of the standard model of particle physics, and dark energy and dark matter from a particle physics point of view. This session represents the interplay between, and the efforts to match, particle physics and cosmology, giving particular emphasis to the role played by particle quantum field theory in the early and the late universe.

2. Cosmology and dark energy

Stefano Bellucci presented a contribution entitled *Constraints on chameleon dark energy model from SN Ia and BAO observations*. He considered a scalar field, known as chameleon, *i.e.*, a scalar field non-minimally coupled to matter. Such a chameleon field not only can be heavy enough in the laboratory tests so that the local gravity constraints are fulfilled but also it can be light enough at cosmological scales and considered as a dark energy candidate. In his talk Bellucci used the latest observational data to constrain the parameters of the tachyonic chameleon model of dark energy. Two important functions in the analysis were considered, *i.e.*, the tachyonic potential $V$ and the non-minimal coupling function $f$ between the scalar field and matter. In general Bellucci and collaborators considered two types of these functions, *i.e.*, power-law and exponential forms. They fitted data from Type Ia supernova (SN Ia) and Baryon Acoustic Oscillations (BAO) to obtain constraints on the present matter density parameter and the free parameters in the functional form of the functions $f$ and $V$, thus showing that the scenario is compatible with observations.

Hernando Quevedo discussed *geometrothermodynamic cosmology* by applying the formalism of geometrothermodynamics to derive a fundamental thermodynamic equation. In conjunction with the Friedmann equations, this was used to construct a cosmological model. The main features of this scenario are an early phase with thermodynamic interaction, corresponding to inflation, and a late phase without thermodynamic interaction, equivalent to the standard ΛCDM model.

Orlando Luongo presented *Speeding up the universe using dust with pressure*. He showed that the standard cosmological model can be updated assuming a mechanism which cancels vacuum energy out. This enables the universe to accelerate today without the need of some sort of “quantum fluctuating” cosmological constant. To do so, he suggested that standard matter, *i.e.*, baryons and cold dark matter, can show a non-vanishing pressure. Soon after a spontaneous symmetry breaking, one recovers two cases: the first, *i.e.*, the ΛCDM model, is disfavored with respect to the second case, *i.e.*, an effective dark fluid approach, in which the universe
accelerates with a fine-tuned emergent cosmological constant. To model the matter fluid able to realize the above mechanism, he introduced a Lagrangian composed of a Lagrange multiplier and a generalized kinetic term. Further, to account for the phase transition the model presumes a fourth order potential, in which the scalar field is the one associated to matter only. Evaluating the Helmoltz free energy, it is possible to constrain the sign of the pressure, instead of postulating exotic dark energy terms. Further, once the shift symmetry is invoked on the field, the associated Noether currents show that the entropy density is conserved and particle production does not contribute, in proximity of each minima. Luongo showed the net fluid is therefore irrotational invoking the Carter-Lichnerowicz equations. From small perturbations, after cumbersome algebra, he showed that the pressure turns out to be constant as the entropy shift suggests. In such a way, the adiabatic sound speed vanishes, in agreement with previous dark fluid approaches. As a byproduct, the numerical bounds on the pressure and matter densities fulfill modern observations and, under the hypothesis of thermal equilibrium, the dark matter candidate turns out to be a highly massive WIMP particle whose mass lies in the interval $3.0 \times 10^{-1} - 1.7 \text{ TeV}$.

Behnaz Fazlpour talked about Cosmological constraints on tachyonic teleparallel dark energy model. She started from teleparallel gravity, reviewing that it is an equivalent formulation of general relativity in which instead of the Ricci scalar $R$, one uses the torsion scalar $T$ for the Lagrangian density. She showed that by adding a quintessence scalar field, and allowing a non-minimal coupling to gravity, the so-called teleparallel dark energy emerges as a natural fact. It has been proposed in her slides, and it was found, that such a non-minimally coupled quintessence theory has a richer structure than other approaches based on general relativity. The work employs tachyonic teleparallel dark energy in which a tachyon scalar field is responsible for dark energy. She focused on constraining this model with the most recent observations of Type Ia supernova (SN Ia) and Baryon Acoustic Oscillations measurements and she showed that the scenario is compatible with observations.

Ali Banijamali presented Dynamics and observational constraints on a scalar-tensor model with Gauss-Bonnet coupling. He discussed the dynamics of a scalar-tensor model of dark energy in which the scalar field, playing the role of dark energy, is non-minimally coupled to the Gauss-Bonnet invariant in four dimensions. He showed how to use the dynamical system approach to extract the critical points, finding scaling attractor solutions with the property that the ratio of the dark energy and dark matter density parameters are comparable. These solutions may alleviate the coincidence problem in cosmology and may give an explanation of it. Further, constraints on the free parameters of the model have been computed using different sources of cosmological data. In this respect, the viability of the model has been explored combining different data sets, among all Type Ia supernova (SN Ia) and Baryon Acoustic Oscillations.
Antonino Marciano talked about *Emergent inflation from a Nambu-Jona-Lasinio mechanism in gravity with non-dynamical torsion.* He discussed a new scenario of early universe inflation emerging from a Nambu-Jona-Lasinio mechanism in the presence of non-dynamical torsion, which couples to Standard Model fermions. Without introducing new scalar fields, in this model inflation emerges from a four-fermion interaction induced by the torsion. The role of the inflaton field is played by a (nonminimally coupled) composite field of Standard Model particles arising from a curved space Nambu-Jona-Lasinio mechanism. Definite predictions for gravitational waves in this inflationary model were also presented.

### 3. $f(R)$, $f(\phi, R)$, and metric-affine gravity

The class of $f(\phi, R)$ theories of gravity (where $R$ is the Ricci scalar and $\phi$ is a gravitational scalar field) is very large. Fayçal Hammad discussed scalar and tensor perturbations in this general class, talking about *Density Perturbations in $f(R, \varphi)$-Gravity with an Application to the (Varying Power)-Law Model.* Within the specific model of varying power-law modified gravity, he computed tensor-to-scalar ratio, scalar tilt, and tensor tilt. In order to be compatible with current cosmological observations, this model requires inflation to occur at an energy scale less than the GUT energy scale. It was claimed that the observed density perturbations are obtained without fine tuning.

Restricting to the (still very broad) class of $f(R)$ theories of gravity, Rocco D’Agostino discussed a model-independent method to reconstruct the Lagrangian function $f(R)$ from cosmological observations, in both the metric and the Palatini formalisms in a talk entitled *Model-independent reconstructions of $f(R)$ gravity.* The method relies on building model-independent approximations of the luminosity distance by means of rational polynomials, in order to extend the convergence radius of the standard cosmographic series (Padé polynomials and ratios of Chebyshev polynomials are used). The function $f(R)$ is reconstructed from the Hubble function versus redshift $H(z)$ by first reconstructing $f(z)$ functions and then inverting the relation $R = R(z)$. The results of this method imply small deviations from the ΛCDM model and a time-evolving effective dark energy equation of state.

Roberto Giambò spoke about perfect fluids in $f(R)$ theories, presenting analytical results on the qualitative behavior of Friedmann-Lemaître-Robertson-Walker (FLRW) cosmologies in theories coupled nonminimally to matter in his talk: *Late Time Evolution of Perfect Fluids Universes in $f(R)$ Theories of Gravity.* Assumptions on the scalar field potential arising from conformal compactification and on the fluid equation of state determine the late time behavior of the universe (big crunch if matter dominates over the scalar field, or perpetual expansion in the opposite situation).

Again in the context of $f(R)$ gravity with a nonminimal coupling of $R$ to matter, Riccardo March reviewed models and Solar System constraints. In the talk *Nonminimally Coupled Curvature-Matter Gravity Models and Solar System constraints* that
he presented, an older perturbative approach due to Chiba et al.\(^\text{10}\) was applied in\(^\text{11}\) to nonminimally coupled \(f(R) = R^{-n}\) gravity (with \(n > 0\)). It was claimed that, while pure \(R^{-n}\) gravity violates Solar System constraints, the nonminimally coupled version of this theory does not. Another nonminimally coupled model admitting a Minkowski solution was found to possess a non-Newtonian Yukawa potential in the non-relativistic limit. A study of non-geodesic trajectories of test particles around a static spherical body was also reported.

In the broad context of metric-affine theories of gravity, concerning the contribution \textit{Constraining metric-affine gravity with particle scattering}, Adrià Delhom I Latorre discussed how to probe non-metricity with particle scattering and how to constrain Ricci-based gravity from scattering data. Arguing that torsion and non-metricity could originate from new physics associated with defects in a hypothetical spacetime microstructure, he showed effects of non-metricity which are presumably observable in quantum fields in the form of 4-fermion contact interactions. Bhabha scattering then constrains the scale of non-metricity to be larger than 1 TeV (that is, orders of magnitude higher than previous experimental constraints)\(^\text{12}\).

4. \textbf{Symmetry violations}

Deviations from the Standard Model of particle physics may take the form of symmetry violations. In a talk entitled \textit{CP violation in space}, Giovanni Maria Piacentino discussed a new proposal to probe direct CP violation in anti-matter by measuring the branching fraction of CP-violating \(K_L\) decays in space. He showed that, at the altitude of the International Space Station, gravitational effects could change the level of CP violation to the point that a 5\(−\sigma\) discrimination would be possible by collecting the \(K_L\) produced by the cosmic proton flux within a few years.

Gravitational waves in the presence of string axion dark matter and the gravitational Chern-Simons coupling were instead the subject of Daiske Yoshida’s contribution, \textit{Exploring the string axiverse and parity violation in gravity with gravitational waves}. He reported on two recent papers\(^\text{13,14}\) and discussed how parametric resonance of gravitational waves occurs due to coherent oscillation of the string axion and how circular polarization of gravitational waves is induced by the Chern-Simons coupling. The observational constraints set on the model by the failure to observe these two effects were also presented.

5. \textbf{Quantum gravity-inspired scenarios}

In a talk entitled \textit{The gravity’s rainbow cosmological constant}, Remo Garattini reported on his computation of the zero point energy due to quantum fluctuations around a fixed background using a reformulation of the Wheeler-DeWitt equation. Using a variational approach with Gaussian trial wave functionals, the first loop contribution of the graviton to the zero point energy was computed, controlling
ultraviolet divergences with a distorted gravitational field (the “gravity rainbow’). This finite zero point energy was identified with the induced cosmological constant.

Gabriele Gionti presented recent results of a Hamiltonian analysis of asymptotically safe quantum gravity in his talk entitled *Bouncing and Emergent Universes from Hamiltonian Analysis of Asymptotically Safe Quantum Gravity*. While renormalization group (RG) approaches to quantum gravity suggest that Newton’s constant $G$ and the cosmological constant $\Lambda$ run with the characteristic energy scale, it is not clear how to embed this modification of Einstein theory in Dirac’s theory of constrained systems. The Hamiltonian formalism for RG scale-dependent $G$ and $\Lambda$ were discussed with regard to Dirac’s constraint analysis. It was reported that, under certain conditions, the algebra of Dirac constraints is closed. Brans-Dicke theory was also studied as a Dirac constrained system and compared with modified gravity via asymptotically safe quantum gravity. Assuming asymptotic safety, the results were applied to the early universe: in the minisuperspace with FLRW geometry, the RG-improved Friedmann equations exhibit solutions describing bouncing and emergent universes. While, classically, emergent universes are only found in closed topology (curvature index $K = +1$), in the sub-Planckian regime they exist also for flat and open ($K = 0, -1$) topologies.

### 6. Miscellaneous

Sayantan Choudhury talked about *COSMOS-e-soft Higgsotic attractors*. He showed an algorithm to study the cosmological consequences from a huge class of quantum field theories (*i.e.*, superstring theory, supergravity, extra-dimensional theory, modified gravity, *etc.*), which are equivalently described by soft attractors in the effective field theory framework. He restricted the analysis to two scalar fields — dilaton and Higgsotic fields minimally coupled with Einstein gravity, which can be generalized to any arbitrary number of scalar field content with generalized non-canonical and non-minimal interactions. He used $R^2$ gravity to study the attractor and non-attractor phase and he presented also theoretical bounds on the amplitude, tilt and running of the primordial power spectrum and other quantities of interest. Additionally, three possible theoretical proposals have been presented to overcome the tachyonic instability at the time of late time acceleration. Last but not least, he provided also the bulk interpretation from the three- and four-point scalar correlation functions for completeness.

Andrea Addazi discussed aspects of black hole physics in extended theories of gravity. In his presentation, he focussed on classical evaporation and anti-evaporation instabilities, discussing their implications for black hole thermodynamics. He put particular emphasis on their connections with deformed energy conditions.

Aram Saharian spoke about *Current densities in braneworlds with compact dimensions*. There, the vacuum expectation values (VEVs) of the current densities for charged scalar and fermionic fields were investigated in braneworlds on AdS
spacetime with toroidally compact spatial dimensions and in the presence of a constant Abelian gauge field. Because of the non-trivial topology, the latter gives rise to an Aharonov-Bohm type effect for currents. The VEVs are thus decomposed into the purely AdS and brane-induced contributions. Both contributions are periodic functions of the magnetic flux enclosed by compact dimensions, with the period equal to the flux quantum. The asymptotic behavior of the current density along compact dimensions was investigated near the branes, near the AdS boundary, and near the horizon. In the talk, it was shown that, unlike the case of the Minkowski bulk, the total current density in supersymmetric models on an AdS bulk does not vanish.

Arban Uka in *New perspective in achieving the unification theory according to the ideas of Einstein and Wheeler* dealt with a philosophical conjecture between relativity and quantum physics.

7. Conclusions

The session AT7 represented the principal session in which different aspects of particle physics matched cosmology in a broad sense. The scope of the session was to stress the strong need of unifying quantum field theory with general relativity in a future context of a more universal theory. All the talks provided hints and represented first attempts toward this ambitious target.
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Stellar-mass black holes come from the deaths of massive stars, and have been observed both in our own Galaxy and in other galaxies. Supermassive black holes have masses of up to 10,000,000,000 times the mass of the Sun and reside at the centers of galaxies. Intermediate-mass black holes (IMBHs), with masses in between these two regimes, are elusive and represent the missing link. When a compact object ventures too close the IMBH, it is captured because of the emission of gravitational waves, to be eventually swallowed whole when it crosses the event horizon. The process, an intermediate-mass ratio inspiral, represents a mapping of warped spacetime and can be observed with existing gravitational-wave ground-based detectors. Depending on the dynamical parameters, IMRIs can be detected jointly with space-borne ones, which will allow us to do multi-band width gravitational-wave astronomy.
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1. Introduction

Contrary to the Newtonian description of gravity, in the theory of relativity compact objects can lose energy via the emission of gravitational radiation. A small compact object such as a stellar black hole, a neutron star, or a white dwarf, can therefore form a bound system with a massive black hole because of the emission of gravitational waves1,2. Since the binary loses energy, the semi-major axis shrinks which, combined with the precession and the change of inclination, represent a unique probe of spacetime around massive black holes in strong gravity3. The number of cycles that the small compact object will have to go until the plunge through the event horizon is roughly proportional to the mass ratio. Because this mass ratio is at least of five orders of magnitude, we call these systems extreme-mass ratio inspirals, EMRIs.

At such mass ratios, similar mass-ratio techniques to derive the waveforms are not useful, to say the least, because self-force is crucial4. But the problem is even more challenging than that, because the binary is not isolated. Surrounding it, the host environment can contain up to a few tens of millions of stars2. Since EMRI orbits are very eccentric, this poses another challenge at apocenter, where the bulk of the stellar system might have an impact at certain semi-major axes. This means that, in order to address the EMRI problem, we need to take into account not...
“just” the relativistic two-body problem at these extreme mass ratios, but also the a-few-tens-of-millions body problem.

In spite of all of these problems, there has been impressive progress over the last two decades\textsuperscript{2}. Even if we do not have a waveform which describes in precision this systems, there are good enough approaches that have proven to be accurate enough to ensure detection and, taking into account the restrictions of the different approaches, parameter extraction\textsuperscript{5}.

EMRIs are formed in galactic nuclei via two-body relaxation, which allows us to address this problem, within limitations, in an analytical way thanks to the analysis of the loss-cone\textsuperscript{6–9}. This relies on the fact that the massive black hole is fixed at the centre of the system. Lighter-mass black holes, i.e. intermediate-mass black holes IMBHs, see\textsuperscript{10,11} for reviews, with masses $\gtrsim 100\, M_\odot$ (but less massive than supermassive black holes) therefore pose a problem. We rely on numerical simulations to obtain a description of the process of formation and evolution of intermediate-mass ratio inspirals (IMRIs). This is unfortunate, because one numerical simulation of a cluster containing a realistic number of stars can last a few months of time to achieve a relevant amount of time\textsuperscript{12}. The first numerical simulation of a globular cluster with an IMBH that formed an IMRI was performed by\textsuperscript{13}. Their findings were corroborated by\textsuperscript{14} and also the work of\textsuperscript{15}, which is almost a replica of their numerical setup. Also,\textsuperscript{16} explore compact binaries forming with IMBHs, but in a lighter regime. These different numerical simulations show that IMRIs form at very small semi-major axes, $a \sim 10^{-5}\,\text{pc}$, and very high eccentricities, $e \gtrsim 0.999$, very likely (since the data writing does not capture the small timescale for this particular event) following the hyperbolic capture scenario described by\textsuperscript{17}, and see\textsuperscript{18–22} for more recent works.

2. Cascade of harmonics

In Fig. (1) we show two typical examples of IMRIs forming at low-frequencies, within the LISA bandwidth, and merging in the range of ground-based detectors, such as the ET\textsuperscript{23,24} or LIGO/Virgo. Because of the inspiral, it would be ideal to have a decihertz detector operating simultaneously to LISA and LIGO/Virgo such as the DECi-hertz Interferometer Gravitational Wave Observatory SOGRO, see\textsuperscript{26,27} or the geocentric Tian Qin\textsuperscript{28}. We can see that LISA can forewarn ground-based detectors up to five years in advance, and tenths of seconds of precision, so that ET (or LIGO/Virgo, depending on the parameters of the source) can optimise their sensitivity to optimise the detection.

3. Conclusions

IMRIs forming in globular clusters and have very high eccentricities and small semi-major axes, and are detectable both with space-borne observatories and ground-based detectors.
Fig. 1. Strain of the gravitational wave as a function of the frequency. The gravitational wave is approximated in the quadrupolar derivation of \(29\) in different harmonics, and we only show the first ten. The left curve corresponds to the LISA sensitivity curve and the lower-frequency, U-shaped curve to the Einstein Telescope, and the higher-frequency curve to Advanced LIGO. In each panel we give the initial parameters for the binary; namely the mass of the IMBH, \(M_{\text{IMBH}}\), in solar masses, the mass of the compact object, \(m_{\text{CO}}\), the initial semi-major axis, \(a_0\) in pc, the initial eccentricity \(e_0\), the distance to the source, \(D\), as well as the timescale for merger, \(T_{\text{merg}}\), in years. Along the second harmonic, which is the predominant one at higher frequencies, we show different values of the eccentricity and the periapsis in Schwarzschild radii, \(R_S\) at different moments in the evolution of the IMRI. The left panel corresponds to an IMBH of mass 300 \(M_\odot\) and a stellar-mass black hole of 10 \(M_\odot\) at a distance of 2 Gpc. The right panel depicts a binary of 800 \(M_\odot\) and a neutron star of 1.4 \(M_\odot\) at a distance of 1 Gpc.

The combined detection of a source of gravitational waves has been addressed in the literature previously \(30\)–\(34\), but with mass ratios not larger than 10. The joint detection of similar mass ratios for small compact objects, as motivated by the first detections of LIGO/Virgo, have been discussed by \(35\), and \(36\), who showed that a multi-bandwidth detection of this kind of binaries is only possible for circular binaries, so that the information about the formation channel (dynamical or via stellar evolution) cannot be obtained.

Conjunct IMRI detections from the space and the ground will allow us to place improved constraints on the physical parameters. A combined detection enables the possibility of splitting the different degeneracies as well. LISA can detect the inspiral with enough signal-to-noise ratio \(37\) and hence it can forewarn ground-based detectors years in advance with seconds and even tenths of seconds of precision. The ET and LIGO/Virgo can detect the merger with a very large SNR in the former case, of up to a few thousand, and LIGO/Virgo with more modest values, but still well above the threshold \(37\). If LISA is operating at the same time as ET or LIGO/Virgo, one should think of them as a single detector. These results are discussed in more detail in the recent work of \(37\).
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We compare two action integrals and identify the Lagrangian multiplier to set up a constraint equation on cosmological expansion. This is a direct result of the fourth equation of our manuscript which unconventionally compares the general-relativity action integral with the second derived action integral. This leads to Eq. (3)–(5), a bound on the cosmological constant. We replace the Hamber quantum-gravity reference-based action integral with a result from Klauder’s “Enhanced Quantization,” while showing its relevance to early-universe black-hole production and the volume of space producing 100 black holes of \( 10^2 \) Planck mass in a radius of \( 10^3 \) Planck length for entropy of about 1000.
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1. Basic Idea, Can Two First Integrals Give Equivalent Information?

Instead of using the Hamber result\(^1\) for a first integral, we use what John Klauder’s first integral\(^2\) to make a one–one equivalence with the first integral associated with general relativity.\(^3,4\) We have a one–one relationship between two first action integrals.\(^5\) The two integrals have a one–one and onto relationship by details.\(^6,7\)

2. Now for the General Relativity First Integral\(^5\)

We use Padmanabhan’s first integral\(^7,8\) (Eq. (1)), with a Ricci scalar\(^9\) and usually the curvature, \( \mathcal{R} \), set as extremely small, with general relativity\(^2,10\)

\[
S_1 = \frac{1}{2\kappa} \int \sqrt{-g} \, d^4x (\mathcal{R} - 2\Lambda) - g = -\det g_{uv} \quad \mathcal{R} = 6 \left[ \frac{\dddot{a}}{a^2} + \left( \frac{\dot{a}}{a} \right)^2 + \frac{\dot{a}}{a} \right].
\]

(1)

Also, the variation of \( \delta g_{tt} \approx a_{min}^2 \phi \)\(^11,12\) will have an inflaton, \( \phi \), which is combined into other procedures for a solution to the cosmological constant problem. Here, \( a_{min} \) is a minimum value of the scale factor.\(^5,9\)

3. The Idea from Klauder

Next, a restricted quantum action principle\(^2\) (p. 78) \( S_2 \) with one–one equivalence,\(^1,3,5\)

\[
S_2 = \int_0^T dt \left[ p(t)\dot{q}(t) - H_N(p(t), q(t)) \right] \approx S_1 = \frac{1}{2\kappa} \int \sqrt{-g} \, d^4x (\mathcal{R} - 2\Lambda).
\]

(2)
We assume $\Lambda$ is a constant. Hence, we assume the following approximation,
\[ \frac{p_0^2}{2} = \frac{p_0^2(N)}{2} + N; \quad \text{for } 0 < N \leq \infty \text{ and } q = q_0 \pm p_0 t \] (3)
\[ V_N = \begin{cases} 0; & \text{for } 0 < x < 1 \\ N; & \text{otherwise} \end{cases} \] (4)
\[ H_N(p(t), q(t)) = \frac{p_0^2}{2} + \left( \frac{\hbar \pi}{2} \right)^2 + N; \quad \text{for } 0 < N \leq \infty. \] (5)
Our innovation is to equate $q = q_0 \pm p_0 t \sim \phi$ and assume small time-step values:
\[ \Lambda \approx \frac{\left[ \frac{V_0}{3\gamma-1} + 2N + \gamma(\gamma-1)}{8\gamma G^2} \right] + \left\{ 6 \left[ \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 \right] \right\}_{t=\bar{t}}. \] (6)
These terms within the bubble of space–time use the same inflaton potential. The scale factor is presumed to obey the value of that in Camarade et al.\(^9\)

4. Why This Is Linked to Gravity/Massive Gravitons

Klauder’s program\(^2\) is to embed via Eq. (6) as a quantum-mechanical well for a Pre-Planckian system for inflaton physics,\(^2\) (Eq. (3)) as given in Klauder’s treatment of the action integral\(^9\) (p. 87) where Klauder talks of the weak correspondence principle in which an enhanced classical Hamiltonian is given one–one correspondence with quantum effects in a nonvanishing fashion. Thus, $m_g = \frac{\hbar \sqrt{\Lambda}}{c}$.\(^{13}\)

5. Reviewing Penrose’s Multiverse CCC Generalization and Suggestions as to a Uniform Bound to the Graviton

We extend Penrose’s suggestion of cyclic universes, black-hole evaporation, and the embedding structure in which our universe is contained. This multiverse embeds black holes and may resolve what appears to be an impossible dichotomy. The following\(^{14}\) has serious relevance to the final part of the conclusion. There are no fewer than $N$ universes undergoing Penrose “infinite expansion”\(^{15}\) contained in a mega universe structure. Furthermore, each of the $N$ universes has black-hole evaporation, with Hawking radiation from decaying black holes. If each of the $N$ universes is defined by a partition function, called $\{ \Xi_i \}_{i=1}^N$, then there exist an information ensemble of mixed minimum information correlated as about $10^7$–$10^8$ bits of information per partition function in the set $\{ \Xi_i \}_{i=1}^N$ before. So, minimum information is conserved between a set of partition functions per universe.\(^{14}\)
\[ \{ \Xi_i \}_{i=1}^N \big|_{\text{before}} \equiv \{ \Xi_i \}_{i=1}^N \big|_{\text{after}}. \] (7)
However, there is nonuniqueness of information put into each partition function $\{ \Xi_i \}_{i=1}^N$. Furthermore, Hawking radiation from the black holes is collated via a strange attractor collection in the mega universe structure to form a new big bang for
each of the $N$ universes represented by $\{\Xi_i\}_{i=1}^N$. Verification of this mega structure compression and expansion of information with a nonuniqueness of information placed in each of the $N$ universes favors ergodic mixing treatments of initial values for each universe expanding from a singularity beginning. The $n_f$, $S_{\text{entropy}} \sim n_f$.\(^{16}\) Tying this energy in, as in Eq. (11), requires ignoring the formation of a nontrivial gravitational measure as a new big bang for each universe: $n(E_i)$. The density of states at a given energy $E_i$ for each partition function.\(^{14}\)

\[
\{\Xi_i\}_{i=1}^N \propto \left\{ \int_0^\infty dE_i \cdot n(E_i) \cdot e^{-E_i} \right\}_{i=1}^N .
\] (8)

Each $E_i$ identified with Eq. (8) iterates for $N$ universes.\(^{14,15,17}\) Then, in the following two claims on the universe, as a mixed state, black holes playing a major part.

**Claim 1** Where subscripts $bn$ and $an$ refer to before and after nucleation,

\[
\frac{1}{N} \sum_{j=1}^N \Xi_j|_{bn} \xrightarrow{\text{vacuum nucleation transfer}} \Xi_i|_{an} .
\] (9)

For $N$ universes, with each $\Xi_j|_{bn}$ for $j = 1$ to $N$ being the partition function of each universe just before the blend into the RHS of Eq. (12) for our present universe. Also, each of the independent universes given by $\Xi_j|_{bn}$ is constructed by the absorption of one to ten million black holes taking in energy.\(^{14,15}\) Furthermore, the main point is in terms of general ergodic mixing.

**Claim 2**

\[
\Xi_j|_{bn} \approx \max_{k=1} \Xi_k|_{\text{black holes in the } j\text{th universe}} .
\] (10)

In Claims 1 and 2, we show how a multidimensional black-hole physics enables continual space–time mixing\(^{14,15}\) largely to avoid the anthropic principle and its preferred set of initial conditions. Claim 2 is CCC cosmology: First, have a big bang (initial expansion) for the universe, for say redshift $z = 10$. At ten billion years ago, SMBH formation starts. Matter–energy is vacuumed up by the SMBHs. Then,\(^{11}\)

\[
\Lambda = c_1 \cdot T^3 .
\] (11)

c\(_1\) is constant. Penrose’s proposal (Eq. (1)) evaluates a change in the metric $g_{ab}$ by a conformal mapping $\Omega$ to $\tilde{g}_{ab} = \tilde{\Omega}^2 g_{ab}$. Penrose suggested\(^{14,15}\)

\[
\tilde{\Omega} \longrightarrow \tilde{\Omega}^{-1} .
\] (12)

Infall into cosmic black holes has been the most useful mechanism for the recycling apparent in Eq. (12) with the caveat that $h$ is kept constant from cycle to cycle as represented by $h_{\text{old}} = h_{\text{new}}$. We claim that the invariance of the Planck $h$ combined with Eq. (10) gives a good indication of a uniform mass to a graviton, per cycle,
provided that $h_{old} = h_{new}$ holds. Note that all these above results should be compared with the initial Hamber-based results,\(^1\) which led to an initial idea.\(^5\) That is, we claim we have kept full fidelity with this program and improved on it.

We have what is known as a scale factor $a(t)$, which is nearly zero in the Pre-Planckian regime of space–time and equal to 1 in the present era. In addition, we will define, for the purpose of analysis of the integrals:

$$\int dt \sqrt{g_{tt} V_3(t)} = V_4(t) \sim 2\pi^2 a^4 \quad V_3(t) = \frac{2\pi^2 a(t)^3}{3} \quad k_2 = 9(2\pi^2)^\frac{1}{3}$$\quad (13)

Here, the subscripts 3 and 4 in the volume refer to three- and four-dimensional spatial dimensions, and this will lead to us writing, a first integral,\(^1\) if $G$ is the gravitational constant, a first integral defined by\(^1,5\)

$$S_1 = \frac{1}{24\pi G} \left[ \int dt \sqrt{g_{tt}} \left( \frac{g_{tt} V_4^2}{V_3(t)} + k_2 V_3^2(t) - \Lambda V_3(t) \right) \right].$$\quad (14)

Compare this to the Padmabhan first integral\(^7\) of the form Eq. (1), with a Ricci scalar\(^3\) and usually the curvature $R_3$ set as extremely small.

Our presentation uses all this, and aligns it with the ideas of the Klauder’s enhanced quantization\(^2\) for what we think is a better extension of the same idea. We have improved upon this idea, and it is in full fidelity with the FFP 15 presentation.\(^5\)

To obtain maximum results, we assume

$$\sqrt[2]{g_{tt}} \left( \frac{g_{tt} V_4^2}{V_3(t)} + k_2 V_3^2(t) \right) \sim \frac{1}{2\kappa} \int \sqrt{-g} \cdot d^3x \cdot \left\{ 6 \cdot \left[ \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 \right] \right\}$$\quad (15)

and

$$\sqrt[2]{g_{tt}} \Lambda V_3(t) \sim \frac{1}{2\kappa} \int \sqrt{-g} \cdot d^3x \cdot (2\Lambda) \rightarrow \Lambda \sim \frac{1}{\kappa} \sqrt{\frac{-g}{\delta g_{tt} \approx a_{min}^2 \phi}} \cdot \Lambda. $$\quad (16)

So, we argue that we have related “the Lagrangian multiplier and the cosmological constant.”\(^5\) We obtain the exact same physics for when we appeal to Eq. (7) as a bound to the enhanced quantization, hence we have extended our basic idea.\(^2,5\)

6. Conclusion, Relevance to Black-Hole Production

Our assumption is that the Lagrangian multiplier is roughly equivalent to a mass of about $10^4$ times the mass of a Planck-sized black hole. That is, we have black holes initially produced which are say $10^2$ times the Planck mass. In Corda’s recent work,\(^18\) we have that $n$ is the quantum number where the Planck mass is normalized to 1. So, then, if there are $10^2$ black holes of mass $10^4$ times Planck mass $M = 10^2 m_{\text{Planck}} = 100$. Here we simplify a horizon volume.

$$\Delta V_{n-1 \rightarrow n} \approx 10^2 \times \Delta V_{n-1 \rightarrow n} \approx 10^3 \times 16\pi \cdot \frac{n}{4 \times 10^4} \cdot \sqrt{1 - \frac{n - 1}{n}}.$$\quad (17)
We assume $10^2$ mini black holes, each with a mass of $10^2$ times Planck mass. So, we find $n$ for quantum number.\(^\text{18}\) Then we have an entropy count, on r.h.s. as

$$16\pi \cdot \frac{n}{4 \times 10^4} \cdot \sqrt{1 - \frac{n-1}{n}} \approx 10^6. \quad (18)$$

At 1000 Planck lengths, 100 mini black holes appear, each about 100 Planck masses, restricting $n$. Use Eq. (18) to choose a quantum value for quantization level used to penetrate beyond the shell creating the cosmological constant modeled in Eq. (6). The entire mass of initial black holes, $10^4$ Planck masses, would also scale to the right-hand side of Eq. (16). We use Corda’s result\(^\text{18}\) to delineate the quantum value of relic black holes and a quantum state commensurate with penetrating from Pre-Planckian to Planckian physics. Second, if there are, say, ten gravitons produced per relic black hole and 100 relic black holes, say, in a sphere of about 1000 times Planck distance, we can by Ng infinite quantum statistics,\(^\text{16}\) as has been done by the author time and time again (entropy as a counting algorithm) of black holes creating entropy, use this above procedure to estimate an initially generated entropy of the order of $10^3$, in the immediate aftermath of black hole production, with $n$, as calculated by Eq. (18) as the production of initial entropy. We argue that all the above will, if we equate the nucleated black-hole mass of 100 relic black holes as proportional to the right-hand side of Eq. (16), lead to an integrated version of initial mass-energy. Note that the nonsingular start to the universe is justified.\(^{4,9,19}\)
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The first observational indication of the gravitomagnetic monopole is reported, based on the X-ray observations of an astrophysical collapsed object: GRO J1655-40. Earlier, the three independent primary X-ray observational methods gave significantly different spin values for GRO J1655-40. We show that the inclusion of an extra parameter, corresponding to the gravitomagnetic monopole, makes the spin and other parameter values inferred from the three methods consistent with each other. In addition, our result weakly indicates that GRO J1655-40 could also be a naked singularity.
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1. Introduction

In 1931, British physicist P. A. M. Dirac showed that if the magnetic monopoles exist in the universe, then all electric charge in the universe must be quantized.1,2 When the analogy of Einstein’s general relativity is drawn with electromagnetism, ‘gravitoelectric charge’ exists and is referred to as ‘mass’ which is an important constituent of the physical world. The next evident question that arises is ‘does gravitomagnetic charge or the so-called gravitomagnetic monopole exist in nature?’3 Historically, Newman, Tamburino and Unti discovered a stationary and spherically symmetric vacuum solution (which is now known as the NUT solution) of the Einstein’s equation, that contains the gravitomagnetic monopole or the so-called NUT parameter.4 Though this gravitomagnetic monopole is physically interpreted as “a linear source of pure angular momentum”, i.e., “a massless rotating rod” 5–8, and is the proposed gravitational analogue of Dirac’s magnetic monopole, an observational evidence of this aspect of fundamental physics was elusive3.

Perhaps Lynden-Bell and Nouri-Zonoz9 were the first to motivate such an investigation. They argued that the best place to look for the gravitomagnetic monopole is in the spectra of supernovae, quasars, or active galactic nuclei. We demonstrate that the X-ray observations of a black hole X-ray binary (BHXB), i.e., an accreting stellar-mass collapsed object, can provide a way to detect a non-zero NUT parameter or the gravitomagnetic monopole. A rotating astrophysical collapsed object is generally described by the Kerr spacetime10, and is characterized by only two parameters: mass and spin. Depending on the spin value of the rotating astrophysical collapsed object, it could be a black hole, or a naked singularity (also sometimes...
called a “superspinar”) which is visible in principle to external observers. Now, if the Kerr spacetime contains the gravitomagnetic monopole or vice-versa, it is regarded as the Kerr-Taub-NUT (KTN) spacetime. This is geometrically a stationary, axisymmetric vacuum solution of Einstein equation, and reduces to the Kerr spacetime if the NUT parameter is zero. Thus, if one can identify a collapsed object with the KTN spacetime, this could establish the existence of the gravitomagnetic monopole. Here, we demonstrate that the X-ray observations of a black hole X-ray binary (BHXB), i.e., an accreting stellar-mass collapsed object, can provide a way to infer and measure the gravitomagnetic monopole. Although, the collapsed object is generally thought to be a black hole, i.e., a singularity covered by an event horizon due to the Cosmic Censorship Conjecture, we do not exclude the possibility that it could also be a naked singularity in some cases. However, before going into detail, we first briefly recapitulate the KTN spacetime and discuss some important observables which are useful to explore the possibility of gravitomagnetic monopole in nature.

2. Kerr-Taub-NUT Spacetime and Fundamental Frequencies
The metric of the KTN spacetime can be expressed as

\[ ds^2 = \frac{\Delta}{\rho^2} (dt - A d\phi)^2 + \frac{r^2}{\Delta} dr^2 + p^2 d\theta^2 + \frac{1}{\rho^2} \sin^2 \theta (adt - B d\phi)^2 \]  

with

\[ \Delta = r^2 - 2Mr + a^2 - n^2, \quad p^2 = r^2 + (n + a \cos \theta)^2, \]
\[ A = a \sin^2 \theta - 2n \cos \theta, \quad B = r^2 + a^2 + n^2, \]

where \( M \) is the mass, \( a/M \) is the Kerr parameter and \( n/M \) is the NUT parameter.

Now, using the metric components \( (g_{\mu\nu}) \) of KTN spacetime one can obtain the three fundamental frequencies. The orbital frequency can be written as

\[ \Omega_{\phi}^{\text{KTN}} = 2\pi \nu_{\phi}^{\text{KTN}} = \pm \frac{\sqrt{m^2 + \frac{a^2}{r^2 + n^2}}}{r^2 + n^2} \pm \frac{a}{m^2}, \]

where \( m = M (r^2 - n^2) + 2n^2r \). Here, the upper sign is applicable for the prograde orbits and the lower sign is applicable for the retrograde orbits. Similarly, the radial and vertical epicyclic frequencies are written as:

\[ \nu_{r}^{\text{KTN}} = \frac{\nu_{\phi}^{\text{KTN}}}{m^2 (r^2 + n^2)} \left[ M(r^6 - 2n^6 + 15n^4r^2 - 15n^2r^4) - 2M^2 (3r^4 - 2n^2r^2 + 3n^4) \right. \]
\[ - 16n^4r^3 \pm 8ar^2 \{ M(n^4 + 6n^2r^2 - 3r^4) - 8n^2r^3 \} \left. \right]^{1/2} \]  

(4)
and

\[ \nu_0^{\text{KTN}} = \frac{\nu_0^{\text{KTN}}}{m^\frac{1}{2}} = \frac{m^\frac{1}{2}}{r^2 + n^2} \left[ M(r^6 - n^6 + 15n^4r^2 - 15n^2r^4) + 2n^2r(3r^4 - 2n^2r^2 + 3n^4) \right. \\
+ 16M^2n^2r^3 + 4ar^2m^\frac{1}{2}(n^2 + Mr)(n^2 + r^2) \\
\left. - a^2 \left( M(n^4 + 6n^2r^2 - 3r^4) - 8n^2r^3 \right) \right]^{\frac{1}{2}} \]  

(5)

respectively. Setting the square of Eq. (4) equal to zero (i.e., \( |\nu_0^{\text{KTN}}|^2 = 0 \)), we obtain the innermost stable circular orbit (ISCO) condition as follows\(^{13,14} \):

\[ M(r^6 - n^6 + 15n^4r^2 - 15n^2r^4) - 2M^2r(3r^4 - 2n^2r^2 + 3n^4) \\
- 16n^4r^3 \pm 8ar^2m^\frac{1}{2} + a^2 \left( M(n^4 + 6n^2r^2 - 3r^4) - 8n^2r^3 \right) = 0. \]  

(6)

The gravitational redshift in the KTN spacetime is expressed as\(^3 \):

\[ Z^{\text{KTN}} = \frac{r^\frac{1}{2}(r^2 + n^2) + a m^\frac{1}{2}}{\left[ (r^2 + n^2) \left\{ r(r^2 - 3n^2) + M(n^2 - 3r^2) + 2a(mr)^\frac{1}{2} \right\} \right]^\frac{1}{2}}. \]  

(7)

3. Exploring the possibility of non-zero gravitomagnetic monopole

\( a/M \) measurement can be very useful to probe the strong gravity regime and to characterize the collapsed object. Some of the X-ray spectral and timing features which originate from the accreted matter within a few gravitational radii of a collapsed object in a BHXB, is generally used to measure \( a/M \)\(^{15-17} \). There are two main spectral methods for \( a/M \) estimation: (1) using continuum X-ray spectrum\(^{16} \), and (2) using broad relativistic iron \( K\alpha \) spectral emission line\(^{15} \). There is also a timing method based on the relativistic precession model (RPM) of quasi-periodic oscillations (QPOs) of X-ray intensity\(^{18} \).

In continuum X-ray spectrum method, thermal spectral component from the accretion disk is fit with a relativistic thin-disk model, and this gives a measure of the \( r_{\text{in}} \). Then from a known \( M \) and \( r_{\text{ISCO}}/M \) values, \( a/M \) is inferred assuming Kerr spacetime. In the second method, a broad relativistic iron \( K\alpha \) spectral emission line in X-rays is observed from many BHXBs, which is believed to originate from the reflection of hard X-rays from the inner part of the geometrically thin accretion disk. The red wing of the line that determines the observed constraint on \( a/M^{19} \), gives a measure of the gravitational redshift at the disk inner edge radius \( r_{\text{in}} \), and for \( r_{\text{in}} = r_{\text{ISCO}} (r_{\text{ISCO}} \text{ is the innermost stable circular orbit (ISCO) radius}) \), the \( a/M \) value is inferred for a prograde accretion disk assuming the Kerr spacetime.

In the QPO-based timing method, three observed QPO frequencies are used to estimate \( a/M \): (a) the upper high-frequency (HF) QPO, (b) the lower HFQPO, and (c) the type-C low-frequency (LF) QPO\(^{18} \). This method is based on the relativistic precession model (RPM)\(^{21,22} \), in which the Type-C QPO frequency is identified with the LT precession frequency \( (\nu_{\text{LT}})^{23-25} \), and the upper and lower HFQPO frequencies are identified with the orbital frequency \( (\nu_o) \) and the periastron precession.
frequency ($\nu_{\text{per}}$) respectively. In Kerr spacetime, each of these three frequencies is a function of three parameters: $M$, $a/M$ and $r_{\text{qpo}}$ ($r_{\text{qpo}}$ is the location of origin of these QPOs). Therefore, one can obtain the numerical values of these three parameters for a particular Kerr compact object using the RPM method.

The RPM method could be fully applied for GRO J1655–40, as the above-mentioned QPOs could be simultaneously observed only from this BHXB. The mass of GRO J1655–40 is either $(6.3 \pm 0.5)M_\odot$ or $(5.4 \pm 0.3)M_\odot$. It is not known until now, which mass value is reliable. The observed frequencies of the above-mentioned three simultaneous QPOs imply $\nu_\phi = 440$ Hz, $\nu_{\text{per}} = 300$ Hz and $\nu_{\text{LT}} = 17$ Hz for GRO J1655–40. Using these frequencies, Motta et al. determined $a/M \approx 0.286 \pm 0.003$, $M \approx (5.31 \pm 0.07)M_\odot$ and $r_{\text{qpo}} \approx (5.68 \pm 0.04) M$. Moreover, GRO J1655–40 is currently the only BHXB, for which all the three above-mentioned $a/M$ estimation methods are available. Thus, this source provides a unique opportunity to test the reliability of these methods by comparing the three estimated $a/M$ values. The timing method gives $a/M \approx 0.286 \pm 0.003$, the line spectrum method gives $a/M \approx 0.90 - 0.99$, and the continuum spectrum method gives $a/M \approx 0.65 - 0.75$ for GRO J1655–40. Therefore, the $a/M$ value inferred from these three methods are grossly inconsistent with each other.

Are these three methods missing an essential ingredient, is it possible to make these methods reliable? We explore an possibility that the inclusion of NUT charge may make the results from these three methods consistent, and it suggests that gravitomagnetic monopole exists in nature. We have already calculated the important observables with non-zero NUT parameter values, i.e., by considering the KTN spacetime, instead of the previously used Kerr spacetime. Now, we can use those results directly to show the possibility of existence of non-zero gravitomagnetic monopole in GRO J1655–40.

As we have already discussed, we can apply the RPM method to GRO J1655–40 using KTN spacetime, instead of Kerr spacetime which was used in:

$$
\nu_\phi^{\text{KTN}} = 440 \text{ Hz}; \quad \nu_{\text{per}}^{\text{KTN}} = 300 \text{ Hz}; \quad \nu_{\text{LT}}^{\text{KTN}} = 17 \text{ Hz.}
$$

Using Eqs. (3–5) we can solve Eqs. (8) for $a/M$, $M$ and the radius $r_{\text{qpo}}$ of QPO origin for a given $n/M$ value. For $n = 0$, one can easily recover the above-mentioned parameter values as described in. As the three equations are also satisfied for other non-zero values of $n$, a new range of $n$ could be found, and this can give the same QPO values for GRO J1655–40 with a specific combinations of $M$, $a/M$ and $r_{\text{qpo}}$. One should note here that the range of $0 < a/M \leq 1$ represents a Kerr black hole, whereas $a/M > 1$ represents Kerr naked singularity. Similarly, the KTN naked singularity is represented with the following range $a/M > \sqrt{1 + (n/M)^2}$ and KTN BH is represented with $0 < a/M \leq \sqrt{1 + (n/M)^2}$.

Using the line spectrum method, the $a/M$ range for GRO J1655–40 was estimated as $0.90 - 0.99$, assuming it as a Kerr black hole. Now, one can calculate the gravitational redshift range ($\approx 2.70 - 6.08$) from the reported $a/M$ range ($\approx 0.90 - 0.99$), and using this range ($\approx 2.70 - 6.08$) as the primary
observational constraint, and assuming GRO J1655–40 as the KTN spacetime, i.e., $Z_{\text{KTN}}(\text{at } r_{\text{ISCO}}) = 2.70 - 6.08$ (L.H.S. is given by Eqs. 6 and 7), one can solve for $M$, $a/M$, $n/M$, $r_{\text{ISCO}}/M$ and $r_{\text{qpo}}/M$ from Eq. (8). This solution gives the following constraints for GRO J1655–40, which are consistent with both the RPM method and the line spectrum method: $M \approx 6.76 - 6.83M_\odot$, $a/M \approx 2.12 - 2.27$, $n/M \approx 1.86 - 1.97$ and $r_{\text{qpo}}/M \approx 4.99 - 5.04^3$. The $M$ range is consistent with an independently measured mass ($[6.3 \pm 0.5]M_\odot^{26}$) for GRO J1655–40, which provides a confirmation of the reliability of our method and results.

Using the continuum spectrum method, one can find the $a/M$ range as $0.65 - 0.75^{30}$ for GRO J1655–40. This was inferred from the $r_{\text{ISCO}}$ range as $29.8 - 34.2$ km, using $M = 6.3M_\odot$. Now, considering $r_{\text{ISCO}} = 29.8 - 34.2$ km as the primary constraint and assuming the KTN spacetime (using Eq. 6), we solve Eq. (8) for $M$, $a/M$, $n/M$, $r_{\text{ISCO}}/M$ and $r_{\text{qpo}}/M$. Consequently, the following parameter constraints could be obtained: $M \approx 6.79 - 6.86M_\odot$, $a/M \approx 2.04 - 2.21$, $n/M \approx 1.79 - 1.93$ and $r_{\text{qpo}}/M \approx 4.96 - 5.02^3$. It can be seen that these parameter ranges overlap with the parameter ranges obtained from the combined RPM and line spectrum methods.

4. Conclusion and Discussion

We have shown that $a/M \approx 2.12 - 2.21$ and $n/M \approx 1.86 - 1.93$ are consistent with all the three methods$^3$. These ranges imply that the collapsed object in GRO J1655–40 could also be a naked singularity (see Fig. 1 of$^3$). One can also realize from the above mentioned $n/M$ range ($\approx 1.86 - 1.93$) that the inferred non-zero $n/M$ values cannot be caused by the systematics, as is significantly away from $n/M = 0$. The earlier three independent primary X-ray observational methods provided significantly different spin values for GRO J1655–40, which were $0.286 \pm 0.003$, $0.65 - 0.75$ and $0.90 - 0.99$. Employing an interesting technique, we have demonstrated that the inclusion of one extra parameter (i.e., gravitomagnetic monopole) not only makes the spin and other parameter values inferred from the three methods consistent with each other, but also makes the inferred black hole mass consistent with an independently measured value$^3$. This confirmation provides a new way to measure the NUT parameter, even when only two $a/M$ measurement methods are available for a BHXB. Here, one should note that the value of $n/M$ can be different for different objects like the value of $a/M$ and a high $n/M$ value inferred for one object does not mean that every object will have a high $n/M$ value. The value of $n/M$ can even be very close to zero for some objects$^3$. However, the inferred significantly non-zero $n/M$ value for even one object, i.e., GRO J1655–40 could strongly suggest the existence of gravitomagnetic monopole in nature$^3$. Finally, our inference of the first significant observational indication of the gravitomagnetic monopole, which, even though is not a direct detection, can have an exciting impact on fundamental physics and astrophysics. Moreover, as the accreting collapsed object GRO J1655–40 could be better described with the more general KTN spacetime, instead of the Kerr spacetime, this makes the KTN spacetime astrophysically relevant.
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We study the Kerr–Newman black hole in the formalism of isolated horizons using a general solution found by Krishnan in 2012. It establishes the existence of a null tetrad which is tangent to the horizon and parallelly propagated off the horizon along a non-twisting null geodesic congruence. However, the explicit construction of such a tetrad for the Kerr–Newman metric was not given. We have formulated appropriate initial data and found the exact form (up to integrals) of the solution everywhere in the Kerr–Newman space-time. In the near future we aim to apply this formulation to the study of distorted black holes by perturbing the initial data found in this work.
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1. Introduction

In 2012, Krishnan investigated the near horizon geometry in the vicinity of an isolated horizon in the Newman–Penrose formalism. He found a solution of the Einstein field equations in the form of a power series of the Newman–Penrose tetrad. It was possible since the properties of weakly isolated horizons allow one to solve the constraint part equations in the Newman–Penrose formalism. The solution tells us a lot about how the Newman–Penrose tetrad shall look like. On the other hand, the approach does not provide an insight into the choice of the initial data for any particular space-time and, hence, it stayed unknown, including the Kerr–Newman space-time.

This particular space-time (in the formalism of isolated horizons) was interesting for us for the previous treatment of the Meissner effect in Ref. 3. They proved that the magnetic field is expelled from a general extremal axisymmetric stationary black hole. To be able to do so, one, however, needs to know the initial data. They found a first order approximation for the particular case. This solution represented a deformed Kerr solution, however, it was not clear, how it was deformed. The aim of our work was to find an approach which would lead to a general solution to this problem.

2. Weakly isolated horizons

A non-expanding horizon is a null hypersurface $H$ with topology $\mathbb{R} \times S^2$, where the Einstein equations hold and for any null normal of the horizon $l^a$ its expansion
is zero and if the normal is future pointing, also the vector $T_{ab}l^b$ is future pointing. The tensor $T_{ab}$ is the energy-momentum tensor.

The introduced expansion is the well-known optical scalar for null geodesic congruences\footnote{The Newman–Penrose tetrad is a non-holonomic one and therefore there are no coordinates which could be connected to it. However, since some of the coordinates are connected to only some of

The tensor $T_{ab}$ is the energy-momentum tensor.

The introduced expansion is the well-known optical scalar for null geodesic congruences\footnote{The Newman–Penrose tetrad is a non-holonomic one and therefore there are no coordinates which could be connected to it. However, since some of the coordinates are connected to only some of

Among other relations we can derive from the properties of non-expanding horizons there is one to be discussed here:

$$\mu = \bar{\mu}. \quad (1)$$

This tells us that $\mu$ is real and it shall be a key feature for us. For the discussion of all relevant relations, see Ref. 5.

A weakly isolated horizon is a pair $(H, [l^a])$ where $H$ is a non-expanding horizon and $[l^a]$ is an equivalence class of normals satisfying

$$[\mathcal{L}_l, \mathcal{D}_a]l^b = 0 \quad (2)$$

for any $l^a$ in this class. Here $\mathcal{L}$ is the Lie derivative and $\mathcal{D}_a$ is an induced covariant derivative on the horizon introduced by $\mathcal{X}^a \mathcal{D}_a Y^b = \mathcal{X}^a \nabla_a Y^b$ for any tangent vectors $X^a, Y^a$. Eq. (2) ensures that the $l^a$-part of the induced connection is time independent.

3. Krishnan construction

In Ref. 1, it was described how a Newman–Penrose tetrad is constructed to reflect (and describe) the properties of isolated horizons and the initial value problem was formulated, though without stating the initial data. Here let us just summarize the key principles.

An arbitrary sphere $S_0$ is chosen on the horizon and the vectors $m^a$ and $\bar{m}^a$ are chosen as the basis of its tangent space. They are Lie propagated along the null normal $l^a$ on the horizon. It is possible thanks to the following: the normal is null and therefore also tangent to the horizon, the normal is surface forming for it has vanishing twist,\footnote{The Newman–Penrose tetrad is a non-holonomic one and therefore there are no coordinates which could be connected to it. However, since some of the coordinates are connected to only some of

The situation is schematically illustrated in Fig. 1.

The Bondi-like coordinates are introduced in the following way: $x^I$ are spherical coordinates on the sphere $S^2$, $v$ is a time coordinate in the direction of $l^a$ and $r$ is a radial coordinate in the transversal direction of $n^a$.

The Newman–Penrose tetrad is a non-holonomic one and therefore there are no coordinates which could be connected to it. However, since some of the coordinates are connected to only some of

The situation is schematically illustrated in Fig. 1.

The Bondi-like coordinates are introduced in the following way: $x^I$ are spherical coordinates on the sphere $S^2$, $v$ is a time coordinate in the direction of $l^a$ and $r$ is a radial coordinate in the transversal direction of $n^a$.
We have already discussed the vanishing optical scalars for the geodesic congruence in the direction of \( l^a \). Let us now recall that \( \mu \) spin coefficient has vanishing imaginary part, Eq. (1). Since the imaginary part of spin coefficient \( \mu \) is the twist of a geodesic congruence in the direction of \( n^a \), let us call such a tetrad \textit{non-twisting} (in the direction of \( n^a \)). If there is an imaginary part of \( \mu \), the tetrad is to be called \textit{twisting}.

This tetrad is expanded in the radial parameter \( r \)

\[
X = X^{(0)} + rX^{(1)} + \frac{1}{2}r^2 X^{(2)} + \cdots
\]

and the constraints are solved.\(^1\) To do so, one employs the Ricci and Bianchi identities which, in the Newman–Penrose formalism, play the role of the field equations. In this manner Krishnan formulated the initial value problem which is displayed in Fig. 2. There are two characteristics: the horizon \( \mathcal{H} \) and a transversal hypersurface \( \mathcal{S}_0 \) intersecting each other in the sphere \( S_0 \) (both \( l^a \) and \( n^a \) are surface forming). On the sphere \( S_0 \) are introduced the quantities: spin coefficients \( \alpha, \pi, \mu, \lambda \), Maxwell scalar \( \phi_1 \) and the surface gravity \( \kappa_{(l)} \). After solving all the constraints on \( S_0 \) and obtaining so the Weyl scalars \( \Psi_2 \) and \( \Psi_3 \), the full geometry of the horizon can be reconstructed from the data on \( S_0 \). Finally, in order to propagate the solution off the horizon, scalars \( \phi_2 \) and \( \Psi_4 \) must be prescribed on the entire \( \mathcal{N}_0 \).

4. Perturbative solution

Now we are ready to look for the appropriate tetrad connecting the Kerr–Newman space-time to the formalism of isolated horizons. We started with the Kinnersley tetrad\(^7\) which is a Newman–Penrose tetrad, however, it is twisting. On the other hand, there must exist a sequence of Lorentz transformations of the tetrad which eliminates the imaginary part of the spin coefficient \( \mu \).

\(^1\) the vectors, there is a way how to make a correspondence between the vectors of the tetrad and the coordinates. E.g. a gradient of vector \( n^a \) is given by all the coordinates, but the \( r \) coordinate is only present in this gradient.
In Ref. 5, we used a coordinate transformation, boost and rotation about $l^a$ (all valid on the horizon) and we ended up with a tetrad on the horizon:

$$
\begin{align*}
l_R &= \partial_v, \\
n_R &= -\frac{a^2 \sin^2 \theta}{2(r_+^2 + a^2 \cos^2 \theta)} \partial_r - \frac{a^2 + r_+^2}{r_+ + a^2 \cos \theta} \partial_r - \frac{a}{a^2 + r_+^2} \partial_\phi, \\
m_R &= \frac{1}{\sqrt{2} (r_+ + ia \cos \theta)} \partial_\theta + \frac{i (r_+ - ia \cos \theta)}{\sqrt{2} (a^2 + r_+^2) \sin \theta} \partial_\phi.
\end{align*}
$$

The tetrad has all required properties on the horizon and to get it also off the horizon we used an expansion in the radial parameter $r$:

$$
l^a = l_0^a + (r - r_+)l_{(1)}^a + \mathcal{O}(r - r_+)^2, \quad l_{(1)}^a = l_{(1)}^a(\theta, \phi),
$$

where the time-independence was inferred from the existence of the time-like Killing vector in Kerr–Newman space-time.

The subsequent orders of the tetrad were computed, using the parallel transport conditions, in Wolfram Mathematica. By this we get all quantities exactly on the horizon and up to an arbitrary order elsewhere.

5. Exact solution

To get the exact solution, it is needed to use all four types of Lorentz transformations: spin, boost, rotation about $l^a$ and rotation about $n^a$. Moreover, unlike for the expansion, they have to transform the tetrad properly in the entire space-time. We were unable to find the parameters directly, since the final step requires the solution of a difficult differential equation.
Instead, it is possible to write the vector $n^a$ in the form of a gradient:

$$n_\mu dx^\mu \equiv E \, dv - \frac{a^2}{P + \sqrt{R}} \, dr + \sqrt{\Theta} \, d\theta + L \, d\varphi = d\tilde{v}$$  \hspace{1cm} (6)

where $P = aL + E(a^2 + r^2)$, $R = P^2 - K \tilde{\Delta}$, $\Theta = K - (L + aE)^2 + (a^2 E^2 - L^2 \sin^{-2} \theta) \cos^2 \theta$ and $\tilde{\Delta} = a^2 + r^2 - 2Mr + Q^2$. Inspection of the integrability conditions for Eq. (6) implies the values $L = 0$ and $E = 1$,\(^{8}\) then we also arrive at $K = a^2$.

With this simplification in hand, we can apply the Lorentz transformations. For the discussion see,\(^{2}\) here we only briefly recapitulate them. We start with a boost followed by a rotation about $l^a$ to set the vector $n^a$ to the direction given by Eq. (6).

The transformations are:

$$l^a \to A^2 l^a, \quad n^a \to A^{-2} n^a, \quad m^a \to m^a, \quad \text{and their parameters are (let us introduce also function $\rho = r + i a \cos \theta$):}$$

$$A^2 = \frac{2P}{P + \sqrt{R}}, \quad c = -\frac{e^{-i\varphi}}{\sqrt{2\rho}}, \quad (9)$$

We proceed by the spin:

$$m^a \to e^{-i\varphi} m^a, \quad \tilde{m}^a \to e^{i\varphi} \tilde{m}^a. \quad (10)$$

The remaining transformation is the rotation about $n^a$ and in order to find the corresponding parameter we have to solve the equation $n^a \nabla_a d = \tau$, where $\tau$ is a spin coefficient. This is however very difficult in the Kerr coordinates. In order to solve the problem, we perform a transformation to Bondi-like coordinates introduced by

$$v = v - \int_{r_+}^{r} \frac{a^2 \, dr}{P + \sqrt{R}} + a \sin \theta, \quad \sin \theta = \text{tanh} X, \quad \tilde{\phi} = \phi + J(r), \quad (11)$$

where

$$X = \alpha(r) + \text{arctan} \sin \vartheta, \quad \alpha(r) = \int_{r_+}^{r} \frac{a \, du}{\sqrt{u^4 + a^2 u^2 + 2a^2 Mu - a^2 Q^2}},$$
$$J(r) = -\int_{r_+}^{r} \frac{a}{P(u) + \sqrt{R(u)}} \left(1 + \frac{u^2}{\sqrt{R(u)}}\right) \, du. \quad (12)$$

Then the equation for parameter $d$ is $-\partial_r d = \tau$ and can be integrated to get:

$$d(r, \vartheta) = -\int_{r_+}^{r} \frac{|\rho(u, \vartheta)|^2}{\sqrt{R(u)}} \tau(u, \vartheta) \, du. \quad (13)$$

Unfortunately, this cannot be evaluated explicitly and, hence, the final tetrad shall also be an implicit expression. To complete the construction of the Bondi-like coordinates, we define

$$r = \int_{r_+}^{r} \frac{|\rho(u, \vartheta)|^2}{\sqrt{R(u)}} \, du, \quad \phi = \tilde{\phi} - \frac{a v}{a^2 + r_+^2}. \quad (14)$$
We arrive at the final tetrad, which is of the Krishnan type and has the form 
\( (I = 2, 3): \)
\[
\begin{align*}
  l &= \partial_t + U \partial_r + X^I \partial_I, \\
  n &= -\partial_r, \\
  m &= \Omega \partial_r + \xi^I \partial_I. 
\end{align*}
\] (15)
The functions \( U, X^I, \Omega \) and \( \xi^I \) shall not be shown here for their length, see Ref. 2.

6. Conclusion

We constructed a parallelly propagated, Bondi-like tetrad in the Kerr–Newman space-time and, hence, we were able to formulate the initial data not only on the horizon, as in the previous works, but also on the transversal null hypersurface. Although the tetrad is not calculated explicitly, we present the results in the form suitable for both symbolic manipulations (e.g. in computer algebra systems) and numeric calculations, since all functions are expressed in terms of the integrals of one variable. These results were published in the paper. In the near future we will apply this formalism to the study of deformed black holes. This is a promising approach since by varying data on the hypersurface \( N_0 \) (see Fig. 2) one can generate a wide class of exact solutions describing black holes.
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Astrophysical black holes are thought to be Kerr solution of general relativity but their Kerr geometry have not yet verified. Iron line is prominent feature in X-ray reflection spectra. Shape of iron line in X-ray reflection spectra of both stellar-mass and super massive black hole candidates are supposed to be strongly affected by spacetime geometry. This method is a powerful technique to prob strong gravity regime and deviations from Kerr spacetime. In this talk, I present iron line of some non-Kerr spacetimes. I also present data simulations of X-ray missions. The purpose is to understand whether X-ray reflection spectroscopy can distinguish these non-Kerr spacetimes from Kerr solution of general relativity.
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1. Introduction

Final product of gravitational collapse is Kerr spacetime according to Einstein’s theory of general relativity. General relativity is strongly constrained by weak field regime experiments. There have been efforts to test strong gravity regime by probing the metric around astrophysical candidates in the recent years. The studies are based on properties of electromagnetic radiation emission of accretion disk. Kerr black holes are only characterized by mass and spin based on multipole moment expansions. Higher multipole moment expansions in a Kerr spacetime are only function of mass and spin. The compact object cannot be the Kerr black hole of general relativity in the case of measurement of independent higher multipole moments such as quadrupole moment by observational data.

Neutron stars have high density and strong gravity. They are fascinating laboratory to study possible deviation from prediction of general relativity, and in general, to study strong gravity regime. Multipole moment expansion can provide accurate approximation of spacetime surrounding a neutron star. Study of higher order multipole moments can reveal properties of neutron stars.

Approximate solution of exterior spacetime of neutron star is presented in reference. The solution is based on Ernst formulation of general relativity up to five multipole moments, mass, angular momentum, mass quadrupole, spin octupole, and hexadecapole. The relation between these hairs and neutron star surrounding spacetime is also introduced in the reference. The hairs only depends on mass, spin, and quadrupole moment.

In present paper, I considered this metric based on Ernst formalism up to five multipole moments to study observational test of the neutron star exterior spacetime and distinguish it from Kerr spacetime. I employ iron line method. The iron line is prominent feature in X-ray reflection spectra. The emission is fluorescent narrow
lines from geometrically thin and optically thick accretion disk which produced by absorption of a hard X-ray photon of corona. This emission would be broadened and skewed in the inner region of the accretion disk due to relativistic effect of compact object there. In this paper, first, iron lines are simulated. Then, observational data are simulated and analyzed. The result is as follows. It is hard to constrain parameters of neutron star exterior spacetime using iron line method since both fast rotating and slow rotating case cannot be distinguished from Kerr solution of general relativity. The paper is structured as follows. In section 2, I present the spacetime metric. Section 3 is devoted to iron line method and data simulation and analysis is presented in section 3. Finally, section 4.1 is a short summary and conclusion. Throughout the paper, I employ units in which $G = c = 1$ and metric signature is $(-, +, +, +)$.

2. Theoretical Framework

A stationary and axially symmetric spacetime based on Ernst potential formalism to describe spacetime surrounding a neutron star is reported in $^2$. The solution contains the first five relativistic multiple moments, the mass, $M$, angular momentum, $J$, the mass quadrupole, $M_2$, spin octupole, $S_3$, and the mass hexadecapole, $M_4$. The line element reads

$$ds^2 = -f (dt - \omega d\phi)^2 + f^{-1} \left[ e^{2\gamma} (d\rho^2 + dz^2) + \rho^2 d\varphi^2 \right],$$

where metric functions $f$, $\omega$, and $\gamma$ are given as

$$f(\rho, z) = 1 - \frac{2M}{\sqrt{\rho^2 + z^2}} + \frac{2M^2}{\rho^2 + z^2} + \frac{(M_2 - M^3) \rho^2 - 2 (M^3 + M_2) z^2}{(\rho^2 + z^2)^{5/2}} + \frac{2z^2 (-J^2 + M^4 + 2M_2 M) - 2MM_2 \rho^2}{(\rho^2 + z^2)^3} + \frac{A(\rho, z)}{28 (\rho^2 + z^2)^{9/2}} + \frac{B(\rho, z)}{14 (\rho^2 + z^2)^7},$$

$$\omega(\rho, z) = -\frac{2J \rho^2}{(\rho^2 + z^2)^{5/2}} - \frac{2JM \rho^2}{(\rho^2 + z^2)^{7/2}} + \frac{F(\rho, z)}{(\rho^2 + z^2)^{7/2}} + \frac{H(\rho, z)}{2 (\rho^2 + z^2)^4} + \frac{G(\rho, z)}{4 (\rho^2 + z^2)^{11/2}},$$

$$\gamma(\rho, z) = \frac{\rho^2 (J^2 (\rho^2 + 8z^2) + M (M^3 + 3M_2) (\rho^2 + 4z^2))}{4 (\rho^2 + z^2)^4} - \frac{M^2 \rho^2}{2 (\rho^2 + z^2)^2}.$$
where
\[ A(\rho, z) = [8\rho^2 z^2 (24J^2M + 17M^2M_2 + 21M_4) + \rho^4 (-10J^2M + 7M^3 + 32M_2M^2) - 21M_4 + 8z^4 (20J^2M - 7M^3 - 22M_2M^2 - 7M_4)], \]
\[ B(\rho, z) = [\rho^4 (10J^2M^2 + 10M_2M^3 + 21M_4M + 7M_2^2) + 4z^4 (-40J^2M^2 - 14JS_3 + 7M^6 + 30M_2M^3 + 14M_4M + 7M_2^2) - 4\rho^2 z^2 (27J^2M^2 - 21JS_3 + 7M^6 + 48M_2M^3 + 42M_4M + 7M_2^2)], \]
\[ H(\rho, z) = [4\rho^2 z^2 (J (M_2 - 2M^3) - 3MS_3) + \rho^4 (JM_2 + 3MS_3)] \]
\[ G(\rho, z) = [\rho^2 (J^3 (\rho^4 + 8z^4 - 12\rho^2 z^2)) + JM ((M^3 + 2M_2) \rho^4 - 8 (3M^2 + 2M_2) z^4 + 4 (M^3 + 10M_2) \rho^2 z^2) + M^2S_3 (3\rho^4 - 40z^4 + 12\rho^2 z^2)]. \]
\[ F(\rho, z) = [\rho^4 (S_3 - JM^2) - 4\rho^2 z^2 (JM^2 + S_3)]. \]

The first multipole moments can be expressed as follows to use for neutron star case
\[ M_2 = -\alpha j^2 M^3, \]
\[ S_3 = -\beta j^3 M^4, \]
\[ M_4 = \gamma j^4 M^5, \]
(2)

where \( M \) is mass and \( j = J/M^2 \) is spin parameter. The case \( \alpha = \beta = \gamma = 1 \) presents the Kerr case but these parameters can be large for neutron star case. The relation between \( \alpha, \beta, \) and \( \gamma \) is \(^3\)
\[ y_1 = -0.36 + 1.48 x^{0.65}, \]
\[ y_2 = -4.749 + 0.27613 x^{1.5146} + 5.5168 x^{0.22229}, \]
(3)

where \( x = \sqrt{\alpha}, y_1 = \sqrt{\beta}, \) and \( y_2 = \sqrt{\gamma} \). Thus, one can determine the neutron star exterior spacetime by mass, spin, and parameter \( \alpha \), ranges from \( \sim 1.5 \) for non-rotating case to 8 for cases with maximum value of spin parameter such as 0.5.

3. X-ray Reflection Spectroscopy

Iron line is prominent feature in X-ray reflection spectra of astrophysical black hole candidates. Iron atom absorbs hard X-ray photon of optically thin comptonized corona and emits fluorescence lines. This line is at 6.4 keV for weakly ionized or neutral atom and shifts up to 6.97 keV in the case of ionized H-like iron. This line would be broadened and skewed as the result of presence of strong gravity region and relativistic effects such as Doppler shift, gravitational redshift and light bending in the inner region of the accretion disk. This broad and skewed line provide us powerful tool to test strong gravity regime. This observational feature is determined by background metric, viewing angle, and emissivity profile of the disk. In my simulation, the inner edge of the disk is considered at the ISCO radius and
the outer edge is large enough that its impact is small. The emissivity is power-law, $1/r^q$, where $q$ is emissivity index. The assumption is $q = 3$ which corresponds to Newtonian limit at large radii. The code is described in $^{5,6}$.

The iron lines for metric 1 with two sets of spin parameter 0.5 and 0.2, and viewing angle 55° are presented in figures 1 and 2. The lines present slight difference with respect to Kerr one for case with spin 0.5 and the impact on the line profile with spin 0.2 is weak and maybe harder to constrain.

Fig. 1. Spin parameter value is 0.5 and viewing is 55°. The parameter values for $\alpha$ are 6 and 8. See text for more details.

Fig. 2. This figure present the iron lines with spin parameter value 0.2 and viewing angle 55°. The parameter values for $\alpha$ are 2 and 4. See text for more details.
4. Simulating Data and Analysis

In this section, I simulate observed data of a neutron star and analyze them with a Kerr model. This tells us whether the Kerr model fit the data or not. I simulate data with a model consists of power-law and a single iron line of previous section. The considered flux is about $10^{-11} \text{ erg/cm}^2/\text{s}$ in the range $2 - 10 \text{ keV}$ for neutron star case. The equivalent width is about 200 eV and photon index of power-law is 2. The simulation is done with `fakeit` command of XSPEC using RMF, ARF, and background file of LAD instrument with large area detector on board of enhanced X-ray Timing and Polarimetry (eXTP) China-Europe mission which is planned to launch before 2025. The LAD instrument has large effective area to provide more counts with less poisson noise. The data fitting is done with a power-law model and a RELINE model (a Kerr iron line). Figure 3 shows data to model ratio of best fit model for neutron star data simulation with spin parameter 0.5 and $\alpha = 8$ in the left panel. Right panel shows the case with spin value 0.2 and $\alpha = 2$. As we see there are slight differences for the case with spin 0.5 and there are not strong effect for spin value 0.2 which means it is hard to be constrained.

![Data-to-model model ratio for simulation with iron line $j = 0.5$, $i = 55^\circ$ and $\alpha = 8$. The reduced $\chi^2$ is 2.1 and there are unresolved features. Right panel: The spin parameter for this figure is 0.5, $i = 55^\circ$ and $\alpha = 2$ for the iron line. The figure shows the data-to-model ratio. The reduced $\chi^2$ is 1.1 and there are no remarkable unresolved features, which makes this case harder constrain.](image)

4.1. Summary and Conclusion

A solution of Einstein’s field equations using Ernst potential formalism up to five multipole moments is introduced in the reference. This method can accurately describe the exterior spacetime of neutron star. The iron line emitted from medium around neutron star is simulated in the present paper. Two different values of spin parameter 0.5 and 0.2 with different value of $\alpha$ are considered. The impact of iron lines with spin value 0.5 is not very strong and there is no impact on iron lines spin.
value 0.2. The 100ks observation with LAD-eXTP for neutron star with different sets of parameter value are also presented. If the fit is not good, the neutron star exterior spacetime parameters and the deviations from the Kerr case can be constrained. The fit for higher value of spin parameter $0.5$ and $\alpha = 8$ does not seem good. But the impact on iron lines are small and also there are uncertainties. Thus, it might be hard to constrain neutron star solution. The fit for spin value $0.2$ and $\alpha = 2$ is good which indicates it is not possible to constrain deviations from Kerr solution.
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Super-Massive Black Holes reside in galactic nuclei, where they exhibit episodic bright flares due to accretion events. Taking into account relativistic effects, namely, the boosting and lensing of X-ray flares, we further examine the possibility to constrain the mass of the SMBH from the predicted profiles of the observed light curves. To this end, we have studied four bright flares from Sagittarius A*, which exhibit an asymmetric shape consistent with a combination of two intrinsically separate peaks that occur with a specific time delay with respect to each other. We have thus proposed (Karssen et al. 2017, Mon. Not. R. Astron. Soc. 472, 4422) that an interplay of relativistic effects could be responsible for the shape of the observed light curves and we tested the reliability of the method.
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1. Introduction

Astrophysical black holes influence their cosmic environs by gravitational and electromagnetic effects. They are described by a small number of free parameters, namely, the mass and angular momentum.1 All evidence as well as theoretical arguments point to the fact that the effects of electric charge must be very small (at least in the steady-state limit), whereas the magnetic monopole and additional even more exotic parameters are thought to be negligible or they vanish completely to zero.2–4 Several independent methods have been developed to measure the black hole mass as a primary parameter defining the black hole action on luminous matter in their neighborhood.5–7 A new method of mass determination from optical polarization of broad emission lines has been proposed to constrain SMBH mass in active galactic nuclei.8,9 In X-rays, also the possibility of measuring the black hole mass from the energy shift of narrow spectral lines has been discussed widely.10–13 We describe a recently developed method that is based on the assumption that a fast orbital motion of radiating X-ray flares can be detected in time variability of accreting black holes.14,15
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2. Bright flares from a source orbiting near a black hole

The time-scale of matter orbiting along a constant circular trajectory around a Kerr black hole of mass $M$ can be written as

$$T_{\text{orb}}(r; a) \approx 310(r^{3/2} + a)M_7 \text{ sec.}$$

Hereafter we use dimensionless geometric units, where length is expressed in terms of gravitational radius, $R_g \equiv GM/c^2 \approx 1.5 \times 10^{12}M_7 \text{ cm}$ and the spin parameter $-1 \leq a \leq 1$ (positive values for the prograde rotation with the black hole). The dimension-less angular momentum $a$ adopts values in the range $-1 \leq a \leq 1$. Positive values correspond to co-rotating motion, while negative values describe counter-rotation (many papers assume that the accretion disc co-rotates, although such an assumption may not be necessarily true). Circular orbits of free particles are possible above the innermost stable circular orbit (ISCO a.k.a. marginally stable orbit). Gravitation governs the orbital motion near the horizon, and so the apparent variability associated with the motion can be scaled with the black hole mass.

The gravitational field is described by the metric of a Kerr black hole

$$ds^2 = -\frac{\Delta}{\Sigma} \left( dt - a \sin^2 \theta \, d\phi \right)^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma \, d\theta^2 + \frac{\sin^2 \theta}{\Sigma} \left[ a \, dt - (r^2 + a^2) \, d\phi \right]^2$$

in Boyer-Lindquist (spheroidal) coordinates $t$, $r$, $\theta$, $\phi$. The metric functions $\Delta(r)$ and $\Sigma(r; \theta)$ are known in an explicit form. The event horizon occurs at the roots of $\Delta(r) = 0$; the outer solution is found given by $r = R_+ = 1 + (1 - a^2)^{1/2}$, which exists for $|a| < 1$. Once the black hole rotates ($a \neq 0$), particles and photons are pushed to co-rotate with the black hole due to frame-dragging effect. The co-rotation is obligatory within the ergosphere. Let us note that the Kerr spin parameter is limited to an equilibrium value by photon recapture from the disc ($a \approx 0.998$) and by magnetic torques. The existence of ISCO is a remarkable feature of motion in strong gravity. For a co-rotating equatorial disc,

$$R_{\text{ISCO}} = 3 + z_2 - \left[ (3 - z_1)(3 + z_1 + 2z_2) \right]^{1/2},$$

where $z_1 = 1 + \alpha_+ \alpha_0 \alpha_- \alpha_0 \alpha_0$, $\alpha_0 = (1 \pm a)^{1/2}$, and $z_2 = (3a^2 + Z_2^2)^{1/2}$. The ISCO radius as function of spin spans the range of dimensionless radius from $R_{\text{ISCO}} = 1$ (for $a = 1$, i.e. a maximally co-rotating Kerr black hole) to $R_{\text{ISCO}} = 6$ (for $a = 0$, a static case of Schwarzschild black hole) to $R_{\text{ISCO}} = 9$ ($a = -1$, case of maximum counter-rotation). The velocity of prograde Keplerian circular motion is

$$v(\phi) = \Delta^{-1/2} \left( r^2 - 2ar^{1/2} + a^2 \right) \left( r^{3/2} + a \right)^{-1}$$

with respect to locally non-rotating observers (LNR). The corresponding angular velocity is $\Omega(r; a) = (r^{3/2} + a)^{-1}$. Finally, to derive the interval measured by
a distant observer, one needs to consider the Lorentz factor associated with the orbital motion,

\[ \Gamma = \frac{\left( \frac{r^{3/2} + a}{r^{1/4}} \right)^{\Delta^{1/2}}}{\sqrt{r^{3/2} - 3r^{1/2} + 2a^2 \sqrt{r^3 + a^2} + a^2}} \]  

(5)

Fig. 1. Exemplary light curves of the signal from a spot orbiting on Keplerian circular trajectory near Kerr black hole. Effects of General Relativity have been taken into account, which allows us to constrain the parameters of the system. Left panel: radiation flux variation over a two revolutions. Parameters of the system are specified with the plot (radius of the orbits is given with each curve in units of the black hole gravitational radius, \( R_g = GM/c^2 \)). Right panel: Two cases of tidally decaying spots due to differential rotation: (a) constant total emission from the spot (solid line) vs. (b) exponentially decaying intrinsic emission with time (dashed line), motivated by modelling the origin of the spot. Location of the spot is centered at \( r = 6R_g \).

Geodesic motion is determined by three constants of motion: the total energy \( \mathcal{E} \), the azimuthal component of angular momentum \( L_z \), and Carter’s constant \( Q \).

Null geodesics are relevant to describe propagation of photons, and for these the number of free constants can be reduced: \( \xi = L_z/\mathcal{E} \), \( \eta = Q/\mathcal{E}^2 \). For photons propagating from the accretion disk towards a distant observer, the initial point is set at a given radius in the equatorial plane of the black hole, whereas the final point is at radial infinity, along the view angle of the observer. Relativistic effects become more prominent at high inclination angles.\(^{12,19}\)

We employ geometrical optics and derive predicted light-curves from a source of light orbiting at a particular radius with the equatorial accretion disk. The equation for photon rays (null geodesics) relates an emission point \( P_0 = (r, \theta, \phi)_{\text{em}} \) near the black hole with the terminal point \((\alpha, \beta)\) in observer’s detector plane at spatial infinity.\(^{20,21}\) The rays can be integrated in terms of elliptic integrals,

\[ \int_{R_{\text{em}}}^{R} \mathcal{R}(r')^{-1/2} \, dr' = \int_{\theta_{\text{em}}}^{\theta} \Theta(\theta')^{-1/2} \, d\theta' = \int_{\phi_{\text{em}}}^{\phi} \mathcal{F}(\phi')^{-1} \, d\phi', \]  

(6)
where
\[ \mathcal{R}(r) = r^4 + (a^2 - \xi^2 - \eta)r^2 + 2[\eta + (\xi - a)]r - a^2\eta, \]  
\[ \Theta(\theta) = \eta + a^2 \cos^2 \theta - \xi \cot^2 \theta, \]  
\[ \mathcal{F}(\phi) = [2ar + (\Sigma - 2r)\xi \csc^2 \theta]\Delta^{-1}, \]  
\[ \Delta(r) = r^2 - 2r + a^2, \quad \Sigma = r^2 + a^2 \cos^2 \theta, \]  
\[ A(r, \theta) = (r^2 + a^2)^2 - \Delta(r)a^2 \sin^2 \theta. \]  

The two constants of motion of the photon motion satisfy
\[ \xi = A^{1/2}\Sigma^{-1/2}E^{-1}\sin \theta \sin \alpha \sin \beta|p_0, \]  
\[ \eta = \Delta^{-1}(r^2 + a^2 - a\xi)^2 - \Sigma E^{-2} \cos^2 \alpha - \xi^2 + 2a\xi - a^2|p_0 \]  
with \( E A^{1/2} = \Sigma^{1/2}\Delta^{1/2} + 2ar\Sigma^{-1/2}\sin \theta \sin \alpha \sin \beta. \) Finally, time coordinate can be integrated in the form
\[ t = \int_{t_0}^{t} \frac{A(r, \theta) - 2ar\xi}{\Sigma(r, \theta)\Delta(r)} \, d\tau. \]  

To show exemplary solutions of the above-given equations and to illustrate the main effects of General Relativity, we plot several model light curves of an orbiting spot in Fig. 1. The main parameters are the radial position of the center of the spot, view angle of a distant observer, and the Kerr parameter of the black hole. One can distinguish two local maxima that dominate the light curve variation over the revolution of the spot: (i) the Doppler boosting peak near the phase \( \approx 0.7 \) (on the approaching side of the trajectory with respect to the observer, with a certain time delay due to light-travel time), and (ii) the lensing peak near the phase 0.5 (due to light bending at the point of upper conjunction of the trajectory). Only one of the peaks may appear in some cases; the occurrence and the relative height of the two peaks depend on the model parameters. For spots on a close orbit around the black hole, the light rays are bent to the extent that the Doppler-peak follows immediately after the lensing peak, whereas for larger orbits the two peaks can be a quarter of an orbit apart from each other. We propose that the changing profile can be used to constrain the parameters of the system; in particular, this can allow us to determine the parameters of the central black hole.  

Solving the above-given equations usually requires to perform several steps numerically. Alternatively, let us mention that a number of semi-analytical approximations have been formulated that allow us to examine selected aspects (e.g. extremal values of the redshift function from an orbiting spot). These can provide simple and practical estimates that are useful in analyzing the redshifted narrow lines, however, the approximation approaches assume additional limitations that reduce the accuracy.
Fig. 2. Histogram of the predicted mass of Sgr A* supermassive black hole derived from a combination of the four flares taken into account. The most likely mass predicted by the method is the median value indicated by the solid vertical line; figure from Karssen et al. 2017.

3. The Method and Results

Karssen et al. (2017) studied the light curves of the four bright flares of Sagittarius A* (Sgr A*) in the center of the Milky Way. They allowed the mass of the black to vary as a free parameter and employed the model profiles to fit the most likely value. The flare time-scale in periods is matched with the actual duration of the observed flare in physical units, which provides a way to constrain the black hole mass. The quality and the volume of data for Sgr A* SMBH is the best, however, the same approach can be employed also with other bright objects. In particular, the method has been tested with the Seyfert I galaxy RE J1034+396.

The simulated light curves are normalized to the maximum flux of the light curve, which is set to be identical to the observed light curve. To conduct a time efficient fit of the models to the data, we introduce a time shift, a flux density scaling factor and a flux density offset. For each light curve the ratio is considered between the number of data points of the light curve which belong to the flaring period (defined by the requirement to on the flux to exceed 30 per cent of the maximum value) and the number of data points of the quiescent state. The main features of the flares are contained in the upper two-thirds of the flares. Every simulated light curve ratio is then compared to an observed one; quiescent state data points are removed from or added to the simulated data until the ratio is comparable.

By the fitting process the theoretical light curves are lined up with the observed ones and the conversion factor is determined between geometrized time units of a particular model and the physical time-scale of the observation. This relation depends on the mass of the black hole. By gauging the intrinsic clock of the black hole in its gravitational units to the clocks of the observations in seconds, the mass of the black hole can be estimated. Each fit of a particular simulated light curve to a particular observed flare then results in an estimate for \( M \). The simulated data is
multiplied by a factor because in general the best-fit shape of the light curves does not depend on the initial normalization we inferred earlier. In Fig. 2 we show the resulting mass predicted from a combination of the four brightest Sgr A* flares by; the y-axis of the diagram represents the number of model results that have predicted the particular mass value. A peak in this diagram occurs where the most models predicting the corresponding value in the particular mass bin find the minimum of best-fit statistics. Let us note that the resulting distributions are not normal distributions, hence we use the medians as a measure for the most probable mass, as indicated by the vertical solid line in the graph.

4. Conclusions
The null geodesics were obtained by solving numerically the equations governing the photon propagation in Kerr spacetime. In this initial work we have not included additional complexities due to the intrinsic variation (decay) of the flares; such a generalization is postponed for a future study, however, the necessary methodology has been already developed; cf. the right panel in Fig. 1, where an exponentially fading signal of a tidally sheared spot has been studied.

We have outlined a method based on a comparison between the simulations with the bright X-ray flares from Sgr A*, which gives an estimate on the mass of the black hole. Let us emphasize that the result does not depend on the uncertainties about the object distance, which otherwise complicates approaches to the mass estimation by different methods. On the other hand, the hereby described method has other underlying assumptions and it can be applied only if the light curves of the flare events are dominated by the effects of relativistic motion of the source orbiting the black hole. This may be adequate for a limited sub-sample of targets; we have argued that the bright flares belong within the suitable category. For further details, see Karssen et al. (2017).14
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The quintessence is one of the several candidates which represents the dark energy responsible for the acceleration of the universe. The quintessence is described by a canonical scalar field minimally coupled to gravity. We study the timelike geodesic congruences in the background of a rotating black hole spacetime surrounded by quintessence in equatorial plane. The effect of equation of state (EOS) parameter for quintessence and the normalization factor on geodesics is investigated in detail in view of the structure of possible orbits, including the innermost stable circular orbits (ISCOs). The structure of photon orbits is also studied for the different values of parameters involved in. The results obtained are also then compared with those of the Kerr black hole spacetime and Schwarzschild black hole spacetime in GR with or without quintessence.
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1. Introduction

The Black Holes (BHs) are one of the numerous consequences of General Relativity (GR)1. A number of BH spacetimes emerge as the solution of Einstein field equations in GR and other alternative theories of gravity. The study of geodesic motion in the background of a given spacetime is one of the most an elegant ways to describe the underlying geometry of that particular spacetime2. Further, different observations from supernovae (Type Ia), cosmic microwave background radiation (CMBR), Baryon acoustic oscillations (BAO) and the Hubble measurements strongly advocate for an accelerated expansion of our universe which is believed to be due to the presence of some mysterious form of energy known as dark energy having a large negative pressure2–4. There are several candidates to represent the dark energy in our universe and quintessence is one among them. It would therefore be quite interesting and important to study the geodesic motion in the background of a rotating BH spacetime surrounded by quintessence to see the effect of dark energy, if any, on the universe locally.
2. The Effective Potential

The metric of a Rotating BH surrounded with quintessences is given below\(^2,5,6\),

\[
d s^2 = \frac{(\Delta - a^2 \sin^2 \theta)}{\Sigma} \, dt^2 + \frac{\Sigma \, dx^2}{\Delta} + 2a \sin^2 \theta \left[ 1 - \frac{\Delta - a^2 \sin^2 \theta}{\Sigma} \right] \, dt \, d\phi - \Sigma \, d\theta^2 \\
- \sin^2 \theta \left[ \Sigma + a^2 \sin^2 \theta \left( 2 - \frac{\Delta - a^2 \sin^2 \theta}{\Sigma} \right) \right] \, d\phi^2,
\]

with, \( \Delta = r^2 + a^2 - 2Mr - \frac{\alpha}{\Sigma^{\frac{1}{2}}} \) and \( \Sigma = r^2 + a^2 \cos^2 \theta \) where \( \alpha \) is normalization factor and \( \omega \) is quintessential EOS parameter. For equatorial plane (i.e. \( \theta = \frac{\pi}{2} \)), the Lagrangian corresponding to the spacetime given by (1) can be written as\(^1\),

\[
2L = (1 - f_r) \dot{t}^2 - \left( \frac{r^2}{r^2 (1 - f_r) + a^2} \right) \dot{r}^2 + (2a f_r) \, \dot{t} \dot{\phi} - (r^2 + a^2 (1 + f_r)) \, \dot{\phi}^2,
\]

where, \( f_r = \frac{2M}{r} + \frac{\alpha}{r^{3\omega+1}} \). The generalized momentum may thus be written as,

\[
\dot{t} = \frac{E (r^2 + a^2 (1 + f_r)) - a f_r L}{r^2 (1 - f_r) + a^2},
\]

\[
\dot{\phi} = \frac{a f_r E + (1 - f_r) L}{r^2 (1 - f_r) + a^2},
\]

\[
\dot{r}^2 = E^2 + \frac{2M (L - aE)^2}{r^2} - \left( \frac{L^2 - a^2 E^2}{r^2} \right) - \frac{r^2 + a^2 - 2Mr}{r^2} + f_r \left( \frac{L - aE}{r^2} \right)^2 + f_r.
\]

Here \( E \) is the total energy per unit rest mass of test particle at infinity while \( L \) is the angular momentum per unit rest mass of test particle. The effective potential \((V)\) with \( \dot{r}^2 = E^2 - V^2 \) then reads as\(^7,9\),

\[
V = \beta + \sqrt{\beta^2 - \delta \gamma},
\]

where, \( \beta = \frac{La}{r^2} f_r \), \( \delta = \frac{r^2 + a^2 (1 + f_r)}{r^2} \) and \( \gamma = \frac{L^2}{r^2} (f_r - 1) - 1 + \frac{a^2}{r^2} + f_r \).
3. The ISCO Parameters

With \( r = \frac{1}{u}, L - aE = x \) and the condition for Innermost Stable Circular Orbit (ISCO) \( V = 0, V' = 0 \) respectively further leads to\(^{1,5,7,10-13}\),

\[
E^2 + 2Mu^2x^2 - (x^2 + 2Eax)u^2 - (a^2u^2 - 2Mu + 1) + x^2u^2f_u + f_u = 0,  \quad (7)
\]

and

\[
3Mx^2u^3 - (a^2u^2 - Mu) - (x^2 + 2Eax)u^2 + x^2u^2f_u + (x^2u^2 + 1) \left( \frac{3\omega + 1}{2} \right) f_u = 0,  \quad (8)
\]

here, \( f_u = \alpha u^{3\omega+1} \). Solving equations (7) and (8) simultaneously,

\[
x = - \frac{au \pm \sqrt{Mu + \left(\frac{3\omega + 1}{2}\right)f_u}}{uY},  \quad (9)
\]

\[
E = \frac{1 - 2Mau \mp au\sqrt{Mu + \left(\frac{3\omega + 1}{2}\right)f_u - f_u}}{Y},  \quad (10)
\]

\[
L = \mp (a^2u^2 + 1) \sqrt{Mu + \left(\frac{3\omega + 1}{2}\right)f_u - 2Ma^2u^2 - au f_u} \frac{u}{uY},  \quad (11)
\]

with,

\[
Y^2 = 1 - 3Mu - \left(\frac{3\omega + 3}{2}\right)f_u \mp 2au\sqrt{Mu + \left(\frac{3\omega + 1}{2}\right)f_u},  \quad (12)
\]

Fig. 1. Effective Potential with \( M = 1, L = \sqrt{20} \) for (a) \( \alpha = 0.1, \omega = -1/3 \) (b) \( \alpha = 0.4 \) and \( \omega = -1/3 \) (c) \( \alpha = 0.1 \) and \( \alpha = 0.4 \).
where sign signature correspond to direct (i.e. co-rotating with $L > 0$) and retrograde (i.e. counter-rotating with $L < 0$) orbits respectively. The photon orbit is found to only exist if the denominator of equation (10) is real i.e.

$$1 - 3Mu - \left(\frac{3\omega + 3}{2}\right)f_u = \pm 2au\sqrt{Mu + \left(\frac{3\omega + 1}{2}\right)f_u}.$$  \hspace{1cm} (13)

![Graph 1](image1)

Fig. 2. Variation of (a) Radii of marginally bound orbits (b) Radii of photon orbits. Here, black, blue and green colors correspond to $\alpha = 0, 0.05, 0.1$ at $\omega = -1/3$ as a function of specific angular momentum. Here, dash and solid lines represent direct and retrograde orbits respectively.

![Graph 2](image2)

Fig. 3. Marginally stable orbit $M = 1$ for $\omega = -1/3$ here black, blue and green colors correspond to the cases $\alpha = 0, \alpha = 0.01$ and $\alpha = 0.1$ respectively. Here, dash and solid lines represent direct and retrograde orbit respectively.

Similarly for a marginally bound (MB) orbit, one can examine the variation of $r$ with $a$ and the condition for MB orbits just read as $E = \mu$. However, bound orbits are not necessarily stable and for the stability, we have the condition $V'' = 0^{10,14,15}$. For $\omega = -1/3$, the condition for marginally stable (MS) orbit is reduced as below,

$$3a^2 + 6Mr - r^2 \pm 8a\sqrt{Mr + ar^2} \leq 0.$$ \hspace{1cm} (14)

The effective potential, ISCO parameters and radius of circular orbits (photon orbit, marginally bound orbit and ISCO orbit) are also visually presented (see figures for different sets of parameters involved in.
4. Conclusions

We have investigated the geodesic motion and structure of orbits in particular ISCO, MB and Photon orbits in the background of a rotating BH in presence of quintessence which is spherically symmetric solution of Einstein field equations with the quintessence as a source of energy-momentum. Some of the key results obtained are summarized below.

(i) The extrema of effective potential lies at lower value as compared to Kerr BH in GR when normalization factor \(\alpha\) increases and EOS parameter \(\omega\) for quintessence decreases which therefore indicates that unstable orbits can even be found at lower energy values.

(ii) The radius of direct photon orbit, MB orbit and MS orbit increases as normalization factor \(\alpha\) increases for the case of a non rotating BH.

(iii) The radius of photon orbit, MB orbit, and MS orbit are larger as compared to the Kerr BH when normalization factor increases, EOS parameter \(\omega = -1/3\) and for finite value of spin parameter ‘a’ which in fact lies between 0 and M.

(iv) The direct photon orbit, direct MB orbit and direct MS orbit coincide at \(a = M\) which is the same as for Kerr BH in GR which is basically due to the subtle nature of Boyer-Lindquist coordinates at \(r = M\) for \(a = M\).

(v) The radius of retrograde orbit for photons and retrograde MB orbits increases as normalization factor increases, for a fixed value of EOS parameter while spin parameter is small.

(vi) The radius of retrograde MS orbit increases with the increase in normalization factor at a particular value of EOS parameter i.e. \(\omega = -1/3\).

In view of the current observations related to dark energy, the value of EOS parameter \(\omega\) tends to \(-1\) and similar investigations for the value \(\omega = -1\) along with \(\omega = -2/3\) are currently underway.
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1. Introduction
It is known that the center of mass energy can take arbitrarily large value if a collision occurs near the event horizon of an extreme rotating black hole. However, it does not mean that an ejected particle will have very high energy at infinity because of red-shift. Hence, how large energy we will observe at infinity has been evaluated for various situations. Most of those results were obtained for a point test particle. But a matter around a black hole normally has rotation. Since the equation of motion of a spinning particle is totally different from the geodesic equation, and the effect of spin is nontrivial, it is important to study the efficiency of the extracted energy ($\eta = \frac{\text{extracted energy}}{\text{input energy}}$) in the collision of spinning particles. We focus on the collisional Penrose process of spinning particles near the horizon of an extreme Kerr black hole and evaluate the maximal value of the energy efficiency for various processes.

2. The orbit of a spinning particle
In the Kerr spacetime, there are two Killing vectors, and then we have two conserved quantities; the particle energy $E$ and the particle total angular momentum $J$. For simplicity, we assume that a spinning particle is orbiting on the equatorial plane ($\theta = \pi/2$) and the direction of a particle spin is parallel to the rotation of a black hole. The spin parameter $s$ is positive when a particle is parallelly spinning to the rotation of the black hole, while $s$ is negative when it is counter-rotating.

By this setting, we obtain the specific momentum $u^{(a)} = p^{(a)}/\mu$, where $p^{(a)}$ is the momentum and $\mu$ is the particle mass, as

$$u^{(0)} = \frac{\left[ (r^3 + a(a + s)r + aMs)E - (ar + Ms)J \right]}{\mu r^2 \sqrt{\Delta} \left( 1 - \frac{Ms^2}{r^3} \right)},$$  \hspace{1cm} (1)

$$u^{(3)} = \frac{J - (a + s)E}{\mu r \left( 1 - \frac{Ms^2}{r^3} \right)},$$  \hspace{1cm} (2)
where $M$ and $a$ are the black hole mass and its specific angular momentum, respectively. The suffix $(a)$ denotes the tetrad components. From the definition of the particle mass, we obtain the radial component $u^{(1)}$ as

$$u^{(1)} = \sigma \sqrt{(u^{(0)})^2 - (u^{(3)})^2 - 1},$$

where $\sigma = \pm 1$ denotes the direction of the radial motion of the particle, i.e., a particle is moving outward for $\sigma = +1$ while it does inward for $\sigma = -1$.

Before the discussion of the collisional Penrose process, we should note a few important points as follows:

1. Since the four-velocity of a spinning particle $v^{(a)} = dx^{(a)}/d\tau$ is not always parallel to the four-momentum $u^{(a)}$, we have to impose the timelike condition $v^{(a)}v^{(a)} < 0$ in our analysis.

2. In order for a particle to reach the horizon, the condition $J_- \leq J \leq J_{cr}$ must be satisfied. Here, $J_{cr}(>0)$ and $J_-(<0)$ are the maximum and minimum values of the particle angular momentum, respectively. This condition is obtained from $(u^{(1)})^2 > 0$ for any radius of $r \geq r_H = M$.

3. To obtain arbitrarily large center-of-mass energy, the collision must take place near the horizon and one of collisional particles must have the critical angular momentum $J_{cr} = 2EM$, and the other particle must have sub-critical angular momentum $(J_- <)J < J_{cr}$.

### 3. Collisional Penrose process

We assume that two particles (the particle 1 [critical, $J_1 = 2E_1M$] and the particle 2 [sub-critical, $J_2 < J_{cr}$]) plunge from infinity, and collide at the point $r_c = r_H/(1 - \epsilon)$ ($0 < \epsilon \ll 1$), where $r_H = M$ is the horizon radius. After collision, the particle 3 (= the particle 1) is coming back to infinity, while the particle 4 (= the particle 2) will fall into a black hole.

At the collision, we have the following conservation laws:

$$E_1 + E_2 = E_3 + E_4, \quad J_1 + J_2 = J_3 + J_4, \quad (4)$$

$$s_1 + s_2 = s_3 + s_4, \quad p^{(1)}_1 + p^{(1)}_2 = p^{(1)}_3 + p^{(1)}_4. \quad (5)$$

From these conservation laws, we find that particle 3 must have near-critical angular momentum $(J_3 = 2E_3M + O(\epsilon))$. We consider only the head-on collision with $\sigma_1 = \sigma_3 = +1 \sigma_2 = \sigma_4 = -1$, $s_2 = s_4$, and $s_1 = s_3$, because it gives the maximum efficiency.

We expand the above conservation equations in terms of $\epsilon$ and solve the energies $E_2$ and $E_3$ by use of the expansion coefficients. We then evaluate the energy efficiency $\eta = E_3/(E_1 + E_2)$. The detailed analysis is given in Ref. 4.

In Table 1, we show the maximal efficiencies and the input and output energies for the following three cases: [1] Collision of two massive particles, [2] “Compton” scattering (the particle 1: massless, the particle 2: massive), and [3] “Inverse Compton” scattering (the particle 1: massive, the particle 2: massless).
In the case of the collision of two massive particles, the maximal efficiency $\eta$ is about 15.01, while it is about 26.85 for the case of the “Compton” scattering in the limit of $E_1 \to \infty$. The maximal efficiency becomes the largest for the “Compton” scattering, which in fact is the same as the case for without spin. Compared with the spinless case, these maximal efficiencies become twice larger than the spinless case. We then conclude that a spin plays an important role in the context of energy extraction. Note that the efficiency does not change significantly in the case of the “inverse Compton” scattering because the absorbed massless particle is spinless and the escaped massive particle with large energy cannot have a large spin.

Table 1. The maximal efficiencies and energies for three cases of collisions of particles plunging from infinity. We include the result for the nonspinning case (Ref. 3) for comparison. The maximal efficiencies and maximal energies are enhanced when the spin effect is taken into account.

<table>
<thead>
<tr>
<th>collisional process</th>
<th>spin</th>
<th>input energy $(E_1, E_2)$</th>
<th>output energy $(E_3)$</th>
<th>maximal efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collision of two massive particles</td>
<td>non-spinning</td>
<td>$(0.01379\mu M, -0.2709\mu M)$</td>
<td>$(\mu, \mu)$</td>
<td>12.66$\mu$</td>
</tr>
<tr>
<td>“Compton” scattering</td>
<td>non-spinning</td>
<td>$(0, -0.2709\mu M)$</td>
<td>$(+\infty, \mu)$</td>
<td>$+\infty$</td>
</tr>
<tr>
<td>“Inverse Compton” scattering</td>
<td>non-spinning</td>
<td>$(0.02679\mu M, 0)$</td>
<td>$(\mu, 0)$</td>
<td>12.66$\mu$</td>
</tr>
</tbody>
</table>

The present setting may be very unlikely in more realistic astrophysical situations. Since there are many particles in an accretion disc around a black hole, it may be more natural for a particle plunging from infinity will collide particles in the innermost stable circular orbit (ISCO). The result in this case will be published elsewhere. The ansatz of an extreme black hole is also not natural. The study for a non-extreme black hole is in progress.
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We derive the conditions for a non-equatorial eccentric bound orbit to exist around a Kerr black hole in two-parameter spaces: the energy, angular momentum of the test particle, spin of the black hole, and Carter’s constant space ($E$, $L$, $a$, $Q$), and eccentricity, inverse-latus rectum space ($e$, $\mu$, $a$, $Q$). These conditions distribute various kinds of bound orbits in different regions of the ($E$, $L$) and ($e$, $\mu$) planes, depending on which pair of roots of the effective potential forms a bound orbit. We provide a prescription to select these parameters for bound orbits, which are useful inputs to study bound trajectory evolution in various astrophysical applications like simulations of gravitational wave emission from extreme-mass ratio inspirals, relativistic precession around black holes, and the study of gyroscope precession as a test of general relativity.

Keywords: Classical black holes; Relativity and Gravitation; Bound orbit trajectories.

1. Introduction

Bound trajectories in the Kerr geometry have been studied extensively, and some of the important results are discussed in a pioneering work by S. Chandrasekhar (Ref. 1). The general trajectory in the Kerr spacetime was first expressed in terms of quadratures in Ref. 2, while Ref. 3 discusses the essential conditions for bound spherical geodesics, and also horizon-skimming orbits. The quadrature form of the fundamental orbital frequencies for a general eccentric trajectory was first presented in Ref. 4. Later, to decouple the $r$ and $\theta$ motions, a parameter called Mino time, $\lambda$, was introduced in Ref. 5, which was then implemented to calculate a closed-form trajectory solution and orbital frequencies in Ref. 6. Recently, an alternate analytic solution was derived for the general bound and separatrix trajectories in a compact form using the transformation $1/r = \mu (1 + e \cos \chi)$ in Refs. (7, 8). The inputs to these integrals for calculating the trajectories are the constants of motion $E$, $L$, $Q$, and spin of the black hole, $a$. These parameters can also be translated to ($e$, $\mu$, $a$, $Q$) space, as derived in Refs. (7, 8). It is essential to find the canonical bound orbit conditions in these two parameter spaces to calculate the trajectory evolution.

We express the bound orbit conditions on ($E$, $L$, $a$, $Q$) parameters for the non-equatorial eccentric bound orbits around a Kerr black hole, and then find the analog of these conditions in the ($e$, $\mu$, $a$, $Q$) space. The regions of different bound orbits were graphically separated in the ($E$, $L$) plane in Ref. 9, according to the pair of roots of the effective potential spanning the radius of the bound orbit. It is essential to find the canonical bound orbit conditions in these two parameter spaces.
2. Conditions for bound trajectories around Kerr black hole

Now, we consider the radial motion of the bound trajectory which is described by the equation (Refs. 2, 4, 7, 8)

\[
\frac{(E^2 - 1)}{2} + \frac{\rho^4}{2r^4} \left( \frac{dr}{d\tau} \right)^2 - \frac{1}{r} \left[ L^2 - a^2 (E^2 - 1) + Q \right] + \frac{1}{r^3} \left( L - aE \right)^2 + Q \right] \frac{a^2 Q}{2r^4},
\]

to derive the conditions in \((E, L, a, Q)\) and \((\epsilon, \mu, a, Q)\) spaces for various bound orbit regions previously discussed in Ref. 9, where \(\rho^2 = r^2 + a^2 \cos^2 \theta\), \(\tau\) is the proper time, and \(a = J/M^2\) which have their usual meanings; we use geometrical units throughout.

2.1. Dynamical parameter space \((E, L, a, Q)\)

Next, we solve the quartic equation, Eq. (1), to find the four roots (that include the turning points of the bound orbit) of \(dr/d\tau = 0\), which can be expressed as

\[
r^4 + \frac{2}{(E^2 - 1)} r^3 + \frac{(a^2 E^2 - L^2 - Q - a^2)}{(E^2 - 1)} r^2 + \frac{2 (x^2 + Q)}{(E^2 - 1)} \frac{a^2 Q}{2r^4} = 0,
\]

where \(x = L - aE\). Applying Ferrari’s method (Ref. 10) to the above equation gives

\[
\begin{align*}
  r_1 &= \frac{1}{2 (1 - E^2)} + \frac{\sqrt{2z}}{2} + \frac{1}{2} \sqrt{D_1}, \quad (3a) \\
  r_2 &= \frac{1}{2 (1 - E^2)} + \frac{\sqrt{2z}}{2} + \frac{1}{2} \sqrt{D_1}, \quad (3b) \\
  r_3 &= \frac{1}{2 (1 - E^2)} - \frac{\sqrt{2z}}{2} + \frac{1}{2} \sqrt{D_2}, \quad (3c) \\
  r_4 &= \frac{1}{2 (1 - E^2)} - \frac{\sqrt{2z}}{2} - \frac{1}{2} \sqrt{D_2}, \quad (3d)
\end{align*}
\]

where \(r_1 > r_2 > r_3 > r_4\), and

\[
\begin{align*}
  D_1 &= -2G - 2z - \frac{\sqrt{7H}}{\sqrt{2}}, \quad D_2 = -2G - 2z + \frac{\sqrt{7H}}{\sqrt{2}}, \quad (3e) \\
  z &= U + V - \frac{G}{3}, \quad U = \left( I + \sqrt{J^2 + J^3} \right)^{1/3}, \quad V = \left( I - \sqrt{J^2 + J^3} \right)^{1/3}, \quad (3f) \\
  I &= \frac{2G^3 + 27H^2 - 72GT}{432}, \quad J = -\frac{(G^2 + 12T)^{1/3}}{36}, \quad (3g) \\
  G &= \frac{[L^2 - a^2 (E^2 - 1) + Q]}{(1 - E^2)^2}, \quad (3h) \\
  H &= \frac{[L^2 - a^2 (E^2 - 1) + Q]}{(1 - E^2)^2} - \frac{2 (x^2 + Q)}{(1 - E^2)^2} - \frac{1}{(1 - E^2)^3}, \quad (3i) \\
  T &= \frac{[L^2 - a^2 (E^2 - 1) + Q]}{4 (1 - E^2)^3} - \frac{3}{16 (1 - E^2)^3} \frac{(x^2 + Q)}{(1 - E^2)^2} + \frac{a^2 Q}{(1 - E^2)^3}. \quad (3j)
\end{align*}
\]
The bound orbit regions were graphically classified in the \((E, L)\) plane in Ref. 9 on the basis of which pair of roots of quartic equation, Eq. (2), contains the bound orbit. We algebraically classify these regions using the expressions of roots, Eqs. (3a-3d), in the \((E, L, a, Q)\) parameter space as follows (Ref. 11):

1. **Region \(\Delta\)**: Bound orbits exist between \((r_1, r_2)\), and between \((r_3, r_4)\): \(D_1 > 0, D_2 > 0, \text{ and } E < 1\).

2. **Region \(\varsigma\)**: Bound orbit either exists between \(r_1\) and \(r_2\) if \((r_3, r_4)\) forms a complex pair i.e. \(D_2 < 0\) or exists between \(r_3\) and \(r_4\) if \((r_1, r_2)\) forms a complex pair i.e. \(D_1 < 0\): \((D_1 \cdot D_2) < 0\). This region exists for both \(E < 1\) and \(E > 1\).

3. **Region \(\Lambda\)**: Bound orbit exists between \(r_2\) and \(r_3\) with \(r_4 < r_3\) and \(r_1 > r_2\): \(D_1 > 0, D_2 > 0, \text{ and } E > 1\).

The classification of these regions in the \((E, L)\) plane is shown in Fig. 1. The bounding curves of these regions represent spherical orbits. The eccentricity and inverse latus-rectum of the bound orbit are defined as (Ref. 11)

\[
e_{ij} = \frac{r_i - r_j}{r_i + r_j}, \quad \mu_{ij} = \frac{r_i + r_j}{2r_i r_j},
\]

where we see that \(\{e_{ij}, \mu_{ij}\}\) can be expressed in terms of \((E, L, a, Q)\) through roots, Eqs. (3). The details of derivations presented here will be provided in Ref. 11.

### 2.2. Conic parameter space \((e, \mu, a, Q)\)

According to the definitions given for regions \(\Delta, \varsigma, \text{ and } \Lambda\) in §2.1, the convention adopted for \(\{e, \mu\}\) is as follows: Region \(\Delta\) given by \(\{e_{12}, \mu_{12}\}\); Region \(\Lambda\) given by \(\{e_{23}, \mu_{23}\}\); Region \(\varsigma\) given by \(\{e_{12}, \mu_{12}\} \text{ or } \{e_{34}, \mu_{34}\}\), depending on which pair is
real. Now, we derive the defining conditions for $\Delta$, $\varsigma$, and $\Lambda$ regions in the $(e, \mu, a, Q)$ space:

(i) **Region $\Delta$**: The defining conditions for this region was derived using the necessary constraints on the parameters of the Elliptic integrals involved in the trajectory solutions (Refs. 7, 8), which are

$$\left[ \mu^3 a^2 Q (1 + e)^2 + \mu^2 (\mu a^2 Q - x^2 - Q) (3 - e) (1 + e + 1) \right] > 0,$$

$$\left[ \mu (1 + e) \left( 1 + \sqrt{1 - a^2} \right) \right] < 1,$$

$$E(e, \mu, a, Q) < 1.$$  \hfill (5c)

(ii) **Region $\varsigma$**: The region $\varsigma$ is defined by two complex roots of $r$ or $u = 1/r$ with a bound orbit existing between the two remaining real roots. We can write Eq. (2) for this region as

$$A = -2 \left[ \frac{x^2 + Q}{a^2 Q} - \mu \right], \quad B = \frac{1 - E^2}{\mu^2 a^2 Q (1 - e^2)},$$

where bound orbit exists between $\mu (1 + e)$ and $\mu (1 - e)$ which is a real pair of the roots, and

$$\{ (Q + x^2)^2 \mu + a^4 e^2 Q^2 \mu^3 - a^2 Q \left[ 1 + (1 + e^2) (Q + x^2) \mu^2 \right] \} < 0,$$

where we have substituted for the factor $(1 - E^2)$ in terms of $(e, \mu, x)$ using relations previously derived in Refs. (7, 8).

(iii) **Region $\Lambda$**: The region $\Lambda$ is defined by the condition that a bound orbit exists between $r_2$ and $r_3$ (or $u_2$ and $u_3$) with $r_1 > r_2$ (or $u_1 < u_2$) and $r_3 > r_4$ (or $u_3 < u_4$). We can express Eq. (2) for this region as

$$[u - \mu (1 - e)] \cdot [u - \mu (1 + e)] \cdot (u^2 + Au + B) = 0.$$  \hfill (8)

The remaining roots $u_1$ and $u_4$ can be derived from the factor $(u^2 + Au + B)$, which can be substituted into the conditions $u_1 < u_2$ and $u_3 < u_4$ to obtain

$$\left[ \mu^3 a^2 Q (1 - e)^2 + \mu^2 (\mu a^2 Q - x^2 - Q) (3 + e) (1 - e + 1) \right] < 0,$$

and

$$\left[ \mu^3 a^2 Q (1 + e)^2 + \mu^2 (\mu a^2 Q - x^2 - Q) (3 - e) (1 + e + 1) \right] < 0,$$

respectively. Next, as we see from Fig. 1, that the region $\Lambda$ corresponds to the orbits with $E > 1$; this implies

$$\left[ \mu^2 (1 - e^2) (\mu a^2 Q - x^2)^2 + 1 \right] < 0.$$  \hfill (9c)

In effect, Eqs. (9a, 9b, 9c) together define $\Lambda$ region the $(e, \mu)$ plane, and Fig. 2 shows all these regions in the $(e, \mu)$ plane. The details of derivations of the above conditions will be provided in Ref. 11.
3. A prescription for selecting bound orbits

We present the scaling formulae specifying the parameters \((E, L)\) and \((e, \mu)\) in terms of the variables \((x_1, y_1)\) and \((x_2, y_2)\), where \(x_i, y_i \in [0, 1], i = 1, 2\), can be chosen to produce valid combinations of the parameters \((E, L)\) and \((e, \mu)\) for bound orbits. The formula for selecting \(E\) for bound orbits written in terms of the variable \(x_1, a,\) and \(Q\) for region \(\Delta\) in Fig. 1 is (Ref. 11)

\[
E(x_1, a, Q) = E_Z(a, Q) + x_1 [E_Y(a, Q) - E_Z(a, Q)],
\]

where \(E_Z(a, Q)\) and \(E_Y(a, Q)\) are the spherical orbit energies at ISSO and MBSO respectively, and where \(Z(a, Q)\) and \(Y(a, Q)\) are radii of ISSO and MBSO respectively (Eqs. 19, 20 in Refs. 7, 8).

Now, for a fixed \(x_1\) and \(a, y_1 \in [0, 1]\) defines the range of \(L(r, a, Q)\) for bound orbits. The formula for selecting allowed \(L(\Delta\) in Fig. 1) can be written as (Ref. 11)

\[
\frac{1}{L(x_1, y_1, a, Q)} = \frac{1}{L_-(x_1, a, Q)} - \frac{y_1}{L_-(x_1, a, Q)} - \frac{1}{L_+(x_1, a, Q)},
\]

where \(L_+(x_1, a, Q)\) and \(L_-(x_1, a, Q)\) are end points of the \(\Delta\) region in Fig. 1 given by (Ref. 11)

\[
L_+(x_1, a, Q) = \frac{1}{r_v(x_1, a, Q)} + a \cdot E(r_v(x_1, a, Q), a, Q),
\]

\[
L_-(x_1, a, Q) = \frac{1}{r_u(x_1, a, Q)} + a \cdot E(r_u(x_1, a, Q), a, Q),
\]

where \(x(r_s, a, Q)\) and \(E(r_s, a, Q)\) can be calculated using the spherical orbit formulae (derived in Refs. 7, 8) and where \(r_v(x_1, a, Q)\) and \(r_u(x_1, a, Q)\) are the two roots of \(r_v\) in the equation

\[
E(r_v(x_1, a, Q)) = E_Z(a, Q) + x_1 [E_Y(a, Q) - E_Z(a, Q)].
\]

The radii \(r_v(x_1, a, Q)\) and \(r_u(x_1, a, Q)\) obey \(r_v(x_1, a, Q) > Z(a, Q)\) and \(Y(a, Q) < r_u(x_1, a, Q) < Z(a, Q)\).
For the \((e, \mu)\) space, the corresponding formulae for the \(\Delta\) region in Fig. 2 are given by

\[
e(x_2) = x_2, \quad \mu(y_2, r_x, a, Q) = y_2 \cdot \mu_s(r_x, a, Q),
\]

(13a)

(13b)

where the allowed range of \(\mu\) is \(0 < \mu < \mu_s(r_x, a, Q)\) for a given \(x_2\), and \(\mu_s(r_x, a, Q)\) is the value of \(\mu\) at the separatix [Eq. (25b) in Refs. (7, 8)], and \(r_x\) is a root of \(r_s\) in the equation \(x_2 = e_s(r_s, a, Q)\) and \(e_s(r_s, a, Q)\) is the eccentricity value at the separatix [Eq. (25a) in Refs. (7, 8)]. The radius \(r_x\) lies between \(Y(a, Q)\) and \(Z(a, Q)\) for a given \(a\) and \(Q\). Hence, for a fixed \(a\) and \(Q\), \(x_2\) and \(y_2\) \(\in [0, 1]\) which thereby defines the range of \((e, \mu)\).

4. Summary and discussion

We presented the algebraic conditions for non-equatorial bound trajectories in the \((E, L, a, Q)\) and \((e, \mu, a, Q)\) spaces and showed how these conditions classify the bound orbits into various regions, \(\Delta, \varsigma\), and \(\Lambda\), in the \((E, L)\) plane, which was previously discussed graphically in Ref. 9; see Fig. 1. In this article, we have also shown these bound orbit regions in the \((e, \mu)\) plane, Fig. 2, geometrically specified by their bound curves and vertices. For astrophysically relevant orbits, only the region \(\Delta\) is applicable. We also provided a useful prescription to select the parameters \((E, L)\) and \((e, \mu)\) in the \(\Delta\) region, which are canonical inputs to the trajectory solutions for studying their evolution in various applications like gravitational wave emission from extreme-mass ratio inspirals, relativistic precession around black holes, and the study of gyroscope precession as a test of general relativity.
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We present a smooth extension of the Schwarzschild exterior geometry, where the singular interior is superceded by a vacuum phase with vanishing metric determinant. Unlike the Kruskal-Szekeres continuation, this solution to the first order field equations in vacuum has no singularity in the curvature two-form fields, no horizon and no global time. The underlying non-analytic structure provides a distinct geometric realization of ‘mass’ in classical gravity. We also find that the negative mass Schwarzschild solution does not admit a similar extension within the first order theory. This is consistent with the general expectation that degenerate metric solutions associated with the Hilbert-Palatini Lagrangian formulation should satisfy the energy conditions.
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1. Introduction

In view of the imposing experimental success of Einstein’s theory of general relativity, one could be tempted to accept the invertible metric phase (det $g_{\mu\nu} \neq 0$) as a self-contained and complete framework in describing the classical dynamics of spacetimes. However, in general, (the first order formulation of) gravity theory is known to exhibit an additional phase based on non-invertible metrics. From a general perspective, the Einsteinian theory is nothing more or less than the special phase of first order theory where the metric is invertible everywhere. It then seems natural to ask as to how certain robust features of Einsteinian solutions, such as singularities, get manifested in a more generic solution where both the phases could coexist.

In the spherically symmetric vacuum Einstein theory, the Schwarzschild spacetime happens to be the unique solution. For a positive (negative) mass, its singular interior represents a black hole with a horizon (a naked singularity without a horizon). However, in the presence of both the phases of first order gravity, there is no reason for Birkhoff’s uniqueness theorem to be applicable, as it works only under the assumption of the invertibility of metric. Here we provide an explicit realization of such a scenario. The solutions discussed are smooth extensions of the Schwarzschild exterior through a noninvertible metric phase, which supercedes the interior of the standard Schwarzschild solution of Einstein equations. These spacetimes are solutions to the first order equations of motion everywhere. The associated field-strength components are manifestly finite everywhere, unlike in the standard Schwarzschild case. Even though it is not possible to construct four dimensional curvature scalars in regions where the metric is degenerate, it is still possible to define effective lower-dimensional curvature scalars associated with the nondegenerate subspace of the four geometry in such regions. All such scalars are found to be finite, implying that the emergent three-geometry is regular.
Let us now elucidate our construction for the positive mass Schwarzschild geometry, followed by a brief discussion of the negative mass case.

2. A smooth extension of the Schwarzschild exterior

Our aim is to construct a smooth continuation of the Schwarzschild exterior, such that it satisfies the vacuum field equations of first order gravity. These equations of motion are obtained through a variation of the Hilbert-Palatini Lagrangian density with respect to the tetrad and connection fields:

\[
e^J_\mu D_\nu(\omega)e^L_\alpha = 0, \quad e^J_{\mu\nu\lambda\rho}(\omega) = 0.
\] (1)

Although degenerate solutions to these equations may be associated with nontrivial torsion in general, we shall consider torsionless configurations which would be sufficient for our purpose here.

2.1. Basic fields

We define the two phases of the full spacetime through the following metric \((t \in (-\infty, \infty), u \in (-\infty, \infty), \theta \in [0, \pi], \phi \in [0, 2\pi])\):

\[
ds^2 = -\left[1 - \frac{2M}{f(u)}\right] dt^2 + \frac{f'^2(u)}{1 - \frac{2M}{f(u)}} du^2 + f^2(u) \left[d\theta^2 + \sin^2 \theta d\phi^2\right] (u > u_0),
\]

\[
= 0 + \sigma F^2(u) du^2 + H^2(u) \left[d\theta^2 + \sin^2 \theta d\phi^2\right] (u \leq u_0).
\] (2)

The smooth functions \(f, F\) satisfy the following set of boundary conditions:

\[
f(u) \to 2M, \quad f'(u) \to 0, \quad F(u) \to 0 \text{ as } u \to u_0;
\]

\[
f(u) \to \infty, \quad f'(u) \to 1 \text{ as } u \to \infty.
\] (3)

While the first line above ensures the continuity of the metric, the last line implies that the spacetime is flat as \(u \to \infty\). The internal metric is given by \(\eta_{IJ} = \text{diag}[-1, 1, 1, 1]\). The metric at \(u > u_0\) may be brought to the Schwarzschild form through a reparametrization \(u \to r = f(u)\). However, the degenerate metric at \(u \leq u_0\) has no semblance to the Schwarzschild interior. Also, \(u_0\) in this construction is not a new free parameter, but rather is dependent on the ‘mass’ parameter \(M\). Although it is not necessary to adopt any specific \(f(u)\), we choose it to be the following in order to be explicit:

\[
f(u) = 2M \left[1 + \frac{u}{u_0} - 1 \cdot e^{-u^2/(\sqrt{2}u_0)}\right].
\]

This satisfies all the boundary conditions in (3) provided \(u_0 = 2M\).

\footnote{The form of the metric defining the full spacetime here is the same as introduced in Ref. 5. However, the solutions there are based on fields that are continuous but not smooth and have nonvanishing torsion, unlike the case here.}
The nonvanishing components of the associated (torsionless) spin-connection and the resulting field-strength are given below:

\[ \omega_{\mu}^{\nu} = \frac{M}{f^2(u)} \phi_3, \quad \omega_{\phi}^{23} = -\cos \theta, \quad \omega_{\phi}^{31} = \left(1 - \frac{2M}{f(u)}\right)^2 \sin \theta = -\omega_{\phi}^{12} \sin \theta; \]

\[ R_{\mu \nu}^{\phi} = \frac{2M f'(u)}{f^3(u)}, \quad R_{\tau \phi}^{03} = -\frac{M}{f^2(u)} \left(1 - \frac{2M}{f(u)}\right)^{\frac{3}{2}} \sin \theta = R_{\tau \phi}^{02} \sin \theta, \]

\[ R_{\phi \phi}^{23} = \frac{2M f'(u)}{f(u)} \sin \theta, \quad R_{\phi \phi}^{31} = -\frac{M f'(u)}{f^2(u)} \left(1 - \frac{2M}{f(u)}\right)^{\frac{3}{2}} \sin \theta = R_{\phi \phi}^{12} \sin \theta. \quad (4) \]

At the region \( u \leq u_0 \) with a degenerate phase, we choose a zero-torsion configuration, defined by the following connection fields along with the associated field-strength:

\[ \hat{\omega}_{\phi}^{23} = -\cos \theta, \quad \hat{\omega}_{\phi}^{31} = \frac{H'(u)}{\sqrt{\sigma F(u)}} \sin \theta = -\hat{\omega}_{\phi}^{12} \sin \theta; \]

\[ \hat{\theta}_{\phi}^{23} = \left[1 - \sigma \left(\frac{H'(u)}{F(u)}\right)^2\right] \sin \theta, \quad \hat{\theta}_{\phi}^{31} = -\left[\frac{H'(u)}{\sqrt{\sigma F(u)}}\right]' \sin \theta = \hat{\theta}_{\phi}^{12} \sin \theta. \quad (5) \]

where we have displayed only the nonvanishing components. Note that even though some of the field components are imaginary for \( \sigma = -1 \), the physical fields, given by their \( SO(3,1) \) gauge-invariant counterparts \( \hat{R}_{\mu \nu} = \hat{R}_{\mu \nu}^{IJ} e_{\mu \nu} e_{IJ} \), are all real.

### 2.2. Solving the field equations

Since this configuration with degenerate tetrads has vanishing torsion by construction, the first of the set of equations of motion (1) is already satisfied. The remaining equation involving the curvature two-form is also satisfied provided the fields obey the constraint:

\[ \left(\frac{H'^2(u)}{F^2(u)} - \sigma\right) F(u) + 2H(u) \left(\frac{H'(u)}{F(u)}\right)' = 0. \quad (6) \]

A solution to the continuity conditions at \( u = u_0 \) and the constraint (6) is given by:

\[ F(u) = -\frac{f'(u)}{\sqrt{\sigma \left(1 - \frac{2M}{f(u)}\right)^{\frac{3}{2}}}}, \quad H(u) = f(u). \quad (7) \]

Note that all the gauge covariant fields (tetrad and field-strength) are smooth across the phase boundary. The apparent discontinuity in the connection field (\( \omega_{\theta}^{01} \neq \hat{\omega}_{\theta}^{01} \) at \( u = u_0 \)) could be gauged away by a boost of the form:

\[ k_{IJ} = \begin{pmatrix} \cosh \frac{1}{2M} & \sinh \frac{1}{2M} & 0 & 0 \\ \sinh \frac{1}{2M} & \cosh \frac{1}{2M} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \]
2.3. **Distinct features**

We now summarize the main features of these new solutions of first order field equations:

- a) The spacetime metric, along with all the gauge-covariant fields in this solution, are smooth everywhere.

- b) This (nonanalytic) extension has no horizon; The two values $\sigma = \pm 1$ correspond to a Lorentzian and Euclidean three geometry which supercedes the standard Schwarzschild interior.

- c) The curvature two-form fields are finite everywhere, in contrast to the case of a Schwarzschild interior.

- d) The solution has a free parameter ‘$M$’, exactly as in the usual Schwarzschild case. However, there is no matter sourcing this mass, rather, its origin is purely geometric.

- e) There is no horizon; Rather, the two-sphere at $u = u_0$ characterizes a minimal area surface $A_{\text{min}} = 16\pi M^2$ and is impenetrable, at least classically.

- f) The method of defining the degenerate phase through $\hat{g}_{tt} = 0$ is unique, since it is not possible to obtain a nontrivial extension of the Schwarzschild exterior through any other kind of degeneracy (e.g. $\hat{g}_{uu} = 0$).

Finally, note that even though the four-curvature scalar polynomials cannot be defined everywhere due to the noninvertibility of tetrads, the spacetime at $u \leq u_0$ may be treated as an emergent three-geometry defined solely by the induced metric:

$$ds^2 = \sigma F^2(u)du^2 + H^2(u) \left[ d\theta^2 + \sin^2 \theta d\phi^2 \right].$$

The three-scalar curvature polynomials built upon the torsionless connection for this three-geometry also turn out to be finite everywhere.

3. **Naked singularity**

Next, let us analyze the case of negative mass Schwarzschild geometry, the corresponding metric being obtained through a sign reversal $M \rightarrow -M$. This represents a naked singularity solution of vacuum Einstein equations.

Since there is no horizon in the original geometry ($g_{tt} \neq 0$), let us consider an extension in first order gravity through $g_{uu} = 0$ at $u \leq u_0$ is as follows:

$$ds^2 = -\left[ 1 + \frac{2M}{f(u)} \right] dt^2 + \left[ 1 + \frac{f'^2(u)}{f'^2(u_0)} \right] du^2 + f^2(u) \left[ d\theta^2 + \sin^2 \theta d\phi^2 \right] (u > u_0),$$

$$= -\left[ 1 + \frac{2M}{f_0} \right] dt^2 + 0 + f_0^2 \left[ d\theta^2 + \sin^2 \theta d\phi^2 \right] (u \leq u_0), \quad (8)$$

where $u = u_0$ corresponds to the phase boundary hypersurface and $f_0 = f(u_0)$. Since the phase boundary must correspond to some finite but nonzero Schwarzschild radius ($r$), $f_0 > 0$. However, the noninvertible phase above just corresponds to the trivial restriction of the original negative mass solution at $u = u_0$ rather than a new
spacetime region. The same conclusion holds for a possible degeneracy through $g_{tt} = 0$ (based on a redefined ‘time’).

Thus, the singular curvature-two form fields associated with ‘negative mass’ solution cannot be regularized using a degenerate extension, in contrast to the ‘positive mass’ case discussed in the previous section.

4. Conclusions

The smooth extension of the exterior Schwarzschild geometry, as discussed here, involves a modification of the standard picture of a singular black hole interior in a purely classical setting\textsuperscript{5,6}. These solutions could provide a fresh perspective into the information loss problem. Being rooted within a fairly conservative framework based on first order gravity, such an approach could complement (and perhaps supercede) some of the more exotic proposals (e.g. Firewall or Fuzzball programme) that have been put forth to resolve this celebrated paradox.

The cases of positive and negative mass curvature singularities of the Einsteinian theory are perceived very differently within this framework. While the singular interior of positive mass Schwarzschild geometry may be traded for a zero-determinant phase with regular field-strength components, the negative mass naked singularity admits no such smooth extension in first order gravity. This outcome, however, is consistent with the general expectation\textsuperscript{7} that degenerate metric ($\text{det} g_{\mu\nu} = 0$) solutions obtained within the Hilbert-Palatini Lagrangian formulation\textsuperscript{1–3} should satisfy the energy conditions. The scenario here may be contrasted with the case of degenerate triad ($\text{det} E^a_i = 0$) solutions obtained earlier within the complex SU(2) (Sen-Ashtekar) Hamiltonian framework, which are known to contain negative energy geometries\textsuperscript{8}.

Finally, let us note that in the vacuum solution constructed here, there is no matter sourcing the ‘mass’ $M$. Rather, its origin could be attributed to the time-nonorientability at the phase boundaries\textsuperscript{5,6,9,10}. This is an interesting realization of mass through pure geometry. Further, this scenario is distinct from the remarkable ideas explored first by Einstein-Rosen\textsuperscript{11} and later by Wheeler-Misner\textsuperscript{12}, through their respective attempts to generate ‘mass’ and ‘charge’ from a nontrivial geometry or topology. To emphasize, our analysis here does not involve wormholes (which are not solutions to the vacuum field equations in general) or quantum configurations such as geons. It would be natural to ask if there is a more interesting manifestation of such geometric ‘mass’ sourced by noninvertible phases in vacuum.

To conclude, given the number of intriguing features of these ‘two-phased’ solutions, one wonders if quantum gravity could be a more suitable arena for further explorations based on these.
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1. Introduction

In this paper we want to present a comparative study of the scattering of Dirac fermions by black-holes with spherical symmetry. For that we choose the Schwarzschild, the Reissner-Nordström and Bardeen black holes, which were each analysed separately in our previous works. Other works that studied numerically the scattering of fermions by these three types of black holes can be found for example in Refs. 5–19.

The main steps for solving the Dirac equation in the geometries that describe black-holes with spherical symmetry are detailed. We obtain the scattering modes resulted solving the Dirac equation in the asymptotic zone of the black hole, which help us to obtain the phase shifts and the analytical expression of the differential scattering cross section. The differential scattering cross section will be analysed in terms of the relevant parameters such as the mass of the black hole and the charge of the black hole and scattering angle. From the analytical expression for the cross section the zero mass limit can be obtained.

We begin in the second section with the basic notions about the Dirac equation in geometries that describe black holes with spherical symmetry. The third section is dedicated to the phase shifts obtained using the partial wave analysis and in the fourth section we make a graphical analysis of the cross section in terms of scattering angle.

2. Dirac Equation and Black Holes

In this work we are discussing fermion scattering by black holes with spherical symmetry that have the following generic metric

$$ds^2 = h(r)dt^2 - \frac{dr^2}{h(r)} - r^2 (d\theta^2 + \sin^2 \theta d\phi^2)$$ (1)
In the case of Schwarzschild, electrically charged Reissner-Nordsr"om and (regular) Bardeen black holes the function \( h(r) \) reads:

\[
\begin{align*}
    h(r)_S &= 1 - \frac{2M}{r}, \\
    h(r)_{RN} &= 1 - \frac{2M}{r} + \frac{Q^2}{r^2}, \\
    h(r)_B &= 1 - \frac{2Mr^2}{(r^2 + Q_m^2)^{3/2}}
\end{align*}
\]  

(2)

where \( M \) is the mass of each black hole; \( Q \) is the total electric charge and \( Q_m \) is the nonlinear magnetic monopole charge\(^{20}\).

It can be shown (for details see our previous papers\(^1\)\(^2\)\(^3\)\(^4\)\(^23\)) that the Dirac equation, \( i\gamma^a D_a \psi - m \psi = 0 \), in the black holes geometries given by eq. (1) can be reduced to only a radial equation, namely

\[
\begin{pmatrix}
    m \sqrt{h(r)} + V(r) & -h(r) \frac{d}{dr} + \frac{\kappa}{r} \sqrt{h(r)} \\
    h(r) \frac{d}{dr} + \frac{\kappa}{r} \sqrt{h(r)} & -m \sqrt{h(r)} + V(r)
\end{pmatrix}
\begin{pmatrix}
    f^+_{E,\kappa}(r) \\
    f^-_{E,\kappa}(r)
\end{pmatrix} = E
\begin{pmatrix}
    f^+_{E,\kappa}(r) \\
    f^-_{E,\kappa}(r)
\end{pmatrix}
\]  

(3)

where \( f^\pm(r) \) are two radial wave function and \( V(r) = eQ/r \). The angular part of the Dirac equation is contained into the standard 4-component angular spinors \( \Phi^{\pm}_{m,\kappa}(\theta, \phi) \). Thus the particle-like solutions with energy \( E \) can be expressed as

\[
\psi_{E,j,m,\kappa}(t, r, \theta, \phi) = \frac{e^{-iEt}}{r h(r)^{1/4}} \left\{ f^+_{E,\kappa}(r) \Phi^{+}_{m,\kappa}(\theta, \phi) + f^-_{E,\kappa}(r) \Phi^{-}_{m,\kappa}(\theta, \phi) \right\}
\]  

(4)

The separation of angular variables as in eq. (4) was possible by using the Cartesian gauge (see eqs. (1)–(4) in Ref. 2). In this gauge the Dirac equation is manifestly covariant under rotations.

The radial equation (3) can not be solved analytically for any of the three black holes (2) and up to now a combination of analytical and numerical methods was used to solve it and to compute numerical phase shifts as was done for ex. in Ref. 6 for Schwarzschild BH or in Ref. 19 for Bardeen BH.

2.1. Scattering modes

In the following we will briefly show how to obtain analytical phase shifts by finding (approximative) analytical scattering modes resulted from solving the Dirac equation in the asymptotic zone of the black hole as done in Refs. 1–4. One starts by changing the variable \( r \) to a Novikov-like one, namely

\[
x = \sqrt{\frac{z}{r_+}} - 1,
\]  

(5)

with \( r_+ \) the radius of the outer black hole horizon. For Schwarzschild BH \( z = r \) and \( r_+ = r_0 = 2M \); for Reissner-Nordsr"om BH \( z = r \) and \( r_+ = M + \sqrt{M^2 - Q^2} \), while for Bardeen BH \( z = \sqrt{r^2 + Q^2_M} \) and \( r_+ \) has a more complicated analytical expression not given here.

By rewriting eq. (3) in terms of the new variable \( x \) and making a Taylor expansion with respect to \( 1/x \) one can show, after discarding the \( O(1/x^2) \) terms and
higher, that in the asymptotic zone of the black hole the new equation becomes

\[
\begin{pmatrix}
\frac{1}{2} \frac{d^2}{dx^2} + \frac{\kappa}{x} & -x(\mu + \varepsilon) - \frac{1}{2} (\zeta + \beta) \\
x(\varepsilon - \mu) - \frac{1}{2} (\zeta - \beta) & \frac{1}{2} \frac{d}{dx} - \frac{\kappa}{x}
\end{pmatrix}
\begin{pmatrix}
f_{E,R}(x) \\
f_{E,R}(x)
\end{pmatrix}
= 0 \tag{6}
\]

where \( \mu = r_+ \), \( \varepsilon = r_+ E \) and

- for Schwarzschild black hole one has:
  \[ \zeta = \frac{\mu}{2}, \quad \beta = \varepsilon, \quad r_+ = 2M \tag{7} \]
- for Reissner-Nordström black hole:
  \[ \zeta = \frac{1}{2} \mu \left( \frac{1}{r_+} - \frac{r_-}{r_+} \right), \quad \beta = \varepsilon - eQ, \quad r_\pm = M \pm \sqrt{M^2 - Q^2} \tag{8} \]
- for regular Bardeen black hole:
  \[ \zeta = \mu \left( 1 - \frac{M}{r_+} \right), \quad \beta = \varepsilon, \tag{9} \]

The scattering mode solutions (with \( \varepsilon > \mu \)) of eq. (6) can be found in terms of Whittaker functions\(^1\)\(^,2\)\(^,4\)\(^,23\):

\[
\begin{pmatrix}
f^+(x) \\
f^-(x)
\end{pmatrix}
= \begin{pmatrix}
-i \sqrt{\mu + \varepsilon} & i \sqrt{\mu + \varepsilon} \\
\sqrt{\varepsilon - \mu} & \sqrt{\varepsilon - \mu}
\end{pmatrix}
\begin{pmatrix}
C^+_1 M_{\rho_+,s}(2i\nu x^2) + C^+_2 W_{\rho_+,s}(2i\nu x^2) \\
C^-_1 M_{\rho_-,s}(2i\nu x^2) + C^-_2 W_{\rho_-,s}(2i\nu x^2)
\end{pmatrix} \tag{10}
\]

were \( \nu = \sqrt{\varepsilon^2 - \mu^2} \). The four integration constants \( C^+_1, C^+_2, C^-_1, C^-_2 \) are not independent, satisfying the following relations\(^1\)\(^,23\):

\[
\frac{C^-_1}{C^+_1} = \frac{s - iq}{\kappa - i\lambda}, \quad \frac{C^-_2}{C^+_2} = -\frac{1}{\kappa - i\lambda} \tag{11}
\]

and were the following parameters are used:

\[
s = \sqrt{\kappa^2 + \zeta^2 - \beta^2}, \quad \rho_\pm = \frac{1}{2} \pm iq, \quad q = \frac{\beta \varepsilon - \zeta \mu}{\nu}, \quad \lambda = \frac{\beta \mu - \zeta \varepsilon}{\nu} \tag{12}
\]

### 2.2. Analytical Phase Shifts

Applying the partial wave method on the scattering modes (10) as done in Refs. 1,2,4 we obtained for the first time in the literature analytical expressions for the phase shifts associated to the scattering of Dirac fermions by black holes, namely:

\[
S_\kappa = e^{2i\delta_\kappa} = \left( \frac{\kappa - i\lambda}{s - iq} \right) \frac{\Gamma(1 + s - iq)}{\Gamma(1 + s + iq)} e^{i\pi(s - i)}. \tag{13}
\]

Using these phase shifts one can now calculate analytical expressions for the differential scattering cross section

\[
\frac{d\sigma}{d\Omega} = |f(\theta)|^2 + |g(\theta)|^2 \tag{14}
\]
were the scalar amplitudes \( f(\theta) \) and \( g(\theta) \) are defined in terms of Legendre polynomials and the phase shifts \( e^{2i\delta_l} \):

\[
f(\theta) = \sum_{l=0}^{\infty} \frac{1}{2i\pi} \left[ (l+1)(e^{2i(\theta-1)} - 1) + l(e^{2i\delta_l} - 1) \right] P_l^0(\cos \theta)
\]

\[
g(\theta) = \sum_{l=1}^{\infty} \frac{1}{2i\pi} \left[ e^{2i(\theta-1)} - e^{2i\delta_l} \right] P_l^1(\cos \theta)
\]

The above infinite series have a singularity present at \( \theta = 0 \) that cannot be removed. This makes the scattering section to be divergent in the forward direction. However, by using a method first proposed in Ref. 24 one can define new reduced series for \( f(\theta) \) and \( g(\theta) \) (see eqs. (72)–(75) in Ref. 1 for more details) that converge more quickly.

3. Main Results and Brief Comments

In this section we perform a graphical analysis of the cross section in terms of the scattering angle. The relevant parameters in our analysis are the black hole mass \( M \), the fermion mass \( m \), fermion speed \( v \), the charge of the black hole \( Q \) and the scattering angle \( \theta \).

In Fig. 1, we make a comparative study of the differential scattering cross section for fermion scattering by a Schwarzschild black hole (left panel), respectively for a Bardeen black hole (right panel).

In Fig. 1, we make a comparative study of the differential scattering cross section for fermion scattering by a Schwarzschild black hole and a Bardeen black hole. Our graphical results prove that the cross section has a oscillatory behaviour which become more pronounced as we increase the product of masses \( nm \) in the case of scattering on Schwarzschild black hole. When the scattering angle approaches the value \( \theta = 0 \) the cross section increase proving that the forward scattering is dominant. In the case of Bardeen black hole the differential cross section depend on the ratio between the charge of the magnetic monopole and the black hole mass and we observe a variation of the differential cross section when we modify the ratio \( Q_m/M \). In both cases the differential cross section have a maximum for \( \theta = \pi \), which prove
that the backward scattering is also relevant. In the case of Schwarzschild black hole the backward scattering become important as the parameter $mM$ increase.

The results presented in Fig. 2, shows the dependence of the differential scattering cross section for fermions scattered by a Reisner-Nordström black hole on the scattering angle. Here we analyse the case of massive fermions as well as the case when the mass of the fermion is zero. In the case of scattering of massive fermions we observe the differential scattering cross section variation in terms of the charge of the black hole and the charge of the fermion in comparison with the scattering on Schwarzschild black hole (left panel). When the charge of the black hole and the fermion charge have the same sign, the backward scattering become important because of the electrostatic repulsion between charges. For scattering of fermions with zero mass we observe the variation of the differential scattering cross section in terms of the ratio $Q/M$ and that in the backward direction the differential scattering cross section is vanishing.

4. Conclusions

The principal conclusion is that the scattering processes analyzed here can be studied by using exclusively analytical methods with suitable asymptotic conditions. In this manner we complete the previous studies which combine analytical and numerical methods obtaining new results and a synthetic overview over the considered processes, pointing out that these are described by similar formulas.
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The Kerr space-time possesses a “hidden symmetry”, which exhibits itself in an unexpected conserved quantity along geodesics known as the Carter constant. Here I report on a recent paper, where I answer the question whether this hidden symmetry can be used to formulate a conservation law for a general matter field. First, I show that there cannot exist a conserved sum of Carter constants for a matter system with momentum exchange between its components. Then, I derive a “weak” conservation law associated with the hidden symmetry and demonstrate its properties. Finally, I show how this weak conservation law and related identities can be used to detect violations of the evolution equations in numerical simulations of astrophysical processes near spinning black holes.
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1. Introduction

Accreting black holes are now widely believed to reside in many astrophysical systems including X-ray binaries and active galactic nuclei. Even though simple analytical models provide reasonable agreement with the observational appearance of such black holes, the detailed observational signature of their accretion disks are obtained from expensive numerical simulations that involve the non-linear and often turbulent interaction of magnetic fields, non-thermal radiation, and possibly non-thermal plasmas. This all takes place on the stage of the Kerr space-time, the gravitational field of a spinning black hole.

It is very much possible that errors occur in such computer simulations. This may come about either as an inherent error of the numerical method, or as an understandable mistake in the writing of such complex simulation programs. Hence, it is very useful to devise independent checks of the validity of the evolutions obtained with such numerical codes. This can be done either by checking the codes against known exact solutions, or by checking against conservation laws. For example, one may look for conservation laws that apply to general evolutions of particular matter models but also for conservation laws that apply only in situations with a given symmetry of the matter configuration, such as was done for the case of ideal magnetohydrodynamics. However, both of these approaches will typically test the code only in very specific modes, and there are only two conservation laws that hold for completely general evolutions. These laws are the conservation of energy and azimuthal angular-momentum fluxes, which emerge, in fact, from the stationarity and axisymmetry of the Kerr background.
Nevertheless, the Kerr space-time has an additional geometric property that is often called a “hidden symmetry”. The hidden symmetry follows from the existence of a Killing-Yano (KY) tensor, and it leads to conservation laws of an “angular momentum squared”, also known as the Carter constant, for free test particles as well as linear wave equations (free test quantum particles) in Kerr space-time. It is natural to ask whether these conservation laws form a pattern which can be generalized to any test matter field evolving in the Kerr space-time. In other words, is there a conserved Carter-constant flux for general matter systems, even such as those needed to describe accretion disks near black holes? It turns out that the answer is no and that this can be easily proven. Nevertheless, there does exist a conserved KY vorticity flux which has the character of a differential constraint or a “weak conservation law”. I briefly summarize these results in this contribution to the Proceedings, while further information can be found in Ref. 1.

2. Carter constant and colliding particles

I use the $G = c = 1$ geometrized units and the $-+++$ signature of the metric. Coordinate gradients are denoted by a comma preceding an index, and covariant gradients with a semi-colon preceding an index.

The Kerr metric is independent of time $t$ and azimuthal angle $\phi$, which makes $\xi_{\mu}(t) = \delta_\mu^t$ and $\xi_{\mu}(\phi) = \delta_\mu^\phi$ Killing vectors with antisymmetric covariant gradients, $\xi_{\mu;\nu} = -\xi_{\nu;\mu}$. Consequently, geodesics with four-velocity $u^\mu$ have constants of motion $\xi_{\mu}u_\mu$,

$$\frac{d}{d\tau}(\xi_{\mu}u_\mu) = \xi_{\mu;\nu}u^\nu + \xi_{\nu;\mu}u^\mu u^\nu = 0. \quad (1)$$

A natural generalization of a Killing vector is a KY tensor, which fulfills $Y_{\mu\nu} = -Y_{\nu\mu}$ and $Y_{\mu;\nu} = -Y_{\nu;\mu}$. Now a projection of four-velocity into a KY tensor is a vector that is parallel-transported along the geodesic,

$$\frac{D}{d\tau}(Y_{\mu\nu}u^\nu) = Y_{\mu;\nu}u^\nu + Y_{\mu\nu}u^\nu u^\kappa. \quad (2)$$

The square of a vector is conserved, so $C \equiv K_{\nu\lambda}u^\nu u^\lambda$, $K_{\nu\lambda} \equiv Y_{\mu\nu}Y_{\mu\lambda}$ is an integral of motion of the geodesic.

Now consider a collisionless cloud of free test particles. This will have a stress-energy tensor and conserved current of Carter constants

$$T^{\mu\nu}(x^\lambda) = \sum_i m_i u^\mu_{(i)} u^\nu_{(i)} \int_{-\infty}^{\infty} \delta^4(x^\lambda - x^\lambda_{(i)}(\tau))d\tau, \quad (3)$$

$$C^\mu(x^\lambda) = \sum_i C_i m_i u^\mu_{(i)} \int_{-\infty}^{\infty} \delta^4(x^\lambda - x^\lambda_{(i)}(\tau))d\tau, \quad (4)$$

where $(i)$ labels quantities associated with the $i$-th particle in the cloud. In other words, $C^\mu_{(i)} = 0$ and the integral of $C^\mu$ over the spatial extent of an isolated cloud will be conserved and equal to the sum of (mass-weighed) Carter constants at time $t$. 

However, if we consider elastic collisions between particles, we notice that even though these do not violate the conservation of the sum of constants of motion linear in momenta, they will destroy the conservation of the sum of the constants of motion quadratic in momenta. Formally the elastic collision is characterized by

\[
\sum_i p_{(i)}^\mu - \sum_i p_{(i)}^\mu' = 0, \tag{5}
\]

where the primed and unprimed quantities always signify quantities right after and before the collision respectively.

As a consequence, one can contract the momentum conservation (5) with the KY tensor to see that the sums of angular momentum vectors associated with KY tensors are always conserved

\[
\sum_i (Y_{\mu\kappa} p_{(i)}^\mu) - \sum_i (Y_{\mu\kappa} p_{(i)}^\mu') = 0. \tag{6}
\]

Similarly, if we contract (5) with a Killing vector \(\xi^\mu\), we see that the sum of \(\xi^\mu p_{(i)}^\mu\) is conserved in collisions. However, as was noticed also by\(^7\), if we try to see what happens to the sum of the quadratic Carter constants \(C_{(i)} \equiv K_{\mu\nu} p_{(i)}^\mu p_{(i)}^\nu, K_{\mu\nu} \equiv Y_{\mu\kappa} Y_{\nu\kappa}\), in momentum exchanges, we obtain

\[
\sum_i C_{(i)}' - \sum_i C_{(i)} = \sum_i \sum_{j \neq i} K_{\mu\nu} p_{(i)}^\mu p_{(j)}^\nu - \sum_i \sum_{j \neq i} K_{\mu\nu} p_{(i)}^\mu p_{(j)}^\nu'. \tag{7}
\]

It can then be shown that this leads to \(C_{(i)}' \neq 0\) whenever collisions occur within the particle cloud. The conservation of the angular momentum vectors (6) leads to the identity \((T^{\mu\nu} Y_\nu^\kappa)_{;\mu} = 0\), but this is not a conservation law for a current. However, it is possible to create one by taking a divergence with respect to the redundant index and thus one obtains a conserved current \(j_{KY}^\mu = T^{\mu\nu\kappa} Y_{\nu\kappa}\). I will call it the flux of KY vorticity, since it is proportional to anti-symmetric gradients of stress-energy.

As an interesting side note, the recent work\(^8,9\) discusses that even though the collisions spoil the long-term evolution of the sum of Carter constant of a general matter flow, it is always possible to find a certain effective Carter constant that is conserved for sufficiently compact bodies for a short enough time. However, this fact seems to be useful only for the evolution of compact astrophysical objects such as neutron stars and black holes in extreme mass ratio inspirals.

### 3. Demonstration on dust in Kerr

Consider the Kerr space-time in Boyer-Lindquist coordinates \(t, \varphi, r, \vartheta, \Delta \equiv r^2 - 2Mr + a^2, \Sigma = r^2 + a^2 \cos^2 \vartheta\), and \(M, a\) are the black hole mass and spin respectively.
We set up a field of dust $T^{\mu \nu} = \rho u^\mu u^\nu$ which is infalling into the Kerr black hole with a mass density $\rho$ and the four-velocity

\begin{align}
  u_\varphi &= u_\theta = 0, \\
  u_t &= -1, \\
  u_r &= -\sqrt{2Mr(r^2 + a^2) \Delta} + \varepsilon,
\end{align}

where when the dimensionless constant $\varepsilon = 0$ then the velocity field fulfills the geodesic equation $a^\mu = 0$ but violates it for $\varepsilon \neq 0$ by introducing two non-zero components of acceleration

\begin{align}
  a_\varphi &= -\frac{2a^2 \sin \vartheta \cos \vartheta \sqrt{2Mr(r^2 + a^2)}}{\Sigma^2} + O(\varepsilon^2), \\
  a_r &= -\varepsilon \left( \frac{\sqrt{2Mr(r^2 + a^2)}}{\Sigma} \right)_{,r} + O(\varepsilon^2).
\end{align}

Since the velocity field is purely radial, the continuity equation $(\rho u^\mu)_{,\mu} = 0$ has the simple solution

$$\rho = -\frac{\dot{M}(\vartheta)}{2\pi \Delta u_r},$$

where $\dot{M}(\vartheta)$ is an arbitrary positive function of $\vartheta$ which represents the dust accretion rate through a $\vartheta = \text{const.}$ layer. In the examples here we choose $\dot{M} = \text{const.}$

Now the $\varepsilon$ term will not induce deviations from the conservation of mass, energy, or angular momentum. Hence, it cannot be detected by existing tests. However, it will induce deviations from the KY conservation laws and relations given above. Specifically, I considered the integral formulation of the KY vorticity conservation $(j^\mu_{KY})_{,\mu} = 0$, the KY-projected equations of motion $(T^{\mu \nu}Y^\kappa_{,\nu})_{,\mu} = 0$, and the equations of motion $T^{\mu \nu}_{,\nu} = 0$.

Now consider receiving the data about the flow on a finite numerical grid in the interval $r \in (3M, 6M)$. When evaluated numerically, the non-zero value of the right-hand sides of the equations above indicate an error in the evolution (in our case the dust infall). However, there will always be numerical noise in the right-hand sides. In particular, the evaluation of $j^\mu_{KY}$ requires taking numerical derivatives of the data, which proved to be a strong source of noise. I have thus defined a “detection” value $\varepsilon_d$ of $\varepsilon$ as such that the values of the right-hand sides are ten times that of the noise for the unperturbed “correct” flow. It is then instructive to see how sensitive is the conservation law as a function of the numerical grid spacing.

The results of the comparison are given in Fig. 1. It turns out that even though the KY vorticity is a “proper” conservation law, the numerical noise associated with the numerical derivatives makes it difficult to use for data with large grid spacings. Nevertheless, the “KY-projected equations of motion” represent an interesting alternative to just integrating the equations of motion themselves.
Fig. 1. The detection value of the perturbation $\varepsilon_{ij}$ as a function of grid spacing $h$ for various choices of the black hole spin. The top left figure corresponds to the KY vorticity conservation, top right to KY-projected equations of motion, and the bottom to the plain equations of motion.
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We consider the effects of rotations on the calculation of some thermodynamical quantities like the free energy, internal energy and entropy. In ordinary gravity, when we evaluate the density of states of a scalar field close to a black hole horizon, we obtain a divergent result which can be kept under control with the help of some standard regularization and renormalization processes. We show that when we use the Gravity’s Rainbow approach such regularization/renormalization processes can be avoided. A comparison between the calculation done in an inertial frame and in a comoving frame is presented.

1. Introduction

Gravity’s Rainbow (GRw) is a modification of the space-time close to the Planck scale. It has been introduced for the first time by Magueijo and Smolin\(^1\). Basically one defines two unknown functions \(g_1(E/E_P)\) and \(g_2(E/E_P)\) having the following property

\[
\lim_{E/E_P \to 0} g_1(E/E_P) = 1 \quad \text{and} \quad \lim_{E/E_P \to 0} g_2(E/E_P) = 1.
\]

(1)

This property guarantees the recovery of ordinary General Relativity when sub-planckian physics is involved. In this formalism, the Einstein’s field equations are replaced by a one parameter family of equations

\[
G_{\mu\nu}(E) = 8\pi G(E) T_{\mu\nu}(E) + g_{\mu\nu}\Lambda(E),
\]

(2)

where \(G(E)\) is an energy dependent Newton’s constant and \(\Lambda(E)\) is an energy dependent cosmological constant, respectively. They are defined so that \(G(0)\) is the physical Newton’s constant and \(\Lambda(0)\) is the usual cosmological constant. In this context, the Schwarzschild solution of (2) becomes

\[
ds^2(E) = -\left(1 - \frac{2MG(0)}{r}\right)\frac{dt^2}{g_1^2(E/E_P)} + \left(1 - \frac{2MG(0)}{r}\right)\frac{dr^2}{g_2^2(E/E_P)} + r^2d\Omega^2.
\]

(3)

An immediate generalization of the metric (3) is represented by the following line element

\[
ds^2(E) = -\left(1 - \frac{b(r)}{r}\right)\exp(-2\Phi(r))\frac{dt^2}{g_1^2(E/E_P)} + \left(1 - \frac{b(r)}{r}\right)\frac{dr^2}{g_2^2(E/E_P)} + r^2d\Omega^2.
\]

(4)

The function \(b(r)\) will be referred to as the “shape function” and it may be thought of as specifying the shape of the spatial slices. The location of the horizon is...
determined by the equation \( b(r_H) = r_H \). On the other hand, \( \Phi(r) \) will be referred to as the “redshift function” and describes how far the total gravitational redshift deviates from that implied by the shape function. The line element (4) describes any spherically symmetric space-time with a horizon: by definition, this is a black hole distorted by GRW. Note that a metric of the form

\[
d s^2 (E) = -\frac{\exp(-2\Phi(r))}{g^2_1 (E/E_P)} dt^2 + \frac{dr^2}{1 - \frac{b(r)}{r}} g^2_2 (E/E_P) + \frac{r^2}{g^2_3 (E/E_P)} d\Omega^2,
\]

(5)
describes a traversable wormhole modified by GRW if \( \exp(-2\Phi(r)) \) never vanishes. The line element (5) has been used in a series of papers where to avoid any regularization/renormalization scheme which appear in conventional Quantum Field Theory calculations like one loop corrections to classical quantities. On the other hand, the line element (5) has been considered for the computation of black hole entropy. In this last case, the idea is to avoid to introduce a cut-off of Planckian size known as “brick wall”. The “brick wall” appears when one uses a statistical mechanical approach to explain the famous Bekenstein-Hawking formula

\[
S_{BH} = \frac{1}{4} A/l^2_P,
\]

(6)
relating the entropy of a black hole and its area. Indeed, when one tries to adopt such an approach, one realizes that the density of energy levels of single-particle excitations is divergent near the horizon. Of course, several attempts have been done to avoid the introduction of the brick wall. For instance, without modifying gravity at any scale, it has been suggested that the brick wall could be absorbed in a renormalization of Newton’s constant, while other authors approached the problem of the divergent brick wall using Pauli-Villars regularization. Other than GRW other proposals have been made in the context of modified gravity. For instance, non-commutative geometry introduces a natural thickness of the horizon replacing the ’t Hooft’s brick wall and Generalized Uncertainty Principle (GUP) modifies the Liouville measure. Nevertheless we can wonder what happens when one introduces rotations. For instance, one could consider the free energy obtained for a real massless scalar field, rotating with an angular velocity \( \Omega_0 \) around the \( z \) axis in Minkowski space

\[
F = \frac{1}{\beta} \sum_m \int_0^\infty \delta g (E, m) \ln \left( 1 - e^{-\beta (E - m\Omega_0)} \right).
\]

(7)
For this case, it is better to work in cylindrical coordinates

\[
d s^2 = -dt^2 + dr^2 + r^2 d\phi^2 + dz^2
\]

(8)
and with the help of a WKB approximation it is possible to show that a divergence appear close to the speed-of-light (SOL) surface, defined as the surface where \( r = \Omega_0^{-1} \). This divergence can be taken under control with the help of GRW by
modifying the line element (8) in the following way\textsuperscript{20}

\[ ds^2 = -\frac{dt^2}{g_t^2(E/E_P)} + \frac{dr^2}{g_r^2(E/E_P)} + \frac{r^2 d\phi^2}{g_\phi^2(E/E_P)} + \frac{dz^2}{g_z^2(E/E_P)} \]  

(9)

where for simplicity we have replaced \( ds^2(E) \) with \( ds^2 \). The same above thermodynamical system can be analyzed on a comoving frame rotating with the same angular velocity \( \Omega_0 \). By plugging \( \phi' = \phi - \Omega_0 t \), from the line element (3) we obtain

\[ ds^2 = -\frac{(1 - \Omega_0^2 r^2)}{g_t^2(E/E_P)} dt^2 + \frac{2\Omega_0 r^2 d\phi' dt}{g_1(E/E_P) g_2(E/E_P)} + \frac{dr^2}{g_r^2(E/E_P)} + \frac{r^2 d\phi'^2}{g_\phi^2(E/E_P)} + \frac{dz^2}{g_z^2(E/E_P)}. \]  

(10)

It is immediate to see that in this system of coordinates appears a fictitious horizon located at \( r = \Omega_0^{-1} \), namely the SOL surface of the rotating heat bath introduced in (7). Note that a mixing between \( g_1(E/E_P) \) and \( g_2(E/E_P) \) appears. A similar mixing appears also in a Vaidya spacetime for

\[ ds^2 = -\left(1 - \frac{2M(v)G}{r}\right) \frac{dv^2}{g_t^2(E/E_P)} + \frac{dv dr}{g_1(E/E_P) g_2(E/E_P)} + \frac{r^2 d\Omega^2}{g_\phi^2(E/E_P)}. \]  

(11)

where \( v \) is the advanced (ingoing) null coordinate and finally also for the Kerr metric which, in the context of GRw, becomes\textsuperscript{22}

\[ ds^2 = \frac{g_{tt} dt^2}{g_t^2(E/E_P)} + \frac{2g_{t\phi} dtd\phi}{g_1(E/E_P) g_2(E/E_P)} + \frac{g_{\phi\phi} d\phi^2}{g_\phi^2(E/E_P)} + \frac{g_{rr} dr^2}{g_r^2(E/E_P)} + \frac{g_{\theta\theta} d\theta^2}{g_\theta^2(E/E_P)}. \]  

(12)

where

\[ g_{tt} = -\frac{\Delta - a^2 \sin^2 \theta}{\Sigma}, \quad g_{\phi\phi} = -\frac{\Delta a^2 \sin^2 \theta}{\Sigma} \]

\[ g_{t\phi} = \frac{(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta}{\Sigma} \sin^2 \theta, \quad g_{rr} = \frac{\Sigma}{\Delta}, \quad g_{\theta\theta} = \Sigma, \]  

(13)

and

\[ \Delta = r^2 - 2MGa + a^2, \quad \Sigma = r^2 + a^2 \cos^2 \theta. \]  

(14)

Here \( M \) and \( a \) are mass and angular momentum per unit mass of the black hole, respectively. \( \Delta \) vanishes when \( r = r_+ = MG \pm \sqrt{(MG)^2 - a^2} \), while \( g_{tt} \) vanishes when \( r = r_{S+} = MG \pm \sqrt{(MG)^2 - a^2 \cos^2 \theta} \); they are not modified by GRw and the outer horizon or simply horizon is located at \( r_+ = r_H \). Units in which \( h = c = k = 1 \) are used throughout the paper.

2. GRw Entropy for the Kerr Black Hole

To discuss the entropy for a Kerr black hole we have two options: we can use a rest observer at infinity (ROI) or we can use a Zero Angular Momentum Observer
values which satisfy Here it is understood that the integration with respect to given approximately by

The ROI frame is described by the line element (12) and the appropriate form of the free energy is the following

It is immediate to see that when we use a ROI, the problem of superradiance appears when the free energy (15) is computed in the range $0 < E < m\Omega_o$. On the other hand when a ZAMO is considered, the free energy (15) becomes similar to the one used for a Schwarzschild black hole. Basically this happens because near the horizon the metric becomes

and the mixing between $t$ and $\phi$ disappears. Moreover when we use a ZAMO frame, the superradiance does not come into play because there is no ergoregion. Indeed since we have defined

$N^2$ vanishes when $r \to r_H$. The number of modes with frequency less than $E$ is given approximately by

Here it is understood that the integration with respect to $r$ and $l$ is taken over those values which satisfy $r_H \leq r \leq R$ and $k^2(r, l, E) \geq 0$. Thus one finds

In proximity of the horizon, the free energy can be approximated by

where we have defined

$F_{r_H}$ can be further reduced to

where

\[ C (r_H, \theta) = \int d\theta d\phi \left[ \frac{(r_H^2 + a^2)^4 \sin \theta}{r_H (r_H - r)^2 \Sigma_H} \right] \]
and where we have assumed that, in proximity of the throat the brick wall can be written as \( r_0 (E/E_P) = r_H \sigma (E/E_P) \) with
\[
\sigma (E/E_P) \to 0, \quad E/E_P \to 0.
\] (24)

With an integration by parts one finds
\[
F_{r_H} = - \frac{C (r_H, \theta)}{24\pi^2 \beta} \int_0^\infty \frac{E^3 h^3 (E/E_P)}{\sigma (E/E_P)} \left[ \frac{\beta}{(\exp(\beta E) - 1)} - \frac{\ln (1 - e^{-\beta E})}{E_P \sigma (E/E_P)} \sigma' (E/E_P) \right] dE.
\] (25)

It is possible to show that
\[
F_{r_H} = - \frac{C (r_H, \theta)}{24\pi^2 \beta} \int_0^\infty \left[ \frac{\beta E e^{-3\beta E/E_P}}{(\exp(\beta E) - 1)} - 2 e^{-3\beta E/E_P} \ln (1 - e^{-\beta E}) \right] dE
\]
\[
= - \frac{C (r_H, \theta)}{24\pi^2 \beta} \left[ \zeta (2, 1 + \frac{3}{\beta E_P}) + \frac{\beta E_P}{3} \left( \gamma + \Psi \left( 1 + \frac{3}{\beta E_P} \right) \right) \right],
\] (26)

where \( \zeta (s, \nu) \) is the Hurwitz zeta function, \( \Gamma (x) \) is the gamma function and \( \Psi (x) \) is the digamma function. In the limit where \( \beta E_P \gg 1 \), at the leading order, one finds that the entropy can be approximated by
\[
S = \beta^2 \frac{\partial F_{r_H}}{\partial \beta} = \frac{E_P^2}{36} \int d\theta d\phi \left[ \frac{(r_H^2 + a^2)^4 \sin \theta}{r_H (r_H - r_-)^2 \Sigma_H} \right].
\] (27)

and even when rotation is included, the “brick wall” does not appear. Of course the entropy (27) can always be cast in the familiar form
\[
S = \frac{A_H}{4G},
\] (28)

where \( A_H \) is the horizon area. To summarize, we have shown that the ability of Gravity’s Rainbow to keep under control the UV divergences applies also to rotations. However the connection between a ROI and a ZAMO has to be investigated with care\(^2\). Indeed in the ROI frame, the superradiance phenomenon appears, while in the ZAMO frame does not. Once the connection is established nothing forbids to extend this result to other rotating configuration like, for example, Kerr-Newman or Kerr-Newman-De Sitter (Anti-De Sitter).
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The holography for rotating black holes provides a description of black hole physics in terms of a certain two-dimensional conformal field theory (CFT). The first realization of the holography for rotating black holes was proposed for extremal Kerr black hole. The proposal states that the near horizon geometry of the extremal Kerr black hole does have a dual holographic description in terms of a two-dimensional chiral CFT. The proposal has been studied and extended extensively for other extremal or near extremal rotating black holes. For all extremal and near-extremal black holes in different dimensions, the physical quantities associated to black hole (such as the entropy or scattering cross section) are in agreement with the corresponding microscopic dual quantities in CFT. In this talk, we find the explicit form of two-point function for the conformal spin-2 energy momentum operators on the near horizon of a near extremal Kerr black hole by variation of a proper boundary action. In this regard, we consider an appropriate boundary action for the gravitational perturbation of the Kerr black hole. We consider the boundary action and calculate it on-shell to find the two-point functions for the spin-2 energy momentum tensor fields, on the near horizon region of the Kerr black hole. We show that the variation of the boundary action with respect to the boundary fields yields the two-point function for the energy momentum tensor of a conformal field theory. We find agreement between the two-point function and the correlators of the dual conformal field theory to the Kerr black hole.∗

Keywords: Gravitational perturbation, Kerr black hole, Kerr/CFT correspondence.

1. Introduction

Inspired by the fact that near horizon region of a near extremal Kerr black hole contains a two dimensional copy of Anti de Sitter, a field theoretic calculation can be done to find the two-point correlation functions of conformal fields with different spin. Explicitly, in Ref. 2, the two-point correlation functions of spinor fields were constructed by calculating the on-shell gravitational action for the spinor fields with appropriate boundary condition. Though the on-shell bulk action for the spinor fields vanishes, however one can add a boundary term to the gravitational action which does not vanish on-shell. The variation of the boundary action yields the proper two-point correlation functions for the conformal operators. In a recent article, Ref. 4, the authors used an appropriate boundary action for the vector fields to calculate the two-point functions of conformal vector fields. In this article, we derive the two-point function for the energy-momentum tensor fields in the

∗This presentation is entirely based on published paper in the journal Gen. Relativ. Gravit. 48, 102 (2016) by A.M. Ghezelbash.
background of Kerr black hole. The first step is to find an appropriate boundary action for the spin-2 fields. In this regard, we write the Einstein-Hilbert action as the summation of two actions. The first action is a bulk action that unlike the Einstein-Hilbert action depends only on the metric tensor and its first derivative. Although the bulk action is not a scalar under the general coordinate transformations, however it leads to the same Einstein’s field equations. The second action is a boundary action that depends on the metric tensor and the Christoffel symbols. We consider the boundary action and calculate it on-shell to find the two-point functions for the spin-2 energy momentum tensor fields, on the near horizon region of the Kerr black hole. We then compare the result of our calculation to the correlation functions for spin-2 conformal operators in a conformal field theory.

2. The Gravitational Perturbations and the Boundary Action for Them in the Rotating Black Hole

We consider the gravitational action for a general four-dimensional curved spacetime \( \mathcal{M} \) with a boundary \( \partial \mathcal{M} \) as
\[
S = S_{EH} + S_{GH},
\]
where
\[
S_{EH} = \frac{1}{16\pi} \int_\mathcal{M} d^4x \sqrt{-g} R
\]
and
\[
S_{GH} = \frac{1}{8\pi} \int_{\partial \mathcal{M}} d^3x \sqrt{\kappa} K
\]
is the Gibbons-Hawking boundary action. \( \kappa_{\mu\nu} \) is the induced metric on the boundary \( \partial \mathcal{M} \) and \( K = \nabla_\mu N^\mu \) is the trace of extrinsic curvature and \( N^\mu \) is the unit normal vector to \( \partial \mathcal{M} \). We may use the following identity
\[
S_{EH} = S_1 + \frac{1}{16\pi} \int_{\partial \mathcal{M}} d^3x \sqrt{-g} N_\mu \{ g^{\mu\nu} \Gamma^\tau_{\nu\sigma} - g^{\sigma\nu} \Gamma^\mu_{\tau\nu} \}, \tag{1}
\]
where
\[
S_1 = \frac{1}{16\pi} \int_{\mathcal{M}} d^4x \sqrt{-g} g^{\mu\nu} \{ \Gamma^\tau_{\mu\nu} \Gamma^\sigma_{\tau\sigma} - \Gamma^\tau_{\mu\sigma} \Gamma^\sigma_{\tau\nu} \}, \tag{2}
\]
to write \( S_{EH} \) as the summation of a bulk action that depends only on the metric field and the first order derivatives of the metric field and a boundary term. In fact, The bulk action \( S_1 \) clearly depends on the gravitational field and its first derivatives and resembles to the action for a scalar field or spinor or electromagnetic field that only depends on dynamical field and its first derivatives. We consider the gravitational action \( S \) for the four-dimensional curved spacetime \( \mathcal{M} \) with a boundary \( \partial \mathcal{M} \) as
\[
S = \frac{1}{16\pi} \int_{\mathcal{M}} d^4x \sqrt{-g} g^{\mu\nu} \{ \Gamma^\tau_{\mu\nu} \Gamma^\sigma_{\tau\sigma} - \Gamma^\tau_{\mu\sigma} \Gamma^\sigma_{\tau\nu} \} + S_B, \tag{3}
\]
where
\[
S_B = \frac{1}{16\pi} \int_{\partial \mathcal{M}} d^3x \sqrt{-g} N_\nu \{ g^{\mu\nu} \Gamma^\sigma_{\nu\sigma} - g^{\sigma\nu} \Gamma^\mu_{\nu\sigma} \}. \tag{4}
\]
We consider \( \mathcal{M} \) as the near extremal Kerr black hole and use the boundary action (4) to calculate the two-point functions of spin 2 gravitational perturbation fields \( \tilde{h}_{\mu\nu} \) on the near-horizon geometry of the near extremal black hole where \( g_{\mu\nu} = g^{(0)}_{\mu\nu} + \epsilon \tilde{h}_{\mu\nu} \).
and $g_{\mu\nu}^{(0)}$ describes the Kerr black hole which the line element in Boyer-Lindquist coordinates is given by
\[
ds^2 = -\frac{\Delta}{\rho^2} (dt - a \sin^2 \theta d\phi)^2 + \frac{\rho^2}{\Delta} dr^2 + \rho^2 d\theta^2 + \frac{\sin^2 \theta}{\rho^2} (adt - (r^2 + a^2) d\phi)^2,
\] (5)
where $\rho^2 = \rho^2$, $\rho = r + ia \cos \theta$ and $\Delta = r^2 + a^2 - 2Mr$. We should note that in (4), $\partial M$ is the hypersurface $r = r_B$ which is the near-horizon of near-NHEK geometry for the Kerr black hole. Moreover the field $\tilde{h}_{\mu\nu}$ is the spin 2 field which represents the gravitational perturbation of the Kerr black hole (5). The explicit representation of the different components of $\tilde{h}_{\mu\nu}$ is given in Ref. 5. In fact, a detailed analysis of the gravitational perturbation fields shows that we can represent the fields $\tilde{h}_{\mu\nu}$ as the real parts of $h_{\mu\nu}$, where
\[
h_{\mu\nu}(t, r, \theta, \phi) = h_{\mu\nu}(r, \theta)e^{-i\omega t + im\phi},
\] (6)
and
\[
h_{\mu\nu} = \sum_{i, j, \pm} f_{ij}^{\mu\nu}(r, \theta)P_i(r)S_j(\theta),
\] (7)
where
\[
f_{ij}^{\mu\nu} = f_{ij}^{\mu\nu(-1)} \Delta^{-1} + f_{ij}^{\mu\nu(0)} \Delta^0 + \cdots.
\] (8)
In equation (7), $P_{\pm}(r)$ and $S_{\pm}(\theta)$ are related to the radial and angular Teukolsky functions, respectively. We notice that the presence of $\rho$ in all components of the graviton $h_{\mu\nu}$, makes the results (8) completely non-separable in terms of coordinates $r$ and $\theta$. However, in calculation of the boundary action, we consider a spherical boundary with radius $r_B$ as the boundary of the near-NHEK geometry. We set the radial coordinate in $\rho$ equal to $r_B$ and so $\rho_B = \rho(r = r_B)$ depends only on $\theta$. As a result, we check out explicitly that any single term in the expansion (7) is completely separable in terms of coordinates $r$ and $\theta$. In other words, we can re-write (7) as
\[
h_{\mu\nu} = \sum_{i, j, \pm} \chi_i \sum_{\mathfrak{N}} f_{ij}^{\mu\nu}(r) f_{2ij\mathfrak{N}}(\theta) R_i(r) S_j(\theta),
\] (9)
where $\chi_+ = \Delta_B$, $\chi_- = 1$, the over-line means that there is no summation over superscripts $\mu$ and $\nu$. The summation index $\mathfrak{N}$ in (9) shows all the individual terms that appear in expansion (8). After a long calculation, we can show that the only relevant terms in the boundary action (4) that lead to the proper two-point function are given by
\[
S_B^{(2)} = \int_{r = r_B} d^3 x \sqrt{-g^{(0)}} N_r \left\{ g^{(0)\rho\rho} \Gamma^{(2)\rho}_{\nu\sigma} + \Gamma^{(1)\rho}_{\nu\sigma} \left( \frac{1}{2} g^{(0)\rho\nu} \tilde{h} - \tilde{h}_{\rho\nu} \right) 
\right.
\] 
\[ + \Gamma^{(0)\rho}_{\nu\sigma} \left( -\frac{1}{2} \tilde{h}_\rho \tilde{h}^{\gamma\rho} + \frac{1}{8} (\tilde{h}^2 - \tilde{h}_{\rho\lambda} \tilde{h}^{\rho\lambda}) \right) \right\},
\] (10)
where \( \Gamma^{(1)\rho}_{\mu\nu} \), \( i = 0, 1, 2 \) are the expansion coefficients of the Christoffel affine connection in terms of \( \epsilon \), as \( \Gamma^{(1)\rho}_{\mu\nu} = \Gamma^{(1)\rho}_{\mu\nu} + \epsilon \Gamma^{(2)\rho}_{\mu\nu} \). After some substitutions and showing the \( (t,\phi) \)-dependence of the boundary fields by \( \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \) and rewriting the boundary field \( h_{B+}^{\alpha\beta} \) as

\[
h_{B+}^{\alpha\beta}(t,\phi, \theta) = \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \Theta_{\pm}^{\beta}(\theta),
\]

where \( \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \) is equal to \( \Delta_B e^{-i\omega t + i\alpha \phi} R_{B+} \) for \( \alpha, \beta = t, r, \theta, \phi \) and

\[
\Theta_{\pm}^{\alpha\beta} = \sum_n [f^{\alpha\beta}_{1+\pm n}(r_B) f^{\alpha\beta}_{2+\pm n}(\theta)] S_{\pm}(\theta),
\]

we find that the boundary action (10) becomes

\[
S^{(2)}_B = \frac{1}{\Delta_B} \int_{r=r_B} d^3 x \sqrt{-g} N_r \left\{ [F_{++}(\theta) \Theta_{+}^{\alpha\beta} + F_{+-}(\theta) \Theta_{-}^{\alpha\beta}](\Psi_B)_{\alpha\beta}\delta + \frac{g^{rr}(\beta + 3/2)}{8r_B} \right. \]

\[
\times \left. \left\{ \left( \frac{1}{2} g_{\alpha\beta} \delta_{\gamma\delta} - g_{\alpha\gamma} g_{\beta\delta} - \frac{g^{rr} g_{\alpha\beta}}{g^{rr}} \right) + \frac{1}{8} \left( g_{\alpha\beta} g^{rr} - \frac{1}{2} g^{rr} g_{\alpha\beta} \right) g_{\beta\gamma} \right\} g_{\gamma,rr} \right. \]

\[
- \left. \frac{1}{16} g^{\sigma\lambda} g_{\sigma,rr} g_{\alpha\beta} g_{\gamma} g_{\delta} + \frac{g^{rr}}{64} g^{\sigma\lambda} g_{\sigma,rr} (g_{\alpha\beta} g_{\gamma} g_{\delta} - \frac{1}{2} g_{\alpha\beta} g_{\gamma} g_{\delta}) \right\} \right|_{r=r_B},
\]

and the \( \theta \)-dependent functions \( F_{++} \) and \( F_{+-} \) are given by

\[
F_{++}(\theta) = \frac{\sum N f^{++}_{1+\pm n}(r_B) f^{++}_{2+\pm n}(\theta)}{\sum N f^{++}_{1+\pm n}(r_B) f^{++}_{2+\pm n}(\theta)},
\]

and

\[
F_{+-}(\theta) = \frac{\sum N f^{+-}_{1+\pm n}(r_B) f^{+-}_{2+\pm n}(\theta)}{\sum N f^{+-}_{1+\pm n}(r_B) f^{+-}_{2+\pm n}(\theta)},
\]

respectively\(^5\). We can find now the two-point function of the boundary energy-momentum tensor operators \( O_{\alpha\beta} \) by taking the functional derivative of the action (10) with respect to the rescaled boundary gravitational field \( \mathcal{H}_{B+}^{\alpha\beta} \) as \( \langle O_{\alpha\beta} \mathcal{O}_{\gamma\delta} \rangle = \frac{\delta^2 S^{(2)}_B}{\delta \mathcal{H}_{B+}^{\alpha\beta} \delta \mathcal{H}_{B+}^{\gamma\delta}} \). We get the result as

\[
\langle O_{\alpha\beta} \mathcal{O}_{\gamma\delta} \rangle = \frac{\delta^2 S^{(2)}_B}{\delta \mathcal{H}_{B+}^{\alpha\beta} \delta \mathcal{H}_{B+}^{\gamma\delta}} = r_{B+}^{2\beta - 8} \left( R_B^2 \right)^{\alpha \beta} \frac{R_B^{\gamma\delta}}{R_B^{\alpha\beta} F_{\alpha\beta\gamma\delta}},
\]

where \( \Gamma^{(1)\rho}_{\mu\nu} \), \( i = 0, 1, 2 \) are the expansion coefficients of the Christoffel affine connection in terms of \( \epsilon \), as \( \Gamma^{(1)\rho}_{\mu\nu} = \Gamma^{(1)\rho}_{\mu\nu} + \epsilon \Gamma^{(2)\rho}_{\mu\nu} \). After some substitutions and showing the \( (t,\phi) \)-dependence of the boundary fields by \( \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \) and rewriting the boundary field \( h_{B+}^{\alpha\beta} \) as

\[
h_{B+}^{\alpha\beta}(t,\phi, \theta) = \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \Theta_{\pm}^{\beta}(\theta),
\]

where \( \mathcal{H}_{B+}^{\alpha\beta}(t,\phi) \) is equal to \( \Delta_B e^{-i\omega t + i\alpha \phi} R_{B+} \) for \( \alpha, \beta = t, r, \theta, \phi \) and

\[
\Theta_{\pm}^{\alpha\beta} = \sum_n [f^{\alpha\beta}_{1+\pm n}(r_B) f^{\alpha\beta}_{2+\pm n}(\theta)] S_{\pm}(\theta),
\]
where all the factors are given explicitly in Ref. 5. Using the explicit form of Teukolsky radial functions, we find

\[
< \mathcal{O}_{\alpha\beta} \mathcal{O}_{\gamma\delta} = M^8 r_B^{2\beta-8} F_{\alpha\beta\gamma\delta} \left\{ 1 + M^{-2\beta} \frac{N}{C} G_R^* + M^{-2\beta} \frac{N}{C} G_R + N M^{-4\beta} |G_R|^2 \right\},
\]

(18)

where the function \( G_R \) is given by

\[
G_R = T^R 2^\beta \Gamma(-2\beta) \Gamma(\beta - 3/2 - im) \Gamma(1/2 + \beta - i(n - m)) \Gamma(1/2 - \beta - i(n - m)),
\]

(19)

and \( C = (\lambda - 2m^2 - 2im\beta)(\lambda - 2m^2 - 2im\beta + 2) \). As we notice, the second and third terms in bracket in equation (18) are complex conjugate of each other and so we find a real-valued two-point function for the boundary conformal operators. However according to similar analysis in References 2 and 4, we can drop the second term in (18) to find a complex-valued two-point function for the boundary conformal operators. The main physical reason to drop the second term in (18) and so find a complex-valued two-point function, is that we can find the absorption cross section of spin 2 fields (using the optical theorem), only from a complex-valued two-point function (19). We also notice that the coefficient \( N_C^* \) of term \( G_R F_{\alpha\beta\gamma\delta} \) in (18) depends on the momentum. However it is not a part of the two-point function (19). Moreover, similar momentum-dependent coefficients have been found for the two-point functions of other spins, such as spin-1/2 operators as well as spin-1 operators. Moreover, we note that the first term in bracket in equation (18) is just a constant contact term, compared to the third term that is proportional to \( G_R \). In general, such contact terms can be cancelled by adding a proper counter term to the boundary action. The effect of adding the counter term is just to cancel out the constant contact term in (18) and we do not expect any changes in the two-point function \( G_R F_{\alpha\beta\gamma\delta} \). The last term in (18) is very small compared to the third term, since the ratio of the last term to the third term is proportional to \((\frac{\tau_H}{T})^2\) where \( \tau_H \to 0 \). Hence we conclude that the field theoretical two-point function for spin-2 conformal operators \( \mathcal{O}_{\alpha\beta} \) on the boundary can be described by \( G_R F_{\alpha\beta\gamma\delta} \). The retarded Green’s functions for fields with different spins were proposed in References 6 and 7. We note that \( G_R, \) as a part of two-point function \( G_R F_{\alpha\beta\gamma\delta} \) for the boundary conformal operators, is in perfect agreement with the proposed retarded Green’s function for spin-2 fields. We also find that the absorption cross section of fields (with spin 2) is in exact agreement with the result of Reference 8 if we apply the optical theorem to the retarded Green’s function (19).

The finite temperature two-point function of scalars, spin-1/2 fermions as well as spin-1 fields are given by

\[
\langle \mathcal{O} \mathcal{O} \rangle \sim \left( \frac{\pi T_R}{\sinh (\pi T_R l_{12})} \right)^{2h_R} \left( \frac{\pi T_L}{\sinh (\pi T_L l_{12})} \right)^{2h_L},
\]

(20)

by proper identification of left and right conformal weights \( h_L \) and \( h_R \), where \( 1/T_L \) and \( 1/T_R \) are the circumferences of two fundamental circles of a torus. The Fourier
The transform of the two-point function (20) is given by
\[
F(\langle O O \rangle) \sim T_{R}^{2\beta} \frac{\Gamma(1 - 2h_{R}) \Gamma(1 - 2h_{L})}{\Gamma(1 - h_{R} - m_{R}) \Gamma(1 - h_{R} + m_{R}) \Gamma(1 - h_{L} - m_{L}) \Gamma(1 - h_{L} + m_{L})},
\]
where \( n_{R} \) and \( n_{L} \) stand for \( \frac{i\omega_{R}}{2\pi T_{R}} \) and \( \frac{i\omega_{L}}{2\pi T_{L}} \) respectively. If we consider the conformal weights \( h_{R} = \beta + 1/2 \) and \( h_{L} = \beta - 3/2 \) for spin-2 operators, we then find
\[
F(\langle O O \rangle) \sim T_{R}^{2\beta} \frac{\Gamma(1/2 + \beta - in_{R}) \Gamma(\beta - 3/2 - in_{L})}{\Gamma(1/2 - \beta - in_{R}) \Gamma(-\beta + 5/2 - in_{L}) \Gamma(2\beta)}.
\]
Moreover, we consider \( n_{L} = m \) and \( n_{R} = n - m \) in (22) and find an exact agreement with the retarded Green's function (19) that we found as a part of two-point function for spin-2 operators.

3. Conclusions and Acknowledgements

The energy-momentum tensor operator of the CFT that is dual to the near extremal Kerr black hole, couples to the gravitational boundary fields with spin-2, on the near horizon of near extremal Kerr black hole. Hence we can find the two-point function of the energy-momentum tensor operator, by finding the explicit form of a boundary action that is bilinear in the boundary fields. In this article, we construct explicitly such a boundary action and vary the action with respect to the boundary fields. We derive the explicit expression for the two-point function and note that the two-point function factorizes into two terms. We show that the result for the two-point function is in agreement with correlation functions of spin-2 conformal operators in a dual CFT. We also note that one part of the result heavily depends on the gauge choice, that we made on fixing some of the Weyl scalars. Investigation about the gauge dependence of the two-point function would be an interesting project. Moreover, deriving the two-point function of the energy-momentum tensor operator with the primary fields of the dual CFT would be useful to establish a stronger field-theoretic approach to Kerr/CFT correspondence. The author would like to acknowledge the financial support by the Natural Sciences and Engineering Research Council of Canada.
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In this article, we will discuss a Lorentzian sector calculation of the entropy of a minimally coupled scalar field in the Schwarzschild black hole background using the brick wall model of G 't Hooft. In the original article, the Wentzel-Kramers-Brillouin (WKB) approximation was used. In this article, we will consider the entropy for a thin shell of matter field of a given thickness surrounding the black hole horizon. The thickness is chosen to be large compared with the Planck length and is of the order of the atomic scale. The corresponding leading-order entropy of the scalar field is found to be proportional to the area of the horizon and is logarithmically divergent. Thus, the entropy of a three-dimensional system in the near-horizon region is proportional to the boundary surface. The leading order entropy is a decreasing function of the thickness of the thin shell. This is also valid for the sub-leading terms.
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1. Introduction

Since the four laws of black hole mechanics were formulated\(^1\), there has been much effort to relate the laws of black hole mechanics to those of thermodynamics. The area theorem led Bekenstein to assign an entropy to a black hole\(^2\). Hawking established the thermodynamical aspects of black holes by showing that a black hole can radiate like a hot body at a temperature equal to a multiple of the surface gravity of the horizon\(^3\). The entropy of a black hole, considered as a thermodynamical system, was found to be \(A/4\). Here \(A\) is the area of the horizon.

We have to consider quantum field theory in curved spaces in most of the works related to black hole thermodynamics. In flat space, a uniformly accelerated observer detects a thermal spectrum when the field is in the Minkowski vacuum\(^4,5\). The temperature is dependent on the proper acceleration of the observer. A corresponding situation arises in the Schwarzschild black hole for a static observer outside the event horizon. The temperature is the same as that of the black hole if the static observer is at a large distance from the horizon\(^3,6\). In this article we will discuss the expression of the entropy of a minimally coupled massless scalar field in a Schwarzschild black hole in thermal equilibrium with the black hole. The expression is derived by us in a series of articles\(^7-9\). We have used a model proposed by G. 't Hooft known as the brick wall model and used the Wentzel−Kramers−Brillouin (WKB) approximation to count the states\(^10\). We can define a thermal equilibrium between a black hole and black body radiation of a massless scalar field surrounding the black hole at the same temperature as that of the black hole. The amount of radiation absorbed and emitted by the black hole is the same. Divergences appear
when we try to calculate the entropy of the scalar field \(^7,10\). This is associated with
the continuous energy spectrum and unboundedness of the allowed angular quantum
numbers in the near-horizon region. To regulate the divergence, 't Hooft proposed
a boundary condition on the scalar field near the horizon \(^9\). He assumed the scalar
field to be vanishing at a small distance away from the horizon. This radial parameter
is known as the brick wall cut-off parameter. This boundary condition is a good model since in thermodynamic equilibrium there is no net interchange of particles between the black hole and the surrounding matter. The details can be found in \(^7,8\). The expression of the entropy is found to be logarithmically divergent in the brick wall cut-off parameter. The metric component \(g_{rr}\) has a simple pole at the horizon. The WKB quantization rule indicates that the divergence is expected to be logarithmic. In the Schwarzschild black hole, we can also use the blueshift factor together with the form of the proper distance in the near-horizon region to understand this logarithmic divergence. The thickness of the thin shell takes care of the unbounded nature of the allowed angular quantum numbers. The expression of the entropy obtained by us is proportional to the area of the horizon when we take the temperature to be same as the Hawking temperature. The entropy is also found to be a decreasing function of the thickness of the thin shell. These aspects may be taken to be the semiclassical signs of a holography principle and entropy bound. Here the semiclassical theory refers to quantum field theory in a fixed background. The expressions obtained in this article are also significant in the context of entanglement entropy and the Euclidean approach to calculate the matter field entropy in a black hole background. We will discuss these aspects and the significance of the results obtained in this article in Sect. 2.

2. Entropy of a Thin Shell of Scalar Field in the Schwarzschild Black Hole

In this section we will consider the entropy of a minimally coupled scalar field in the Schwarzschild black hole. We will discuss the case of a massless field but the results can be easily extended for a massive case \(^7,8\). We will follow the method discussed in \(^7–9\) and consider a thin shell of scalar field surrounding the horizon. We found earlier that in the spherical polar coordinates, the WKB approximation is suitable for a thin shell of scalar field \(^7,8\). Since the near-horizon region gives us interesting physics, we proceed to discuss the entropy of a thin shell of scalar field confined in the near-horizon region. The metric of the Schwarzschild black hole is given by:

\[
 ds^2 = -\left(1 - \frac{2M}{r}\right)dt^2 + \frac{dr^2}{\left(1 - \frac{2M}{r}\right)} + r^2(d\theta^2 + \sin^2\theta d\phi^2) \quad (1)
\]

Here \(M\) is the mass of the black hole defined with respect to an asymptotic observer. The wave equation of a minimally coupled massless scalar field in a curved space is given by the following expression:

\[
 (-g)^{-\frac{1}{2}}\partial_\mu\left[(-g)^{\frac{1}{2}}g^{\mu\nu}\partial_\nu\psi\right] = 0 \quad (2)
\]

Here, \(g^{\mu\nu}\) is the inverse of the metric tensor and \(\partial_\mu\) is the partial derivative with respect to the coordinates. The wave equation describes the propagation of scalar waves in the Schwarzschild black hole background.
The wave equation is separable in the Schwarzschild black hole and we can take the basis function to be of the following form:\[ f(l, m, E|x) = NR(r)P_l(cos \theta)e^{im\phi}e^{-iEt} \] (3)

Where, \( l \) is the angular momentum quantum number and \( E \) is the energy defined with respect to an asymptotic observer, \( P_l(cos \theta) \) are the Legendre polynomials and \( R(r) \) satisfies the radial wave equation:

\[
\left( 1 - \frac{2M}{r} \right)^{-1}E^2R(r) + \frac{1}{r^2} \partial_r [r(r - 2M) \partial_r R(r)] - \frac{l(l + 1)}{r^2} R(r) = 0. \] (4)

We use the WKB approximation to solve the above equation. This is a good approximation if we consider a thin shell of scalar field in the near-horizon region\(^7,\,8\). We impose the brick wall boundary condition:\[ R(2M + h) = 0. \] (5)

where, \( h \) is a small radial parameter compared to \( 2M \) whose value will be discussed later. We can consider the scalar field to be confined in a half-infinite potential well in the near-horizon region\(^7,\,8\). The trial solutions are assumed to be of the form \( \rho(r) \exp[iS(r)] \). The actual solutions are sinusoidal functions to satisfy the boundary conditions. In the near-horizon region, the radial wave function takes the following form:

\[ R_l(r) \sim \exp \left[ i \int k(r) dr \right] \] (6)

Here, the \( r \)-dependent radial wave number is given by the following expression:

\[ k(r) = \frac{1}{V(r)} \sqrt{E^2 - \frac{V(r)}{r^2} l(l + 1)} \] (7)

To implement the thin shell boundary condition, we consider solutions that vanish at the brick wall and are stationary up to a certain value \( d \) of the radial coordinate. We have the condition: \( h << d << 2M \). The radial quantum number is given by the WKB quantization rule:

\[ \pi n_d = \int_{2M + h}^{2M + d} dr \, k(r, l, E) \] (8)

To evaluate \( n_d \), we have to ensure that the wave number is real throughout the range of the radial integral for each value of \( E, l \) present in its argument. This gives an upper limit on the allowed values of \( l \) given by\(^7,\,8\):

\[ L(L + 1) = \frac{E^2(2M + d + h)^3}{d + h} \approx 8E^2M^3 \frac{d}{d} \] (9)
The free energy of the thin shell can be obtained from the expression:

\[
\pi \beta F = - \int_0^\infty \frac{\beta dE}{[\exp(\beta E) - 1]} \int_{2M+h}^{2M+d} \frac{dr}{V(r)} \int_0^L dl (2l + 1) \sqrt{E^2 - \frac{V(r)}{r^2} [l(l + 1)]}.
\] (10)

The entropy of a scalar field confined within the near horizon region and as predicted by an observer at infinity is given by

\[
S = \frac{1}{30} \ln \left( \frac{\epsilon_d}{\epsilon_h} \right) \frac{A}{4\pi \epsilon_d^2}.
\] (11)

The corresponding expression in the Kerr black hole is given by the following expression:

\[
S' = \frac{1}{60} \ln \left( \frac{\epsilon_d}{\epsilon_h} \right) \frac{A}{4\pi \epsilon_d^2}.
\] (12)

The temperature in both the cases are taken to be the Hawking temperature of the corresponding black holes. Here \( \epsilon_x \) represents the proper radial variable: \( \epsilon_x = \int_{r_h}^{r_{h+\pi}} \sqrt{g_{rr}} \, dr \), \( r_h \) is the event horizon. ‘A’ represents the area of the horizon. The entropy of the scalar field in the Kerr black hole is half of the corresponding value in the Schwarzschild black hole. This is due to rotation and is consistent with the preferential emission of particles in the Kerr black hole with azimuthal angular momentum in the same direction as that of the black hole itself. The Lorentzian sector calculation of the scalar field entropy in the Kerr black hole is more significant since the corresponding Euclidean sector literature is not well formulated.

The expressions of the scalar field entropy contain two free parameters, the proper thickness of the thin shell and the proper brick wall cut-off parameter. We take the proper thickness of the thin shell to be of the order of atomic lengths. The other undetermined parameter is the proper brick wall cut-off. 't Hooft wanted to explain the black hole entropy in terms of the near horizon part of the matter field entropy and equated the two. If we do so, the internal energy turns out to be finite: \( U = \frac{3}{8} M \). This also determines the proper brick wall cut-off parameter. In the present case we then have:

\[
\epsilon_h = (\epsilon_d) \exp \left( -30\pi \left( \frac{\epsilon_d}{l_p} \right)^2 \right).
\] (13)

Where, \( l_p \) is the Planck length. If we take \( \epsilon_d = 10^{-10} \text{ cm} \), \( \epsilon_h \) is given by the following expression in terms of the Planck length: \( \epsilon_h \sim [10^{24}] \exp(-10^{50})(l_p) \). Thus, the brick wall is almost coincident with the horizon although the free energy is finite. This is expected since there exists solutions vanishing on the horizon. These solutions are consistent with the brick wall boundary condition. We note that even in the extreme case of a thin shell of thickness comparable to the Planck length, the proper brick wall cut-off remains small compared to the thickness. However,
in this case the semiclassical theory of quantum fields in a fixed background may not be appropriate. The back reaction problem is discussed in detail by Candelas and is not much important in the present case\textsuperscript{12}. These discussions may become significant in the context of an entropy bound discussed below.

The scalar field entropy in a Schwarzschild black hole with off mass shell temperature is given by:

\[ S = \frac{32s\pi^3}{15\epsilon_d^2} (2M)^2 \left( \frac{2M}{\beta} \right)^3 \ln \left( \frac{\epsilon_d}{\epsilon_h} \right). \]  

We find that the entropy is a decreasing function of the proper thickness even when the temperature is not given by the Hawking temperature. We now consider the subleading terms of the scalar field entropy. It can be seen that in the approximation \( h \ll d \ll 2M \), the complete entropy is given by the following expression,\textsuperscript{7}:

\[ S = \frac{1}{30\epsilon_d^2} \left[ \ln \left( \frac{\epsilon_d}{\epsilon_h} \right) - \chi \right] A^4. \]  

where, \( \chi = \frac{1}{8} \left[ 1 + \frac{1}{12} + ... \right] > 0 \) and the temperature is given by the Hawking temperature. For \( d \gg h \), the second term is negligibly small compared with the first term. The complete expression is also a decreasing function of the proper thickness of the thin shell. The leading-order scalar field entropy in a Kerr black hole with off mass shell temperature is given by:

\[ S = \frac{16\pi^3}{15} \frac{1}{\beta^3} \frac{(r_+^2 + a^2)^4}{(r_+ - r_-)^3} \frac{1}{\epsilon_d^2} \ln \left( \frac{\epsilon_d}{\epsilon_h} \right). \]  

Where, \( a \) is the angular momentum per unit mass, \( r_+ \) is the event horizon and \( r_- \) is the inner horizon of the black hole. We again find that the entropy is a decreasing function of the proper thickness even when the temperature is not given by the Hawking temperature. The leading order entropy is a decreasing function of the proper thickness when the temperature is given by the corresponding Hawking temperature. This is obvious from Eq. (12).

We find that the entropy is a decreasing function of the proper thickness even when the temperature is not given by the Hawking temperature. Thus, we may conjecture that the entropy of a scalar field in an asymptotically flat black hole background which is correlated with the horizon through the brick wall boundary condition has an upper bound and this upper bound is proportional to the horizon surface area when the temperature is taken to be the Hawking temperature. It may require a quantum theory of gravity to fix the exact magnitude of the upper bound. In this article we have chosen the upper bound to be the same as the black hole entropy itself. This conclusion is expected to remain valid for the semiclassical theory of quantum fields in curved spaces where back reaction problem is not severe. We can further verify the validity of the present conclusion by considering the spectrum of the solutions of the wave equation defined throughout the manifold and satisfying the brick wall boundary condition. We can use numerical methods for this purpose. These discussions are also important to the holographic principle.
in asymptotically flat spaces. Similar discussions will remain valid in presence of the cosmological horizons. The event horizons are two dimensional fixed point sets of the Killing fields. This aspect may be important to explain the results obtained in this article.

The logarithmic divergence in Eq. (11) and Eq. (12) is important to the Euclidean sector calculation of the scalar field entropy. The logarithmic divergence is expected on physical grounds as discussed briefly in the introduction and in detail in. The Euclidean sector method contains a parameter which can be fixed by comparing with the Lorentzian sector expression obtained in the present article. Lastly, we can consider the scalar field entropy to give quantum correction to the black hole entropy and use Eq. (11) and Eq. (12) to renormalize the gravitational constant.
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The thermodynamics of a self-gravitating gas cloud of particles interacting only via their gravitational potential is an interesting problem with peculiarities arising due to the long-ranged nature of the gravitational interaction. Based on our recent work on the properties of such a configuration, we extend the system to contain a central gravitational field in which the particles are moving, to mimic the potential of a central compact object exerting an external force on the gas cloud. After an introduction to the general problem, including the aforementioned peculiarities and possible solutions, we will discuss the particular properties of the self-gravitating gas in a central field and its thermodynamic analysis.
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1. Introduction

The topic of thermodynamic systems in the presence of gravity has been discussed in many occasions and forms\(^1\)\(^{-3}\), and has raised many questions on how to deal with the long-range effects of gravity in the thermodynamic analysis of systems, where concepts such as the isolation of a system in one or the other regard are important. Non-stationary equilibrium situations, negative heat capacities or simply divergences in the thermodynamic limit have been plaguing the analyses, and the conventional, very successful thermodynamic framework of Boltzmann-Gibbs statistics had to be adapted and modified in order to account for the peculiarities of the thermodynamics of a gravitational system.

Based on a Boltzmann-Gibbs analysis of the self-gravitating gas\(^4\), the statistical analysis and subsequent calculation of thermodynamic properties have been carried out\(^5\) assuming a generalized framework intended to describe a system with non-extensive properties, due to the presence of long-range forces such as gravity. The adopted generalized framework, i.e., Tsallis generalized \(q\)-statistics, has been developed in order to consider non-extensive effects, entailing an additional parameter \(q\) in the statistical analysis.

This work is an extension of these previous investigations which generalizes the self-gravitating gas to a more realistic system featuring a centrally placed compact object, like e.g. a black hole, around which the gas is extending. Due to some peculiarities and open questions, we will not continue using the non-extensive \(q\)-statistics, but rather return to the conventional Boltzmann-Gibbs statistics, in order to get a first impression of the results. Other generalizations can be thought of, which will be commented on in the last section.
2. Statistical mechanics and thermodynamics of a self-gravitating gas

I will briefly review the most important steps in the analysis of a self-gravitating gas, from the system’s properties to the peculiarities of the thermodynamic analysis and some of its outcomes.

The governing force of the self-gravitating gas is the gravitational attraction between its \( N \) identical constituent particles which are otherwise moving freely, and thus the Hamiltonian of the system is

\[
H = \mathcal{T} + U = \sum_{i=1}^{N} \frac{p_i^2}{2m} - Gm^2 \sum_{1 \leq i < j \leq N} \frac{1}{|\mathbf{q}_i - \mathbf{q}_j|_A},
\]

where \( G \) is the gravitational constant, \( m \) the mass of an individual particle, and \( A \) represents a short-range cutoff imposed in order to avoid the unphysical collapse of the system to a point. This Hamiltonian is the basis for a thermodynamic analysis which can be done in principle in different ensembles, like the microcanonical one, where the energy of the system is kept constant, or the canonical one, where instead the temperature is fixed, and energy can be exchanged with a reservoir. In the microcanonical ensemble, the most important thermodynamic quantity from which everything is derived is the entropy, i.e., the logarithm of this sum over microstates \( \Omega(E,V,N) \),

\[
S = k_B \ln \Omega(E,V,N),
\]

where

\[
\Omega = \frac{(2\pi m)^{3N/2}}{N! h^{3N} \Gamma\left(\frac{3N}{2} + 1\right)} \int d^{3N} q \left[ E - U \right]^{3N/2-1}. 
\]

From the entropy, you can obtain important thermodynamic quantities such as the temperature of the gas, or the equation of state, i.e., the relation between pressure, temperature and volume.

In the case of the canonical ensemble, the starting point is the partition function, defined as

\[
Z = \frac{1}{N! h^{3N}} \int d^{3N} q d^{3N} p \exp\left(-\beta H(p,q)\right),
\]

and everything else is derived from that quantity, like the equation of state. The temperature in this ensemble is fixed, so it cannot be calculated.

Following the definition of these basic thermodynamic functions, calculations can be simplified by the assumption of a weak gravitational interaction, i.e., the gravitational contribution can be treated as a small correction to the ideal gas, and results can be obtained analytically in this case.

Under this additional assumption, further quantities that are of thermodynamic interest can be calculated, like the heat capacity and other response functions of the system. Both equation of state and heat capacity have been calculated and
compared in the framework of Tsallis statistics\footnote{Tsallis' non-extensive statistics naturally features a modification of the thermodynamic limit, in which the thermodynamic state variables result in convergent functions. In the case of the conventional Boltzmann-Gibbs statistics, another modification of the thermodynamic limit has to be adopted in order to obtain convergent results. In the following, we will employ Boltzmann-Gibbs statistics with the modified thermodynamic limit.}, and the details can be found there.

An important point for further investigations is the question of the statistical framework, which is closely connected to the choice of thermodynamic limit. Tsallis' non-extensive statistics naturally features a modification of the thermodynamic limit, in which the thermodynamic state variables result in convergent functions. In the case of the conventional Boltzmann-Gibbs statistics, another modification of the thermodynamic limit has to be adopted in order to obtain convergent results. In the following, we will employ Boltzmann-Gibbs statistics with the modified thermodynamic limit.

3. Addition of the central gravitational potential

As a modification to the basic setup of a simple self-gravitating gas many complications can be thought of. The simplest gas perhaps is the addition of a central potential, to model the situation of a self-gravitating gas around a black hole. We will start with the assumption of an external gravitational field caused by a mass $M$ of size $r_S = 2GM/c^2$ in the center of the configuration, restricting the movement of the gas between the radius of the innermost stable circular orbit (ISCO) at $r_{\text{ISCO}} = 3r_S$ and infinity. This will make a difference in the integrals contained in the sum over microstates and the partition function, respectively. Moreover, the central potential will have its influence on every particle in the gas. The generalized Hamiltonian thus reads

$$H = \frac{1}{2m} \sum_{i=1}^{N} p_i^2 - \frac{Gm^2}{r} \sum_{1 \leq i < j \leq N} \frac{1}{|q_i - q_j|_A} - \frac{GmM}{r} \sum_{1 \leq i < j \leq N} \frac{1}{|q_i - r|_A}, \quad (5)$$

with $r$ denoting the center of mass of the compact object. To simplify calculations, we choose $r = 0$.

The computational procedures in order to extract the thermodynamic equation of state is fairly analogous to the case of a simple self-gravitating gas, and differs only in the restriction of the range of integration, due to the fact that we consider a ring-like structure, or even a flat two-dimensional disk shape. This restriction will manifest itself in the definition of the virial coefficients $b_i$, which will be slightly different.

The interesting question is whether the modification of the system will lead to differences in the thermodynamic limit, i.e., facilitate the calculation of otherwise divergent functions, or modify the qualitative dependence on the number of particles in the thermodynamic limit. Preliminary results indicate that this is not the case, and that modifications are limited to the virial coefficients of the problem.

4. Outlook

We have here discussed the thermodynamic properties of a self-gravitating gas under the influence of a central gravitational field caused by a heavy mass at the
center of the configuration. Basing on the analysis of a self-gravitating gas cloud consisting of ideal particles\textsuperscript{4,5}, an additional term accounting for the central gravitational potential was added to the analysis, and the resulting thermodynamic state variables were calculated. Preliminary results indicate slight modifications of the state variables, depending on the new parameter, the mass of the central object. The goal is to generalize the analysis of a simple self-gravitating gas to eventually be able to make predictions on the thermodynamic behavior of matter around a compact object, i.e., an accretion disk of sorts.

Besides the inclusion of a central compact object, the gas itself can be modified in its properties, e.g., by considering non-ideal interactions between the particles. This could be accounted for in an exact way by adding additional particle-particle interactions to the Hamiltonian, with the corresponding coupling constant, like for example an electromagnetic charge. The different strengths of gravity and any other interactions that may be added have to be weighed against each other, and approximations could be applied. Another possibility would be to include effective potentials which are used in condensed matter systems, Mie-type potential like the Lennard-Jones case or others, in order to describe different variations of the gas. Investigations in this direction would represent the first steps towards the description of non-ideal fluids in gravitational contexts - either gas clouds of interacting particles, or non-ideal fluids constituting accretion disks or clouds around a central compact object.

Further generalizations include rotation of the system, or charge of the central object. Importantly, these results should then be connected to results of other calculations on accretion disks, in particular the accretion of (charged) dust particles in a spherical shell or torus structure\textsuperscript{6}.
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We explore the Hawking radiation phenomenon as a tunneling process of charged spin particles through event horizons of some particular black holes. Using the semi-classical WKB approximation to the general covariant wave equations of charged particles, we evaluate the tunneling probabilities of outgoing charged particles. The Hawking temperatures corresponding to these black holes are recovered. By considering the back-reaction effects of the emitted spin particles from black holes, we calculate their corresponding quantum corrections to the radiation spectrum. It is found that this radiation spectrum is not purely thermal due to energy and charge conservation but has some corrections.
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1. Introduction

A realm of space where gravity is so intense that nothing not even light can escape is known as Black Hole (BH). This idea laid by the astronomical pioneer John Michell (1784).\textsuperscript{1} The outer surface of a BH is known as event horizon. Stephen Hawking (1974) evoked that BHs are not totally black, but they emit thermal radiation,\textsuperscript{2} known as Hawking radiation. The mass and energy of BH decreases due to the continuous emission of these Hawking radiation, as a result eventually BH evaporates, this phenomenon is known as BH evaporation.

A number of techniques have been introduced to investigate the Hawking radiation spectrum. By taking into account the semi-classical effects, the quantum tunneling approach\textsuperscript{3,4} is the most convenient strategy to study these BHs radiation. Quantum tunneling is a process, by which particles have finite probability to cross the event horizon. In order to understand this process their are two main approaches, one of them is null geodesic technique proposed by Kraus & Wilczek,\textsuperscript{5} while the other one is Hamilton-Jacobi technique propounded by Angheben et al.\textsuperscript{6} These techniques gives the tunneling probability, i.e., the estimated rate of emitted particles accompanying the classically forbidden trajectories from inside to the outside region of the BH through event horizon. The tunneling probability, $\Gamma$, of outgoing radiated particles can be defined as

$$\Gamma = \exp \left(-\frac{2}{\hbar} \text{Im} S \right),$$

where $S$ stands for the action of radiated particle and $\hbar$ represents the Planck’s constant. Sharif and Javed\textsuperscript{7} studied the Hawking radiation process through the quantum tunneling phenomenon for fermion particles from various types of BHs, also they analyzed quantum corrections for regular BHs. The quantum gravity
effects by using generalized uncertainty principle (GUP) have been discussed in literature.8–14 Javed and Babar15 investigated Hawking temperature and corrected Hawking temperature for fermions particles. Moreover, Javed et al.16 analyzed the corrected temperature for spin-0 and spin-1/2 particles for cubic and quartic interactions. In the continuation of previous work, we are going to provide a general formulation of vector particles tunneling for general spherically symmetric rotating BH and investigate its original and corrected Hawking temperature.

2. Charged Vector Particles Tunneling

The metric can be defined as

\[ ds^2 = -Adt^2 + \frac{1}{B}dr^2 + Cd\theta^2 + Dd\varphi^2 - 2F dt d\varphi, \]  

(2)

where the metric functions \( A, B, C, D \) and \( F \) are depend upon \( r \) and \( \theta \). One can obtain the event horizon \( r_+ \) of this BH by considering the horizon equation, \( A(r_+, \theta) = 0 \). The angular velocity of BH at event horizon is given by

\[ \Omega_H = \frac{F(r_+, \theta)}{D(r_+, \theta)}. \]  

(3)

In order to calculate the tunneling probability of charged spin-1 particles at horizon \( r_+ \), the required Proca equation can be expressed as17

\[ \frac{1}{\sqrt{-g}} \partial_\mu \left( \sqrt{-g} \Psi^{\mu} \right) + \frac{\iota}{\hbar} eF^{\nu\mu}\Psi^\nu + \frac{\iota}{\hbar} eA_\mu \Psi^\nu + \frac{m^2}{\hbar^2} \Psi^\nu = 0, \]  

(4)

here \( g \) is the determinant of the coefficient matrix and \( m \) represents the mass of emitted particle, the \( \Psi^{\mu\nu} \) and \( \tilde{F}^{\nu\mu} \) are anti-symmetric & electromagnetic field tensors, respectively, which are given by

\[ \Psi^{\mu\nu} = \partial_\nu \Psi_\mu - \partial_\mu \Psi_\nu - \frac{\iota}{\hbar} eA_\mu \Psi_b + \frac{\iota}{\hbar} eA_\nu \Psi_\mu, \quad \tilde{F}^{\nu\mu} = \nabla^{\nu} A^{\mu} - \nabla^{\mu} A^{\nu}, \]  

(5)

where \( A_\mu \) is electromagnetic vector potential of the given BH, \( e \) denotes the charge of the radiated \( W^+ \)-bosons and \( \nabla_\mu \) represents the geometry of covariant derivative. The equation of motion is same for both outgoing \( W^+ \) and incoming \( W^- \) bosons, therefore the tunneling rate for both cases is also similar. Utilizing, the following WKB approximation for the given BH6

\[ \Psi_b = c_b \exp \left[ \frac{\iota}{\hbar} S(t, r, \theta, \varphi) + \Sigma h^n S_n(t, r, \theta, \varphi) \right], \]  

(6)
and the Proca equation (4), as well as by considering only the leading order terms in $\hbar$, we obtain the following set of equations

\[
DB \left[ c_1(\partial S)(\partial S) + eA_0 \right] - c_0(\partial S)^2] + FB[c_3(\partial S)^2 - \frac{1}{c_1}(\partial S)]
+ eA_3 + DC^{-1}[c_2(\partial S)(\partial S) + eA_3] - c_0(\partial S)^2] + FC^{-1}[c_3(\partial S)^2
- c_2(\partial S)(\partial S) + eA_3] + [c_3(\partial S)(\partial S) + eA_0] - c_0(\partial S)(\partial S)
+ eA_3 + eA_3[c_3(\partial S) + eA_3] - c_0(\partial S) - eA_3c_0 + m^2Dc_0
+ m^2Fc_3 = 0,
\]


\[
DB \left[ c_1(\partial S)(\partial S) + eA_0 \right] - c_0(\partial S)(\partial S)] + FB[c_3(\partial S)(\partial S)
- c_1(\partial S)(\partial S) + eA_3] + BC^{-1}(BD + F^2)[c_2(\partial S)(\partial S) - c_1(\partial S)^2]
+ ABC_3(\partial S)(\partial S) - c_1(\partial S)(\partial S) + eA_3 + m^2BC_1(\partial S + F)
- BF[c_1(\partial S)(\partial S) + eA_0] - c_0(\partial S)(\partial S)] + eA_0BD[c_1(\partial S)
+ eA_0] - c_0(\partial S)] + eA_0BF[c_3(\partial S) - c_1(\partial S) - eA_3]
+ eA_3AB[c_3(\partial S) - c_1(\partial S) + eA_3] - eA_3BF[c_1(\partial S)
+ eA_0] - c_0(\partial S)] = 0,
\]


\[
DC^{-1} \left[ c_2(\partial S)^2 - c_0(\partial S)(\partial S) + eA_0(\partial S)c_2 \right] + FC^{-1}[c_3(\partial S)(\partial S)
- c_2(\partial S)(\partial S) - eA_3c_2(\partial S)] + eA_0DC^{-1}[c_2(\partial S) - c_0(\partial S) + eA_0c_2]
+ eA_0FC^{-1}[c_3(\partial S) - c_2(\partial S) - c_2A_3] + eA_3AC^{-1}[c_3(\partial S) - c_2(\partial S)
- eA_3c_2] - eA_3c_2 - eA_3FC^{-1}[c_2(\partial S) - c_0(\partial S) + eA_0c_2]
- BC^{-1}(BD + F)[c_2(\partial S)^2 - c_1(\partial S)(\partial S)] = 0,
\]


\[
BF \left[ c_1(\partial S)(\partial S) - c_0(\partial S)^2 + eA_0c_1(\partial S) + FC^{-1}[c_2(\partial S)(\partial S)
- c_0(\partial S)^2 + eA_0c_2(\partial S)] - AB[c_3(\partial S)^2 - c_1(\partial S)](\partial S)
- eA_3c_1(\partial S)] - AC^{-1}[c_3(\partial S)^2 - c_2(\partial S)(\partial S) - eA_3c_2(\partial S)]
+ eA_0c_3(\partial S) - c_0(\partial S) + eA_0c_0 + eA_3c_2] - eA_3c_0(\partial S) + eA_0c_0(\partial S) + FC^{-1}[c_2(\partial S)(\partial S)
- c_0(\partial S)^2 + eA_0c_2(\partial S)] + m^2[Fc_0 - c_3A] = 0.
\]

By considering the separation of variables technique, one can write the particle’s action in the following form

\[
S = -(E - j\Omega_H)t + R(r) + j\varphi + \Theta(\theta),
\]

here $j$ and $E$ are the angular momentum and energy of radiated particle, respectively. The above set of Eqs. (7)–(10) can be describe in the form of following $4 \times 4$ matrix equation, i.e.,

\[
\begin{pmatrix}
 c_0, c_1, c_2, c_3
\end{pmatrix}^T = 0.
\]
In order to obtain the following non-trivial solution, we take $|\mathcal{A}| = 0$

$$R^\pm = \pm \sqrt{\frac{(E - j\Omega_H - eA_0)^2 + Y}{AB}} dr. \quad (13)$$

The above equation implies the imaginary part of radial component of particle’s action, i.e.,

$$Im R^\pm = \pm \pi (E - eA_0 - j\Omega_H) \sqrt{A_r (r_+, \theta) B_r (r_+, \theta)}, \quad (14)$$

where the function $Y$ is given as follows

$$Y = -AN^2C^{-1} - m^2A + BF(E - j\Omega_H) - AB\Theta - eA_0BF - eA_3AB. \quad (15)$$

The tunneling rate of charged spin-1 particles can be calculated as

$$\Gamma = \exp \left[-\frac{4\pi}{h} Im R^+ \right] = \exp \left[-\frac{4\pi(E - eA_0 - j\Omega_H)}{\sqrt{A_r (r_+, \theta) B_r (r_+, \theta)}} \right]. \quad (15)$$

By utilizing Boltzmann formula $\Gamma_B = \exp \left[\frac{(E - eA_0 - j\Omega_H)}{T_H} \right]$, the expected Hawking temperature $T_H$ can be obtained as

$$T_H = \left[\frac{\sqrt{A_r (r_+, \theta) B_r (r_+, \theta)}}{4\pi} \right]. \quad (16)$$

3. Quantum Corrections

The GUP-corrected equation of motion of massive uncharged $W$ bosons is given by

$$\partial_\mu (\sqrt{-g} \Psi^{\mu\nu}) - \sqrt{-g} \frac{m_W^2}{h^2} \Psi^{\mu\nu} + \tilde{\beta} h^2 \partial_\mu \partial_\nu (\sqrt{-g} g^{00} \Psi^{0\nu}) - \tilde{\beta} h^2 \partial_\mu \partial_\nu (\sqrt{-g} g^{ii} \Psi^{i\nu}) = 0, \quad (17)$$

where $m_W$ is vector particle’s mass, the modified anti-symmetric tensor $\Psi^{\mu\nu}$ is defined below

$$\Psi^{\mu\nu} = (1 - \tilde{\beta} h^2 \partial_\nu^2) \partial_\mu \Psi_\nu - (1 - \tilde{\beta} h^2 \partial_\nu^2) \partial_\nu \Psi_\mu. \quad (17)$$

Using coordinate transformation, the metric can be rewritten as follows

$$ds^2 = -Adt^2 + \frac{1}{B} dr^2 + Cd\theta^2 + Dd\varphi^2. \quad (18)$$

The WKB approximation for the vector field $\Psi^{\mu\nu}$ is given by

$$\Psi^{\mu} = c_\mu(t,r,\theta,\varphi) \exp \left[\frac{L}{R} S(t,r,\theta,\varphi) \right]. \quad (19)$$
Substituting values from Eqs. (18) and (19) in Eq. (17) and neglecting the higher order terms in $\hbar$, we obtain the following set of equations

\[
B [c_0(\partial_\tau S)^2 P_1^2 - c_1(\partial_\tau S)(\partial_\tau S)P_1 P_0] + \frac{1}{C} [c_0(\partial_\theta S)^2 P_2^2 - c_1(\partial_\theta S)(\partial_\theta S)P_3 P_2] + C_0 m^2_W = 0,
\]

\[
\frac{1}{A} [c_1(\partial_\theta S)^2 P_0^2 - c_0(\partial_\theta S)(\partial_\tau S)P_0 P_1] + \frac{1}{C} [c_1(\partial_\theta S)^2 P_2^2 - c_2(\partial_\theta S)(\partial_\theta S)P_3 P_2] + c_0 m^2_W = 0,
\]

\[
\frac{1}{A} [c_2(\partial_\tau S)^2 P_0^2 - c_0(\partial_\tau S)(\partial_\tau S)P_0 P_2] + B[c_2(\partial_\tau S)^2 P_1^2 - c_1(\partial_\tau S)(\partial_\tau S)P_1 P_2] + c_1 m^2_W = 0,
\]

\[
\frac{1}{A} [c_3(\partial_\tau S)^2 P_0^2 - c_0(\partial_\tau S)(\partial_\tau S)P_0 P_3] + B[c_3(\partial_\tau S)^2 P_1^2 - c_1(\partial_\tau S)(\partial_\tau S)P_1 P_2] + c_2 m^2_W = 0,
\]

\[
\frac{1}{A} [c_3(\partial_\tau S)^2 P_0^2 - c_0(\partial_\tau S)(\partial_\tau S)P_0 P_3] + B[c_3(\partial_\tau S)^2 P_1^2 - c_1(\partial_\tau S)(\partial_\tau S)P_1 P_2] + c_3 m^2_W = 0,
\]

where

\[
P_0 = 1 + \tilde{\beta} A(\partial_\tau S)^2, \quad P_1 = 1 + \tilde{\beta} B(\partial_\tau S)^2, \quad P_2 = 1 + \tilde{\beta} C(\partial_\tau S)^2, \quad P_3 = 1 + \tilde{\beta} D(\partial_\tau S)^2.
\]

According to the Hamilton-Jacobi method, the separation of variables technique provides the following form of particle’s action, i.e.,

\[
S = -(E - j \Omega_H) t + \mathcal{R}(r) + \Theta(\theta, \phi).
\]

Using Eq. (25) in Eqs. (20)–(23), we get the following $4 \times 4$ matrix equation, i.e.,

\[
\left(\begin{array}{cccc}
c_0 & c_1 & c_2 & c_3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}\right) = 0.
\]

By considering only the leading order term in $\tilde{\beta}$ and taking det $\Delta = 0$, we determine the following form of imaginary part of particle’s action

\[
\text{Im} \mathcal{R}^+(r) = \pm \frac{\pi(E - j \Omega_H)}{\sqrt{A_\tau(r_+, \theta)B_\tau(r_+, \theta)}} \times (1 + \tilde{\beta} \Pi).
\]

The tunneling rate of emitted particles at horizon can be obtained as

\[
\Gamma = \exp \left[ -\frac{4}{\hbar} \text{Im} \mathcal{R}^+ \right] = \exp \left[ -\frac{4\pi(E - j \Omega_H)}{\hbar \sqrt{A_\tau(r_+, \theta)B_\tau(r_+, \theta)}} \times (1 + \tilde{\beta} \Pi) \right].
\]

For $\hbar = 1$ and $\Gamma_B = \exp [(E - j \Omega_H)/\mathcal{T}_H^H]$, the effective Hawking temperature is evaluated as

\[
\mathcal{T}_H^H = \sqrt{A_\tau(r_+, \theta)B_\tau(r_+, \theta)} / (4\pi(1 + \tilde{\beta} \Xi)) = \mathcal{H}(1 - \tilde{\beta} \Pi),
\]

where $\mathcal{T}_H$ is the original Hawking temperature defined by Eq. (16).
4. Conclusion

In this paper, we have studied the tunneling rate and Hawking temperature for vector particles. By considering the Hamilton-Jacobi method and applying the WKB approximation, we have considered Proca equation for massive charged vector field. Later, we have investigated the corresponding Hawking temperature of vector particles tunneled through horizon, which preserved charge and energy. Moreover, by utilizing GUP modified Proca equation, the corrected Hawking temperature has been computed by considering quantum gravity effects. We have concluded that the correction term decelerates the increase in Hawking temperature.
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The properties of Kerr black holes (BHs) and naked singularities (NSs) are investigated by using stationary observers and their limiting frequencies. We introduce the concept of NS Killing throats and bottlenecks for slowly spinning NSs to describe the frequency of stationary observers. In particular, we show the frequency on the horizon can be used to point out a connection between BHs and NSs and to interpret the horizon in terms of frequencies. The analysis is performed on the equatorial plane of the ergoregion.
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1. Introduction

We study the orbital angular frequencies of stationary observers in the Kerr spacetime. We introduce the concept of Killing throats that arise in the spacetime of NSs and can be interpreted as the “opening” and disappearance of Killing horizons. Killing bottlenecks are identified as “restrictions” of Killing throats that appear in the case of weak naked singularities (WNSs) for which the spin-mass ratio is close to the value of the extreme BH. To explore these NS effects, and considering the dynamics of the zero angular momentum observers (ZAMOs), we introduce the concept of “metric bundles” and “extended planes”. In this work, we limit the analysis of the equatorial plane of the Kerr spacetime. The generalization to the case of the Reissner-Nordström and Kerr-Newmann spacetimes is presented elsewhere.

We first analyze the behavior of the frequency of a stationary observer in terms of the radial distance and the spin parameter $a$ of the source. In this way, we find in the NS region a particular set of curves that we identify as the Killing throat. In the case of WNSs, for which $a/M \in [1, 2]$, the Killing throats show “restrictions” identified as Killing bottlenecks. To explore the properties of the bottlenecks, we introduce the concept of extended plane which is a graph relating a particular characteristic of a spacetime in terms of the parameters entering the corresponding spacetime metric. Any curve on the extended plane represents, therefore, a metric bundle, i.e., a family of spacetimes defined by a characteristic photon orbital frequency $\omega$ and characterized by a particular relation between the metrics parameters. In the case of the Kerr spacetime, the extended plane turns out to establish a relation

---

$^a$The concept of strong and weak NSs, defined through the values of the spin parameter, has been explored in several works$^{1-4}$. However, they can also be defined as strong curvature singularities$^5$. 
between BHs and NSs. As a consequence, WNSs turn out to be related to the appearance of (a portion of) the inner horizon, whereas strong naked singularities (SNSs) with \( a > 2M \) are related to the outer horizon.

This work is organized as follows. In Sec. 2, we discuss the concept of stationary observers, introducing the concepts of Killing throats and Killing bottlenecks. A discussion of the significance of the Killing bottlenecks and their possible origin is presented in Sec. 2.0.1. In Sec. 3, we introduce a possible generalization of the Killing horizon definition in the extended plane. Finally, we discuss a possible connection between black holes and naked singularities, revisiting the definition of horizons and the role played by NSs in horizon construction. Final remarks follow in Sec. 4.

2. Stationary observers and light surfaces

Consider the Kerr spacetime in Boyer-Lindquist (BL) coordinates, \((t, r, \phi, \theta)\), with \( M \geq 0 \) as the mass parameter and \( a \equiv J/M \geq 0 \) the specific angular momentum or spin, where \( J \) is the total angular momentum of the gravitational source. The horizons and ergospheres radii are given by \( r_\pm = M \pm \sqrt{M^2 - a^2} \) and \( r_\epsilon^\pm = M \pm \sqrt{M^2 - a^2 \cos^2 \theta} \).

Stationary observers are characterized by a four-velocity of the form

\[
u^\alpha = \gamma (\xi^\alpha_t + \omega \xi^\alpha_\phi), \quad \gamma^{-2} \equiv -\kappa (\omega^2 g_{\phi\phi} + 2 \omega g_{t\phi} + g_{tt}), \tag{1}\]

where \( \gamma \) is a normalization factor with \( \kappa = -g_{\alpha\beta} u^\alpha u^\beta \), \( \xi_t \) is the time-translational Killing field, \( \xi_\phi \) is the rotational Killing field, and \( \omega \) is a uniform angular velocity (dimensionless quantity). In BL coordinates, in which the metric tensor depends only on \((r, \theta)\); this means that \( r \) and \( \theta \) are constants along the worldline of each stationary observer (the observer does not see the spacetime changing along the trajectory). The spacetime causal structure of the Kerr spacetime can be also studied by considering stationary observers.

Timelike stationary particles have orbital frequencies in the range

\[
\omega \in [\omega_-, \omega_+] \quad \text{where} \quad \omega_\pm \equiv \omega_Z \pm \sqrt{\omega_Z^2 - \omega_+^2}, \quad \omega_+ \equiv \frac{g_{tt}}{g_{\phi\phi}}, \quad \omega_Z \equiv -\frac{g_{t\phi}}{g_{\phi\phi}}, \tag{2}\]

where \( \omega_Z \) is the orbital angular frequency of the zero angular momentum observers (ZAMOS) and \( \omega_\pm \) are the limiting frequencies of photons orbits, which are solutions of the equation \( g_{\alpha\beta} L^\alpha_\pm L^\beta_\pm = 0 \) with \( L^\alpha_\pm \equiv \xi_t + \omega_\pm \xi_\phi \). Killing vectors \( L^\alpha_\pm \) are generators of Killing horizons. The Killing vector \( \xi_t + \omega_\pm \xi_\phi \) becomes null at \( r = r_\pm \), defining the frequency \( \omega_+(r_+) = \omega_h \).

On the equatorial plane \( \theta = \pi/2 \) of the Kerr spacetime we have that

\[
\omega_\pm \equiv \frac{2aM^2 \pm M \sqrt{r^2 \Delta}}{r^3 + a^2 (2M + r)}, \quad \Delta \equiv r^2 - 2Mr + a^2 \tag{3}\]

---

\( ^b \)The particular case \( \omega = 0 \) defines static observers; these observers cannot exist in the ergoregion.
with the asymptotic behavior

\[
\lim_{r \to \infty} \omega_\pm = 0, \quad \lim_{a \to \infty} \omega_\pm = 0, \quad \lim_{r \to 0} \omega_\pm \equiv \omega_0 = \frac{M}{a}
\]

and the particular values

\[
\omega_h \equiv \omega_\pm(r_+) = \omega_Z(r_+) = \frac{a}{2r_+}, \quad \omega_\tau \equiv \omega_+(r_+^\tau) = \frac{aM}{2M^2 + a^2}.
\]

We can see that \(\omega_- < 0\) for \(r > r_+^+\), and \(\omega_- > 0\) inside the ergoregion, while \(\omega_+ > 0\) everywhere. Moreover, since \(\omega_+ = \omega_-\) on the horizon, stationary observers cannot exist inside this surface. Therefore, \(\omega_\pm\) are limiting angular velocities for physical observers. The behavior of the frequencies \(\omega_\pm\) is depicted in Fig. 1. Notice that

![Fig. 1. Left panel: Plots of the frequency surfaces \(\omega_\pm\) as functions of the radial distance \(r\) in Cartesian coordinates \((x, y)\) for different spin values \(a\), including BHs (upper plots) and NSs (bottom plots). Timelike stationary observers are defined in the region bounded by these planes. In the BH case, the horizons are clearly identified; as the spin increases, the horizons merge and, in the NS region, a rippled configuration (bottleneck) appears specially in the case of WNSs with \(a \in [M, 2M]\). Right panel: Plot of the frequency interval \(\Delta \omega_\pm = \omega_+ - \omega_-\) as a function of the radius \(r/M\) and the spin \(a/M\). The extrema \(r_\Delta^\pm\) and \(r_\tau^\pm\) are solutions of the equations \(\partial_r \Delta \omega_\pm = 0\) and \(\partial_a \Delta \omega_\pm = 0\), respectively. Bottlenecks are shown explicitly.]({})

instead of the spin parameter \(a\), we could use the frequency \(\omega_0\) or \(\omega_h\) to parameterize the Kerr spacetime by using the relations

\[
a = \frac{M}{\omega_0} \quad \text{or} \quad a = \frac{4M\omega_h}{1 + 4\omega_h^2},
\]

respectively, which can be prove to be \(1 \rightarrow 1\) relations. This simple observation has very important consequences. In fact, if we could measure all the values of \(\omega_0 \in [0, \infty]\) or \(\omega_h \in [0, 1/2]\), the entire Kerr family of spacetimes would be described by these frequencies. From a practical point of view, however, we can expect that the frequency on the (outer) horizon \(\omega_h\) is a more suitable candidate for being measured. This, again, is an interesting fact that seems to be related to the well-known property that all the physical degrees of freedom of a black hole are encoded on the horizon.
The angular frequency $\omega_h$ ("frequency of the singularity") emerges as a relevant quantity in this analysis and, as it is clear from Fig. 1, it can be used to differentiate between low spin $a \in [0, M]$ sources, where the frequency gap $\Delta \omega_\pm = \omega_+ - \omega_-$ is larger, and WNSs and SNSs, where stationary observers are not defined (asymptotically, for large $a/M$, $\omega_0 \approx 0$ and $\Delta \omega_\pm \approx 0$ for a fixed orbit $r$).

The constant $\omega_h$ is also important in the context of BH thermodynamics. Indeed, from the fundamental Bekenstein-Hawking entropy equation, $S = \frac{1}{4} A_h$, where $A_h = A_h(r_+)$ is the area of the outer horizon, one can derive all the thermodynamic properties of a BH, including its temperature (surface gravity) and angular velocity at the horizon$^6$. The frequency $\omega_h$ also determines the uniform (rigid) angular velocity on the horizon, representing the fact that the BH rotates rigidly. This quantity enters directly into the definition of the BH surface gravity and, consequently, into the formulation of the rigidity theorem. BH thermodynamics is established through the quantities $(r_+, \omega_h)$ and their variation (in $r > r_+$); consequently, from the point of view of the geometric laws of the BH thermodynamics considered here, the universe in the outer region, $r > r_+$, is regulated exclusively by the outer horizon $r_+$ (the region “inside” the black hole, i.e., $r < r_+$, does not directly enter in the outer region thermodynamics). This aspect will have a correspondence in the concept of inner horizon confinement (in the extended plane) that we will show in Sec. 3. The BH surface gravity is defined from the variation of the Killing field $\mathcal{L}$ norm on the outer BH horizon. In this analysis we study this norm and its variation on the equatorial plane of the Kerr geometries (i.e. $r > 0$ and $\theta = \pi/2$). We focus particularly on the ergoregion as the outer boundary of the ergosurface ($r_+^+ = 2M$) is a spin-independent quantity (in the static limiting metric, where $r_+^+ = 2M$, there is an event horizon associated to the Killing $\xi_t$–apparent, trapped, Killing and events horizons in stationary and static spacetimes coincide.). The relevance of this special feature of the outer ergosurface on the equatorial plane consists in the variation of the norm of the Killing field $\mathcal{L}$ with the dimensionless spacetime spin $a/M$. The off-equatorial case is instead considered in Ref. 7.

Since $S$ depends only on the radius of the outer horizon, which in turn depends only on $M$ and $a$, we can replace the spin parameter $a$ by the frequency parameter $\omega_h$, by using the $1 - 1$ relation (6). This means that $\omega_h$ can play the role of a thermodynamic variable for a BH. It would be interesting to investigate how the use of the frequency $\omega_h$, instead of the angular momentum $J = aM$, as a thermodynamic variable would affect the thermodynamics of the corresponding BHs.

**Killing vectors and Killing horizons**

It is convenient here to review some well-known facts about Killing horizons and Killing vectors. A Killing horizon is a null surface, $S_0$, whose null generators

\[ T_H = \frac{\hbar c k_B}{2\pi k_B}, \]

where $k_B$ is the Boltzmann constant and $\kappa$ is the surface gravity. Temperature $T = \kappa/(2\pi)$; entropy $S = A/(4\hbar G)$, where $A$ = area of the horizon $A = 8\pi mr_+^+$; pressure $p = -\omega_h$; volume $V = GJ/c^2 (J = amc^3/G)$; internal energy $U = GM (M = c^2m/G = mass)$ and $m$ is the mass.

---

$^6$In fact, one can write the Hawking temperature as $T_H = \hbar c k_B / 2\pi k_B$, where $k_B$ is the Boltzmann constant and $\kappa$ is the surface gravity. Temperature $T = \kappa/(2\pi)$; entropy $S = A/(4\hbar G)$, where $A$ = area of the horizon $A = 8\pi mr_+^+$; pressure $p = -\omega_h$; volume $V = GJ/c^2 (J = amc^3/G)$; internal energy $U = GM (M = c^2m/G = mass)$ and $m$ is the mass.
coincide with the orbits of an one–parameter group of isometries (i.e., there is a Killing field \( \mathcal{L} \) which is normal to \( \mathcal{S}_0 \)). Therefore, it is a lightlike hypersurface (generated by the flow of a Killing vector) on which the norm of a Killing vector goes to zero. In static BH spacetimes, the event, apparent, and Killing horizons with respect to the Killing field \( \xi_t \) coincide. In the Schwarzschild spacetime, therefore, \( r = 2M \) is the Killing horizon with respect to the Killing vector \( \partial_t \). The event horizons of a spinning BH are Killing horizons with respect to the Killing field \( \mathcal{L}_h = \partial_t + \omega_h \partial_\phi \), where \( \omega_h \) is defined as the angular velocity of the horizon (the event horizon of a stationary black hole must be a Killing horizon). In Ref. 7, we also consider the case of the Reissner–Nordström and Kerr-Newman spacetimes.

**Killing vectors and BH surface gravity**

The surface gravity of a BH may be defined as the rate at which the norm of the Killing vector vanishes from outside. The surface gravity for the Kerr BH metric, \( \mathcal{S}_Kerr = (r_+ - r_-)/2(r_+^2 + a^2) \), is a conformal invariant of the metric, but it re-scales with the conformal Killing vector. Therefore, it is not the same on all generators (but obviously it is constant along one specific generator because of the symmetries).

**Surface gravity and frequencies**

The Kerr BH surface gravity can be decomposed as \( \kappa = \kappa_s - \gamma_a \), where \( \kappa_s \equiv 1/4M \) is the Schwarzschild BH surface gravity, while \( \gamma_a = M \omega_h^2 \) is the contribution due to the additional component of the BH intrinsic spin; \( \omega_h \) is, therefore, the angular velocity (in units of \( 1/M \)) on the event horizon. The (strong) rigidity theorem connects then the event horizon with a Killing horizon, stating that, under suitable conditions, the event horizon of a stationary (asymptotically flat) solution satisfying suitable hyperbolic equations is a Killing horizon. The surface area of the BH event horizon is non-decreasing with time (which is the content of the second law of black hole thermodynamics). The BH event horizon of the stationary solution is a Killing horizon with constant surface gravity (zeroth law)\(^4\). Thus \( \Lambda = \mathcal{L}_\alpha \mathcal{L}_\alpha \) is constant on the horizon. The surface gravity is then defined as the constant \( \kappa : \nabla^\alpha \Lambda = -2\kappa \mathcal{L}_\alpha \) (on the outer horizon \( r_+ \)). Alternatively, it holds that \( \mathcal{L}^\beta \nabla_\alpha \mathcal{L}_\beta = -\kappa \mathcal{L}_\alpha \) and \( L_\mathcal{L} \kappa = 0 \), where \( L_\mathcal{L} \) is the Lie derivative (a non affine geodesic equation). In other words, \( \kappa \) is constant on the orbits of \( \mathcal{L} \).

We here consider \( \Lambda \) as a function of \((r,a)\) (as we are restricting the analysis to the equatorial plane). To analyze the dependence on \( a \), we introduce the concept of the extended plane \( \pi^+ \) as the set of points \((a/M, Q)\), where \( Q \) is any quantity that characterizes the spacetime and depends on \( a \). In general, the extended plane is an

\(^4\)Progenitors, as stars or galaxies, have generally spin \( a = J/(Me) \) usually bigger than their mass \( m = GM/c^2 \). During the gravitational collapse, the body should lose mass and angular momentum, generating the Killing horizons, ending up as a black hole. Penrose Cosmic Censorship Hypothesis constrains the gravitational collapse from good (physically realistic) initial conditions for the progenitors to end up in a BH; this result, however, is still an hypothesis, strictly depending on the “physical” initial conditions.
(*n + 1*)-dimensional surface, where *n* is the number of independent parameters that enter \(Q^7\). An example of an extended plane is plotted in Fig. 1, which corresponds to the 2D set of points \((a/M, \omega \pm)\). The frequency \(\omega \pm\) shows “ripples”, which emerge when the spin is within the interval \(a \in ]M, 2M]\). The surfaces become connected and the two horizons disappear, leaving as “remnants” in the planes the “Killing bottlenecks”. Those ripples appeared also in different analysis of the stationary observers\(^4\).

2.0.1. Light surfaces

Light surfaces are determined by the solutions of the equation \(g_{\alpha \beta} \hat{L}_\alpha ^\pm \hat{L}_\beta ^\pm = 0\), which in the case under consideration can be expressed as\(^4\)

\[
\frac{r_s^+}{M} = \frac{2\beta_1 \sin \left(\frac{1}{2} \arcsin \beta_0 \right)}{\sqrt{3}}, \quad \frac{r_s^-}{M} = \frac{2\beta_1 \cos \left(\frac{1}{2} \arccos (-\beta_0) \right)}{\sqrt{3}}
\]

(7)

where \(\beta_1 \equiv \sqrt{1 - \omega^2 - \frac{1}{\omega_0^2}}\), \(\beta_0 \equiv \frac{3\sqrt{3} \beta_1 \omega^2}{(\omega + 1)^2}\). (8)

The surfaces \(r_s = r_s^+ \cup r_s^-\) are represented for BHs and NSs in Fig. 2. In the BH case, we note the disconnection due to the presence of the horizons, which corresponds to the disconnection in the frequency planes of Fig. 1, where we limit the plots to the region \(r_s < r_s^+\). Physical (timelike) observers are located between the inner cone and the outer cylinder surfaces of Fig. 2. As the spin increases into the NS regime, the surfaces merge at \(a \geq M\), giving rise to a connected surface \(r_s (r_s^+ \cup r_s^-)\), the Killing throat (or tunnel). For spins \(a \in ]0, 2M]\), the Killing bottleneck appears as restriction of the surface \(r_s = r_s^+ \cup r_s^-\). We focus the analysis on the Killing bottleneck considering a 2D representation of the Killing throat versus the frequency \(\omega\) at different spins, close to values where the bottleneck appears. Fig. 4 shows the behavior for BHs (gray region) and NSs. In the BH case, we do not consider the region inside the inner horizon (i.e. \(r < r_\cdot\)). The outer horizon is the tangent point \(r_+\) to the curve \(r_s\) and the minimum (regular) point of the surface \(r_s(\omega)\). For the extreme Kerr spacetime the horizon is a (non regular) cusp point in this representation. Each Killing throat is associated to one spacetime geometry.

Fig. 2. Plots of the surfaces \(r_s^+\) (in units of mass) versus the frequency \(\omega\) for different spin values \(a/M\), including BH and NS geometries. The Killing throat and bottleneck are plotted\(^4\).
For example, the Killing throat defined for \( a = 2M \) has a characteristic singularity frequency \( \omega_0 = M/a = 0.5 \), which is the limiting frequency at the singularity (note that the restriction of the throat approaching the singularity corresponds to a null frequency gap \( \Delta \omega_{\pm} \), meaning that there are no physical stationary observers close to the singularity). At a fixed value \( r_s(\omega) \), one orbit on a throat \( a = 2M \), corresponds to two (positive) photon orbital frequencies \( \omega_+ \) and \( \omega_- \) (a part on the singularity \( r_s = 0 \)); vice versa, there can be two orbits \( r_1(\omega) < r_2(\omega) \) on the surface \( r_s \) (vertical lines in Fig. 2), where photons have equal orbital frequency (note that the photon orbital frequency \( \omega_{\pm} \) are limiting frequencies for timelike particles; therefore, they determine also the range of possible values of \( \omega \) for the physical stationary observers).

Killing bottleneck appears as restriction of the Killing throat in the light surfaces analysis and as ripples in the frequency planes of Fig. 1. We considered the possibility that these “horizons remnants” in WNSs were caused by failure of the BL coordinates “close” to the \( a = M \), in the region near the horizon \( r_+ = r_- = M \); nevertheless, Killing bottlenecks appear in the whole spin range \( a \in [M, 2M] \). To understand if the Killing bottlenecks are due to some known geometrical properties of the singularities, we focus our analysis on the spins \( a \in [M, 2M] \). Considering ZAMOs dynamical properties, we highlight some particular spin values of this range.

![Fig. 3. Curves \( r^- = \text{constant} \) and \( r^+ = \text{constant} \) (inside panel) in the plane \( (\omega, a/M) \). The numbers denote the constant radii \( r^\pm/M \) (light cylinders). The angular momentum and the velocity \( (a, \omega) \) for \( r^\pm(a, \omega) = 0 \) are related by \( \omega = M/a \).](image)

**Zero Angular Momentum Observers**

Some properties of spacetimes with bottlenecks shown in Fig. 2 can be related to the dynamics of ZAMOs, which are defined by the condition

\[
\mathcal{L} \equiv u^\alpha \xi^\beta_{(\phi)} = g_{\alpha\beta} \xi^\alpha_{(\phi)} \rho^\beta = g_{\phi\phi} \dot{t} + g_{\phi\phi} \dot{\phi} = 0 \quad (d\phi/dt = -g_{\phi\phi}) \equiv \omega \equiv (\omega_+ + \omega_-)/2).
\] (9)
The variation of the orbital frequencies of the ZAMOs with the spin, for different orbits, shows the existence of extreme orbits as shown in Fig. 6, \( \partial a \omega_Z|_{\pi/2} = 0, \) \( \omega_e \equiv \omega_Z(r_e), \) where

\[
r_e \equiv \frac{\sqrt{3} a^2 + \Upsilon^2}{3^{2/3} \Upsilon}, \quad \Upsilon \equiv \sqrt[3]{9Ma^2 + \sqrt{3}\sqrt{a^4(27M^2 - a^2)}}.
\]

(10)

The relation between ZAMOs orbital frequency and light frequencies \( \omega_{\pm} \) can be inferred from Eq. (2). In Figs. 5 and 6 some properties of the ZAMOs dynamics are shown, which follow from the analysis of the Killing bottleneck and the light surfaces, Fig. 4.

These spins are significant for the orbital properties of the ZAMOs which exist exclusively inside the ergoregion of WNS with \( a \leq 1.31M^e. \) A more detailed
The analysis is performed in Figs. 5 and 6. See also Ref. 4. From the analysis of Fig. 5 it follows that the radii connected with the frequency interval $\Delta \omega_\pm \equiv \omega_+ - \omega_-$ are relevant to Killing bottlenecks:

$$r^\pm \equiv \eta \cos \left( \frac{1}{3} \arccos \left( \frac{-8a^2}{\eta^3} \right) \right), \quad r^- \equiv \eta \sin \left( \frac{1}{3} \arcsin \left( \frac{8a^2}{\eta^3} \right) \right),$$

$$\eta \equiv \frac{2\sqrt{8M^2 - a^2}}{\sqrt{3}}, \quad \text{for } r \in [0, 2\sqrt{2}M],$$

where $r^\pm$ : $\partial_a \Delta \omega_\pm |_{r^\pm} = 0$ (maximum points). \hspace{1cm} (11)

The plots of Fig. 5 show also the radii related to the frequency gap $\Delta \omega_\pm$. These radii are related to properties generally associated with so-called “repulsive effects” of NSs. In this sense, the presence of ripples in the frequency sheets seem to be a related effect. It is also to be noted that the ripples are defined as a gap restriction in the frequency sheets; more precisely, they could be interpreted as due to the existence of two null orbits $r_1 \leq r_2$, where $\Delta \omega_\pm (r_1, r_2)$ is a minimum. That is, there is a pair of points $(r_1, r_2) \in \mathbb{R} \times \mathbb{R}$, on the light surface of a selected spacetime, where the photon orbital frequencies interval (range of possible timelike orbital frequency) is minimized. Clearly, the limiting case occurs for $r_1 = r_2 = r_\ast : \Delta \omega_\pm (r_\ast) = 0$, i.e., in $r_\ast \in \{0, r_\pm\}$. In this sense, the horizons and singularities can be interpreted.

$V \equiv \dot{t}^2 + \dot{r}^2 + \dot{\theta}^2 + \dot{\phi}^2$, and $W \equiv \dot{\phi}^2 + \sigma^2 \dot{\theta}^2$, $\sigma = \sin \theta$. The contraction of the geodesic four-velocity with $W$ leads to the non-conserved quantity $L - E a^2$, which on the equatorial plane reduces to the constant $\mathcal{L} = 2a$. Considering the principal null congruence $\gamma_\pm \equiv \pm \partial_t + \Delta^{-1} V$, there is the angular momentum $\mathcal{L} = a \sigma^2$, that is $\ell = 1$ (and $\ell = +1$, in proper units), every principal null geodesic is then characterized by $\ell = 1$, with $\mathcal{L} = \mathcal{E} = 0$ on the horizon. In this analysis, the dimensionless radius $R \equiv r/a$ is relevant. For more discussions on the role of this ratio as $\mathcal{L} = L/a$ and $\ell = L/\mathcal{E} a$, see Ref. 4.
as the limiting cases of the Killing bottlenecks (“horizons remnants”). For more details see Ref. 7.

3. Horizon extension: Unveiling BH–NS connections

Figure 5 shows a bottleneck configuration for spins $a \in ]M, 1.31M]$. We now introduce the concept of metric bundle $g_\omega$ as the collection of Kerr metrics within the parameter range $a \in [a_0, a_g]$ with

$$a_\omega^\pm(r, \omega; M) \equiv \frac{2M^2\omega \pm \sqrt{r^2\omega^2[M^2 - r(r + 2M)\omega^2]}}{(r + 2M)\omega^2}$$  \hspace{1cm} (12)

and a constant frequency $\omega$, which characterizes the bundle $g_\omega$. Any geometry of the bundle possesses two distinct lightlike orbits, $r_1 \leq r_2$, whose frequencies coincide with the characteristic frequency of the bundle, i.e., $\omega(r_1) = \omega(r_2) = \omega$, constrained within the limiting geometries with $a_0$ and $a_g$. Moreover, the orbital distance $(r_2 - r_1)$ reaches a maximum in the bundle and is null on the borders $a_0$ and $a_g$. All and only the geometries of that bundle share this property. From Fig. 7 we derive some general properties of the metric bundles: 1) The vertical axis of the extended planes contains all the origins $a_0 \in ]0, \infty[$ of the metric bundles $g_\omega$. 2) The curve $a_+^\pm$ represents the horizon in the extended plane $\pi^+$ and the boundary spin $a_g \in ]0, M]$ is associated to this curve. 3) We can identify a correspondence between the inner horizon $r_-$ and outer horizon $r_+$ on the curve $a_+^\pm$, as shown in Fig. 7; we identify the BH-strip in the lower part of the panel and the NS-strip in the upper one as indicated. 4) The metric bundles $g_\omega$ are closed as a consequence of the closing of the $\xi_\phi$ orbits. 5) The metric bundles $g_\omega$ are tangent to the horizon. 6) The metric bundle shown in Fig. 7 corresponds to the characteristic frequency $\omega = 0.5$ and origin $a_0 = 2M$, which is the upper limit of the spin region, where the Killing bottleneck appears. The bundle is tangent to the Killing horizon at the point $r_h = M$, corresponding to the spin $a_g = M$. This bundle is related also to the light surfaces with $\omega_0 = 0.5$ and $\omega_0 = 1$ as seen in Fig. 4. We note that this special metric bundle, corresponding to the spin $a_g = M$, is regular on the point $r_g$.

![Fig. 7](image-url)

Fig. 7. The metric bundle $g_\omega$ for the spin $\omega_\pm = \omega_h = 1/2$ and bundle origin $a_0 = 2M$. The horizon curve $(a_+(r) \equiv \sqrt{r(2M - r)})$ and $a_+$, solution of $r = r_+$ where $r_+ \in \Sigma_+^k$ is the photon orbit in the ergoregion of the Kerr BH, are also plotted. The right panel shows a confinement of the metric bundle in the region bounded by the inner horizon and the bundle at $\omega = 0.5$. 
on the horizon for the extreme Kerr BH and relates the spin-origin $a_0$ and the tangent point $r_h$ on the horizon with the spin $a_g$ defined by the tangent point. It is clear that the horizon curve on the extended plane corresponds to a unique horizon frequency $\omega_H$. It is possible to show that the correspondence $(a_0, a_g, \omega_H)$ can be set as a bijection.

Translating the bundle origin $a_0$ in all the range $a_0 > 0$ in Fig. 8, some relevant properties of the metric bundles and the Killing horizon appear: i) All the metric bundles are tangent to the horizon. ii) The metric bundles do not penetrate the horizon. iii) The space subtended by the horizon curve in the extended plane is not described by any metric of any bundle (in the sense of our analysis).

From the above properties, we can derive the following consequences: 1) The frequencies $\omega$ of each bundle $g_\omega$ (and on every point $r$ of each bundle) are all and only those of the horizon frequency $\omega_H$. It is, therefore, sufficient to know the horizon frequency $\omega_H$ in the extended plane to fix the photon orbital frequencies (and therefore the physical observer frequency range) in each point of any BH or NS geometry of the Kerr spacetime family. 2) The horizon arises as the envelope surface of all the metric bundles. 3) The part of the horizon curve corresponding to the inner horizon in $\pi^+$ is built partially by metric bundles all contained in the region inside the inner horizon, i.e., confined in $a_g \in [0, M]$, $r \in [0, M]$ and $a_0 \in [0, M]$. These bundles have origins in $a_0 \in [0, M]$. However, these special bundles are not sufficient to construct, as envelope surface, the whole inner horizon in the extended plane. 4) The bundles necessary for the construction of the other part of the the inner horizon in $\pi^+$ have origin in $a_0 \in [M, 2M]$, i.e., in the WNS geometries, where the Killing bottleneck appear. 5) The Killing bottleneck appears to be related to the properties of these special metric bundles, which are involved in the construction of the inner horizon as envelope surface. 6) The portion of the horizon curve corresponding to the outer Killing horizon on the equatorial plane is constructed by metric bundles with origins $a_0 > 2M$, which we identify as SNS.
We close this section noting that the whole set of photon limiting orbital frequencies $\omega_{\pm}$ (or alternatively the light surfaces $r_{\pm}$) of a single Kerr geometry with spin $a$ (and therefore the range of orbital frequencies for the physical observers) in the extended plane, is given by the collection of points of all the metric bundles on the horizontal lines $a =$ constant in Figs. 7 and 8. These frequencies are all and only those of the horizon frequency $\omega_H$. We discuss the interpretation of this result in the next conclusive section. Finally, we mentioned above that the internal bundles with origin in $a_0 \in [0, M]$ are all confined in the region of the inner horizon in $\pi^+$, i.e., in $a_g \in [0, M]$. This can be shown in several ways. In particular, considering again the horizon frequencies $\omega_{\pm}$, we introduce the radii $r_{\pm}$, defined as

$$r^- = \frac{1}{2} \left( \sqrt{\frac{32r_-^3}{a^2} - a^2 + 6\sqrt{1 - a^2} - 22} - r_- \right) ; \omega_-(r^-) = \omega_-(r_-) = \omega_h^-$$  \hspace{1cm} (13) \\
$$r^+ = \frac{1}{2} \left( \sqrt{\frac{32r_+^3}{a^2} - a^2 - 6\sqrt{1 - a^2} - 22} - r_+ \right) ; \omega_+(r^+) = \omega_+(r_+) = \omega_h^+;$$  \hspace{1cm} (14) \\

where $(r^- < r_-) < (r_+ < r^+)$$\epsilon$, where we have used dimensionless units. The radii $(r^+, r^-)$ correspond to photon orbits with frequencies $\omega_{\pm}$ of the BH horizons $\omega_{\pm}$. The orbital frequency of the inner horizon has a replica on an orbit $r^- \in [0, r_-]$ “inner horizon frequency confinement”. This result is in agreement with the BHs thermodynamic properties discussed in Sec. 2. Also, the relation $(a_g, a_0, r_h)$, where $r_h$ is obtained through $\omega_h$, has been mentioned to be bijective. We can show this through the relation between $(a_g, a_0)$$^7$

$$\forall a_0 > 0, \quad a_g \equiv \frac{4a_0M^2}{a_0^2 + 4M^2} \quad \text{where} \quad a_g \in [0, M] \quad \text{and}$$  \hspace{1cm} (15) \\
$$\lim_{a_0 \to 0} a_g = \lim_{a_0 \to \infty} a_g = 0, \quad a_g(a_0 = 2M) = M.$$  \hspace{1cm} (16) \\

This relation also allows us to formalize the BH-BH correspondence (construction of the inner horizon as an envelope surface in $\pi^+$), the BH-WNS relation (inner horizon construction) and the BH-SNS relation (construction of the outer horizon). Particularly, the horizon relates in the extended plane BHs with NSs (through the origins of the metrics bundles $a_0$ and $a_g$). In this sense, the NSs can be interpreted as necessary for the construction (as envelope surface) of the inner and outer horizons in the extended plane. Note that the static case of the Schwarzschild geometry, $a = 0$, can be seen as the limiting case in Figs. 7 and 8, where the horizon $a_g = 2M$ is in correspondence with the limiting SNS bundle with origin $a_0 = +\infty$. The plane $\pi^+$ in Figs. 7 and 8 has several symmetries. Note that in Fig. 8 negative values of $a_0$ and $a_g$ are possible in the metric bundles and are related to $\omega_{\pm} < 0$ frequencies, which are possible outside the ergoregion ($r > r^+$). The quantity $A_{\pi^+}^+ = \pi/2$ is the area of the region of $\pi^+$ bounded by the horizon (dimensionless quantities); $A$ is the area of the regions in the extended plane $\pi^+$.
bounded by the curves $a_\pm^\omega$, defining the metric bundles $g_\omega$. $A$ is a decreasing function of the frequency $\omega$, shrinking at the origins $a_0 < M$, i.e. $\omega_0 = M/a > M$, where $g_\omega^\pm$ are all bounded by the inner horizons; vice versa, the region areas grow as the spin-mass ratio increases in the NS geometries. We repeated this analysis in the case of Reissner-Nordström and Kerr-Newman spacetimes and similar results are found.

4. Final remarks

In this work, we investigated the properties of stationary observers on the equatorial plane of the Kerr spacetime. The generalization to the off-equatorial case as well as the Reissner-Nordström and Kerr-Newman spacetimes is presented elsewhere. We focused on the behavior of the frequency of stationary observers. To emphasize its peculiarities, we introduced the concept of Killing throats and bottlenecks. If we consider the frequency as a function of the spin, certain features appear that are better explained by introducing the concepts of extended planes and metric bundles. In the case of the Kerr metric on the equatorial plane, the extended plane is essentially equivalent to the function that relates the frequency with the spin.

Metric bundles and horizons remnants appear related to the concept of pre-horizon regimes. There is a pre-horizon regime in the spacetime when there are mechanical effects allowing circular orbit observers to recognize the close presence of an event horizon. This concept was introduced in Ref. 8 and detailed for the Kerr geometry in Refs. 13, 14, 9. The analysis of the pre-horizon structure led to the conclusion that a gyroscope would observe a memory of the static case in the Kerr metric. It is clear that this aspect could have an essential relevance in the investigation of the collapse $^{10-12}$–see also $^15$. In the extended plane of the Kerr metric, the frequency on the horizons determines a set of metrics, a metric bundle, describing in general BHs and NSs, and also the limiting frequencies for stationary observers, which correspond to light-like orbits. This fact can be interpreted as determining a connection between BHs and NSs. In the extended plane, the NS solutions have a clear meaning in relation to the construction as envelope surface of portions of the horizon in $^{\pi +}$. The inner BH horizon is connected to the origin of BH bundles and the outer horizon establishes BHs-NSs correspondence. Moreover, the horizon in the extended plane can be interpreted as the envelope surface of all metric bundles. On the other hand, the metric bundles are all defined by all and only the frequency of the horizon. In this sense, the corresponding inner horizon in $^{\pi +}$ is partially constructed by BHs metric bundles. The inner horizon is completed by bundles including BHs and WNSs. This property appears related with the Killing bottlenecks appearing in the light surfaces. Interestingly, the outer horizon in $^{\pi +}$ is generated by SNSs metric bundles. It is then possible to argue that this result could be of interest for the investigation of the gravitational collapse. Indeed, suppose that the collapse is a quasi-stationary process in which each state is described by a Kerr spacetime. Since
rotating astrophysical compact objects are characterized by spin parameters, which correspond to NS configurations \( (a/M > 1) \), the formation of a BH \( (a/M \leq 1) \) would necessarily imply passing through a series of states with spin parameters in the NS regime. In this case, the extended plane of the Kerr metric as described above could contain the different states which are necessary for the formation of a BH. This fact has the interesting consequence that only horizon frequencies in extended plane determine the frequencies \( \omega_{\pm} \) at each point, \( r \), on the equatorial plane of a Kerr BH or NS geometry. All the frequencies \( \omega_{\pm}(r) \) on the equatorial planes are only those of the horizon in \( \pi^+ \). Another relevant aspect connected with this fact is the confinement of the horizon in the sense of the frequencies given in Eq. (13). These aspects are currently under investigation.
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1. Introduction

One of the greatest theoretical developments in modern physics has been the anti-de Sitter/conformal field theory correspondence (AdS/CFT), which conjectures an equivalence between a theory of gravity in a bulk region of spacetime, and a quantum field theory on the boundary of that spacetime\(^1\). AdS/CFT has illuminated many aspects of string and field theory, giving key insights into what a quantum theory of gravity might look like, having also provided us with powerful tools for studying a broad range of strongly coupled systems, such as fluids near quantum critical points and quark-gluon plasmas. This notion of a bulk/boundary duality is also manifest in the membrane paradigm\(^2\), where the interior of a black hole is replaced with a relativistic fluid living near the event horizon, and the celebrated fluid/gravity correspondence\(^5\), where the long wavelength limit of Einstein’s equations are mapped to fluid dynamics on the boundary of AdS. These ideas are all, in essence, a statement of the holographic principle; the fundamental idea that all of the information contained in a bulk region of spacetime can be encoded in the boundary of that region.

These approaches offer a limited perspective however, since we are usually constrained to situations where knowledge of the boundary of space or the end of time is required. AdS/CFT and the fluid/gravity correspondence makes reference to the boundary of anti-de Sitter space at infinity, while standard formulations of black hole thermodynamics, as well as the membrane paradigm, relate quantities to the event horizon, which is teleological and can only be located by knowing the entire future history of the universe. From a practical point of view this is unsatisfactory; as local observers we are generally unable to access these types of boundaries.
Recent progress in moving beyond these restricted classes of boundaries has led to the concept of a gravitational screen, a 2+1 dimensional timelike hypersurface representing the time evolution of the 2D boundary of a bulk region of spacetime. In this paradigm, Einstein’s equations in the bulk are mapped to equations governing the non-equilibrium thermodynamics of a viscous fluid living on the screen, with all of the gravitational dynamics present inside the screen being encoded in the boundary fluid. This quasilocal approach is reminiscent of the membrane paradigm and fluid/gravity correspondence, but can be formulated on arbitrary timelike surfaces, without the aforementioned restrictions. It also bears some resemblance to other quasilocal approaches, such as the original work of Brown and York and rigid quasilocal frames, though no fluid interpretation is given in those.

In this work, we present the fully relativistic generalization of the gravitational screen. Whereas the original work considered a correspondence between Einstein’s equations in the bulk and the non-relativistic Navier-Stokes equations on the boundary, here we promote the boundary theory to a fully covariant one, placing it on equal footing with the bulk theory. We clarify the interpretation of the fluid pressure as the screen’s normal acceleration, finding that the correct bulk/viscous splitting must include an expansion-dependent term. We also construct examples of gravitational screens both in Minkowski and Schwarzschild backgrounds and examine the properties of the corresponding holographic fluids. Finally, we examine how the fluid entropy can be linked to the curvature of spacetime, and remark on the salient features of the correspondence.

2. Screens as hypersurfaces

The gravitational screen $\Sigma$ is a 2+1 dimensional hypersurface which is the time evolution of a 2D boundary $\mathcal{S}$ of some 3D bulk connected region of interest. The screen is topologically $\mathbb{R} \times S^2$, admitting a smooth codimension-one foliation by the leaves $\mathcal{S}$, which are level sets of some time function $t(x)$ inherited from the bulk foliation. We consider spherically symmetric boundaries only, though the screen geometry can in principle be chosen arbitrarily. The screen is defined by $s^a$, the outward pointing spacelike unit normal vector to $\mathcal{S}$, and $u^a$, the timelike unit vector tangent to $\Sigma$. By construction $s^a s_a = 1$, $u_a u^a = -1$, and $s_a u^a = 0$.

The metrics on $\Sigma$ and $\mathcal{S}$ in terms of the bulk metric $g_{ab}$ are

$$\Sigma: \quad h_{ab} = g_{ab} - s_a s_b \quad \mathcal{S}: \quad q_{ab} = h_{ab} + u_a u_b ,$$

with the associated extrinsic curvatures $H_{ab} = h^{-1} h_b^c \nabla_c s_a$ and $\Theta_{ab} \equiv q_a^c q_b^d \nabla_c u_d$. The junction conditions then lead to a surface stress-energy tensor

$$\tilde{S}_{ab} = \frac{1}{8\pi G} S_{ab} = \frac{1}{8\pi G} \left( [H] h_{ab} - [H_{ab}] \right) , \quad H \equiv h^{cd} H_{cd} .$$

These proceedings serve as a brief summary of the current work. A more detailed and complete presentation, along with numerous examples, will be available in a future publication.
Square brackets represent the discontinuity of a quantity across the boundary. We will interpret this as the stress-energy tensor of a relativistic fluid living on the surface $\Sigma$. We adopt a holographic point of view, where the fluid stress-energy tensor (supported entirely on $\Sigma$) and the equations governing its evolution map to the geometry and dynamics within the screen. To this end, we let $[H_{ab}] \to H_{ab}$ and $[H] \to H$ giving

$$S_{ab} = H h_{ab} - H_{ab}.$$  \hspace{1cm} (3)

This is in the same spirit as the membrane paradigm\(^2\), where the stretched horizon is taken to be the boundary of the spacetime and the stress energy tensor on the surface is chosen so that field lines terminate at the boundary. To arrive at a precise correspondence, we take Einstein’s equations in the 4D space with zero cosmological constant, $R - \frac{1}{2} R g_{ab} = T_{ab}$, and project them onto the timelike membrane $\Sigma$ via the Gauss-Codazzi equations, the first of which is the momentum constraint

$$D_b S^{ba} = T_{cb} h^{ba}.$$  \hspace{1cm} (4)

where $D_a V_b = h_a h_b \partial_c V^c$ is the covariant derivative on $\Sigma$. Equation (4) can further be projected into the spatial direction as $(D_b S^{ba}) q_{ac} = T_{s c}$, where $T_{sc} \equiv s^a T_{ac}$ and it is understood that the index $c$ represents components tangent to $S$. This equation expresses conservation of momentum on $\Sigma$, with $T_{sc}$ representing the momentum flux density across the screen. Using (3) and inserting the factor $(8\pi G)$ gives:

$$(8\pi G) T_{sc} = D_b S^{ba} - \theta_{sc} h^{ba}.$$  \hspace{1cm} (5)

Here, $\gamma_{ac} \equiv u^b \partial_c u^b$ is the acceleration of screen observers, $\omega_{ac} \equiv a_{ac} (\gamma_{bd} \partial^d u^c)$ is the normal one-form, $\gamma_a \equiv s_b \gamma_{ba}$ is the normal acceleration, $\Theta_{abc}$ is the symmetric trace-free part of $\Theta_{abc}$, $\epsilon_{bc}$ is the antisymmetric part of $\Theta_{abc}$ (which vanishes if $u^a$ is hypersurface orthogonal) and $\theta$ is the expansion. Projecting (4) along $u^a$ instead gives conservation of energy on the screen

$$(8\pi G) T_{sa} = (D_a + \theta_a) \gamma_a - (\gamma_a + \frac{1}{2} \theta_a) \theta_a - \partial_a \omega_a + (d_a + 2 a_{ac}) \omega^c,$$  \hspace{1cm} (6)

where $T_{sa} \equiv s^a u^b T_{ab}$ represents the energy flux density flowing across the screen and we have defined the covariant derivative on $S$ as $d_a V_b = q^c a^d \partial_c V_d$. 

---

**Fig. 1.** A gravitational screen $\Sigma$ and the spatial boundary $S$. 

---
3. Relativistic hydrodynamics

We consider now the equations governing a relativistic viscous fluid living on a 2+1 dimensional surface with topology $S^2 \times \mathbb{R}$. The conservation equations are

$$\nabla_a T^{ab} = 0 ,$$

where in the general case we consider non-perfect (non-equilibrium) fluids with stress-energy tensors of the form

$$T^{ab} = e u^a u^b + (p + \pi) q^{ab} + u^a q^b + u^b q^a + \Pi^{ab}.$$  \hspace{1cm} (8)

$u^a$ is the fluid 4-velocity, $e$ is the internal energy density of the fluid, $p$ is the isotropic pressure, $q^{ab}$ is the metric on $S^2$, $\Pi^{ab}$ is the anisotropic stress tensor, $q^a$ is the heat flux, and $\pi$ is the dynamic pressure (the difference between the total pressure and pressure at equilibrium). $\Pi^{ab}$, $q^a$, and $\pi$ are thermodynamic fluxes that capture the deviations from a perfect fluid, and are given in this case by

$$\Pi^{ab} = q^a \epsilon^b_d T_{cd} - (p + \pi) q^{ab} , \quad q^a = - q^a \epsilon^c_b T^{cb} u_b , \quad p + \pi = \frac{1}{2} q_{ab} T^{ab} .$$  \hspace{1cm} (9)

As in the gravity picture, we project (7) in the directions parallel and orthogonal to $u^a$, giving the analogue of the Gauss-Codazzi equations but with $T^{ab}$ playing the role of $S_{ab}$. Projecting in directions orthogonal to $u^a$ gives conservation of momentum,

$$0 = \dot{u}_c (e + p + \pi) + d_c (p + \pi) + (d_a + \dot{u}_a) \Pi^a_c + q_{ab} \dot{q}^b + (\omega_{ac} + \sigma_{ac} + \frac{3}{2} \theta q_{ac}) q^a ,$$

while the projection in the direction of $u^a$ gives conservation of energy,

$$0 = -\dot{e} - (e + p + \pi) \theta - (d_a + 2 \dot{u}_a) q^a + \Pi^{ab} \sigma_{ab} .$$  \hspace{1cm} (11)

4. The dictionary

We can now construct the map between the geometric variables describing the boundary evolution, and the thermodynamic variables governing the evolution of the relativistic fluid. Remarkably, this can be done consistently in the relativistic case just as in the Newtonian case considered in Ref. 4. Comparing the conservation of momentum (10) and energy (11) equations for the fluid to the gravity equations (5) and (6) leads to the following identifications:

$$e = - \frac{\theta_u}{8\pi G} , \quad p + \pi = \frac{\gamma_u + \frac{1}{2} \theta_u}{8\pi G} , \quad \theta = \theta_u , \quad \omega_{ab} = \epsilon_{ab}$$

$$\Pi_{ab} = \frac{\Theta_{uab}}{8\pi G} , \quad \sigma_{ab} = \Theta_{uab} , \quad q_u = - \frac{\omega_u}{8\pi G} .$$  \hspace{1cm} (13)

We initially took the hydrodynamic conservation laws (7) to be source-free, resulting in the vanishing left hand side of (10) and (11). It is clear now that a non-zero $T_{au}$ or $T_{ac}$ manifest themselves as non-zero source terms in (7).
In this picture, the fluid energy density $e$ is related to the rate of expansion of outgoing radial null geodesics at the boundary. Our choice of sign leads to a negative energy density which increases with the mass of the screened region. Positivity of entropy and temperature for the screen fluid requires the presence of a negative chemical potential $\mu$ for the fluid. The 2D fluid pressure $p$ is now identified with $\gamma_u + \frac{1}{2} \dot{\theta}_u$, in contrast to both the membrane paradigm and the non-relativistic screen formalism, where it is simply $\gamma_u$. The pressure can thus vanish for non-trivial screen geometries leading to complex thermodynamic behaviour. The fluid expansion $\theta$ is directly related to the expansion in the time direction $\theta_t$ of the screen. The intuition is clear; the fluid expands as the 2D volume of the boundary increases with time.

A new feature appearing in our work is the fluid twist or kinematic vorticity $\epsilon_{ab}$ which maps to the twist $\omega_{ab}$ of the screen observers. The fluid twist measures rigid rotations of fluid lines with respect to the local inertial rest frame. Traditionally, quasilocal approaches to studying gravitational thermodynamics use shell observers whose 4-velocities are hypersurface orthogonal, and therefore have vanishing twist. In hydrodynamics however, $\epsilon_{ab}$ plays an important role in establishing the Kelvin-Helmholtz and Bernoulli theorems, as well as modelling turbulence, and is therefore a critical ingredient in understanding the full non-linear dynamics of gravity in hydrodynamic terms. With this dictionary in place, well-known results from relativistic hydrodynamics as well as the laws of thermodynamics can be used to study gravitational phenomena.

5. Thermodynamics of screen fluids

The thermodynamic system governed by (6) has more degrees of freedom than constraints, requiring additional information to complete. In hydrodynamics, this comes in the form of an equation of state $e(p)$ which characterizes the fluid. From the gravity point of view, $e \sim \theta_u$ and $p \sim \gamma_s$, so it is the screen evolution/geometry which fixes the equation of state of the fluid. We are also interested in relating the temperature $T$ and entropy $S$ of the boundary fluid to the internal geometry. These quantities are determined by assuming quasistatic equilibrium and employing the first law and Euler relation for a (charge-free) relativistic fluid,

$$de = Tds + \mu dn, \quad e + p = Ts + \mu n. \quad (14)$$

A natural question that arises is “Which screen evolutions give rise to physical equations of state?” As an example, one can construct a static, spherically symmetric screen in Minkowski space, whose boundary fluid has the simple equation of state

$$e(p) = -2p, \quad (15)$$

which has the form $p(e) = \omega e$ with $\omega = -1/2$. Such equations of state appear in cosmology as models of dark energy fluids, which satisfy the strong energy condition.

\[\text{We omit the details of the construction for brevity. All of the relevant quantities can be calculated from the definitions given in Section 2.}\]
but do not support classical perturbations. This fluid requires a negative chemical potential in order to have a positive entropy and temperature, suggesting that the underlying microscopic constituents are bosonic in nature.

Another example is a static, spherically symmetric screen centered in a Schwarzschild background, lying outside of the event horizon. In this case the fluid has an equation of state

\[ e(p) = \frac{-4p \left( 1 - 32\pi mp + \sqrt{1 - 32\pi mp} \right)}{(1 + \sqrt{1 - 32\pi mp})^2}, \]

where \( m \) is the ADM mass. The fluid retains its barotropic nature, but can now support classical perturbations (the speed of sound is positive) and has an entropy which increases monotonically with the screen radius, allowing one to map the fluid entropy to the curvature of the space enclosed by the screen.

These simple examples of screens demonstrate some of the salient features of the dictionary, and illustrate the subtleties involved in constructing screens which have interpretations in terms of physical fluids. It is also interesting to consider fixing the properties of the boundary fluid first, and ask what dynamics are required of the screen to realize that fluid. Indeed, we would eventually like to classify all possible physical screen evolutions and boundary fluids. Moving forward, we aim to further apply this formalism to dynamic backgrounds (which generically lead to time-dependent equations of state) and better understand how phenomena like gravitational waves in the bulk manifest in the boundary fluid. We would also like to leverage the power of the bulk/boundary map to shed light on dissipative phenomena in relativistic hydrodynamics, where exact solutions are generally unavailable.
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We consider spherically-symmetric black holes in semiclassical gravity. For a collapsing radiating thin shell we derive a sufficient condition on the exterior geometry that ensures that a black hole is not formed. This is also a sufficient condition for an infalling test particle to avoid the apparent horizon of an existing black hole and approach it only within a certain minimal distance. Taking the presence of a trapped region and its outer boundary — the apparent horizon — as the defining feature of black holes, we explore the consequences of their finite time of formation according to a distant observer. Assuming regularity of the apparent horizon we obtain the limiting form of the metric and the energy-momentum tensor in its vicinity that violates the null energy condition (NEC). The metric does not satisfy the sufficient condition for horizon avoidance: a thin shell collapses to form a black hole and test particles (unless too slow) cross into it in finite time. However, there may be difficulty in maintaining the expected range of the NEC violation, and stability against perturbations is not assured. On the other hand, expansion of a trapped region that was formed in a finite time of a distant observer leads to a firewall that contradicts the quantum energy inequality.
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1. Introduction

Event horizon — the null surface that bounds the spacetime region from which signals cannot escape — is the defining feature of black holes in classical general relativity\textsuperscript{1–3}. Nevertheless, it is a global teleological entity that is in principle unobservable\textsuperscript{4,5}. Theoretical, numerical and observational studies therefore focus on other characteristic features of black holes\textsuperscript{3,6}. A local expression of the idea of the absence of communications with the outside world is provided by the notion of a trapped region. It is a domain where both outgoing and ingoing future-directed null geodesics emanating from a spacelike two-dimensional surface with spherical topology have negative expansion\textsuperscript{1,3,6,7}. The apparent horizon is defined as the
evolving outer boundary of the trapped region. According to classical general relativity the apparent horizon is located inside the event horizons if the matter satisfies energy conditions. However, quantum states can violate energy conditions. Blackhole evaporation proceeds precisely because $T_{\mu\nu} = \langle \hat{T}_{\mu\nu} \rangle$ violates the null energy condition (NEC): there is a null vector $k^\mu$ such that $T_{\mu\nu}k^\mu k^\nu < 0$. In this case the apparent horizon is outside the event horizon. In fact, the very existence of the latter is uncertain. While existence of spacetime singularities is no longer prescribed, their appearance without the horizon cover ("naked") is not excluded either. This situation motivated the introduction of many models of non-singular ultra-compact objects.

We consider the formation of a trapped region with a non-singular boundary in the finite time of a distant observer as a definition of existence of a black hole. Working in the framework of semiclassical gravity with spherical symmetry we derive the condition that allows an infalling observer to avoid horizon crossing. We then show that if the apparent horizon is regular, the energy-momentum tensor and the metric in its neighbourhood are determined by the Schwarzschild radius and its rate of change. Finally, we discuss intriguing implications of these results.

2. Spherical symmetry. Sufficient condition for horizon avoidance

A general spherically symmetric metric in Schwarzschild coordinates is given by

$$ds^2 = -e^{2h(t,r)}f(t,r)dt^2 + f(t,r)^{-1}dr^2 + r^2d\Omega.$$  \hspace{1cm} (1)

The function $f(t,r) = 1 - C(t,r)/r$ is coordinate-independent, where the function $C(t,r)$ is the Misner-Sharp mass. In an asymptotically flat spacetime $t$ is the physical time of a distant observer. Trapped regions exist only if the equation $f(t,r) = 0$ has a root. This root (or, if there are several, the largest one) is the Schwarzschild radius $r_g(t)$. Apparent horizons are in general observer-dependent entities. However they are unambiguously defined in the spherically symmetric case for all spherical-symmetry preserving foliations. In this case the apparent horizon is located at $r_g$. In the Schwarzschild spacetime $C(t,r) = 2M$ and $h = 0$, hence $r_g = 2M$.

Radial infall of non-gravitating massive or massless point particle and thin shell collapse are the simplest models that elucidate the near-horizon geometry and its dynamics. In thin shell models the geometry inside the shell is given by the flat Minkowski metric. The matter content of the shell is given by the surface energy-momentum tensor. The trajectory of a massive shell or particle is parametrized by its proper time $\tau$ and expresses as $(T(\tau), R(\tau))$ in the exterior Schwarzschild coordinates. Initially the shell is located outside its gravitational radius, $R(0) > r_g$. Its dynamics is obtained by using the so-called junction conditions.

The first junction condition is the statement that the induced metric $h_{ab}$ on the shell $\Sigma$ is the same on both sides $\Sigma^\pm$, $ds^2 = h_{ab}dy^ady^b = -d\tau^2 + R^2d\Omega$. Since for
massive particles the four-velocity $u^\mu$ satisfies $u_\mu u^\mu = -1$, their trajectory obeys

$$\dot{T} = \frac{\sqrt{F + R^2}}{e^{H/F}}.$$  

(2)

where $\dot{A} = dA/d\tau$, $H = h(T, R)$, $F = f(T, R)$. This condition is used to identify the radial coordinate of the shell in interior and exterior coordinates, $R_+ \equiv R$.

Discontinuity of the extrinsic curvature $K_{ab}$ is described by the second junction condition$^{2,14}$ that relates it to the surface energy-momentum tensor. Given the exterior metric the junction conditions result in the equations of motion for the shell. The classical collapse in vacuum, and the resulting equation for $R(\tau)$, is simple enough to have an analytic solution $\tau(R)$, leading to the finite proper time $\tau(r_g)$ and infinite time $T(r_g)$.

This equation of motion is modified for a general exterior metric. Its solution for the collapsing shell and for a particle that falls into a formed black hole has some remarkable features$^{15-17}$. Here we focus on the possibility of crossing the Schwarzschild sphere of an evaporating black hole $(dr/dt = r'_g(t) < 0)$ in finite proper time. For a finite evaporation time $t_E$ the finite proper crossing time is equivalent to having a finite time $t_E$ of a distant observer. By monitoring the gap between the shell and the Schwarzschild radius$^{11,18}$,

$$X(\tau) := R(\tau) - r_g(T(\tau)),$$

(3)

we discover the sufficient condition for a thin shell to never cross its Schwarzschild radius. The same condition applies to the study of an infalling test particle into an existing black hole. The analysis is generalized to null shells and test particles$^{16}$.

The rate of approach to the Schwarzschild radius behaves as $\dot{X} = \dot{R} - r'_g(T)\dot{T}$. Close to the Schwarzschild radius we have $\dot{T} \approx -\dot{R}e^{-H/F}$, and hence

$$\dot{X} \approx \dot{R}(1 - |r'_g|e^{-H/F}).$$

(4)

If for a fixed $t$ the function $\exp(h)f$ goes to zero as $x := r - r_g \to 0$, then there is a stopping scale $\epsilon_* (\tau)$. If the shell comes to the Schwarzschild radius closer than $\epsilon_*$ the gap has to increase, $\dot{X} > 0$, evidently indicating in this case that the shell never collapses to a black hole.

The collapse outcome depends on the metric choice: the outgoing Vaidya metric with decreasing mass (and thus positive energy density) prevents formation of the horizon, but the shell either becomes superluminal$^{15}$ or develops a surface pressure$^{16}$. On the other hand, the metric functions of Eqs. (5) and (6) below lead to horizon formation in finite time according to both infalling and distant observers.

3. Metric outside an apparent horizon

Using only one additional assumption it is possible to obtain the explicit form of the metric near $r_g$. In fact this metric satisfies the sufficient condition for the horizon avoidance. We consider an evaporating black hole that is formed at some distant
observer’s finite time, i.e. its apparent horizon radius \( r_g(t) \) is a decreasing function of time. In addition we assume that the horizon is regular (the standard “no drama at the horizon” postulate\(^{19}\), where the established regularity of the classical results is assumed to hold in the quantum-dominated regime). The regularity is expressed by finite values of the curvature scalars that can be directly expressed in terms of the energy-momentum tensor\(^{20}\), \( T := T^\mu_\nu \) and \( \Xi := T^\mu_\nu T^\nu_\mu \).

The existence of an apparent horizon and regularity assumptions strongly constrain the energy-momentum tensor, and consistency with the known results on the background of an eternal black hole\(^{21,22}\) specify its limiting form uniquely. The leading terms in the \((tr)\) block of the energy-momentum tensor are determined by a single function \( a(t) \) (that for evaporating black holes is identified below), and the functions \( C(t) \) and \( h(t) \) take the following form\(^{20}\),

\[
C = r_g(t) - a(t) \sqrt{x} + \frac{1}{3} x \ldots \quad (5)
\]

and

\[
h = -\ln \frac{\sqrt{x}}{\xi_0(t)} + \frac{4}{3a} \sqrt{x} + \ldots , \quad (6)
\]

where \( x = r - r_g \). The function of time \( \xi_0(t) \) is determined by the choice of the time variable and the asymptotic behaviour of the solutions of the Einstein equations. The metric takes a particularly simple form in ingoing Vaidya coordinates\(^{20}\).

The energy-momentum tensor that corresponds to this metric violates the null energy condition in the vicinity of the apparent horizon\(^{20}\). The comoving density and pressure at the apparent horizon of an evaporating black hole are negative,

\[
\rho = p = -\frac{r_g^2}{16\pi R^2 r_g^2} , \quad (7)
\]

where \( R \) is the radial coordinate of the comoving observer\(^{17}\). We focus on the question of horizon avoidance. Return first to a collapsing thin shell problem where the exterior metric is given now by Eq. (1) with the metric functions that are given in Eqs. (5) and (6) above. Expanding Eqs. (5) and (6) for \( X \to 0 \) the rate of approach is

\[
\dot{X} = -\left( \frac{2|\dot{R}|}{a} - \frac{a}{2|\dot{R}|r_g} \right) \sqrt{X} + \ldots , \quad (8)
\]

which is independent of the function \( \xi_0 \). Hence if a test particle is in the vicinity of the apparent horizon, \( X \ll a^2 \), it will cross the horizon unless \( |\dot{R}| < a/(2\sqrt{r_g}) \).

For the evaporating case we match the \( r_g^2 \) that is obtained as a consistency requirement on the functions of \( C \) and \( h \) from the Einstein equations\(^{20}\), with the known results\(^ {21}\) for the quasi-static mass loss \( r_g^2 = -\kappa/r_g^2 \). In Planck units \( \kappa \sim 10^{-3} - 10^{-4} \), and we obtain

\[
\xi_0 \approx \sqrt{\frac{\kappa}{2r_g}} \approx \frac{a}{2} . \quad (9)
\]
We have seen that the violation of the NEC is necessary for the existence of a black hole. Such violations, however, are bounded by quantum energy inequalities (QEI). Adapting the QEI of Ref. 24 we obtain that the region where the NEC is violated is bounded by

$$x_{\text{max}} < \frac{11}{960 \pi |r'_g| r_g^2} \sim 1,$$

that is obtained by ignoring the sub-Planckian features of the bound\textsuperscript{11}. Even this estimate fails short of the conventional estimate $x_{\text{max}} \sim r_g$. Our results indicate either that the required negative energy density for having a Schwarzschild sphere at finite time $t_S$ cannot be maintained or the trapped regions forms at a much later stage of the collapse. Alternatively, the domain of validity of the self-consistent metric is much narrower than that of the approximate metric that is obtained by taking the backreaction into account\textsuperscript{21}. If the black hole was formed in the finite time of a distant observer and is subsequently accreting, the situation is would more radical: on approaching the apparent horizon the comoving density, pressure and flux diverge as $1/X$, while the curvature invariants remain finite\textsuperscript{17}. We see that growth of the trapped region leads a falling-in observer to encounter a firewall at its boundary that, moreover, violates the NEC.

Both scenarios may indicate that the semiclassical approximation and its associated classical notions are modified already at the horizon or larger scales. A rigourous analysis of this situation is in order.

Another question results from two properties we discussed above. On the one hand, existence of the apparent horizon requires violation of the NEC. Test particles cross it in finite time unless moving too slow. It is not clear how the apparent horizon that requires NEC violation for its existence reacts to a perturbation by infalling normal matter. Given that collapsing thin shells are known to cross the apparent horizon and form a black hole with nearly all their rest mass intact\textsuperscript{23}, it is possible that the answer will involve considerable adjustment of our concept of black holes.
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The well known Schwarzschild black hole entropy is depicted in terms of trapped gravitons within the event horizon. A discrete spectrum for the so trapped gravitons is obtained and used to calculate thermodynamic quantities. The semi-classical expression for the black hole entropy is obtained with a temperature proportional to the usual Bekenstein-Hawking one and as a result a pressure term arises in the first law of thermodynamic. My approach is an attempt to obtain the semi-classical black hole entropy in terms of degrees of freedom stored inside (but 'near') the event horizon. Moreover, it is also shown that by modifying the internal energy by a term motivated by quantum Planckian fluctuations, a phase transition emerges during evaporation process with a vanishing specific heat at Planckian scales, thus representing the end of the evaporation process.
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1. Black Hole Entropy from Trapped Gravitons

As well known\(^1\), black holes in asymptotically flat spacetimes are equipped with a non vanishing entropy given by \(S_{BH} = \frac{A_{\text{H}}}{4L_p^2}\) and temperature \(T_h = \frac{\hbar}{4\pi k_B r} (r \to \infty)\). Open questions are:

- What is the physical origin of the degrees of freedom implying \(S_h\)?
- Where is the lost information during evaporation?
- Where is the \(PdV\) term in the first law?
- How can we obtain the log. corrections to the BH entropy?

In usual approaches (String, Loop quantum gravity) one quantize the area of the black hole: nevertheless the physical (statistical) origin of the BH entropy degrees of freedom is still obscure.

Moreover, what is the fate of the matter-radiation falling inside the event horizon?

In\(^2,3\), I have proposed a possible description of the Black Hole entropy in terms of massless excitations provided by gravitons trapped inside the event horizon located at proper area radius \(R = 2GM/c^2\), with \(M\) the ADM mass of the Black Hole.

The Bekenstein-Hawking (B-H) entropy is a semi-classical formula obtained with arguments involving classical general relativity with ordinary quantum mechanics. In this regard, the B-H entropy is ‘phenomenological’ and universal since it does not assume an underlying quantum gravity proposal, and for this reason it is expected to
hold in any physically sound quantum gravity theory. In particular, it is expected in low energy regime of the quantum gravity theory. Moreover, logarithmic corrections are expected to arise when quantum Planckian fluctuations in a full quantum gravity regime come into action.

To start with, we must obtain a suitable approximate formula for trapped gravitons within a box of radius $R$. Consider a gravitational wave in the vacuum and then put this in a spherical box, not a simple task!

Fortunately, we can use the well known perturbation formalism of the general relativity (Regge-Wheeler 1957, Zerilli ∼ 1970, Chandrasekhar 1984) on a Minkowskian spacetime $\eta_{ik} = \text{diag}(-1,+1,+1,+1)$ (Cartesian coordinates), perturbed by $h_{ik}$:

$$g_{ik} = \eta_{ik} + h_{ik}, \quad |h_{ik}| << |\eta_{ik}|.$$  

After imposing Dirichelet boundary conditions on the Regge-Wheeler or Zerilli (In a Minkowski spacetime equations are the same) equation

$$Z_{\ell m, r, r}^{(a, p)} + \omega^2 Z_{\ell m, r}^{(a, p)} = \frac{\ell (\ell + 1)}{r^2} Z_{\ell m}^{(a, p)},$$

at $r = R$ we get the following approximate formula for the allowed angular frequencies:

$$\omega_{\ell n} \simeq \frac{c}{2R} (2 + \ell + 2n) \pi, \quad \ell \geq 2, \quad n \in \mathbb{N},$$

where $n$ is the radial quantum number and $\ell$ is interpreted as a species index (quadrupolar, sextupolar...gravitons). With the (1), we can build the ordinary statistical mechanics by calculating the partition function for $N$ oscillators:

$$P V = \frac{U}{3},$$

where $P$ is the pressure and $U$ the internal energy. In this way the pressure, missing in the usual treatment with respect to an external observer, emerges from the interior of the black hole. The first law of thermodynamics requires that

$$T_i = \alpha T_h = \frac{\alpha h}{4 \pi K_B R}, \quad \alpha \in (0, \infty).$$

For a radiation field from the integrated first law we expect $\alpha = 2$. For the entropy we thus obtain the expression:

$$S = K_B Y(\alpha) \frac{A_h}{4 L_P^2}, \quad A_h = 4 \pi R^2,$$

$$Y(\alpha) = \frac{\alpha \pi^2}{b} \left(3 + e^{\frac{2e}{\alpha}} \right),$$

$$b = -\alpha e^{\frac{2e}{\alpha}} \ln \left(1 - e^{-\frac{2e}{\alpha}} \right) - \alpha e^{\frac{4e}{\alpha}} \ln \left(1 - e^{-\frac{4e}{\alpha}} \right) + 6 \pi^2 +$$

$$+ 2 \pi^2 e^{\frac{2e}{\alpha}} + \alpha \ln \left(1 - e^{-\frac{2e}{\alpha}} \right) + \alpha \ln \left(1 - e^{-\frac{4e}{\alpha}} \right).$$

Hence $S = S_h$ iff. $Y(\alpha) = 1$ with a unique solution $\alpha \simeq 2.2$. If a summation over the azimuthal index $m$ is performed, we obtain $\alpha \simeq 8.48 \rightarrow$ that must be ruled out because too large with respect to the approximations made.
In\(^4\) also the logarithmic corrections have been obtained by considering quantum Planckian fluctuations motivated by a quantum spacetime\(^6\)-\(^8\). It is also interesting to note that, by taking the internal energy ‘dressed’ with Planckian fluctuations, i.e. \(U(R) = \frac{\alpha}{2} R + \frac{C_1}{2\pi R^2}L_P^2\), \(\{C_1\} \in \mathbb{R}^+\), evaporation stops\(^3\) at the radius \(R = R_0 > R_c = \sqrt{C_1 L_P}\): as expected, Planckian fluctuations act as a repulsive force thus opposing to the gravitational one.

2. Remarks

We have obtained a statistical description of the black hole entropy in terms of trapped gravitons: why gravitons and not photons? First of all, the B-H bentropy has been obtained with semi-classical considerations concerning general relativity and quantum mechanics. Since the Schwarzschild metric is a vacuum solutions of Einstein’s equations, we expect that, thanks to the equivalence principle, only gravitons can survive inside the horizon. In fact, any other matter-energy is equipped with a non vanishing energy momentum tensor \(T_{\mu\nu}\), and in a quantum context it will appear the mean value of \(T_{\mu\nu}\) in some quantum state, i.e. \(<T_{\mu\nu}>\), in the field equations, and as a consequence a non vacuum solution emerges.

It should be noticed that we have obtained the B-H entropy only with two reasonable assumptions. First of all, we have assumed for the internal energy the expression \(U_h = U_i = M c^2\), where \(M\) is the ADM mass. This is a rather natural assumption. In practice, from the interior point of view the black hole is equipped with the same mass-energy as seen by an external observer with the entropy \(S_h = K_B A h 4 L_P^2\). This entropy is interpreted in different ways. The external observer measures the Hawking radiation at spatial infinity with temperature \(T_h\) and thus associates a non vanishing entropy to this radiation: the external observer cannot see the interior of the black hole and thus cannot have direct experience of the degrees of freedom giving the black hole entropy. Conversely, from the interior point of view, gravitons are stored inside and provide the degrees of freedom leading to the B-H entropy. In some sense, the point of view of the interior is ‘dual’ to the one present from the exterior.

The second assumption is the validity of the first law of thermodynamics. The application of the first law implies that the internal temperature is proportional to the one at the exterior \(T_h\) by a factor 2: in this way a pressure term naturally arises in the first law.

We have obtained for \(\alpha\) a numerical value, \(\sim 2.2\), that is near the true value \(\alpha = 2\) within the approximations made. To this purpose, note that the function \(Y(\alpha)\) in\(^3\) is strongly sensitive to \(\alpha\) and therefore our consistent check is far from trivial.

An interesting property of our construction is that we have not used an underlying quantum gravity theory and thus our approach, according to the aim of the Hawking derivation, is ‘phenomenological’ and thus it is expected to be physically sound, since we used only sound arguments of general relativity, quantum mechanics
and statistical mechanics. In this regard is rather intriguing the fact that, as a consequence of the two assumptions depicted above, we obtain that $N \sim A$. This means that we obtain a result according to the holographic principle without assuming it from the onset: this results is a simple exact consequence of the fact that the mass of the black hole is the ADM one and the validity of the first law, no other assumptions are necessary.

In $^5$ we have extended the results in $^2-^4$ for any massless excitations. This open the doors to a physical description of the cosmological constant.
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1. Introduction

Black holes in gravity models with a negative cosmological constant are of considerable interest because of their fundamental role in the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence\(^1,2\), in which an equivalence between classical gravitational solutions with AdS asymptotics in \(D\)−dimensions and field theory strongly coupled states in \((D−1)\)−dimensions is proposed.

In this context the solutions of five dimensional \(\mathcal{N} = 4\) \(\text{SO}(6)\) gauged supergravity are of special interest, since this theory is thought to be a consistent truncation of type IIB supergravity on \(\text{AdS}_5 \times \mathbb{S}^5\).\(^3,4\) The simplest version of the model corresponds to the bosonic sector of the theory, which results in Einstein-Maxwell (EM) theory with a Chern-Simons (CS) term and a negative cosmological constant. The action for \(D = 5\) minimal gauged supergravity is the following

\[
I = \frac{1}{16\pi} \int_{\mathcal{M}} \sqrt{-g} \left[ R + \frac{12}{L^2} - F_{\mu\nu}F^{\mu\nu} - \frac{2\Lambda}{3\sqrt{3}} g^{\mu\alpha\beta\gamma} A_\mu F_{\nu\alpha} F_{\beta\gamma} \right].
\]  

(1)

Here \(R\) is the curvature scalar, \(L\) is the AdS length scale (related with the cosmological constant \(\Lambda = -6/L^2\)) and \(A_\mu\) is the \(U(1)\) gauge potential with corresponding field strength tensor \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu\). Note that \(\lambda\) is the CS coupling constant, but in the minimal gauged supergravity case this is fixed to \(\lambda = 1\).

The field equations of this model is a generalized version of the Einstein-Maxwell equations,

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} - \frac{6}{L^2} g_{\mu\nu} = 2 F_{\rho\sigma} F^{\rho\sigma}_{\mu\nu} - \frac{1}{2} F^2 g_{\mu\nu}, \quad \nabla_{\nu} F^{\mu\nu} = -\frac{\lambda}{2\sqrt{3}} e^{\mu\nu\alpha\beta\gamma} F_{\nu\alpha} F_{\beta\gamma}.
\]  

(2)
This model has a number of interesting solutions. For instance, static and spherically symmetric black holes (the Schwarzschild-Tangherlini solution), stationary vacuum black holes (the Myers-Perry-AdS solution, with two different angular momenta in general), or the static, spherically symmetric and electrically charged configuration (the Reissner-Nordström-AdS black hole). More interesting are the stationary and electrically charged configurations (the Chong-Cvetič-Lü-Pope solution). These solutions possess four global charges: the mass, two angular momenta, and the electric charge. The symmetry can be enhanced when the two angular momenta are equal in magnitude. This particular case was obtained by Cvetič, Lü and Pope (CLP). They possess a regular extremal limit, which contains a subset of solutions that preserves a fraction of supersymmetry. Several generalizations of the CLP solution have been presented in.

In this paper we will review a particular family of solutions that generalize the CLP black hole. We will see that these new solutions, in addition to the mass, angular momentum and charge, are characterized by some non-trivial asymptotics (magnetization and squashing of the AdS boundary). These solutions are motivated by similar configurations studied in simpler settings, such as in Einstein-Maxwell-AdS theory in 4 dimensions, or static configurations (black holes with a solitonic limit) that are supported by a purely magnetic gauge field. The box-like behaviour of AdS space-time, when combined with some nontrivial asymptotical multipolar behavior of the electromagnetic field at the boundary can be used to obtain new classes of regular solitons, that can be combined with a horizon to construct black holes. We will present the properties of the magnetized configurations with AdS asymptotics, and of the more general squashed and magnetized solutions, which possess only a locally-AdS boundary, but allow for the existence of a new family of supersymmetric black holes in the extremal limit.

2. Ansatz, asymptotic behavior and charges

Since we are interested in configurations with equal angular momenta, spherical topology of the horizon, and asymptotical AdS behavior, we can propose the following Ansatz for the line element,

\[ ds^2 = -f(r) \left( 1 + \frac{r^2}{L^2} \right) dt^2 + \frac{m(r)dr^2}{f(r)(1 + \frac{r^2}{L^2})} + \frac{r^2m(r)}{4f(r)} (d\theta^2 + \sin^2 \theta d\phi^2) + \frac{r^2n(r)}{4f(r)} (d\psi + \cos d\theta d\phi - \frac{2\omega(r)}{r}dt)^2, \]  

where \( r \) and \( t \) are the radial and temporal coordinates, and \( \theta, \phi, \psi \) are the Euler angles on \( S^3 \). The gauge field compatible with this line element contains in general an electric and a magnetic potential, \( A = a_0(r)dt + a_k(r)(d\psi + \cos d\theta d\phi)/2 \).

A first requirement to the solutions we are going to consider is the existence of a non-trivial magnetic field on the AdS boundary, \( \Phi_m = \frac{1}{4\pi} \int_{S^2} F = -c_m/2 \) which can be understood as the magnetic flux passing through the base space \( S^2 \) of the \( S^4 \) fibration.

This model has a number of interesting solutions. For instance, static and spherically symmetric black holes (the Schwarzschild-Tangherlini solution), stationary vacuum black holes (the Myers-Perry-AdS solution, with two different angular momenta in general), or the static, spherically symmetric and electrically charged configuration (the Reissner-Nordström-AdS black hole). More interesting are the stationary and electrically charged configurations (the Chong-Cvetič-Lü-Pope solution). These solutions possess four global charges: the mass, two angular momenta, and the electric charge. The symmetry can be enhanced when the two angular momenta are equal in magnitude. This particular case was obtained by Cvetič, Lü and Pope (CLP). They possess a regular extremal limit, which contains a subset of solutions that preserves a fraction of supersymmetry. Several generalizations of the CLP solution have been presented in.

In this paper we will review a particular family of solutions that generalize the CLP black hole. We will see that these new solutions, in addition to the mass, angular momentum and charge, are characterized by some non-trivial asymptotics (magnetization and squashing of the AdS boundary). These solutions are motivated by similar configurations studied in simpler settings, such as in Einstein-Maxwell-AdS theory in 4 dimensions, or static configurations (black holes with a solitonic limit) that are supported by a purely magnetic gauge field. The box-like behaviour of AdS space-time, when combined with some nontrivial asymptotical multipolar behavior of the electromagnetic field at the boundary can be used to obtain new classes of regular solitons, that can be combined with a horizon to construct black holes. We will present the properties of the magnetized configurations with AdS asymptotics, and of the more general squashed and magnetized solutions, which possess only a locally-AdS boundary, but allow for the existence of a new family of supersymmetric black holes in the extremal limit.

2. Ansatz, asymptotic behavior and charges

Since we are interested in configurations with equal angular momenta, spherical topology of the horizon, and asymptotical AdS behavior, we can propose the following Ansatz for the line element,

\[ ds^2 = -f(r) \left( 1 + \frac{r^2}{L^2} \right) dt^2 + \frac{m(r)dr^2}{f(r)(1 + \frac{r^2}{L^2})} + \frac{r^2m(r)}{4f(r)} (d\theta^2 + \sin^2 \theta d\phi^2) + \frac{r^2n(r)}{4f(r)} (d\psi + \cos d\theta d\phi - \frac{2\omega(r)}{r}dt)^2, \]  

where \( r \) and \( t \) are the radial and temporal coordinates, and \( \theta, \phi, \psi \) are the Euler angles on \( S^3 \). The gauge field compatible with this line element contains in general an electric and a magnetic potential, \( A = a_0(r)dt + a_k(r)(d\psi + \cos d\theta d\phi)/2 \).

A first requirement to the solutions we are going to consider is the existence of a non-trivial magnetic field on the AdS boundary, \( \Phi_m = \frac{1}{4\pi} \int_{S^2} F = -c_m/2 \) which can be understood as the magnetic flux passing through the base space \( S^2 \) of the \( S^4 \) fibration.
In addition, we can relax the asymptotical behaviour of the line element so that the boundary space is no longer a global AdS$_5$ manifold, but a space with only the local AdS symmetries. We refer to this as a squashed AdS boundary.

These two requirements on the asymptotical behaviour of the configuration impose the following expansion on the functions when close to the boundary:

\[
\begin{align*}
    f(r) &= 1 + \frac{4}{9} (1 - v^2) \left( \frac{L}{r} \right)^2 + \ldots, \\
    m(r) &= 1 - \frac{1}{9} (1 - v^2) \left( \frac{L}{r} \right)^2 + \ldots, \\
    n(r) &= v^2 \left( 1 + \frac{17}{9} (1 - v^2) \left( \frac{L}{r} \right)^2 \right) + \ldots, \\
    w(r) &= \frac{1}{r^2} + \ldots, \\
    a_0(r) &= -\frac{q}{r^2} + \ldots, \\
    a_k(r) &= c_m + \left( \mu - 2c_m L^2 v^2 \log \left( \frac{r}{L} \right) \right) \frac{1}{r^2} + \ldots.
\end{align*}
\] (4)

The full asymptotic expansion can be found in\textsuperscript{14,15}. It depends on the squashing parameter $v$ (where $v = 1$ for the standard AdS$_5$ asymptotics) and the magnetization parameter $c_m$, apart from other standard parameters that are related with the angular momentum ($\hat{j}$), electric charge ($q$) and magnetic moment ($\mu$) (the parameters related with the mass appear only in the next order of the expansion, which is not shown here for simplicity).

This expansion has important consequences for the total charges of the configuration\textsuperscript{14,15}. For instance, now we have to distinguish between the Page charge and the holographic charge, calculated with the boundary flux formalism. It is possible to see that

\[
Q(p_0) = \frac{1}{4\pi} \int_{S^3_{\infty}} d\Sigma_3 (\sqrt{-g} F_{rt} - p_0 \frac{\lambda}{\sqrt{3}} \varepsilon^{abc} A_a F_{bc}) = -\pi \left( qv - p_0 \frac{2\lambda}{\sqrt{3}} c_m^2 \right),
\] (5)

corresponds to the Page charge for $p_0 = 1$ (whose conservation is implied by the field equations (2)), and to the holographic charge for $p_0 = 2/3$ (which is calculated using the boundary counterterms of the action (1) and the corresponding stress-energy tensor at the boundary\textsuperscript{14,15}). Note that both charges coincide in the absence of magnetic flux at the boundary.

In addition to this far-field expansion, it is possible to study perturbatively the properties of solutions with a horizon (in which case the horizon charges can be computed, such as the area, horizon mass, horizon angular momentum, etc). It is also possible to find perturbatively regular solitonic solutions, but only in the case that the Page charge of such solutions vanishes\textsuperscript{14,15}).

Despite the existence of these perturbative analytical solutions, the full construction of the black holes and the solitons extending up to the AdS boundary has to be performed numerically. In the next sections we will discuss the properties of such solutions.

3. Magnetized and squashed configurations

Let us start with the simplest case, in which the squashing parameter is $v = 1$, but the solutions possess some non-trivial magnetization $c_m \neq 0$. 
In Figure 1 we show the relation between the horizon area ($A_H$), horizon temperature ($T_H$) and total mass ($M$) of the magnetized black holes, for several values of the magnetization at the boundary ($\Phi_m$). Note that in general, the behavior of the magnetized solutions is very similar to the standard CLP black hole: one can see that there is a regular extremal limit (zero temperature), and that depending on the ratio between the different parameters, the families can possess a local maximum of the temperature (a phase transition between small and large black holes).

Apart from the previous families which possess an extremal limit, it is also possible to obtain families of black holes that asymptotically deform to magnetic solitons. To do so, one has to require the Page charge to vanish, and only then it is possible to continuously decrease the horizon size (as compared to the AdS length). In such a case the horizon shrinks and vanishes. We construct numerically the full solitonic configuration and compare this solution to the asymptotical behavior of the shrinking black holes, obtaining a perfect match. A more detailed discussion of all these configurations can be found in [13].

It is possible to obtain numerically the squashed generalizations of the previous magnetized CLP black holes, by introducing the new parameter $v$ in the asymptotical behaviour of the metric functions. Such solutions were first presented in [14,15]. The space of solutions has very similar properties to what we show in Figure 1, but now with an extra parameter (the squashing $v$). Similar solitonic solutions can be constructed, and the black holes possess a regular extremal limit as well.

4. Supersymmetric solutions

More interesting is the existence of supersymmetric solutions contained in certain limits of the previous squashed and magnetized configurations. Some of them are well known (the Gutowski-Reall black hole [8], which is contained in the extremal limit of the CLP black hole, and hence it is unmagnetized and the AdS boundary is...
not deformed), or supersymmetric solitons \(^{19}\) (which are both squashed and magnetized). In references \(^{14,15}\) it was shown that an additional family of supersymmetric solutions, both squashed and magnetized, exist and branches off from a particular Gutowski-Real black hole configuration. In fact, all the supersymmetric solutions have a fixed relation between magnetization and squashing. The black holes can be connected to the supersymmetric solitons of Cassini and Martelli \(^{19}\) only by increasing the black hole temperature, meaning they are connected by a family of non-extremal black holes (and hence non-supersymmetric).

In Figure 2 we show the mass, holographic charge and angular momentum for these three families of supersymmetric solutions. Interestingly, the new black holes (in red) have a ‘frozen’ horizon: although they form a one parameter family of solutions as it can be seen in the Figure, they all share the same near-horizon geometry (for instance, the same as the particular Gutowski-Real black hole from which they branch off). They also share the same Page charge, but not the holographic charge, because of the non-trivial magnetization of the boundary.

5. Conclusions

We have presented here a summary of the properties of the new classes of magnetized and squashed black holes that generalize the CLP black hole by allowing for non-trivial asymptotics. In addition, the new black holes can be deformed continuously into solitons, without horizon. The black holes possess a regular extremal limit, and a particular subset of these extremal black holes turn out to be supersymmetric. Recently, further generalizations of these black hole solutions have been studied in more general settings\(^ {20–23}\).
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1. Introduction

It is important to understand the dynamics of higher-dimensional black objects, since it tells us much about the nature of higher-dimensional gravitational theories and their holographically dual quantum field theories. The strong non-linearity of gravity, however, usually prevents us from understanding the dynamical properties of black objects beyond the linear-perturbation regime without highly sophisticated skills of numerical computation.

The Gregory-Laflamme (GL) instability$^1$, which is a universal instability of higher-dimensional black objects, is a good example to see the above situation. Though the GL instability in the non-linear regime is quite interesting, its analysis needs sophisticated skills of numerical relativity$^2$. While there exists a semi-analytic higher-order perturbation method$^3$, it seems applicable only to static problems.

Recently, Emparan, Suzuki, and Tanabe showed that the Einstein equations describing the horizon dynamics of black branes in both Minkowski and Anti-de Sitter (AdS) background are recast in the form of coupled non-linear diffusion-type equations when the number of spatial dimensions is large$^4$. This result provides us with a unique approach to the non-linear dynamics of black objects in higher dimensions. The authors indeed showed that the unstable black strings converge to non-uniform black strings (NUBSs), which had been predicted to happen above a critical dimension$^5$, by solving the diffusion equations numerically with a few lines of Mathematica code.

Once the simple diffusion equations were obtained$^4$, it is natural to ask if the non-linear properties of black-brane dynamics can be understood analytically. In this work, we develop a systematic non-linear perturbation theory of asymptotically
flat and AdS black branes, allowing the perturbations to be dynamical. Using the Fourier and Laplace transformation to solve the partial differential equations (PDEs), the perturbation equations are solved order by order for given arbitrary initial conditions up to the integration associated with the inverse transformation.

While the formulation is so general that it would be applicable to various problems, we pick up several examples as the initial conditions, which are a Gaussian wave packet, a step-function like shock configuration, and quite general discretely superposed sinusoidal waves. For these examples, the integration associated with the inverse transformation is completed up to the first or second order, and the properties of solutions are examined. Through these examples, one will see the validity of formalism itself and some unknown, or yet-to-be-confirmed, non-linear properties of black-brane dynamics. In particular, in the case of asymptotically flat black branes, an interesting non-linear property of GL instability resulting from the mode-mode coupling is unveiled at the second order. In the case of shock propagation on asymptotically AdS black branes, the analytic description of non-equilibrium steady state (NESS), which was recently discussed in the Riemann problem of relativistic fluid mechanics and field theories, is presented.

In this article, we present the formulation and a few results in the asymptotically flat case. In the original paper Ref. 7 and talk, the results in the asymptotically AdS case are presented.

2. Perturbation equations and general form of solutions

In the large-D approach, the horizon dynamics of vacuum black branes without a cosmological constant are described by two functions, \( m(t, z) \) and \( p(t, z) \), where \( t \) is time and \( z \) is the spatial coordinate along which the horizon extends. \( m \) and \( p \) represent the mass and momentum distributions along the horizon, respectively. \( m \to +0 \) corresponds to the pinching off of the horizon. The equations of motion for these quantities take form of coupled non-linear diffusion equations,

\[
(\partial_t - \partial_z^2)m + \partial_z p = 0, \quad (\partial_t - \partial_z^2)p - \partial_z m = -\partial_z \left( \frac{p^2}{m} \right),
\]

A uniform black-brane solution corresponds to \( m(t, z) \equiv 1 \) and \( p(t, z) \equiv 0 \). Since we are interested in the dynamical deformation of such a uniform solution, we introduce one-parameter families of \( m(t, z) \) and \( p(t, z) \), and expand them around the uniform black-brane solution,

\[
m(t, z; \epsilon) = 1 + \sum_{\ell=1}^{\infty} m_\ell(t, z) \epsilon^\ell, \quad p(t, z; \epsilon) = \sum_{\ell=1}^{\infty} p_\ell(t, z) \epsilon^\ell,
\]

where \( \epsilon \) is a constant parameterizing the families. Substituting these expansions into Eq. (1), we obtain the equations of motion at \( O(\epsilon^\ell) \) (\( \ell \in \mathbb{N} \))

\[
\dot{m}_\ell - m_\ell'' + p_\ell' = 0, \quad \dot{p}_\ell - p_\ell'' - m_\ell' = \psi_\ell,
\]

where \( \psi_\ell \) is the source term corresponding to the \( \ell \)-th mode.
where the dot and prime denote the derivatives with respect to $t$ and $z$, respectively. The right-hand side of right equation in (3), $\psi_\ell(t,z)$, which we call a source term, is a polynomial of the lower-order perturbations and their first spatial derivatives. For example, the source terms for $\ell = 2$ and $\ell = 3$ are given by

$$
\psi_2 = -2p_1 p_1', \quad \psi_3 = 2m_1 p_1 p_1' + m_1' p_1^2 - 2p_1 p_1' - 2p_1 p_2'.
$$

We are looking for the general form of solutions to the perturbation equations (3), combining the Fourier and Laplace transformations. A similar technique is found to be used in Ref. 8 to analyze the higher-order perturbation of surface-diffusion equation, which is a single non-linear PDE. Before starting to solve Eq. (3), let us introduce the notations associated with the Fourier and Laplace transformations. For a given function, say $f(t,z)$, we shall denote its Fourier transformation with respect to $z$ by $\hat{f}(t,k)$, and its Laplace transformation with respect to $t$ by the corresponding capital letter $F(s,z)$. Namely,

$$
\hat{f}(t,k) := \mathcal{F}\{f(t,z)\} = \int_{-\infty}^{\infty} f(t,z) e^{-ikz} dz,
$$

$$
F(s,z) := \mathcal{L}\{f(t,z)\} = \int_{0}^{\infty} f(t,z) e^{-st} dt.
$$

With the notations introduced above, the Fourier-Laplace transformed version of Eq. (3) is written as coupled algebraic equations in a matrix form,

$$
A \begin{pmatrix} \hat{M}_\ell(s,k) \\ \hat{P}_\ell(s,k) \end{pmatrix} = \begin{pmatrix} \hat{m}_\ell(0,k) \\ \hat{p}_\ell(0,k) + \Psi_\ell(s,k) \end{pmatrix},
$$

$$
A := \begin{pmatrix} s + k^2 & ik \\ -ik & s + k^2 \end{pmatrix}.
$$

The solution to Eq. (3) is obtained after multiplying Eq. (7) by $A^{-1}$ from left and inversely transforming it,

$$
\begin{pmatrix} m_\ell(t,z) \\ p_\ell(t,z) \end{pmatrix} = (\mathcal{F}^{-1} \circ \mathcal{L}^{-1}) \left[ A^{-1} \begin{pmatrix} \hat{m}_\ell(0,k) \\ \hat{p}_\ell(0,k) + \Psi_\ell(s,k) \end{pmatrix} \right].
$$

By simple algebra, the inverse matrix $A^{-1}$ is found to be decomposed into two parts,

$$
A^{-1} = \sum_{\sigma=+,-} \frac{1}{s - s_\sigma(k)} B_\sigma,
$$

$$
B_\sigma := \frac{1}{2} \begin{pmatrix} 1 & -\sigma i \\ \sigma i & 1 \end{pmatrix}, \quad s_\sigma(k) := k(\sigma 1 - k).
$$

After this decomposition, one can perform the inverse Laplace transformation $\mathcal{L}^{-1}$ in Eq. (9) to obtain

$$
\begin{pmatrix} m_\ell(t,z) \\ p_\ell(t,z) \end{pmatrix} = \sum_{\sigma=+,-} B_\sigma \left( \mathcal{G}^{-1} [ e^{s_\sigma(k) t} \hat{m}_\ell(0,k) ] \right),
$$

where $\ast$ denotes the convolution with respect to time.
Equations (12) is exactly what we wanted, namely, the general form of solutions to the perturbation equations (3) for given arbitrary initial conditions, \( m_\ell(0, z) \) and \( p_\ell(0, z) \) (\( \ell \in \mathbb{N} \)).

3. Example of initial conditions: Superposed sinusoidal waves

As an example, we consider the situation where the black brane is initially given an \( O(\epsilon) \) perturbation being a superposition of an arbitrary number of sinusoidal waves. This example is simple but interesting enough to see what happens in the non-linear regimes. We set the following initial conditions,

\[
m_1(0, z) = \sum_{n=1}^{N} a_n \cos(k_n z + \varphi_n), \quad p_1(0, z) = m_1(0, z),
\]

\[
m_\ell(0, z) = p_\ell(0, z) = 0 \quad \text{for all} \quad \ell \geq 2,
\]

where \( a_n, k_n, \) and \( \varphi_n \) (\( n = 1, 2, \cdots, N \)) are real constants. We shall compute the right-hand side of Eq. (9) order by order for these initial conditions.

Since we have no source term at \( O(\epsilon) \), \( \psi_1 \equiv 0 \), we see from Eq. (9) that what to compute is only the inverse Fourier transformation of the initial spectra, \( \bar{m}_1(0, k) \) and \( \bar{p}_1(0, k) \), multiplied by \( e^{s^+ k t} \). Then, we obtain the first-order solutions,

\[
m_1(t, z) = \frac{1}{2} \sum_{n=1}^{N} a_n [(1 + k_n) e^{s^+ (k_n)t} + (1 - k_n) e^{s^- (k_n)t}] \cos(k_n z + \varphi_n),
\]

\[
p_1(t, z) = -\frac{1}{2} \sum_{n=1}^{N} a_n [(1 + k_n) e^{s^+ (k_n)t} - (1 - k_n) e^{s^- (k_n)t}] \sin(k_n z + \varphi_n).
\]

Since we are considering linear equations of motion, there is no mode-mode coupling appearing in non-linear regime, and therefore Eqs. (15) and (16) allow simple interpretation. The factor of \( \cos(k_n z + \varphi_n) \) in Eq. (15) represents the time-dependent amplitude of the initially given mode \( \cos(k_n z + \varphi_n) \). Each mode evolves independently according to its growth or damping rate determined by \( e^{s^+ (k_n)t} \) and \( e^{s^- (k_n)t} \). From the concrete form of \( s_{\pm}(k) \) in Eq. (11), one can see that if \( k_n \in (-1, 0) \) (resp. \( k_n \in (0, 1) \)), such a mode grows exponentially due to \( e^{s^+ (k_n)t} \) (resp. \( e^{s^- (k_n)t} \)), which represents the GL instability.

Since we assume that the initial perturbations vanish at \( O(\epsilon^2) \), \( m_2(0, z) = p_2(0, z) = 0 \), we see from Eq. (9) that what to compute at the second order is the inverse Fourier transformation of the convolution between \( e^{s^+(k_n)t} \) and the Fourier spectrum of source term \( \bar{\psi}_2(t, k) \).

Although the second-order solutions can be written down analytically, let us omit writing them down here since the space is restricted (see the original paper Ref. 7 for the explicit form of solutions). At the second order, the non-linear source term involves the mode-mode coupling, which is absent at the linear order. This coupling
excites the terms of \( \cos[(k_n \pm k_{n'})z] \) and \( \sin[(k_n \pm k_{n'})z] \). For example, one can find that both \( \cos[(k_n + k_{n'})z] \) and \( \cos[(k_n - k_{n'})z] \) terms involve the following three kind of time dependence,
\[
e^{s+(k_n+k_{n'})t}, \quad e^{s-(k_n+k_{n'})t} \quad \text{and} \quad e^{s+(k_n-k_{n'})t}, \quad e^{s-(k_n-k_{n'})t}.
\]
Thus, the second-order solutions exhibit a variety of dispersion given by the exponents of (17).

Let us consider the meaning to investigate the higher-order perturbations from the stability point of view. The asymptotically flat black brane we consider here is essentially unstable. Namely, if the initial perturbation contains any mode of which wave number \( k_n \in (-1, 1) \setminus \{0\} \), such a mode grows unboundedly. However, we consider the black brane in the large-\( D \) limit, namely, above the critical dimension \(^5\). Thus, the GL instability initially grows but it gradually damps in non-linear regimes, and eventually the horizon converges to non-uniform configuration \(^4\).

A black brane that is linearly stable can become unstable at the second order. If the initial perturbation does not contain any unstable mode, the initial perturbation will damp exponentially at linear level. However, the second-order perturbation involves various time dependence as seen in Eq. (17). In order to see directly this situation, let us focus on a simple case as follow.

Suppose that the initial perturbation is the superposition of two modes \( k_1 \) and \( k_2 \) both of which are stable modes, \( k_1 > k_2 > 1 \). In addition, assume that their difference is smaller than unity, \( k_1 - k_2 \in (0, 1) \). In this case, the term of \( C_{21}^{(+)(-)}(t) \cos[(k_1 - k_2)z + (\varphi_1 - \varphi_2)] \) in \( m_2(t, z) \) includes terms having growing factor \( e^{s+(k_1-k_2)t} \). Thus, the perturbation does not grow at \( O(\epsilon) \) but does at \( O(\epsilon^2) \).

The above phenomenon is an interesting aspect of the GL instability, which was revealed for the first time by the present non-linear perturbation theory in time domain. It is intuitively understandable. The superposition of the two modes forms the beat. For simplicity, assume \( a_1 = a_2 \neq 0 \), then the superposed wave is written as
\[
2a_1 \cos \left[ \frac{(k_1 + k_2)z + (\varphi_1 + \varphi_2)}{2} \right] \cos \left[ \frac{(k_1 - k_2)z + (\varphi_1 - \varphi_2)}{2} \right]. \quad (18)
\]
This exhibits the fast spatial oscillation with the large wave number \( \frac{k_1 + k_2}{2} \) which is enveloped by the slow oscillation with the small wave number \( \frac{k_1 - k_2}{2} \), which is called the beat phenomenon especially when the difference of the wave numbers is rather small \( k_1 - k_2 \ll k_1 + k_2 \). This slow oscillation is nothing but the origin of the GL instability at the second order. One can observe that the beat formed by the superposition of two modes at \( t = 0 \). As soon as the dynamics starts, such an initial wave rapidly damps as predicted by the first-order perturbation. As the time proceeds, however, the waves of which scale is the same order as that of the beat begin to grow and eventually diverge.
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Unitary evaporation via modified Regge-Wheeler coordinate
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Constructing an exact correspondence between a black hole model, formed from the most simple solution of Einstein’s equations, and a particular moving mirror trajectory, we investigate a new model that preserves unitarity. The Bogoliubov coefficients in 1+1 dimensions are computed analytically. The key modification limits the origin of coordinates (moving mirror) to sub-light asymptotic speed. Effective continuity across the metric ensures that there is no information loss. The black hole emits thermal radiation and the total evaporation energy emitted is finite without backreaction, consistent with the conservation of energy.

1. Introduction

The Hawking effect has an exact correspondence with the moving mirror. The specific and analytically known accelerated boundary condition on the quantum field, \(\psi\), located at the origin of coordinates, \(r = 0\), corresponding to the location of the black hole singularity, depends explicitly on the form of the tortoise coordinate, \(r^*\). The moving mirror perfectly reflects the field modes and accelerates with the precise trajectory, \(t(x)\).

The physical effect of the mirror is that it arouses quantum field fluctuations reflecting virtual particles into real ones. The black mirror, which is the aforementioned tortoise coordinate associated boundary condition, extracts energy indefinitely and does not preserve unitarity. However, we present a summary of a modified model — “a drifting black mirror” — which resolves these two problems. It was demonstrated recently that the new corresponding coordinate to \(r^*\) is the generalized or giant tortoise coordinate (GTC). The giant tortoise coordinate results in unitarity preservation and finite energy emission of the black hole during evaporation.

In this MG15 proceedings contribution, first, the usual tortoise coordinate, \(r^*\), and its relation to the moving mirror, \(t(x)\), is briefly considered. Then we generalize this coordinate to the giant tortoise coordinate and investigate the correspondence between the black hole and the moving mirror in the context of the GTC. We find no information loss, finite evaporation energy, thermal equilibrium, analytical beta coefficients, and a left-over remnant.
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2. The Tortoise Coordinate and the Black Mirror

In this section the textbook matching solution\cite{8} for the outside and inside of the black hole over the shock wave is derived.

Let us start from the usual tortoise coordinate, (the Regge-Wheeler $r^\ast$):

$$r^\ast \equiv r + 2M \ln \left( \frac{r}{2M} - 1 \right).$$  \hspace{1cm} (1)

Requiring the metric to be the same on both sides of the shock wave, $v_0$:

$$r(v_0, u_{\text{in}}) = r(v_0, u_{\text{out}}),$$  \hspace{1cm} (2)

where

$$r(v_0, u_{\text{in}}) = \frac{v_0 - u_{\text{in}}}{2}, \quad \text{and} \quad r^\ast(v_0, u_{\text{out}}) = \frac{v_0 - u_{\text{out}}}{2},$$  \hspace{1cm} (3)

the tortoise coordinate, Eq. (1), can be rewritten as:

$$r(v_0, u_{\text{out}}) + 2M \ln \left( \frac{r(v_0, u_{\text{out}})}{2M} - 1 \right) = \frac{v_0 - u_{\text{out}}}{2}.$$  \hspace{1cm} (4)

Solving this for the red-shift function $u_{\text{out}}$ yields:

$$u_{\text{out}} = u_{\text{in}} - 4M \ln \left( \frac{|v_H - u_{\text{in}}|}{4M} \right).$$  \hspace{1cm} (5)

The $u_{\text{out}} = +\infty$ limit corresponds to the formation of a black hole event horizon location, $v_H \equiv v_0 - 4M$. Eq. (5) is exactly the matching solution\cite{8} for the Eddington-Finkelstein background (exterior) to the Minkowski background (interior) with a strict event horizon.

Substituting $u_{\text{out}} = t(x) - x$ and $u_{\text{in}} = t(x) + x$ into Eq. (5), and solving for $t(x)$ gives the time-space trajectory of the black mirror\cite{b}:

$$t(x) = v_H - x - 4Me^{x/2M},$$  \hspace{1cm} (6)

as investigated\cite{b} in Good-Anderson-Evans (2016).\cite{2} The range of the coordinates are: $0 < r < \infty$ and $-\infty < x < \infty$. Eq. (6) is transcendentally invertible and is an analytic relation between the black hole matching solution, Eq. (5), and the space-time trajectory of its moving mirror, $x(t)$.

3. The Giant Tortoise Coordinate and the Drifting Black Mirror

We impose a strong restriction on the maximum speed of the black mirror: it must always travel slower than light, even asymptotically.\cite{c} That is, in any coordinate system the origin of the black hole, $r = 0$, should not speed away to null-future.

\textsuperscript{a}The black mirror, which is not eternally thermal,\cite{9} is called Omex for short, due to the Omega constant, $\Omega e^\Omega = 1$, and exponent argument.\cite{2}

\textsuperscript{b}See also the proceedings of the MG14 meeting\cite{10,11} and the 2nd LeCosPA Symposium.\cite{12}

\textsuperscript{c}An exception in a different model can give finite energy and preserve information if the acceleration asymptotes to zero sufficiently fast.\cite{13}
infinity, $\mathcal{I}^+$. This is highly restrictive and gives a new time-space trajectory\textsuperscript{5} of the origin of coordinates (an asymptotically drifting mirror):

$$t(x, \xi) = v_H - \frac{x}{\xi} - 4Me^{\frac{x}{4M}}.$$  \hfill (7)

Here $\xi$ is the asymptotic drifting speed which lies in the range $0 < \xi < 1$. The corresponding matching condition can be easily derived and is:

$$u_{\text{out}} = u_{\text{in}} - 4M\xi \ln \left[ \frac{1 - \xi}{2} W\left( \frac{2e^{\frac{x}{4M}} - 2M(1 - \xi)}{1 - \xi} \right) \right],$$  \hfill (8)

where $W$ is the product log. When $\xi \to 1$, the matching solution Eq. (8) is equivalent to Eq. (5), meaning that one has operative formation of an effective event horizon. Thus the modest modification in Eq. (7) safeguards the formation of a black hole\textsuperscript{4} that occur with Eq. (6).

Eq. (8) represents the world line of the origin. It is easy to see that this origin is a perfectly reflecting boundary as nothing can go behind $r = 0$ into the $r < 0$ space. Therefore we use the generalized matching solution Eq. (8) in order to find the giant tortoise coordinate (analogous to going backwards from Eq. (5) to Eq. (1)),

$$r^*(\xi) \equiv r + 2M\xi \ln \left[ \frac{1 - \xi}{2} W\left( \frac{2e^{\frac{x}{4M}} - 2M(1 - \xi)}{1 - \xi} \right) \right].$$  \hfill (9)

It is a crucial fact that these two coordinates, $r^*$ and $r^*(\xi)$, are effectively the same when $\xi \approx 1$. The distinction is that there is no singularity at $r = 2M$ in Eq. (9) as in Eq. (1) when $\xi \neq 1$: $r^*(\xi)_{r=2M} = 2M[1 - \xi W(2/\epsilon)]$, where $\epsilon \equiv 1 - \xi$. The user may define the free parameter $\xi$ as close to $\xi \approx 1$ (for effective continuity) as is arbitrarily desired as long as strictly, $\xi < 1$ (for unitarity).

4. Unitarity: Finite Asymptotic Entanglement Entropy

Qualitatively, the black mirror correspondence demonstrates information loss by the acceleration horizon which prohibits some left-movers from hitting the mirror and becoming right-movers. We can say these modes are lost forever in the black hole. However, the drifting black mirror has an asymptotic approach to time-like future infinity, $i^+$, rather than null future infinity, $\mathcal{I}^+$ and all the left-movers hit the mirror and become right-movers, preserving information to an observer at $\mathcal{I}^+$

Quantitatively, we see this result by the von-Neumann entanglement entropy\textsuperscript{17} for the black mirror:\textsuperscript{5}

$$S(t) = \frac{1}{6} \tanh^{-1} \left( \frac{1}{W(2e^{2N(v_H - t)}) + 1} \right),$$  \hfill (10)

\textsuperscript{4}For more information on whether any type of horizon is formed during gravitational collapse taking into account quantum effects see, e.g. Ref. 14 (for horizonless models see Refs. 15, 16).
whose limit in the far future diverges:

\[ S_f \equiv \lim_{t \to \infty} S(t) = \infty, \tag{11} \]

signaling information loss (see e.g. the entropy divergence in Ref. 18). Here \( \kappa \equiv 1/4M \), the surface gravity for Schwarzschild background. In contrast, the drifting black mirror has entropy,

\[ S_\xi(t) = \frac{1}{6} \tanh^{-1} \left( \frac{\xi}{V(2e^{2\kappa(\nu H - t)}) + 1} \right), \tag{12} \]

whose limit is

\[ S_f \equiv \lim_{t \to \infty} S_\xi(t) = \frac{1}{6} \tanh^{-1}(\xi) = \frac{\eta}{6} \neq \infty. \tag{13} \]

The final asymptotic entropy is the drifting rapidity and its measure as a finite constant signals information preservation. To achieve effective equilibrium (\( \xi \approx 1 \)), the final asymptotic entropy will be very large (\( \eta \gg 1 \)), but finite.

5. Finite Evaporation Energy

A prime advantage of the GTC, Eq. (9), is that during the collapse the global energy emission of the black hole is finite and analytic. The consistency of the result with the analytically computed beta Bogolubov coefficient can be shown via a numerical verification of the stress-energy tensor\(^5,19\) whose total energy production is,

\[ E = \frac{1}{96\pi M} \left( \gamma^2 + \frac{\eta}{\xi} \right), \tag{14} \]

where \( \gamma \equiv 1/\sqrt{1 - \xi^2} \) is the final drifting Lorentz factor, \( \eta \equiv \tanh^{-1} \xi \) is the final drifting rapidity, with \( \xi < 1 \) corresponding to the final drifting speed. For high drifting speed (thermality), \( \xi \approx 1 \), then \( \gamma^2 \gg \eta/\xi \), and:

\[ E = \frac{\gamma^2}{96\pi M}. \tag{15} \]

One immediately sees that the energy diverges as the origin moves to the speed of light, (i.e. mirror drift, \( \xi \to 1 \) and \( \gamma \to \infty \)). Eq. (15) is the final expression for the energy emission of the thermal black hole which is finite and consistent with the conservation of energy. Finite energy is anticipated to be a primary result of backreaction,\(^8\) yet, we have obtained consistency by restricting origin speed, \( \xi < 1 \).

6. Temperature and the Giant Tortoise Coordinate

Using the GTC, a constant energy flux plateau is apparent (high drifting speeds, \( \xi \approx 1 \)). During equilibrium, \( F = \pi T^2/12 \). Expanding the temperature as a function of maximum energy flux (where the radiation is closest to equilibrium) gives the temperature of the black hole:\(^5\)

\[ T(\epsilon, M) = \frac{1}{8\pi M} \left[ 1 - 3 \left( \frac{3}{4} \right)^{1/3} \epsilon^{2/3} + O(\epsilon) \right], \tag{16} \]
to lowest order in $\epsilon$ where $\epsilon \equiv 1 - \xi$. The first term in this expression corresponds to the equilibrium temperature of the unmodified black mirror model which uses the usual tortoise coordinate. The other terms correspond to the deviation due to sub-light speed drift, $\xi < 1$, which are negligible for small $\epsilon$. The modification of Eq. (6) to Eq. (7) still results in a constant energy flux plateau and effective long-term thermal equilibrium of Eq. (16) for $\xi \approx 1$. This confirms the robustness of the GTC model for describing Planckian distributed particle creation from a black hole.

7. The Beta Bogoliubov Coefficient

The particle spectrum,

$$
\langle N_\omega \rangle \equiv \langle 0_{in} | N_{\omega_{out}} | 0_{in} \rangle = \int_0^\infty |\beta_{\omega \omega'}|^2 d\omega',
$$

(17)

requires knowing the GTC beta Bogoliubov coefficient which is a simple integral to compute analytically with result:

$$
\beta_{\omega \omega'}(\xi) = -\xi \sqrt{\frac{\omega \omega'}{2\pi \kappa \omega_p}} \left( i\kappa \frac{\omega}{\omega_p} \right)^A \Gamma(A),
$$

(18)

where $\Gamma(x)$ is the gamma function, $A \equiv \frac{1}{2\pi \kappa} \left( (1 + \xi) \omega + (1 - \xi)\omega' \right)$ and $\omega_p \equiv \omega + \omega'$. The integrand$^5$ of Eq. (17) is Planckian using Eq. (18) with $\xi \approx 1$ and $\omega' \gg \omega$, which is consistent with Eq. (16).

8. Summary

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Tortoise</th>
<th>Giant Tortoise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r^*$</td>
<td>$r^* \equiv r + 2M \ln \left( \frac{r}{2\pi M} - 1 \right)$</td>
<td>$r^*(\xi) \equiv r + 2M\xi \ln \left( \frac{r}{2\pi M} \right)$</td>
</tr>
<tr>
<td>$t(x)$</td>
<td>$t = -x - 4Me^{\gamma/2M}$</td>
<td>$t(\xi) = -x/\xi - 4Me^{\gamma/2M\xi}$</td>
</tr>
<tr>
<td>$u_{out}$</td>
<td>$u_{out} = u_{in} - 4M \ln \left( \frac{</td>
<td>u_{in} - u_{out}</td>
</tr>
<tr>
<td>$S_f$</td>
<td>$\infty$</td>
<td>$S_f(\xi) = \eta/6$</td>
</tr>
<tr>
<td>$E$</td>
<td>$\infty$</td>
<td>$E(\xi) = \frac{1}{8\pi M} \left( \gamma^2 + \frac{\eta}{\xi} \right)$</td>
</tr>
<tr>
<td>$T$</td>
<td>$T = \frac{1}{8\pi M}$</td>
<td>$T(\xi) = \frac{1}{8\pi M} + O(1 - \xi)$, for $\xi \approx 1$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\beta_{\omega \omega'} = -\frac{\sqrt{\omega \omega'}}{2\pi \kappa \omega_p} \left( \frac{\omega}{\omega_p} \right)^A \Gamma\left( \frac{\omega}{\omega_p} \right)$</td>
<td>$\beta_{\omega \omega'}(\xi) = -\xi \sqrt{\frac{\omega \omega'}{2\pi \kappa \omega_p}} \left( i\kappa \frac{\omega}{\omega_p} \right)^A \Gamma(A)$</td>
</tr>
</tbody>
</table>

We have presented an overview$^20$ of a unitary black hole evaporation model that, without backreaction, manages to produce a finite total energy emission. Exact
analytic results for several important corresponding quantities are found: the beta Bogoliubov coefficients, the finite total energy emission, the matching condition for the modes and the generalized tortoise coordinate.

The model\(^5\) relaxes uncompromising continuity across the shock wave in the metric in exchange for preserving information\(^6\). Arbitrary precision in continuity is permitted with arbitrary fast sub-light drifting speeds for the origin of coordinates (the moving mirror must travel at speeds less than light). As long as this requirement is met, the information is preserved and the energy emitted is finite. With ultra-relativistic, sub-light speeds the black hole emits particles in a Planck distribution with constant energy flux at equilibrium temperature.
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\(^{5}\)The analytically solvable theory exploits the special dual properties of conformal flatness/invariance.\(^{21}\)

\(^{6}\)Information as contained and expressed via the renormalized entanglement entropy.\(^{22}\)
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We summarize properties of the Kerr–NUT–(A)dS spacetime in a general dimension. We also investigate a limit when several rotational parameters in the metric are set equal and study geometry of the resulting spacetime. In dimension $D = 6$, we found a suitable Killing vector basis, whose algebraic structure proves that symmetries of the spacetime after the limit are further enhanced.
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1. Introduction

In four dimensions, the Plebański–Demiański metric represents a large family of algebraic type D vacuum spacetimes. For example, it includes the rotating Kerr black hole, the Taub–NUT solution with one NUT parameter as well as accelerating black holes described by the C-metric.

In higher dimensions, the most general spacetime metric known so far is called the Kerr–NUT–(A)dS metric. It includes rotational and NUT parameters as well as the cosmological constant, however, a solution with acceleration and charge is yet to be discovered.

The Kerr–NUT–(A)dS metric can describe various geometries, such as maximally symmetric spaces, a so-called Euclidean instanton and black hole solutions. It also admits explicit and hidden symmetries that can be generated from a single object — a closed conformal Killing–Yano tensor, which we call the principal tensor. Moreover, the principal tensor uniquely determines canonical coordinates in which the Hamilton–Jacobi, Klein–Gordon and Dirac equations are fully separable, and therefore the geodesic motion is completely integrable.

The main focus of our work is a limit of the metric when several rotational parameters are set equal. Other limit cases have already been studied, such as the limit with some of the black hole’s rotations switched off or the limit when particular roots of the metric function $X_\mu$ degenerate. These papers have demonstrated that not only can performing various limits of the general metric shed light on the role of NUT charges, but it can also result in new interesting geometries.

2. Kerr–NUT–(A)dS Spacetime

This section introduces the general Kerr–NUT–(A)dS spacetime and describes some of its interesting properties. Firstly, the metric in its general form is discussed and subsequently, we show how to obtain a black hole geometry from the general metric as a special case.
For simplicity, we restrict ourselves to even dimensions \( D = 2N \). Note that the generalization to odd dimensions is straightforward — a corresponding term is added to the metric.

### 2.1. Metric

A metric describing the Kerr–NUT–(A)dS geometry can be written in the form:

\[
g = \sum_{\mu} \left[ \frac{U_\mu}{X_\mu} \mathrm{d}x_\mu^2 + \frac{X_\mu}{U_\mu} \left( \sum_k A^{(k)}_\mu \mathrm{d}\psi_k \right)^2 \right],
\]

with greek and latin indices going over slightly different ranges

\[
\mu, \nu = 1, \ldots, N,
\]

\[
k, l = 0, \ldots, N - 1,
\]

unless stated otherwise explicitly in the sum.

The functions \( U_\mu \) and \( A^{(k)}_\mu \) that appear in the metric are defined as polynomials in coordinates \( x_\mu \):

\[
U_\mu = \prod_{\nu \neq \mu} \left( x_\nu^2 - x_\mu^2 \right), \quad A^{(k)}_\mu = \sum_{\nu_1 < \ldots < \nu_k} x_{\nu_1} \ldots x_{\nu_k}.
\]

Each function \( X_\mu = X_\mu(x_\mu) \) is dependent on a single coordinate \( x_\mu \) and if it is left unspecified, the metric is then referred to as off-shell. On the other hand, if the function \( X_\mu \) is also defined as a polynomial, namely

\[
X_\mu = \lambda \mathcal{J}(x_\mu^2) - 2b_\mu x_\mu,
\]

where \( \mathcal{J}(x_\mu^2) \) reads

\[
\mathcal{J}(x_\mu^2) = \prod_{\nu} \left( a_\nu^2 - x_\mu^2 \right),
\]

then the metric (1) satisfies the Einstein equations in vacuum and we refer to it as on-shell.

The coordinates we used are divided into two sets. In the black hole case, which is discussed in detail in Sec. 2.2, the coordinates \( x_\mu \) represent radius and latitudinal angles whereas the coordinates \( \psi_k \) represent time and longitudinal angles. Moreover, since the metric functions are independent of \( \psi_k \), they are also the Killing coordinates.

The on-shell metric is described by several parameters, but only \( \lambda \) can be interpreted easily — it is related to the cosmological constant \( \Lambda \) as

\[
\Lambda = (2N - 1)(N - 1)\lambda.
\]

Regarding the others, in general we can say that the parameters \( a_\mu \) somehow describe rotations and the parameters \( b_\mu \) encode mass and NUT charges. However,
their interpretation strongly depends on specific other choices that can be made. This will be demonstrated in the next subsection where a black hole geometry that can be obtained from the general metric is discussed.

Instead of $\psi_k$, we can also use a more convenient set of angular coordinates $\phi_\alpha$ defined as

$$\phi_\alpha = \lambda a_\alpha \sum_k A^{(k)}_\alpha \psi_k, \quad \psi_k = \sum_\alpha \frac{(-a_\alpha^2)^{N-1-k}}{U_\alpha \lambda a_\alpha} \phi_\alpha,$$

where the functions $U_\mu$ and $A^{(k)}_\mu$ are defined similarly to $U_{\nu}$ and $A^{(k)}_{\nu}$ in (2), only $x_\mu$ is replaced with $a_\mu$

$$U_\mu = \prod_{\nu \neq \mu} (a_\nu^2 - a_\mu^2), \quad A^{(k)}_\mu = \sum_{\nu_1 < \ldots < \nu_k \neq \mu} a_{\nu_1}^2 \ldots a_{\nu_k}^2.$$  

The metric (1) then obtains the form

$$g = \sum_\mu \left[ \frac{U_\mu}{X_\mu} dx_\mu^2 + \frac{X_\mu}{U_\mu} \left( \sum_\alpha \frac{J_\mu(a_\alpha^2)}{U_\alpha} \frac{1}{\lambda a_\alpha} \, d\phi_\alpha \right)^2 \right],$$

where $J_\mu(a_\alpha^2)$ reads

$$J_\mu(a_\alpha^2) = \prod_{\nu \neq \mu} (a_\nu^2 - a_\alpha^2).$$

Since $\phi_\alpha$ are simply linear combinations of $\psi_k$, they are the Killing coordinates as well.

### 2.2. Black hole

The metric (8) can have both Euclidean and Lorentzian signatures, depending on the coordinate ranges and values of the parameters. Detailed discussion of geometries with the Euclidean signature, such as maximally symmetric spaces and Euclidean instantons, can be found in Ref. 3.

In order to obtain the Lorentzian signature, some of the coordinates and parameters need to be Wick-rotated, namely

$$x_N = ir, \quad \phi_N = \lambda a_N t, \quad b_N = iM.$$

Moreover, we use a one-parametric gauge freedom in rescaling parameters and set

$$a_N^2 = -\frac{1}{\lambda}.$$

We also assume that $a_\mu$ are ordered

$$0 < a_1 < \ldots < a_{N-1} < a_N.$$
where \( \bar{N} = N - 1 \) and barred indices go over the ranges
\[ \bar{\mu}, \bar{\nu} = 1, \ldots, \bar{N}, \]
\[ \bar{k}, \bar{l} = 0, \ldots, \bar{N} - 1. \]

This notation is used to separate the temporal and radial coordinates from the angular ones.

The metric (8) then becomes
\[
g = -\frac{\Delta_r}{\Sigma} \left( \prod_{\nu} \frac{1 + \lambda x^2_{\nu}}{1 + \lambda a^2_{\nu}} \, dt - \sum_{\nu} \frac{J(a^2_{\nu})}{a_{\nu} (1 + \lambda a^2_{\nu})} \, d\phi_{\nu} \right)^2
+ \frac{\Sigma}{\Delta_r} \, dr^2 + \sum_{\bar{\mu}} \frac{(r^2 + x^2_{\bar{\mu}})}{\Delta_{\bar{\mu}}} \, \bar{U}_{\bar{\mu}} \, d\bar{r}_{\bar{\mu}}
+ \sum_{\bar{\mu}} \frac{\Delta_{\bar{\mu}}}{(r^2 + x^2_{\bar{\mu}})} \bar{U}_{\bar{\mu}} \left[ \frac{1 - \lambda r^2}{1 + \lambda x^2_{\bar{\mu}}} \prod_{\nu} \frac{1 + \lambda x^2_{\nu}}{1 + \lambda a^2_{\nu}} \, dt + \sum_{\nu} \frac{(r^2 + a^2_{\nu}) J_{\nu}(a^2_{\nu})}{a_{\nu} (1 + \lambda a^2_{\nu})} \, d\phi_{\nu} \right]^2,
\]
with the metric functions \( \Delta_r, \Delta_{\bar{\mu}}, \Sigma \) and \( J(a^2_{\bar{\mu}}) \) defined as
\[
\Delta_r = -X_N = (1 - \lambda x^2) \prod_{\nu} (r^2 + a^2_{\nu}) - 2Mr, \quad \Sigma = U_N = \prod_{\nu} (r^2 + x^2_{\nu}),
\]
\[
\Delta_{\bar{\mu}} = -X_{\bar{\mu}} = (1 + \lambda x^2_{\bar{\mu}}) \bar{J}(x^2_{\bar{\mu}}) + 2b_{\bar{\mu}}x_{\bar{\mu}}, \quad J(a^2_{\bar{\mu}}) = \prod_{\nu} (x^2_{\bar{\mu}} - a^2_{\nu})
\]
and the functions \( \bar{U}_{\bar{\mu}}, U_{\bar{\mu}}, \bar{J}_{\nu}(x^2_{\bar{\mu}}) \) and \( \bar{J}(x^2_{\bar{\mu}}) \) defined in the same way as their unbarred counterparts in Sec. 2.1, only with modified sets of coordinates and parameters (i.e. without \( x_N \) and \( a_N \)).

Let us now discuss suitable ranges of the coordinates \( x_{\bar{\mu}} \). For vanishing NUT parameters (and non-zero mass), i.e. \( b_{\bar{\mu}} = 0 \), the metric is non-singular and has the desired signature if we assume that the coordinates are ordered as
\[
-a_1 < x_1 < a_1 < x_2 < a_2 < \ldots < x_N < a_N.
\]
For non-vanishing NUT charges, the coordinate ranges change only slightly — we assume that they are restricted by
\[
a_{\bar{\mu}-1} < -x_{\bar{\mu}} < x_{\bar{\mu}} < a_{\bar{\mu}}
\]
with the only exception being \( -x_1 < -a_1 \). Figure 1 shows the discussed ranges.

The horizon structure is given by the roots of the metric function \( \Delta_r \) defined in Eq. (14). For \( \lambda \leq 0 \), there exist at most two horizons — an inner and an outer one. The two horizons can also coincide, thus forming a single extremal horizon, or we can obtain a naked singularity in case there are no horizons. For \( \lambda > 0 \), there exists one additional cosmological horizon.
Fig. 1. Ranges of the coordinates $x_{\mu}$ for (a) zero and (b) non-zero NUT parameters $b_{\mu}$.

As for the interpretation of the metric parameters, for zero NUT charges $b_{\mu} = 0$, $a_{\mu}$ can be identified with the rotational parameters of the black hole. On the other hand, when the NUT parameters are non-trivial, then both $a_{\mu}$ and $b_{\mu}$ deform the geometry, however, their exact role remains elusive. This is where studying various limit cases might prove useful as they can help clarify this issue.

3. Equal-spin limit in $D = 6$

In general, performing the limiting procedure is not trivial — since some of the coordinate ranges and metric parameters degenerate, it is necessary to rescale them using an appropriate parametrization. Moreover, we expect the symmetry of the resulting spacetime to be enhanced, therefore we also need to find new Killing vectors or another proof of such enhanced symmetry.

For simplicity, we assume that the cosmological constant and NUT charges vanish, i.e. $\lambda = 0 = b_{\mu}$. We are interested in the black hole form of the metric, which has only two rotational parameters in $D = 6$. Therefore, we will perform the limit $a_{2} \to a_{1}$ using the parametrization

$$a_{2} = a_{1} + 2\delta a_{2} \varepsilon,$$

$$x_{2} = a_{1} + (1 + \xi_{2})\delta a_{2} \varepsilon,$$

where $\varepsilon \ll 1$ is a small parameter and $\delta a_{2} > 0$ controls how fast $a_{2}$ approaches $a_{1}$. Instead of $x_{2} \in (a_{1}, a_{2})$ whose range becomes degenerate, we have introduced a rescaled coordinate $\xi_{2} \in (-1, 1)$.

Using a more convenient set of angular coordinates $\phi_{\pm} = \phi_{1} \pm \phi_{2}$, the resulting metric is

$$g \approx -dt^2 + \frac{2Mr}{\Sigma} \left[ dt - \frac{x_{2}^2 - a_{1}^2}{2a_{1}} (d\phi_{+} + \xi_{2} d\phi_{-}) \right]^2 + \frac{\Sigma}{\Delta_{r}} dr^2 - \frac{r^2 + x_{2}^2}{x_{1}^2 - a_{1}^2} dx_{1}^2$$

$$- \left( \frac{r^2 + a_{1}^2}{4a_{1}^2} (x_{2}^2 - a_{1}^2) \right) \left( d\phi_{+}^2 + d\phi_{-}^2 + 2\xi_{2} d\phi_{+} d\phi_{-} \right).$$
with the metric functions in the form
\[ \Delta_r \approx (r^2 + a_1^2)^2 - 2Mr, \]
\[ \Sigma \approx (r^2 + a_1^2)(r^2 + x_1^2). \]
\[ (19) \]

Most importantly, in addition to the original Killing vectors \( l_+ \) and \( l_- \), we have obtained two new ones after the limit — here denoted by \( m \) and \( n \). These new vectors are independent of the original Killing vectors and they Lie-preserve the full spacetime metric \( (18) \). The complete set of Killing vectors regarding the spatial part of the metric is therefore
\[ l_+ = \frac{\partial}{\partial \phi}, \quad m = \cos \phi_- \sqrt{1 - \xi_2^2} \frac{\partial}{\partial \xi_2} \quad \sin \phi_- \left( \frac{\partial}{\partial \phi_+} - \xi_2 \frac{\partial}{\partial \phi_-} \right), \]
\[ l_- = \frac{\partial}{\partial \phi_-}, \quad n = -\sin \phi_- \sqrt{1 - \xi_2^2} \frac{\partial}{\partial \xi_2} \quad \cos \phi_- \left( \frac{\partial}{\partial \phi_+} - \xi_2 \frac{\partial}{\partial \phi_-} \right). \]
\[ (20) \]

Their Lie brackets suggest that the symmetry of the metric \( (18) \) is indeed further enhanced as three of the Killing vectors above generate the algebra of an \( SO(3) \) group
\[ [l_-, m] = n, \quad [m, n] = l_-, \quad [n, l_-] = m. \]
\[ (21) \]

The vector \( l_+ \) commutes with all the other vectors. Therefore, the symmetry group in the spatial part of the spacetime decouples from the original \( U(1) \times U(1) \) into \( SO(3) \times U(1) \) after the limit.
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1. Introduction

In quadratic gravity, terms quadratic in curvature are added to the usual Einstein-Hilbert action. In the case of four dimensions and a vanishing cosmological constant, the action can be expressed as

$$ S = \int d^4x \sqrt{-g} \left( \gamma R + \beta R^2 - \alpha C_{abcd} C^{abcd} \right), $$

where $\gamma = 1/G$ ($G$ is the Newtonian constant) and $\alpha, \beta$ are additional parameters.

Recently, new static spherically symmetric solutions, representing in particular a non-Schwarzschild black hole, to quadratic gravity have been found in Ref. 1 and further analyzed in Refs. 2, 3, 4, mainly by using numerical methods.

Instead of using the standard spherically symmetric coordinates, we study static spherically symmetric spacetimes in the conformal-to-Kundt form which leads to a considerable simplification of the vacuum field equations allowing us to construct a solution describing the Schwarzschild-Bach black hole in the form of a power series expansion. The coefficients in the expansion are determined by a recurrent formula. We also study physical properties of the Schwarzschild-Bach black hole such as tidal effects on test particles and thermodynamical quantities. The
Schwarzschild-Bach black hole can be also generalized to include a non-vanishing cosmological constant, see Ref. 8.

2. The Field Equations

We study the case \( R = 0 \) (in the case of Einstein–Weyl gravity corresponding to \( \beta = 0 \), this directly follows from the trace of the field equations). Then the field equations reduce to

\[
R_{ab} = 4k B_{ab},
\]

where \( k \equiv \alpha G \) and \( B_{ab} \) is the Bach tensor

\[
B_{ab} \equiv \left( \nabla^c \nabla^d + \frac{1}{2} R^{cd} \right) C_{acbd},
\]

which is traceless, symmetric and conserved \((g_{ab} B_{ab} = 0, B_{ab} = B_{ba}, B_{ab}^b = 0)\).

Instead of using the standard static spherically symmetric metric

\[
ds^2 = -h(\bar{r}) \, dt^2 + \frac{dr^2}{f(\bar{r})} + \bar{r}^2 (d\theta^2 + \sin^2 \theta \, d\phi^2),
\]

we employ a conformal-to-type D-direct-product-Kundt form \(^7\) of a static spherically symmetric spacetime

\[
ds^2 = \Omega^2(r) ds_{\text{Kundt}}^2 = \Omega^2(r) \left[ d\theta^2 + \sin^2 \theta \, d\phi^2 - 2 \, du \, dr + \mathcal{H}(r) \, da^2 \right],
\]

where

\[
h(\bar{r}) = -\Omega^2 \, \mathcal{H}, \quad f(\bar{r}) = -\left(\Omega'/\Omega\right)^2 \mathcal{H},
\]

\( \Omega' \) denotes the derivative of \( \Omega \) with respect to \( r \). The metrics (5) and (4) are related via the transformation

\[
\bar{r} = \Omega(r), \quad t = u - \int \frac{1}{\mathcal{H}(r)} \, dr.
\]

We use the time scaling \( t \to \sigma^{-1} t \) (implying \( h \to \sigma^2 h \)) to set \( h = 1 \) at spatial infinity for asymptotically flat solutions.

The Killing horizon associated with the Killing vector \( \partial_{\bar{t}} = \partial_u \) is located at \( r_h \):

\[
\mathcal{H}_{|_{r=r_h}} = 0,
\]

which implies that also \( h(\bar{r}_h) = 0 = f(\bar{r}_h) \) (see Eq. (6)).

The main reason behind the considerable simplification of the field equations in the Kundt coordinates is that higher-order corrections to the Einstein theory are in quadratic gravity represented by the Bach tensor (see (2)) which is conformally well behaved \( B_{ab} = \Omega^{-2} B_{ab}^{\text{Kundt}} \).

It can be shown that in Kundt coordinates, the field equations (2) for the metric functions \( \Omega(r) \) and \( \mathcal{H}(r) \) reduce to \(^5,^6\)

\[
\Omega\Omega'' - 2\Omega' = \frac{1}{3} k B_1 \mathcal{H}^{-1},
\]

\[
\Omega\Omega' \mathcal{H}' + 3\Omega^2 \mathcal{H} + \Omega' = \frac{1}{3} k B_2,
\]
where 2 independent components of the Bach tensor are
\[ B_1 \equiv H H''', \quad B_2 \equiv H' H''' - \frac{1}{2} H''^2 + 2. \tag{11} \]

\( B_1 \) always vanishes on the horizon (8).

The Bach and Weyl scalar curvature invariants read
\[ B_{ab} B^{ab} = \frac{1}{72} \Omega^{-8} \left[ (B_1)^2 + 2(B_1 + B_2)^2 \right], \tag{12} \]
\[ C_{abcd} C^{abcd} = \frac{1}{3} \Omega^{-4} \left( H'' + 2 \right)^2. \tag{13} \]

Thus, \( C_{abcd} C^{abcd} = 0 \) implies \( B_{ab} = 0 \). Moreover, \( B_{ab} = 0 \) if and only if \( B_{ab} B^{ab} = 0 \). The invariant (12) implies that there are two geometrically distinct classes of solutions to (9), (10), depending on the Bach tensor, one with \( B_{ab} = 0 \) and another one with \( B_{ab} \neq 0 \).

In the case of vanishing Bach tensor \( B_1 = 0 = B_2 \), the only solution of Eqs. (9)–(10) is the Schwarzschild metric in accordance with the Birkhoff theorem
\[ \Omega(r) = -\frac{1}{r}, \quad H(r) = -r^2 - 2m r^3, \tag{14} \]
where a coordinate freedom \( r \to \lambda r + \nu, \ u \to \lambda^{-1} u \) of the metric (5) was used. Eqs. (7), (6) give \( r = -1/\bar{r}, \ f(\bar{r}) = 1 - 2m/\bar{r} = h(\bar{r}) \), respectively, where \( \bar{r} > 0 \) corresponds to \( r < 0 \) (\( r \) increases with \( \bar{r} \)).

For non-vanishing Bach tensor, Eqs. (9), (10) form an autonomous system (they do not explicitly depend on the variable \( r \)) and thus its solutions can be found as expansions in the powers of \( r \) to any order around any fixed value \( r_0 \),
\[ \Omega(r) = \Delta^n \sum_{i=0}^{\infty} a_i \Delta^i, \quad H(r) = \Delta^p \sum_{i=0}^{\infty} c_i \Delta^i, \tag{15} \]
where \( \Delta \equiv r - r_0, \ n, p \in \mathbb{R}, \) and \( a_0, c_0 \neq 0 \). Eqs. (9) and (10) restrict possible dominant powers \( n, p \) in (15), see Refs. 5, 6. It turns out that there are only four classes of solutions allowed, namely \( [n, p] = [-1, 2], \ [0, 1], \ [0, 0], \ [1, 0] \). The class \([-1, 2]\) corresponds to the Schwarzschild black hole (14), the class \([1, 0]\) is equivalent to the \((s, t) = (2, 2)\) class of Refs. 9 and 2 corresponding to a naked singularity, while the Schwarzschild–Bach black hole is contained in the classes \([0, 1]\) and \([0, 0]\), see Refs. 5, 6.

3. Class \([0, 1]\): Schwa–Bach Black Hole Expressed Around the Horizon \( r_h \)

Since in the \([0, 1]\) class, \( r_0 \) is the root of \( \mathcal{H} \) it corresponds to the horizon \( r_h \), see Eq. (8). This class of solutions of quadratic gravity includes non-Schwarzschild black holes with \( B_{ab} \neq 0 \), see Refs. 5, 6
\[ \Omega(r) = -\frac{1}{r} - \frac{b}{r_h} \sum_{i=1}^{\infty} a_i \left( 1 - \frac{r}{r_h} \right)^i, \tag{16} \]
\[ \mathcal{H}(r) = (r - r_h) \left[ \frac{r^2}{r_h^2} + 3b r_h \sum_{i=1}^{\infty} \gamma_i \left( \frac{r}{r_h} - 1 \right)^i \right], \tag{17} \]
where the initial coefficients are
\[ \alpha_0 \equiv 0, \quad \alpha_1 = 1, \quad \gamma_1 = 1, \quad \gamma_2 = \frac{1}{3} \left( 4 - \frac{1}{2k r_h^2} + 3b \right), \tag{18} \]
and \( \alpha_l, \gamma_{l+1} \) for \( l \geq 2 \) are given by the recurrent relations
\[ \alpha_l = \frac{1}{l^2} \left[ \alpha_{l-1} (2l^2 - 2l + 1) - \alpha_{l-2} (l-1)^2 - 3 \sum_{i=1}^{l-1} (-1)^i \gamma_i (1 + b \alpha_{l-i}) (l(l-i) + \frac{6l}{l-1} (i+1)) \right], \]
\[ \gamma_{l+1} = \frac{(-1)^l}{kr_h^2 (l+2)(l+1)(l-1)} \sum_{i=0}^{l-1} (\alpha_i + \alpha_{l-i} (1 + b \alpha_i)) (l-i) (l-1-3i). \tag{19} \]

This family of spherically symmetric black holes depends on two parameters:

- The horizon position \( r_h \), \( r = r_h \) is the root of \( H \) given by (17).
- The Bach parameter \( b \neq 0 \) for the Schwarzschild–Bach (or Schwa–Bach) black hole with non-zero Bach tensor, while \( b = 0 \) for the Schwarzschild solution.

On the horizon \( r_h \), Eq. (11) gives
\[ B_1(r_h) = 0, \quad B_2(r_h) = -\frac{3}{k r_h^2} b. \tag{20} \]
The invariants (12), (13) are \( B_{ab} B^{ab}(r_h) = \frac{r_h^4}{4k^2} b^2 \) and \( C_{abcd} C^{abcd}(r_h) = 12 r_h^4 (1 + b)^2 \), respectively.

Fig. 1 shows the rapid convergence in the near-horizon region of the function \( h(\bar{\rho}) \) of the metric (4) expressed from \( \Omega \) and \( H \) using Eq. (6). The first 20 (red), 40 (orange), 60 (green), 80 (blue), and 100 (violet) terms in the series are compared with the numerical solution of Ref. 1 (black). The horizon is located at \( \bar{\rho}_h = 1 \) (i.e., \( r_h = -1 \)), \( k = 0.5 \) and the value \( b = 0.3633018769168 \) corresponds to the asymptotically flat case (see Ref. 1). We employed the scaling freedom with \( \sigma^2 \approx 2.18 \) to obtain \( h \to 1 \) asymptotically.

![Fig. 1. Rapid convergence of the function function \( h(\bar{\rho}) \).](image-url)
4. Class \([0, 0]\): Schwa–Bach Black Hole Expressed Around Any Point \(r_0 \neq r_h\)

The solution to Eqs. (9), (10) of the form (15) with \(n = 0 = p\) is given by the power series with

\[
a_{l+1} = \frac{-1}{l(l+1)c_0} \left[ \frac{1}{3} a_{l-1} + \sum_{i=1}^{l+1} c_i a_{l+1-i} \left( l(l-1-i) + \frac{1}{6} i(i-1) \right) \right],
\]

\[
c_{l+3} = \frac{3}{k(l+3)(l+2)(l+1)} \sum_{i=0}^{l} a_i a_{l+1-i} (l+1-i) (l+3-i),
\]

for any \(l \geq 1\), where \(a_0, a_1, c_0, c_1, c_2\) are five free parameters and

\[
c_3 = \frac{1}{6kc_1} \left[ 3a_0(a_0 + a_1 c_1) + 9a_1^2 c_0 + 2k(c_2^2 - 1) \right],
\]

see Refs. 5, 6.

To identify the Schwa–Bach black hole (16), (17), previously expressed around the horizon \(r_h\) in the class \([0, 1]\), we have to uniquely determine the five free parameters by evaluating the functions (16), (17) and their derivatives at \(r = r_0\). For \(B_{ab} = 0\), both classes \([0, 0]\) and \([0, 1]\) reduce to the Schwarzschild black hole. However, the \([0, 0]\) class is a larger family of solutions than the Schwa-Bach black hole since it admits one more parameter.

Moreover, the power series (15) with integer exponents transform in some cases to series with non-integer exponents in the coordinate \(\bar{r}\). For example, a new class \((w, t) = (4/3, 0)\) in the notation of Ref. 2 also belongs to our \([0, 0]\) class, see Refs. 5, 6.

5. Observable Effects Caused By The Schwa–Bach Black Hole

The Bach tensor, namely two independent parts of the Bach invariant (12), \(\mathcal{B}_1, \mathcal{B}_2\), could produce measurable affects on test particles described by the geodetic deviation equation \(^{10}\). Apart from the classical Newtonian tidal deformation caused by the Weyl curvature, there are two additional effects due to the Bach tensor, one in the transverse components of the acceleration, the second in the radial component along \(\partial_r\), with amplitudes given by \(\mathcal{B}_1, \mathcal{B}_2\) defined in (11). On the horizon, there is only the radial effect caused by \(\mathcal{B}_2\) since \(\mathcal{B}_1(r_h) = 0\), see (20).

6. Thermodynamical Properties: Horizon Area, Temperature, Entropy

The horizon of the Schwarzschild–Bach black hole is generated by the (rescaled) null Killing vector \(\ell \equiv \sigma \partial_t = \sigma \partial_u\) and is located at \(\mathcal{H} = 0\), i.e., at \(r = r_h\), see (8), (17). Its area (using (16)), surface gravity (\(\kappa^2 \equiv -\frac{1}{2} \ell_{\mu,\nu} \ell^{\mu,\nu}\), see Ref. 11), and the black-hole horizon temperature\(^{12}\) read

\[
\mathcal{A} = 4\pi r_h^2 = 4\pi \Omega^2(r_h) = 4\pi r_h^{-2},
\]

\[
\frac{\kappa}{\sigma} = -\frac{1}{2} \mathcal{H}^\prime(r_h) = -\frac{1}{2} r_h = \frac{1}{2} \bar{r}_h^{-1},
\]

\[
\frac{T}{\sigma} = \frac{1}{4\pi} \frac{\kappa}{\sigma} = -\frac{1}{4\pi} r_h = \frac{1}{4\pi} \bar{r}_h^{-1},
\]
respectively. The value of the scaling factor $\sigma$ is fixed by the condition that $h = -\Omega^2 H \to 1$ asymptotically as $\bar{r} = \Omega(r) \to \infty$.

Using the generalized definition of entropy $S = (2\pi/\kappa) \oint Q$ (see Ref. 13), where the Noether charge 2-form on the horizon is $Q = -\Omega^2 \frac{H''}{r^2} \left|_{r=r_h} \right. \sin \theta d\theta \wedge d\phi$, and using Eqs. (20), (22), and (23) the entropy becomes

$$S = \frac{1}{4} A \left( 1 - 4 k \bar{r}_h^2 b \right) = \frac{1}{4} A \left( 1 - 4 k \bar{r}_h^{-2} b \right),$$

(25)

which agrees with the results of Ref. 1, with the identification $k = \alpha$, $b = \delta^*$. For the Schwarzschild black hole ($b = 0$) or in Einstein’s theory ($k = 0$), we recover the standard expression. For smaller Schwä–Bach black holes (smaller $\bar{r}_h$), the deviations from $S = \frac{1}{4} A$ are larger, analogously to Ref. 14. $S > 0$ implies $4 k b < \bar{r}_h^2$.

Combining Eqs. (22), (24), and (25), gives a relation between the temperature and the entropy

$$T = \frac{1}{4} \sigma \left( \pi S + 4\pi^2 k b \right)^{-1/2},$$

(26)

generalizing $T = \frac{1}{4} (\pi S)^{-1/2}$ for the Schwarzschild black hole.
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The nature of the progenitors of Type Ia supernovae (SNe Ia) remains a mystery. By performing binary population synthesis calculations, theoretical predictions for different SN Ia progenitor models, such as supernova rates, delay times, pre-explosion companion properties and early ultraviolet signatures from ejecta-companion interaction have been presented. The results are then compared with the observations to place constraints on the possible progenitor models of SNe Ia.

Keywords: Binaries: close – supernovae: general.

1. Introduction

There is consensus that Type Ia supernovae (SNe Ia) arise from thermonuclear explosions of white dwarfs (WDs) in binary systems. However, the nature of their progenitors and the physics of explosion are still unknown. Depending on the nature of the companion star, progenitor scenarios of SNe Ia fall into three general categories: (i) the single-degenerate (SD) scenario, in which a carbon-oxygen (CO) WD accretes matter from a non-degenerate companion, potentially a main-sequence (MS), subgiant, red giant (RG), or even helium (He) star, to trigger an explosion when its mass reaches the Chandrasekhar-mass (Ch-mass) limit, (ii) the double-degenerate (DD) scenario, in which explosions are caused by the merger of two WDs, (iii) the WD accretes material from an He-burning star or an He WD to lead to a sub-Chandrasekhar-mass (sub-Ch) explosion when the He-shell accumulation reaches a critical value of about 0.02 – 0.2 M⊙.

Comparing the expected rates and delay times of SNe from binary population synthesis (BPS) calculations with those inferred from the observations can place constraints on progenitor systems of SNe Ia. It is expected that the companion stars in the SD and sub-Ch scenario will be detectable in pre-explosion observations. Also, in the SD scenario, the collision of the SN Ia ejecta with its companion star is expected to produce detectable ultraviolet (UV) emission in the first few days after the SN explosion. To constrain the possible progenitor models of SNe Ia by their pre-explosion and early UV observations, it is required to perform BPS calculations to provide theoretical predictions for the pre-explosion companion properties and early UV signatures in the SD scenario.

2. Method and Results

In this work, the Cambridge stellar evolution code STARS is used to trace the detailed binary evolution of a set of systems consisting of a WD and a MS or SG,
a RG, or a He star companion. The WDs are treated as point masses. The mass transfer occurs through Roche-lobe overflow (RLOF). In the SD scenario, once the WD accretes the transferred companion material to increase its mass to near the Ch-mass limit (~1.4\,M⊙), an SN Ia explosion is assumed to occur. In the sub-Ch scenario (i.e., for the low mass-transfer-rate He-accreting case), a thick layer of helium is believed to grow on the surface of the WD. As a result, once a He-shell accumulation reaches a critical value (~0.05\,M⊙), the sub-Ch mass thermonuclear explosion is assumed to trigger.

With a series of binary evolution calculations for various close WD binary systems, we determine the initial parameter space leading to SNe Ia in the orbital period–secondary mass (i.e. \(\log_{10} P_i – M_{i2}\)) plane for various initial CO WD masses (\(M_{i\,WD}\)) in the MS, RG, and He star donor channel. Furthermore, a rapid population synthesis code\(^{13}\) is used to perform a detailed Monte Carlo simulation. When a binary system evolves to a CO WD + MS (SG, RG, or He star) system, assuming that it will lead to an SN Ia explosion if it is located in the plane of (\(\log_{10} P_i\), \(M_{i2}\)) for its \(M_{i\,WD}\) based on the detailed binary evolution. For the DD scenario in this BPS calculation, SNe Ia are assumed to arise from the merging of two close CO WDs that have a combined mass larger than or equal to the Ch-mass (Webbink 1984). We refer to some previous works for a detailed description about the method and basic assumptions used in this work\(^{7,12,14}\).

2.1. Rates and delay times

Figure 1 shows a comparison between the delay-time distribution (DTD\(^{7,14}\)) of different progenitor scenarios in this calculations and the observed DTD\(^{10}\). It is
found that the DD scenario has a wide distribution of the delay times. The SD scenario seems to be difficult to produce old SNe Ia with the delay times of > 3000 Myr. Also, it is really hard to explain the observed rates and delay times with a single progenitor model, which may indicate that a combination of current models might be an alternative scenario for SNe Ia. Otherwise, a new progenitor paradigm may be needed if SNe Ia are indeed generated from the same origin.

2.2. Pre-explosion companion stars
The WD can only be observed directly in our own Milky Way and several very nearby galaxies as the WD would be faint. However, the non-degenerate compan-
ions in SD and sub-Ch scenario will be detectable in pre-explosion observations. Therefore, analyzing pre-explosion images at the SN position provides a direct way to constrain SN progenitor systems. With performing detailed binary evolution calculations, the pre-explosion properties of companions in the SD and sub-Ch scenario are shown in Fig. 2. This will be very helpful for constraining progenitor systems of SNe Ia from their pre-explosion observations. Recently, a luminous source (i.e., SN 2012Z-S1) has been discovered from pre-explosion HST images of an SN Ia SN 2012Z, and it is further suggested to be the probable progenitor system of SN 2012Z. In this work, it is found that the detailed binary evolution calculations for the WD+He star Ch-mass channel can contribute significantly to the number of systems in the vicinity of SN 2012Z-S1 (Fig. 2). However, further BPS calculations suggest that the WD+He star channel produces companions as cool as the SN 2012Z-S1 only at very low probability (see Fig. 2).

Fig. 3. Distributions of theoretical light curves predicted from the ejecta-companion interaction for different SD progenitor models. Here, only a viewing angle $\theta = 0^\circ$ and $uvm_2$ band are considered. The ejecta mass ($M_{ej} = 1.4 M_\odot$) and explosion energy ($E_{ej} = 10^{51}$ erg) are adopted.

### 2.3. Early UV emission of ejecta-companion interaction

In the Kasen's model$^9$, SN ejecta collides with its companion star, the impacting layers are re-shocked and the kinetic energy partially is dissipated, causing UV flux emission from the shock-heated region. This emission dominates the early-time (few days after SN explosion) light curves within certain viewing angles.$^9$ By combining our BPS results into the Kasen’s analytical model$^{12}$, the distributions of early-UV emission from ejecta-companion in the different SD progenitor models are presented in Fig. 3. This theoretical predictions will be helpful for future early-time observations of SNe Ia to constrain their possible progenitors.
A strong UV pulse in the early light curves of an SN Ia iPTF14atg has been detected recently\(^\text{15}\). It has been further suggested that this strong UV pulse supports that some SNe Ia arise from the SD Ch-mass scenario. Here, the predictions from our BPS calculations are compared to the early UV flash of iPTF14atg to put a more stringent on the possible progenitor of this event. It is found that it is unlikely that the detected early UV flash of iPTF14atg arises from the interaction with a MS or He star companion by considering that the actual viewing angle may be larger than \(\theta = 0^\circ\) and taking the uncertainties on the explosion parameters into account. However, the results from the RG donor scenario can explain the early UV flash of iPTF14atg (Fig. 3). Therefore, it can be concluded that the progenitor system of iPTF14atg would be most likely a red-giant donor binary system if we assume the observed strong UV pulse of iPTF14atg was indeed produced by the SN ejecta-companion interaction.

3. Conclusion and Summary

By performing the detailed binary evolution and population synthesis calculations, some helpful theoretical predictions for different progenitor scenario of SNe Ia have been presented. The results are also compared to current observations to place constraints on the possible SN Ia progenitors. The results and conclusions can be summarized as follows.

i) The DD scenario has a very wide DTD and the SD scenario seems to be difficult to produce old SNe Ia (\(> 3000\) Myr). It is hard to explain the observed rates and delay times with a single progenitor model. A combination of different progenitor models seems to provide a better explanation.

ii) Pre-explosion companion properties in the SD and sub-Ch scenario have been presented. This will be helpful for constraining progenitor systems of SNe Ia from their pre-explosion observations. It is found that the He companions in SD scenario can explain the observations of SN 2012Z-S1 at a low probability.

iii) Population synthesis models of early UV emission from ejecta-companion interaction in the SD scenario are presented. The results are useful for comparing with early UV observations of SNe Ia to put constraints on their progenitor models. It is also found that the progenitor system of iPTF14atg would be most likely to have a red-giant donor if we assume its observed UV pulse was indeed produced by the ejecta-companion interaction.
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There has recently been an increasing interest in a possible population of type Ia supernovae (SNe Ia) triggered by helium detonation on the surface of a massive white dwarf. In this paper, we first summarize possible observational signatures of the He detonation-triggered SNe Ia, emphasizing the new diagnostics of the He detonation mode potentially seen in the SN light within the first few days since the explosion. We then argue that observational properties of a peculiar SN Ia, MUSSES1604D as discovered by the Hyper Suprime-Cam (HSC) attached with the Subaru telescope, are best explained by the He-detonation scenario. We then discuss possible origins, including the He detonation scenario, of the diversity seen in the photometric properties of SNe Ia in the first few days. While the He detonation could reproduce observational properties of a fraction of SNe Ia showing the excessive emission in the first few days, it is likely that a bulk of them are linked to a different explosion mechanism where the early excess would arise due to an extensive mixing of $^{56}$Ni during the explosion. A combined analysis of the very early phase observations and the maximum-phase observations will be key in mapping the diverse SN Ia zoo into different populations reflecting different progenitors and/or different explosion modes.
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1. SNe Ia in the first few days

It has been widely accepted that the type Ia supernova (SN Ia) is a thermonuclear explosion of a massive C+O white dwarf (WD) in a binary system. Details are however yet to be clarified on the nature(s) of the progenitor system(s) and the explosion mode(s) (see Ref. 1 for a review). There are two popular progenitor scenarios; the single degenerate (SD) scenario involves an accreting WD from a non-degenerate companion star,\textsuperscript{2,3} while the double degenerate (DD) scenario involves a binary merger of two WDs.\textsuperscript{4,5} There is also a variety in the possible mode of the explosion, especially in a way how the explosion is initiated. In the popular delayed-detonation model, the carbon deflagration flame is first triggered near the center of a massive C+O WD close to the Chandrasekhar limiting mass, then the transition to the detonation wave is hypothesized.\textsuperscript{6–8}

In the last few years, there has been an increasing interest in a specific mode of the explosion, which involves accretion of helium (He) on the surface of a primary C+O WD.\textsuperscript{9–11} If the He accretion is sufficiently rapid, a detonation is initiated within the He layer. The shock wave thus generated would penetrate into the C+O WD, triggering the carbon detonation near the center of the WD. This scenario does not require a Chandrasekhar-mass progenitor; the progenitor WD mass...
Three models with different masses of the primary WD (0.8, 1.1, 1.4$M_\odot$ for 8A, 11A, 14AL, respectively) are shown by the red curves. The bolometric light curves of the same models are shown by the black curves. The model corresponding to model 14AL but without the He detonation ash (14NL) is shown by the gray curve. Reproduced from the following publication: K. Maeda, et al., The Astrophysical Journal, 861, 78 (2018).

is phenomenologically limited by the capability of synthesizing $^{56}$Ni mass to be consistent with observed SN Ia luminosities. To produce $\sim 0.6M_\odot$ of $^{56}$Ni to account for normal SNe Ia, the WD mass ($M_{WD}$) is $\gtrsim 1M_\odot$. The primary WD with $M_{WD} \sim 0.8M_\odot$ will lead to a low luminosity SN, thus at most applicable to sub-luminous sub-classes of SNe Ia. The He-detonation model has been first considered within the SD scenario (the ‘double detonation’ model), i.e., a C+O WD accreting from a non-degenerate He star, while it has been recently discussed in a context of the DD scenario as well, i.e., a C+O WD merging with another C+O WD with a massive He layer or even with a He WD.

Infracturing opportunities of the time domain science now allow SNe and transient objects to be studied from the very beginning of their outbursts. The discovery and quick follow-up observations within the first few days since the SN explosions are becoming common in the last few years. For SNe Ia, it has been suggested that an additional blue (UV-strong) and bright emission should be associated with the SD scenario; an interaction of the ejecta with a companion star creates an additional thermal energy, which is then radiated away in a few days, superimposed to the ‘red’ light diffusing out of the main body of the SN ejecta as powered by the decay chain $^{56}$Ni/Co/Fe. A similar excessive light in the first few days is expected for the interaction between the ejecta and circumstellar media (CSM). As yet another possibility, mixing of $^{56}$Ni towards the outer region of the ejecta may also contribute to the early emission. The first attempt to search for such a signal generally resulted in non-detection; however, as the observational technique and strategy are
Fig. 2. Synthetic spectra of the He detonation models around maximum light (8A, 11A, 14AL; see the Fig. 1 caption). The spectra of the corresponding models without the He detonation products at the same epochs are also shown by gray lines. Reproduced from the following publication: K. Maeda, et al., The Astrophysical Journal, 861, 78 (2018). 21

being matured, there is an increasing number of reports for SNe showing the early excess in the first few days (see Ref. 1 for a review).

2. He detonation: Expected observational features

Recently, an additional mechanism has been suggested which would create a bright emission in the first few days of SNe Ia; it is the He detonation.19–21 The He detonation creates either $^{56}$Ni or other radioactive isotopes ($^{52}$Fe which decays into Mn and then Cr, or $^{48}$Cr which decays into V and then Ti). The newly synthesized radioactive isotopes are contained in the thin outermost layer of expanding SN ejecta. Given the small diffusion time there, it creates a bright emission in the first few days, then it is eventually overwhelmed by the main SN emission. The mass of the He layer would be between $0.004M_\odot$ (for $M_{WD} \sim 1.4M_\odot$) to $\sim 0.13M_\odot$ (for $M_{WD} \sim 0.8M_\odot$) for the SD scenario, but it is highly uncertain (or can be quite diverse) in the DD scenario. The amount of the surface radioactivity, which determines both the luminosity and duration of the early flash, can be diverse but can create optical signals similar to the predictions from the companion/CSM interaction scenarios. An important difference between the He detonation and the interaction scenarios is the UV-optical color; it is much redder in the He detonation model. Examples of synthetic observables from the He detonation models are shown in Figure 1.21

The He detonation would result in highly red spectra around the maximum phases,13,21,22 as the UV portion of the light experiences substantial line absorptions by the He detonation ash (Figure 2). This feature has indeed been a main argument against the He detonation model to account for a main population of SNe Ia. We however note that this prediction is highly sensitive to the combination of the SN luminosity (which determines ionization) and the mass of the He shell (which determines the mass of the absorbers); either a very thin shell and/or a high luminosity would erase the potential signature of the UV absorptions.21
feature adds a predicting power to the He detonation scenario: the properties in the early flash and those in the maximum phases are coupled, and therefore the combined analysis provides a strong diagnostics for the He detonation scenario.

3. MUSSES1604D: The first robust candidate of the He detonation

MUSSES1604D is a peculiar SN Ia discovered by a survey using the Hyper Suprime-Cam (HSC) attached with the Subaru telescope. The survey is designed to make the best use of the wide-field capability of the HSC and the deep sensitivity of the 8.2m Subaru telescope, in order to discover relatively high-z SNe Ia in the first day of the explosion.

MUSSE1604D shows an excess of the light in the first few days, as compared to a simple extrapolation from the template SN Ia light curve (Fig. 3). Indeed, except for this early excessive emission, the light curve is largely consistent with normal SNe Ia. Around the maximum phase, it shows clear peculiarities in its spectral features. While it generally resembles normal SNe Ia, additional absorption features are seen in the blue part ($\lesssim 4,500\AA$). These absorption features are identified as Ti II and Fe-peaks, which are seen in sub-luminous SNe Ia but not in normal SNe Ia.

A straightforward interpretation is the He detonation-triggered explosion. The scenario predicts both the emission in the earliest phase (due to the radioactive power) and the absorptions around the maximum phase (due to the decayed Fe-peak elements and Ti). As a demonstration, radiation transfer simulations are...
Fig. 4. Light curves of SNe Ia in the SWIFT UVW1-band. Reproduced from the following publication: J. Jiang, et al., The Astrophysical Journal, 865, 149 (2018). 23

performed on a grid of simplified kinematic models which are constructed for a set of parameters; the ejecta mass (which is translated to the mass of the primary WD), the mass of $^{56}$Ni in the main SN ejecta, and the mass of the He shell. The best match is found for $1.28 \pm 1.38 M_\odot$ for the WD mass, $\sim 0.43 M_\odot$ for the $^{56}$Ni mass, and $\sim 0.02 - 0.03 M_\odot$ for the He shell mass. We note that this combination in the WD mass and the $^{56}$Ni mass deviates from the expectation from the carbon detonation, and this issue is yet to be clarified. The mass of the He shell is largely consistent with the classical double detonation model within the SD scenario.

The rate of MUSSES1604D-like SNe Ia is small; only $\sim 0.5\%$ of SNe Ia show the combination of normal peak luminosity and the peculiar maximum spectra. 19,23 We however note that the properties of the maximum-phase spectra are highly sensitive to the combination of the luminosity and the He shell mass; the MUSSES1604D-like objects may represent a tip of icebergsof the ‘He detonation population’. 21 Indeed, the second robust candidate of the He detonation-triggered SN Ia 2018byg has different characteristics than MUSSES1604D, but the variation is understandable within the He detonation model sequence. 24

4. Diversity of SNe Ia in the earliest phases

There are some reports of the detection of the early-phases excess for individual SNe Ia (see Ref. 23 for a review). A systematic study of existing data with early-phase photometric observations well before the maximum light (Fig. 4), which include the objects which were not reported previously, show an interesting trend; 23,25 most, if not all, of SNe Ia showing the early-phase excess are classified as bright SN 1991T/1999aa-like SNe Ia (or the ‘shallow Si class’). The exceptions
are iPTF14atg and MUSSES1604D, for which the companion interaction and He detonation, respectively, have been suggested for the mechanism responsible for the early excess.

Furthermore, all the bright SNe Ia with sufficient data in the early phase show the excess. Given that the companion interaction predicts a substantial viewing direction dependence on the strength of the early flash, this possibility is immediately rejected to explain the early-phase excess seen in these bright SNe Ia. Further, the duration is long (~10 days) and the color is red, which are inconsistent with the CSM interaction scenario. These properties suggest that the mechanism to create the early excess for the bright SNe Ia is likely the mixing of $^{56}\text{Ni}$ outward during the explosion. Indeed, modeling the spectral sequence for the bright SNe Ia suggests that the $^{56}\text{Ni}$ distribution is extended toward the outer layer, which may support the interpretation. The strength of the signal is diverse; this may indicate that a different degree of the mixing is realized in these SNe Ia.

5. Concluding remarks

In this paper, we have summarized our ongoing activity to understand the progenitors and explosion mechanisms of SNe Ia, highlighting one particular mode of the explosion, i.e., the explosion triggered by the He detonation on the surface of a C+O WD. Our conclusions are summarized as follows:

- The He detonation model offers a new mechanism to create the excessive emission from SNe Ia in the first few days, adding to the previously suggested mechanisms (companion interaction, CSM interaction, and $^{56}\text{Ni}$ mixing).
- The He detonation has a unique prediction; the properties seen in the earliest phase are connected to those in the maximum phases, through the absorption by the He detonation ash.
- Properties of MUSSES1604D, as discovered by the Subaru/HSC high-cadence survey likely within the day of the explosion, are best explained by the He detonation scenario.
- Except for two SNe Ia (iPTF14atg and MUSSES1604D), SNe with the early excess show strong preference to a bright SN 1991T/1999aa-like subclass. The most likely mechanism to create the early excessive emission for these bright SNe is the mixing of $^{56}\text{Ni}$ towards the outer layers during the explosion.
- A combined analysis of the very early phase observations and the maximum-phase observations will be key in mapping the diverse SN Ia zoo into different populations reflecting different progenitors and/or different explosion modes.
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Compact binary systems are investigated on timescales where the gravitational radiation backreaction is negligible but which is much longer than the orbital period. On this conservative timescale we use averaged equations over one orbital period removing the short time-scale modulations but keeping the secular variations. The effects of the eccentricity on the spin flip-flop is studied for equal mass binary systems. We find that eccentricity does not affect the flip-flop magnitude but it has a significant influence on its period.

1. Introduction

The first direct detection of gravitational waves was announced in 2016 by the LIGO Scientific Collaboration and Virgo Collaboration, one century after Einstein proposed their existence. Ten additional events have emerged since the first detection. All observed gravitational waves originated from compact binary systems,1–8 and in two cases the spin of the merging black holes was identified with high significance.2,8,9 Therefore the accurate description of the orbital and spin dynamics of compact binary systems is important. Effects due to the spin evolution can also occur before the merger. The precession of the dominant spin (of the larger mass supermassive black hole of the binary) was identified for the first time through its jet characteristics from VLBI radio data spanning over 18 years.10

The evolution of the compact binary system consists of three consecutive phases: i) inspiral, ii) merger and iii) ringdown. In the first regime the dynamics can be described by the post-Newtonian (PN) formalism. On the conservative timescale where the gravitational radiation backreaction is negligible the spin effects appear through the spin–orbit (SO), the spin–spin (SS) and the quadrupole–monopole (QM) couplings, giving contributions to the relative acceleration of the binary components and leading to spin precessional equations.11,12 The conservative timescale contains two additional subscales. The shorter is given by the orbital period, while the longer by the precessional period of the orbital plane and spins. On the orbital timescale the spin effects on the orbit were analyzed setting up a generalized Kepler equation.13–16 On the precessional timescale the effects occurring on the shortest timescale can be swept away by averaging methods. Then a simplified system of equations is obtained, governing the longtime spin evolution. The averaged dynamics for circular orbits with SO and SS coupling terms17 and for generic bounded orbits with SO couplings18,19 were derived. With the inclusion of the SO, SS and QM couplings Racine identified a new constant of motion for black holes which have specific quadrupole parameter and solved analytically the averaged spin equations

If the quadrupole moment is spin induced.
for circular orbits.\textsuperscript{20} By an additional averaging over the precession timescale the evolution of the magnitude of total angular momentum during the inspiral was investigated.\textsuperscript{21,22} These efforts were exploited for building waveforms.\textsuperscript{23}

Several interesting spin related behaviours were identified in compact binary dynamics. When the orbital angular momentum and the total spin are anti-aligned and nearly cancel each other the orbital plane changes significantly during a relatively short-lived transitional precession period\textsuperscript{17}. In binaries having components with significantly different masses, the direction of dominant spin relative to the total angular momentum can change significantly during the inspiral.\textsuperscript{24} This spin-flip may explain the formation of X-shape radio galaxies.\textsuperscript{25} When the spin vector of the larger black hole $\mathbf{S}_1$ (dominant spin) approximately lies in the plane of motion, while the smaller spin $\mathbf{S}_2$ is closely aligned with the orbital angular momentum $\mathbf{L}_N$, the smaller spin evolves to be anti-aligned with $\mathbf{L}_N$, then periodically changes back and forth on a timescale shorter than the gravitational radiation reaction timescale.\textsuperscript{26} This effect, dubbed spin flip-flop was investigated in a wider parameter range for binaries moving on circular orbits.\textsuperscript{27–29} Recently a parameter range has been identified where the flip-flop happens on relatively short timescales, and dubbed as wide precession.\textsuperscript{30} Then over the period during which the magnitude of the total spin changes from its minimum to its maximum and back to the minimum value, one of two spins evolves from complete alignment with $\mathbf{L}_N$ to complete anti-alignment.

Here we investigate the effects of the eccentricity on the magnitude and the period of spin flip-flop on conservative timescale. For this purpose we use averaged equations over one orbital period keeping only the secular effects.

### 2. Secular spin evolution of compact binaries moving on eccentric orbits

The orbital and spin dynamics of the compact binary systems up to 2PN orders with SO, SS and QM couplings is given by equations (36)–(42)\textsuperscript{31} in terms of dimensionless osculating orbital elements and spin angles. This system of equations describes the motion of an object with reduced mass $\mu$ around another component with total mass $m$. There are two variables which characterize the shape of the reduced mass’ orbit:

\[
l_r = \frac{cL_N}{Gm\mu},
\]

and the orbital eccentricity

\[
e_r = \frac{A_N}{Gm\mu},
\]

with speed of light $c$, gravitational constant $G$, magnitudes $L_N$ and $A_N$ of the orbital angular momentum $\mathbf{L}_N$ and of the Laplace-Runge-Lenz vector $\mathbf{A}_N$. There are three Euler angles in the system of equations: the inclination $\alpha = \arccos \left( \mathbf{J} \cdot \mathbf{L}_N \right)$. 


the longitude of the ascending node $\phi_n = \arccos \left( \hat{x} \cdot \hat{l} \right)$ and the argument of the periastron $\psi_p = \arccos \left( \hat{l} \cdot \hat{A}_N \right)$. Here $\mathbf{J}$ is the total angular momentum, conserved in the 2PN dynamics, $\hat{l} = \hat{L}_N \times \hat{J}$, $\hat{x}$ denotes a fixed direction perpendicular to $\hat{J}$ and the hat denotes unit vectors. The magnitudes of the spin vectors are constant and they are characterized by the dimensionless quantities:

$$\chi_i = \frac{S_i}{c G m_i^2}.$$  \hfill (3)

The polar angles of the spin vectors are

$$\kappa_i = \arccos \left( \hat{S}_i \cdot \hat{L}_N \right),$$  \hfill (4)

and their azimuthal angles

$$\zeta_i = \arccos \left( \hat{S}_i^\perp \cdot \hat{A}_N \right),$$  \hfill (5)

with $\hat{S}_i^\perp = \hat{S}_i - \hat{L}_N \left( \hat{S}_i \cdot \hat{L}_N \right)$.

We investigate the secular effects which occur over many orbital periods. The average of any function $f$ over one orbital period is

$$T \bar{f} = \int_0^T f(t) \, dt = \int_0^{2\pi} f(\chi_p) \frac{1}{\chi_p} d\chi_p,$$  \hfill (6)

where $\chi_p$ is the true anomaly, the angle between $\hat{A}_N$ and the position of the reduced mass. The distance $r$ between the binary components changes periodically, thus

Fig. 1. The spin angles $\kappa_i$ and $\Delta \zeta = \zeta_1 - \zeta_2$ are shown.
there are turning points, where \( \dot{r} = 0 \). The parameter \( \chi_p \) is chosen such that 
\[ \dot{r}(\chi_p = k\pi) = 0, \] where \( k \) is an integer number. The orbital period \( T \) is the time spent between 
\( \chi_p = 0 \) and \( \chi_p = 2\pi \). Applying Eq. (6) for the time derivatives 
\[ f = \{ \dot{r}, \dot{e_r}, \dot{\phi_n}, \dot{\psi_p}, \dot{\kappa_i}, \dot{\zeta_i} \} \] leads to the secular dynamics. These equations are 
given with 1PN corrections and SO coupling.\(^{32}\) The averaged equations valid up to 2PN orders will be presented.\(^{33}\) We note that the shape variables are constants of motion \( \dot{l}_r = \dot{e_r} = 0 \) on the secular time-scale (where the gravitational radiation backreaction is negligible). In addition, the equations for the variables \( \kappa_i \) and 
\[ \Delta \zeta = \zeta_1 - \zeta_2 \] (shown on Fig. 1) are decoupled from the set of equations governing the evolutions of \( \alpha, \phi_n, \psi_p \), and \( \zeta_1 + \zeta_2 \).

On Fig. 2 the color map highlights the values of the difference between the extremal values of \( \kappa_2 \) occurring during the evolution, denoted \( \Delta \kappa_2 \), for an equal mass binary system in the parameter space span by \( \kappa_1(0) \) and \( \kappa_2(0) \). The orbital eccentricity and the initial value of \( \Delta \zeta \) were chosen as \( e_r = 0.1 \) and \( \Delta \zeta(0) = \pi/2 \). On the left panel \( \chi_1 \ll \chi_2 \). Large flip-flops with \( \Delta \kappa_2 \approx \pi \) occur at \( \kappa_1(0) \approx \pi/2 \), originally identified for circular orbits.\(^{26}\) For \( \chi_1 = \chi_2 = 0.95 \) the right panel shows that large flip-flops appear in completely different regions than for \( \chi_1 \ll \chi_2 \).

![Fig. 2](image_url)

The period of the flip-flop during which \( \kappa_2 \) changes from its minimum to its maximum and back to its minimum is shown on Fig. 3 as a function of eccentricity. The flip-flop period (a dimensionless number) is given in units of \( Gm/c^3 \). On the left panel \( \chi_1 \ll \chi_2 \) while on the right panel \( \chi_1 = \chi_2 = 0.95 \) (in this case \( \Delta \kappa_2 = \Delta \kappa_1 \)). The additional fixed parameters are \( \Delta \zeta(0) = \pi/2, m_1 = m_2, m = 20M_\odot, \bar{e}_r = 0.1 \) and \( \bar{\varepsilon} = 0.0001 \).
3. Conclusions

Spin flip-flop effects were considered for equal mass binaries moving on eccentric orbits. When one of the binary components is slowly spinning with respect to the other, the largest variation in the polar angle of the smaller spin occurs when the dominant spin is near perpendicular to the orbital angular momentum. However the magnitude of the flip-flop strongly depends on the ratio of the spin parameters. For binaries with same identical parameters the flip-flop magnitude is largest in the near regions of the two corner points ($\kappa_1 (0) = 0, \kappa_2 (0) = \pi$) and ($\kappa_1 (0) = \pi, \kappa_2 (0) = 0$) (see Fig. 2).

We have found that the magnitude of the flip-flop is unchanged for different orbital eccentricities. However the eccentricity significantly influences the period of the flip-flop. As the eccentricity increases, the flip-flop period decreases. Comparing the low ($\bar{e}_r \approx 0.1$) and high ($\bar{e}_r \approx 0.9$) eccentric orbits, the period decreases by one order of magnitude in certain cases, for fixed $\kappa_1 (0)$.
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We report here on a line of work that has played a key role in formally establishing and going beyond the state of the art in the effective field theory (EFT) approach and in post-Newtonian (PN) gravity. We also outline here how this comprehensive framework in fact forms the outset of a prospective rich research program, building on the public Feynman and PN technology developed.
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1. Introduction

In recent years significant progress was made in a line of research, based on an Effective Field Theory (EFT) approach for the treatment of gravitational waves (GWs), emitted from coalescing binaries, which was put forward by Goldberger et al.\textsuperscript{1–3}. Such binaries contain compact components, which still orbit in non-relativistic (NR) velocities in their long inspiral phase, and are therefore analytically studied via the post-Newtonian (PN) approximation in gravity\textsuperscript{4}. Here we report in particular on a series of works, which focused on the treatment of the challenging and realistic case, where the constituents of the binary are rotating\textsuperscript{5–13}, and on making the general EFT framework widely accessible and available to the community, including a public automated computation tool\textsuperscript{14–16}. This line of work has played a key role in formally establishing and going beyond the state of the art in the EFT approach and in PN gravity, where we also outline here how this comprehensive framework in fact forms the outset of a prospective rich research program, building on the public Feynman and PN technology developed. For a general overview presentation of the main unique advances in the field of EFTs of PN gravity, and the various prospects of using field theory to study gravity theories at all scales, see Ref. 17.

2. Effective Field Theories of Post-Newtonian Gravity

Multi-scale problems are prevalent in physics, and as it turns out the compact binary inspiral is also of this kind. Such problems are amenable to a systematic treatment using the framework of EFTs, originally developed in the context of quantum field theories (QFTs) and particle physics. The compact binary inspiral involves indeed a hierarchy of scales, controlled by the NR orbital velocity, $v$, which constitutes the small parameter of the effective theories at each of the intermediate scales in the problem. There are three widely separated characteristic scales in the binary inspiral problem: The scale of the single compact object, $r_s$, the scale of the orbital
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GWs, with a wavelength $\lambda$. These scales satisfy

$$r_s \sim Gm \sim v^2 \sim \lambda v^3,$$

where $m$ is the typical mass of the single compact object, $v \ll 1$, and in the PN approximation $n_{\text{PN}} \equiv v^{2n}$ order corrections to Newtonian gravity are found. Therefore one needs to proceed to construct a tower of EFTs in stages, where in each stage an effective theory is devised to remove the corresponding intermediate characteristic scale.

The setup of EFTs is then universal, and it follows one of the two complementary procedures to construct an EFT, which are referred to as “bottom-up” and “top-down”. Both of these approaches are also used in the binary inspiral problem. At the first stage, where the scale of the single object is to be eliminated, the full theory of gravity is considered as General Relativity (GR), and is given, e.g., in terms of the following Einstein-Hilbert action:

$$S[g_{\mu\nu}] = -\frac{1}{16\pi G} \int d^4x \sqrt{-g} R[g_{\mu\nu}], \quad (1)$$

with $g_{\mu\nu}$ for the gravitational field. Then, in the bottom-up approach we construct the effective action by identifying the relevant degrees of freedom (DOFs) and the symmetries at the desirable scale. In this case, this means that the remaining bulk action, after decomposing the gravitational field into $g_{\mu\nu} \equiv g_{\mu\nu}^s + \tilde{g}_{\mu\nu}$, where $g_{\mu\nu}^s$ represents the strong field modes to be removed in the effective action, is augmented with a worldline action, which contains new worldline DOFs of a point particle. The effective action is then of the following form:

$$S_{\text{eff}}[\tilde{g}_{\mu\nu}(x), y^\mu(\sigma), e_1^A(\sigma)] = S[\tilde{g}_{\mu\nu}] + S_{pp}[\tilde{g}_{\mu\nu}(y), y^\mu(\sigma), e_2^A(\sigma)]$$

$$= -\frac{1}{16\pi G} \int d^4x \sqrt{-g} R[\tilde{g}_{\mu\nu}] + \sum_{i=1}^{\infty} C_i(r_s) \int d\sigma \Omega_i(\sigma), \quad (2)$$

where the worldline DOFs depend on the worldline parameter $\sigma$, $\Omega_i$ are the operators evaluated on the worldline, and $C_i$ denote the “Wilson coefficients”, which encapsulate the UV physics suppressed, and depend only on the scale $r_s$.

At the second stage, the field component is further decomposed into components with definite scaling in the velocity, i.e. $g_{\mu\nu} \equiv \eta_{\mu\nu} + H_{\mu\nu} + \tilde{h}_{\mu\nu}$, where $H_{\mu\nu}$ denotes the orbital field modes, which we want to eliminate at this stage, and $\tilde{h}_{\mu\nu}$ denotes the radiation modes. We then proceed with the top-down approach to integrate out the orbital scale by starting from the following two-particle action, obtained from the previous stage:

$$S_{\text{eff}}[\tilde{g}_{\mu\nu}, y^\mu_1, y^\mu_2, e_1^{\mu A}, e_2^{\mu A}] = S[\tilde{g}_{\mu\nu}] + \sum_{a=1}^{2} S_{pp}[\tilde{g}_{\mu\nu}(y_a), (y_a)^\mu, (e_a)^A](\sigma_a). \quad (3)$$

We integrate out the orbital field modes explicitly, using a standard diagrammatic expansion with the following definition for the new effective action:

$$e^{iS_{\text{eff}}[\tilde{g}_{\mu\nu}(y)^\mu, (e_a)^A]} \equiv \int \mathcal{D}H_{\mu\nu} \ e^{iS_{\text{eff}}[\tilde{g}_{\mu\nu}(y)^\mu, (e_a)^A]}.$$
where now there are new worldline DOFs, with the subscript ‘c’, of a composite particle, that is the binary system.

Finally, when the conservative sector is concerned, no radiation modes are present, and one should arrive at an effective action, which no longer contains field modes, or another scale to remove.

3. Spinning Particles in Gravity

Gravitating spinning objects have been considered as particles in an action approach both in special and general relativity already more than 40 years ago, see e.g. Refs. 18, 19, yet they were first tackled in the context of the EFT approach for PN computations of the binary inspiral in Ref. 20. Spin in Relativity necessarily implies having a non-vanishing finite size\(^{\text{a}}\), i.e. a deviation from the point particle view, which is also adopted in the EFT approach, and this poses a challenge for the construction of an EFT for a gravitating spinning particle. Moreover, once we leave Newtonian physics, a unique notion of a “center of mass” is lost, and hence there is an ambiguity as to the choice of the variables describing the rotation of the object.

Nevertheless, as we noted above the way to proceed is to construct an EFT for a gravitating spinning particle, following a bottom-up procedure, i.e. by identifying the relevant DOFs, and coupling them in all possible ways allowed by the proper symmetries at this scale. After this first EFT is obtained, we can proceed to explicitly compute, using the top-down procedure starting from the two-particle EFT, the PN binding interactions of the binary system, i.e. the second EFT of a composite particle with spins. The formulation of these EFTs was indeed introduced in Ref. 9 (see also Ref. 16 for a comprehensive pedagogic presentation), and allowed in particular to constrain spin-induced finite size effects to all orders in spin, and to arrive at equations of motion (EOMs) and Hamiltonians in a straightforward manner.

3.1. A gravitating spinning particle

Let us then go over the relevant DOFs and symmetries for the EFT at the first stage\(^{\text{b}}\). First, it is assumed that the isolated object has no intrinsic permanent multipole moments beyond the spin dipole.

Then, for a spinning object, there are two types of worldline DOFs, added to the gravitational field DOFs. The crucial points to highlight for these three types of DOFs, specific to the spinning case, are: 1. The tetrad field, \(\eta^{ab}\tilde{e}_{a}\mu(x)\tilde{e}_{b}\nu(x) = g_{\mu\nu}(x)\), represents the gravitational field DOFs, rather than simply the metric, \(g_{\mu\nu}(x)\), in order to couple the field to the rotational particle DOFs; 2. The spinning particle position in the worldline coordinates, \(y^{\mu}(\sigma)\), does not necessarily represent the rotating object’s “center”; 3. The worldline tetrad, \(\eta^{AB}\epsilon_{A}\mu(\sigma)\epsilon_{B}\nu(\sigma) = g^{\mu\nu}\),

\(^{a}\)Otherwise, the rotational velocity of the object would surpass the speed of light.
is considered for the worldline rotational DOFs, and enables to define the worldline angular velocity, $\Omega_{\mu\nu}(\sigma) \equiv e^\mu_A \frac{D_e^{\alpha\nu}}{D\sigma}$, so that its conjugate, the worldline spin, $S_{\mu\nu}(\sigma)$, is considered as a further rotational DOF in the action.

Similarly, when considering the spinning case, further symmetries should be taken into account in addition to general covariance and worldline reparametrization invariance, which arise already in the point mass case. First, there are parity invariance, and Lorentz invariance of the tetrad field. For the worldline tetrad, there is the $SO(3)$ invariance of the spatial triad, and on the other hand, an invariance under the choice of completion of the spatial triad to a tetrad through a timelike vector, to which we refer as “spin gauge invariance”. The latter is a gauge of the rotational variables, namely of the tetrad, as well as of the spin.

The point particle action in Eq. 2 for a rotating object can then be written in the following form:

$$S_{pp} = \int d\sigma \left[ -m\sqrt{u^2 - \frac{1}{2}} S_{\mu\nu} \Omega_{\mu\nu} + L_{NMC} [u^\mu, S_{\mu\nu}, \bar{g}_{\mu\nu}(y^\mu)] \right],$$

where $u^\mu \equiv dy^\mu/d\sigma$, $S_{\mu\nu} \equiv -2 \frac{\partial L}{\partial \Omega_{\mu\nu}}$, and $L_{NMC}$ denotes the non-minimal coupling part, which only contains mass/spin-induced higher order terms. Here, the minimal coupling part is fixed from considering solely general covariance and reparametrization invariance, and it is implicitly assumed that the covariant gauge is used for the rotational variables. Yet, the minimal coupling rotational term should be generalized, in the same vein of Stueckelberg action, to manifestly display the gauge freedom related with the choice of rotational variables. The non-minimal coupling part of the action should also be constrained, using parity invariance and other symmetries and properties of the problem.

The minimal coupling rotational term is then transformed as follows:

$$\frac{1}{2} S_{\mu\nu} \Omega_{\mu\nu} = \frac{1}{2} S_{\mu\nu} \hat{\Omega}_{\mu\nu} + \frac{\hat{S}_{\mu\nu} p_\mu}{p^2} \frac{D p_\mu}{D\sigma},$$

where the hatted variables on the right hand side are the generic rotational variables, $p_\mu$ is the linear momentum, and an extra term with an acceleration emerges in the action. This extra term is not preceded by any Wilson coefficient, as it originates from minimal coupling, yet it contributes to finite size effects, and just accounts for the fact that a gravitating spinning object must have some finite size. Moreover, the leading order (LO) spin-induced non-minimal worldline couplings are recovered to all orders in the spin, and can be written in the following concise form:

$$L_{NMC} = \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n)!} \frac{C_{E^{2n}}}{m^{2n}} D_{\mu_{2n}} \cdots D_{\mu_3} \frac{E_{\mu_2 \mu_3}}{\sqrt{u^2}} S_{\mu_1} S_{\mu_2} \cdots S_{\mu_{2n-1}} S_{\mu_{2n}}$$

$$+ \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n+1)!} \frac{C_{B^{2n+1}}}{m^{2n}} D_{\mu_{2n+1}} \cdots D_{\mu_3} \frac{B_{\mu_2 \mu_3}}{\sqrt{u^2}} S_{\mu_1} S_{\mu_2} \cdots S_{\mu_{2n-1}} S_{\mu_{2n}} S_{\mu_{2n+1}},$$

with $C_{E^{2n}}$ and $C_{B^{2n+1}}$ representing coefficients that depend on the spin content of the system.
where new Wilson coefficients precede each of the spin-induced non-minimal coupling terms. These terms are composed from the electric or magnetic curvature components, $E_{\mu\nu}$ or $B_{\mu\nu}$, respectively, and their covariant derivatives, and the spin vector, $S^\mu$, dual to the antisymmetric spin tensor, $S_{\mu\nu}$. Of this infinite set of operators, the first three, namely the quadrupole, octupole, and hexadecapole couplings, contribute up to the 4PN order for rapidly rotating objects\textsuperscript{9,10,12}.

### 3.2. A gravitating composite particle with spins

The obtainment of the EFT at the second stage is in principle more straightforward, as the one-particle EFT is already at our disposal to begin with, and so the computation from the perturbative expansion of the functional integral over the two-particle EFT is expected to be automatic. Yet, when spins are concerned, the situation is less than obvious. First, the field DOFs and the particle DOFs are entangled in the coupling of spin to gravity, e.g., in Eqs. 5, 6. For this to be remedied, it is necessary to also fix the gauge of the rotational variables of the particle at the level of the action of the spinning particles, as was first advocated in Ref. 5. Indeed, in an action approach one can proceed to directly insert the gauge of the rotational variables at any stage. Only once the field DOFs at the orbital scale are cleanly separated, one can proceed to integrate them out, using standard perturbative techniques.

Hence, first we transform to new rotational variables: the worldline Lorentz matrices, contained in the locally flat angular velocity, $\hat{\Omega}^{ab}_{\text{LocFla}} = \hat{\Lambda}^{Ad} \hat{\Lambda}^{Bd} \sigma$, and the spin projected to the local frame, $\hat{S}^{ab} = \tilde{e}^a_\mu \tilde{e}^b_\nu \hat{S}_{\mu\nu}$. The minimal coupling term in Eq. 6 can then be rewritten in the following form\textsuperscript{6,9}:

$$\frac{1}{2} \hat{S}^{ab} \hat{\Omega}_{ab} = \frac{1}{2} \hat{S}^{ab} \hat{\Omega}_{\text{LocFla}}^{ab} + \frac{1}{2} \hat{S}^{ab} \omega^{ab}_{\mu} u^\mu, \quad (8)$$

using the Ricci rotation coefficients, $\omega^{ab}_{\mu} \equiv \tilde{e}^b_\nu D_\mu \tilde{e}^{\nu a}$, defined from the tetrad field. The gauge of the rotational variables is then fixed to what we formulate as the “canonical” gauge. Other than that, we should also fix the gauge of the field DOFs, where we recall that the Kaluza-Klein (KK) decomposition is beneficially applied to the NR space+time metric\textsuperscript{22,23}. Then, the gauge of the tetrad field is fixed to the Schwinger’s time gauge, which corresponds to the KK decomposition. Eventually, all unphysical DOFs are eliminated from the action, and one can proceed to compute the EFT using standard QFT multi-loop techniques, such as integration by parts (IBP), and known loop master integrals.

Finally, it was shown how to derive directly from the resulting effective actions the corresponding EOMs and the Hamiltonians.

### 4. Applications and State of the Art

The formulation of the tower of EFTs with spins for the conservative sector, presented in the previous section, built on Refs. 5, 6, 7, 8, which handled the sector
linear in the individual spins, up to the two-loop level, and clarified some crucial points, which led up to the complete framework introduced in Ref. 9. In the latter, all the conservative sector with spins was derived up to the 3PN order for rapidly rotating objects, including the NLO spin-squared sector, which contains spin-induced quadrupole effects, and was shown to agree with the corresponding results derived within the canonical Hamiltonian approach, see e.g., Ref. 24. Moreover, higher order results were derived at the 3.5PN order, for the LO cubic-in-spin sector, which contains up to the spin-induced octupole, and for the NNLO spin-orbit sector. Further new higher order results for the quartic-in-spin sector, with up to the spin-induced hexadecapole, and for the NNLO spin-squared sector, were completed at the 4PN order. All in all, this line of work completed the conservative sector with spins to the 4PN order accuracy, on par with the level of accuracy attained in the non-spinning case.

4.1. A public Feynman and post-Newtonian code

The entire framework presented here was also put into a fully open automated computation tool, “EFTofPNG”, that is approachable and encouraging engagement within the community. The comprehensive and self-contained “EFTofPNG” code can be found in the public repository in https://github.com/miche-levi/pncbc-eftofpng, where the current version handles the point mass sector, and all the spin sectors up to the state of the art. The design of the code is modular, see Fig. 1, so that various units of the code could be efficiently used and developed independently for different purposes in various generic contexts in physics. In particular, since the Mathematica code builds on the “xTensor” package for efficient computer tensor algebra, the treatment of Wick contractions is made significantly more efficient, compared to other common Feynman codes, by considering n-point functions as tensors of rank n. On the other hand, this is the first code made public in PN theory, and is also geared towards the needs of the GW community.

At this time when the influx of GW data is expected to multiply, it is essential to publicly share the up to date analytic output of PN theory, required for...
the improvement of theoretical gravitational waveform templates\textsuperscript{25–27}. We strongly advocate public development of the code to improve its efficiency, and to extend it, innovating towards higher orders of PN accuracy, and incorporating extensions of the theory to cover more sectors, especially non-conservative ones. We maintain that community development will also help push a number of eventually necessary research directions. Considering the independent units of the code, as seen in Fig. 1, let us list then just some of the diverse collective prospects for development: The “FeynRul” unit can be expanded to implement various alternative theories of gravity rather than just the theory of GR; The “FeynGen” unit can be modified to efficiently generate Wick contractions and Feynman graphs for any generic perturbative scheme; The “NLoop” unit, which handles and manipulates loop master integrals and IBP relations, useful in any context of amplitudes computations, can be extended analytically to higher loop orders, and to improve in computational efficiency; Finally, the “Gauge Invariant Observables” unit, which is aimed to deliver the final output of PN theory, in terms of useful gauge invariant quantities, is to be progressively developed along with the advances in PN theory, such that these would be directly available to the GW community for the waveform modeling.
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To search for transient astrophysical neutrino sources, IceCube’s optical and X-ray follow-up program is triggered by two or more neutrino candidates arriving from a similar direction within 100s. However, the rate of such neutrino multiplets was found to be consistent with the expected background of chance coincidences, such that the data does not provide indications for the existence of short-lived transient neutrino sources. Upper limits on the neutrino flux of transient source populations are presented in Aartsen et al. (2019) and we show here how these limits apply to the predicted neutrino emission from binary neutron star mergers.
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1. Introduction

The first (and so far only) detected binary neutron star merger is the object GW170817 with the electromagnetic counterpart GRB170817A. The detected gamma-ray and multiwavelength emission indicates that a relativistic jet was launched during the merger. It has been suggest that cosmic rays could be accelerated within this jet and an associated flux of high-energy neutrinos has been predicted. A search for neutrino emission from the position of GRB170817A was carried out by the ANTARES, IceCube and Pierre Auger observatories, but no signal was detected.

Here, we present limits on the neutrino emission of short-lived transients, which also apply to binary neutron star mergers and are independent of the limits derived for GRB170817A. The results are based on data from the IceCube neutrino observatory, an ice-Cherenkov detector located at the geographic South pole. An array of 5160 optical sensors instruments a volume of ~1 km$^3$ and allows to detect neutrino interactions in the energy range between ~100 GeV and a few PeV.

IceCube’s optical and X-ray follow-up program (OFU program) is tailored to search for neutrino emission in connection with gamma-ray bursts (GRBs) or core-collapse supernovae (CCSNe) with choked jets. An alert is defined as two or more tracklike events which are detected within 100s with a maximal angular separation of 3.5°. The OFU program currently only uses neutrino candidates from the northern sky to avoid the large background of downgoing atmospheric muons. The aim of the program is to identify astrophysical neutrino sources through optical and X-ray follow-up observations, which can be triggered within ~1 min. Examples of follow-up campaigns are presented in Aarten et al. (2015), Aartsen et al. (2017), and Evans et al. (2015), but the observations so far did not identify a likely neutrino source and the number of neutrino multiplets is consistent with the expected number of chance coincidences of atmospheric neutrinos or muons.
2. Generic Limits on Short-Lived Neutrino Transients

Upper limits on the neutrino flux of short-lived transients have been published in Aartsen et al. (2019) and are summarized in this section. The analysis is based on 1648.1 days of IceCube data (collected between September 2011 and May 2016). Only one alert consisting of three neutrino candidates was detected during this time. This is consistent with the estimated background of 0.34 chance coincidences and the resulting 90% upper limit on the expected number of astrophysical neutrino multiplets (alerts consisting of more than two neutrino candidates) is $< 4.0$.

To calculate a limit on the median neutrino luminosity of short-lived transients, an extragalactic source population is simulated and those scenarios which yield more than 4 astrophysical neutrino multiplets are disfavored at 90% confidence level. The source properties are chosen to be similar to long GRBs or CCSNe and several assumptions are tested to quantify their impact on the resulting limit. The assumed population properties are:

1. **redshift distribution**: star formation rate for CCSN-like sources and the distribution observed by Swift for GRB-like sources.
2. **neutrino luminosity function**: small fluctuations (one astronomical magnitude) for CCSN-like sources, observed gamma-ray luminosity function for GRB-like sources.
3. **neutrino spectrum**: an $E^{-2.13}$ or $E^{-2.5}$ spectrum between 100 GeV and 10 PeV as measured for the astrophysical neutrino flux at $\sim 100$ TeV.
4. **transient duration**: duration of long GRBs observed by the Swift BAT.

The rate density of transients and the population’s neutrino flux are free parameters in the calculation. The resulting upper limits are shown as orange and gray bands in Fig. 1 and correspond to the 90% c.l. upper limits on the energy emitted in neutrinos by the median source in the population. The limit for the GRB-like population is stronger mainly due to the steeply falling luminosity function of long GRBs. The lower edge of the band shows the limit for an $E^{-2.13}$ spectrum, while the upper edge is for an $E^{-2.5}$ spectrum. The dashed diagonal lines show the source energy for which the population would produce the entire astrophysical neutrino flux assuming an $E^{-2.5}$ spectrum. The corresponding lines for an $E^{-2.13}$ spectrum are lower by a factor of 13, but are not shown here for clarity.

Rare sources, such as GRBs with a rate of $\sim 4 \times 10^{-10}$ Mpc$^{-3}$ yr$^{-1}$, can only produce a small fraction of the astrophysical neutrino flux without producing more than 4 neutrino multiplets. This confirms the non-detections from the stacked IceCube searches for neutrinos from GRBs. If, on the other hand, many faint sources contribute to the flux, no neutrino multiplets are expected as even the brightest sources only yield one or two detected events. The limits are purely based on neutrino data and hence also apply to short-lived transients that commonly remain undetected, such as binary neutron star mergers or low-luminosity GRBs. They are therefore more general than stacked searches.
3. Limits on the Neutrino Flux of Binary Neutron Star Mergers

While the results presented in Aartsen et al. (2019)\(^1\) (and summarized in the previous section) were calculated for a generic population of neutrino sources, the limits are now compared to specific models for the high-energy neutrino emission from binary neutron star mergers. Such models have for example been published by Kimura et al. (2017)\(^5\) and Biehl et al. (2018)\(^6\). There are considerable uncertainties on the model parameters, such as the beaming factor or the baryonic loading, which result in large differences between the predicted neutrino emission shown in Fig. 2. We test several models, listed in Table 1, that predict neutrino emission within 100 s and yield a considerably higher neutrino flux between 100 GeV and 10 PeV.

To quantify the sensitivity of the OFU program to the predicted neutrino fluxes, the spectral shapes are multiplied with the effective area of the OFU event selection. This yields the expected number of neutrino events from a merger in the northern sky at a distance of 40 Mpc which is given in the fourth column of Table 1. The fifth column lists within which distance three or more detected neutrinos are expected from a merger. It is neglected here that an object with fewer expected events might nevertheless produce a neutrino triplet due to Poisson fluctuations.\(^{21}\)

Contrary to the assumptions for the limit calculation (summarized in Sect. 2), the spectra shown in Fig. 2 do not follow a power law. To allow a comparison an effective source energy is calculated. It corresponds to the energy of a source with an \(E^{-2.13}\) spectrum between 100 GeV and 10 PeV for which the same number
Table 1. Predicted high-energy neutrino emission from binary neutron star mergers. The beaming factor $\Gamma$ determines the rate of detectable transients. The expected number of $\nu_\mu$ events (fourth column) is for the OFU event selection for sources in the northern sky. The next column lists the distance within which three or more events are expected a merger in the northern sky. The two last columns show the energy emitted in neutrinos (for the sum of all three neutrino flavors) between $100\,\text{GeV}$ and $10\,\text{PeV}$ and the effective source neutrino energy, the energy of a source with an $E^{-2.13}$ spectrum with the same expected number of OFU events.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Gamma$</th>
<th>rate [$\text{Mpc}^{-3},\text{yr}^{-1}$]</th>
<th>$\nu_\mu$ events</th>
<th>max. dist. [Mpc]</th>
<th>energy in $\nu$ [erg]</th>
<th>eff. energy in $\nu$ [erg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kimura EE opt.</td>
<td>10</td>
<td>$4 \times 10^{-9}$</td>
<td>90</td>
<td>$&lt; 220$</td>
<td>$1.2 \times 10^{52}$</td>
<td>$1.9 \times 10^{52}$</td>
</tr>
<tr>
<td>Kimura EE mod.</td>
<td>30</td>
<td>$4 \times 10^{-10}$</td>
<td>1.5</td>
<td>$&lt; 30$</td>
<td>$8 \times 10^{50}$</td>
<td>$3 \times 10^{50}$</td>
</tr>
<tr>
<td>Biehl optimistic</td>
<td>5</td>
<td>$3 \times 10^{-8}$</td>
<td>0.02</td>
<td>$&lt; 10$</td>
<td>$1.6 \times 10^{48}$</td>
<td>$3 \times 10^{48}$</td>
</tr>
<tr>
<td>Biehl moderate</td>
<td>30</td>
<td>$1 \times 10^{-9}$</td>
<td>$1 \times 10^{-5}$</td>
<td>$&lt; 0.1$</td>
<td>$4 \times 10^{45}$</td>
<td>$2 \times 10^{45}$</td>
</tr>
</tbody>
</table>

The flux upper limits moreover depend on the rate density of transients at $z = 0$. As shown in Fig. 1, the limits get stronger for larger rates, because it becomes more likely that a source happens within the distance where it is detectable (listed in the fifth column of Table 1). The rate of binary neutron star mergers was measured based on the detected event and the gray, vertical band in Fig. 1 shows the rate within its $1\sigma$ uncertainty. The considered models, however, predict collimated neutrino emission which reduces the rate of observable events by a factor of $1/(2\Gamma)$. The collimation factors and resulting rates are listed in the second and third column of Table 1. The actual source energy is calculated by integrating the spectra in Fig. 2 and is listed in the second last column of the table. The difference is less than a factor of three for all considered neutrino spectra.
of Table 1. Extended gamma-ray emission is moreover only expected for every second short GRB (and was not detected for GRB170817A) which reduces the rate accordingly. Potential neutrino emission from misaligned mergers is not considered for simplicity. The redshift distribution only has a minor influence on the upper limits. When using the observed evolution of short GRBs the limits become 13% stronger compared to the star formation rate used for the CCSN-like population (see appendix of Aartsen et al. (2019)).

The predicted rates and the source energies for binary neutron star mergers are shown as blue dots in Fig. 1. The upper dots are for the Kimura EE model and the lower ones for the Biehl prompt emission model. The Kimura prompt emission model is not shown: It assumes a beaming factor of 1000 and an effective neutrino energy of $5 \times 10^{43} \text{erg}$. Figure 1 shows that the optimistic EE model is within reach of the OFU program. If the luminosity fluctuations between individual mergers are as large as the fluctuations observed for long GRBs in gamma rays, the lower edge of the gray band represents the relevant upper limit and the model would be disfavored at 90% confidence limit. The models for prompt neutrino emission, however, predict fluxes and rates that are many orders of magnitude below the IceCube sensitivity.

4. Discussion

The observed gamma-ray emission of GRB170817A indicates the presence of a relativistic jet which might be able to accelerate cosmic rays and yield a neutrino flux. No neutrino emission was detected from GRB170817A which is expected since the jet was likely misaligned by $30^\circ$. Moreover, no extended gamma-ray emission was observed from the central engine. An additional difficulty was that the source was located above the horizon for both the ANTARES and the IceCube detectors which reduces the sensitivity.

Independent upper limits on the neutrino emission of 100s-long transients are provided by IceCube’s OFU program. The sensitivity of the OFU program to a merger located at 40 Mpc was evaluated for several models and the results are listed in Table 1. For the most optimistic model the OFU program would likely be triggered if the merger happens within $\sim 220 \text{Mpc}$ in the northern sky. To estimate how likely a nearby merger occurs during the $\sim 5$ years of analyzed data, we calculate the rate of mergers which have a jet pointed at Earth. The most optimistic model predicts a relatively large rate of bright sources, such that one or several neutrino multiplets would have been detected by the OFU program.

Most prompt models, however, predict that the flux from the population of binary neutron star mergers only makes up a small fraction of the astrophysical neutrino flux. In this case, IceCube might not be sensitive enough to detect the neutrino emission from a merger. With only one detected binary neutron star merger, the uncertainties on the physical properties of these objects are still large. Models might become more precise, once more observational information is available.
Figure 2 shows that the predicted neutrino flux of several models peaks at PeV energies. Since April 2016, IceCube announces events with energies $\gtrsim 100$ TeV to the public. Follow-up observations of these alerts could hence provide an alternative way to find binary neutron star mergers. The source of a single event is, however, on average located at a large distance (the median distance is $3\,\text{Gpc}$ assuming no source evolution)\cite{12}. The horizon distance of the Ligo-Virgo detector was $\sim 200$ Mpc in run O2 and might increase to $300$ Mpc in run O3. The optical peak magnitude of GRB170817A was $-15.5$ in the $R$-band.\cite{3} This would allow a detection within $140$ Mpc ($300$ Mpc) by a telescope with a limiting magnitude of 20 (22). If a single PeV neutrino is detected from a binary neutron star merger, the source is likely in most cases not detectable by gravitational wave detectors or electromagnetic follow-up telescopes.
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We review some known results obtained in the context of hyperbolic scattering in a two-body system, stressing the state of the art, the main actual challenges and the related difficulties.

1. Introduction

The gravitational interaction between two (massive, spinning or with a 2-polar structure, . . . , with n-polar structure) bodies is a fundamental problem which has been largely investigated in many different contexts, all aiming at a complete description of the underlying gravitational phenomena but limited by the range of validity of the considered modeling used in the description of the interaction itself. The problem should be discussed in exact general relativity (GR), allowing for all the necessary information concerning the (most important) strong field regime and the effects of the nonlinearity of the gravitational interaction as follows from the Einstein’s equations. Unfortunately, no such exact solutions are available up to now in a genuine GR context and one is forced to cope with some approximate treatment, ranging from weak-field and slow-motion (Post-Newtonian (PN) approximation), weak-field (Post-Minkowskian (PM) approximation), extreme-mass-ratios (i.e., the condition in which the mass of one of the two bodies is much larger of the other, discussed with perturbation theories and gravitational self-force (GSF)), numerical relativity (NR). In between, there are various effective field theory formalism, like the effective-one body, which have shown over the years the capability to simply absorb information from any such context and re-use properly and efficiently.

Given an initial state configuration of the two bodies, the attractive nature of gravitation imply that they necessarily approach each other and two possible scenarios are available: capture (the more massive of the two attracts and then swallows the other) or escape (the two bodies can be close enough but they have enough energy to resist the attraction). The first situation is characterized by elliptic-like motions, the second by hyperbolic-like or parabolic-like motions. Clearly, the description becomes more and more difficult as soon as the strong field regime is reached and any approximation scheme becomes of poor utility, if not even useless.

Anyway, both cases are of particular importance in view of the possibility to detect gravitational wave signals from Earth-based interferometers operating now (Ligo and Virgo) and also (more likely) by future, forthcoming satellite missions involving space-based interferometers.
Since elliptic-like motions have been largely studied, we will review here the scattering situation, focusing on the known results for the scattering angle, and witnessing an increasing interest on this topic in the recent literature.

2. Scattering of a test particle by a black hole

Let us consider first the simplest case of a test particle scattered by a black hole, e.g., a Kerr black hole with line element written in standard Boyer-Lindquist coordinates $(t, r, \theta, \phi)$ given by

$$ds^2 = -\left(1 - \frac{2Mr}{\Sigma}\right)dt^2 - \frac{4aMr}{\Sigma} \sin^2 \theta dt d\phi + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2 + \frac{A}{\Sigma} \sin^2 \theta d\phi^2.$$  \hspace{1cm} (1)

Here $\Delta = r^2 - 2Mr + a^2$, $\Sigma = r^2 + a^2 \cos^2 \theta$ and $A = (r^2 + a^2 - \Delta a^2 \sin^2 \theta)$, $M$ and $a$ denoting the total mass and the specific angular momentum, respectively, so that the quantity $\dot{a} = a/M$ is dimensionless. The inner and outer horizons are located at $r_\pm = M \pm \sqrt{M^2 - a^2}$.

The geodesic equations on the equatorial plane lead to the following equation for the orbit

$$\left(\frac{du}{d\phi}\right)^2 = \frac{\dot{a}^4 (u - u_+)^2 (u - u_-)^2}{(u_4 - u)^2} (u - u_1)(u - u_2)(u - u_3),$$  \hspace{1cm} (2)

where $u = M/r$ and $u_1 < u_2 < u_3$ are the ordered roots of the equation

$$u^3 - (\dot{x}^2 + 2\dot{a}\dot{E}\dot{x} + \dot{a}^2) \frac{u^2}{2\dot{x}^2} + \frac{u}{\dot{x}^2} + \frac{\dot{E}^2 - 1}{2\dot{x}^2} = 0,$$  \hspace{1cm} (3)

the constants $\dot{E}$ and $\dot{L}$ denoting the conserved energy and azimuthal angular momentum per unit mass of the particle, respectively, with $x = M\dot{x} = L - a\dot{E}$, while

$$u_\pm = \frac{M}{r_\pm}, \quad u_4 = \frac{\dot{L}}{2M\dot{x}} = \frac{1}{2} \left(1 + \frac{\dot{a}\dot{E}}{\dot{x}}\right).$$  \hspace{1cm} (4)

For hyperbolic orbits we have $u_1 < 0 < u \leq u_2 < u_3$, with $u_2$ corresponding to the closest approach distance.

The ultrarelativistic limit ($\dot{E} \gg 1$) of Eq. (2) has been studied in Ref. 10 for fixed values of the impact parameter $b = M\dot{b} = \dot{L}/\sqrt{\dot{E}^2 - 1}$. The deflection angle $\delta(\dot{a}, \alpha) = 2\phi(0) - \pi$ associated with the whole scattering process has been computed there. For large values of the impact parameter, i.e., for small values of $\alpha = \dot{b}^{-1}$, the first few terms of its expansion are given by

$$\delta(\dot{a}, \alpha) = 4\alpha + \left(\frac{15}{4}\pi - 4\dot{a}\right)\alpha^2 + \left(\frac{128}{3} - 10\pi\dot{a} + 4\dot{a}^2\right)\alpha^3$$

$$+ \left(\frac{3465}{64}\pi - 192\dot{a} + \frac{285}{16}\pi\dot{a}^2 - 4\dot{a}^3\right)\alpha^4$$

$$+ \left(\frac{3584}{5}\pi - 693\dot{a} + 512\dot{a}^2 - 27\pi\dot{a}^3 + 4\dot{a}^4\right)\alpha^5 + O(\alpha^6).$$  \hspace{1cm} (5)
Ref. 10 has also compared this result for a test particle without structure to the high-energy scattering of an extended body with spin-induced quadrupolar structure (characterized by the dimensionless spin parameter $\hat{s}$ and the polarizability constant $C_Q$) by a Kerr black hole as well as of a pointlike particle in the field of a (slowly) rotating (slightly) deformed source endowed with a mass quadrupole moment (characterized by the dimensionless intrinsic angular momentum $\hat{a}$ and the quadrupole parameter $q$), as described by the (approximate) Hartle-Thorne solution. In all these situations the scattering angle can be formally written as

$$\delta = \delta_{\text{geo}} + \delta_{\text{struct}},$$

where $\delta_{\text{geo}}(q, \hat{a}, \alpha)$ contains information on the background source only, whereas

$$\delta_{\text{struct}}(\hat{s}, C_Q; \hat{a}, \alpha) = \delta_{\text{spin}}(\hat{s}; \hat{a}, \alpha) + \delta_{\text{spin}^2}(\hat{s}^2, C_Q; \hat{a}, \alpha),$$

also depends on the constitutive parameters of the scattered extended body. The first few terms of the corresponding expansion are given by

$$\delta_{\text{spin}}(\hat{s}; \hat{a}, \alpha) = \hat{s} \left[ -4\alpha^2 + \left( 8\hat{a} - \frac{15}{2}\pi \right) \alpha^3 + (-128 + 30\pi \hat{a} - 12\hat{a}^2)\alpha^4 + O(\alpha^5) \right],$$

$$\delta_{\text{spin}^2}(\hat{s}^2, C_Q; \hat{a}, \alpha) = \hat{s}^2 \left\{ 4C_Q\alpha^3 + \left[ 45 + \frac{135}{16}\pi - 12\hat{a} \right] (C_Q - 1) \alpha^4 + O(\alpha^5) \right\}. \quad (8)$$

Therefore, if the spin is known, measuring $\delta_{\text{struct}}$ can be used for instance to constrain the equation of state of the extended body undergoing the scattering process.

3. Two-body scattering in a Post-Newtonian framework

The present knowledge of the PN orbital Hamiltonian for a two-body system is at the 4th PN order, with several interesting new features with respect to the previous 3PN level which include the presence of a non-local term. Up to the 4PN level the scattering angle is given by the sum of a local part $\chi_{\text{loc}}$ and a tail part $\chi_{\text{tail}}$, the latter starting at the 4PN level, i.e.,

$$\chi_{\text{loc}}(E, L) = \sum_{n=0}^{4} \frac{1}{c^{2n}} \chi^{(n\text{PN})}(E, L) + O \left( \frac{1}{c^{10}} \right),$$

$$\chi_{\text{tail}}(E, L) = \frac{1}{c^8} \chi^{(4\text{PN})}(E, L) + O \left( \frac{1}{c^{10}} \right). \quad (9)$$

To show some explicit expression (see Ref. 12 for additional details) it is convenient to introduce the notation

$$\alpha \equiv \frac{1}{\sqrt{2Ej^2}}, \quad B(\alpha) \equiv \arctan \alpha + \frac{\pi}{2}, \quad (10)$$
where $j$ is the dimensionless angular momentum $L$ and $\bar{E}$ is a Newtonian-like energy variable (see Eq. (32) in Ref. 12). A part from the Newtonian contribution

$$\frac{1}{2} \chi^{(N)}(\bar{E},j) = \arctan \alpha = B(\alpha) - \frac{\pi}{2},$$

(11)

the form of the various PN terms $\chi^{(n\text{PN})}$ (including the local part of the 4PN term) is of the type

$$\frac{1}{2} \chi^{(n\text{PN})}(\bar{E},j) = \frac{1}{j^n} \left[ C_{B(n\text{PN})}(\alpha) + C_{0(n\text{PN})} \right],$$

(12)

with the coefficients $C_{B(n\text{PN})}$ and $C_{0(n\text{PN})}$ rational functions of $\alpha$. For example

$$\frac{1}{2} \chi^{(1\text{PN})}(\bar{E},j) = \frac{1}{j} \left[ 3B(\alpha) + \frac{(3\alpha^2 + 2)}{\alpha(1 + \alpha^2)} \right],$$

(13)

$$\frac{1}{2} \chi^{(2\text{PN})}(\bar{E},j) = \frac{1}{j^4} \left[ C_{B(2\text{PN})}(\alpha) + C_{0(2\text{PN})} \right],$$

(14)

In $\chi^{(4\text{PN})}_{\text{loc}}(\bar{E},L)$, however, it enters the following (Hadamard-regularized) integral

$$I_\chi \equiv -\frac{16j\nu}{15} \operatorname{Pf} \int_0^{u_{(\text{max})}} \frac{u^4 \ln(u)(-74\bar{E} + 37j^2u^2 - 62u)}{(2\bar{E} - j^2u^2 + 2u)^{3/2}} du,$$

(15)

whose value can be anyway given in an approximated form, $u_{(\text{max})}$ being the (Newtonian) minimum approach dimensionless inverse distance.

4. Two-body scattering in a Post-Minkowskian framework

The scattering angle is known since much time at 2PM \cite{3,13,14}

$$\chi = \frac{2(2\gamma^2 - 1)}{j(\gamma^2 - 1)^{1/2}} + \frac{3}{4} \frac{(5\gamma^2 - 1)}{j^2 h},$$

(16)

where $\gamma$ denotes the rescaled effective energy of the system $\gamma = \frac{E - Mc^2}{\mu c^2}$ and

$$h = \sqrt{1 + 2\nu(\gamma - 1)}. $$

(17)

The connection between the ultrarelativistic limit of this result and the ultra high-energy quantum scattering results of Amati, Ciafaloni and Veneziano \cite{15,16} has been recently exploited in Ref. 17. It has been shown there that the scattering process between the two (nonrotating) bodies is equivalently described in terms of the scattering of a massless particle in a modified Schwarzschild metric of the form

$$ds^2 = -f_1 dt^2 + f_2^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2),$$

(18)
with
\[ f_t(u) = (1 - 2u) \left( 1 + \frac{15}{2}u^2 - 18u^3 + \frac{1845}{16}u^4 + \ldots \right), \]
\[ f_r(u) = (1 - 2u). \]  
\( (19) \)

The scattering angle then turns out to be
\[ \delta(\alpha) = 4\alpha + \frac{56}{3}\alpha^3 + O(\alpha^5), \]  
\( (20) \)

with vanishing both the coefficients at \( O(\alpha^2) \) and \( O(\alpha^4) \).

Very recently, after the MG meeting, in the literature has appeared the 3PM scattering angle, derived straightforwardly from re-summation of scattering amplitudes and quantum field theory approaches\(^{18,19}\). The high-energy limit of the latter result does not seem to reproduce previous results by Amati, Ciafaloni and Veneziano, even if both approaches use rather involved techniques, making difficult independent checks. The ongoing discussion will hopefully clarify this issue soon.

5. Difficulties for a GSF approach

The main difficulty in a GSF approach is related to the spectrum of radiation emitted. In fact, differently from the case of a particle orbiting a black hole moving along a circular trajectory for which the spectrum is peaked around the circular motion frequency, in the case of a hyperbolic orbits the spectrum is infinite (all frequencies are excited) and this complicates matters.
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We review the necessary framework to study self-force effects induced by an extended
body endowed with internal structure up to the quadrupole moving in a Schwarzschild
black hole spacetime. The motion is described according to the Mathisson-Papapetrou-
Dixon model. The metric perturbations are computed by using the Regge-Wheeler
gauge. We apply this formalism to the case of Detweiler’s redshift invariant for spinning
particles along circular equatorial orbits.
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1. Introduction

After the detection of the first gravitational wave signal emitted by a binary black
hole system,1 further improving our analytical modelling of the general relativis-
tic two-body gravitational interaction has become mandatory. Many methods have
been actively pursued over the years, including post-Newtonian (PN) theory,2 grav-
itational self-force (GSF) theory3 and the Effective-One-Body (EOB) formalism.4–6
The synergy between all these approaches is currently successfully used to construct
semi-analytical templates which are able to describe the complete waveform emitted
by coalescing binary black holes.

GSF theory applies when the mass ratio of the two bodies is very small, so
that the whole dynamics can be treated as a perturbation induced by the smaller
body with mass $m_1$ on the background gravitational field of the bigger one with
mass $m_2$. The goal is to compute gauge-invariant quantities, like redshift and spin
precession invariants, which can be eventually converted into useful information
for other approaches, e.g., the EOB model. Many analytical results have been
obtained in the last few years for a particle moving along circular as well as slightly
eccentric equatorial orbits around both non-rotating (Schwarzschild) and rotating
(Kerr) black holes (see, e.g., Ref. 7 for a recent review). To first order in the
mass ratio, the small body is considered as following a geodesic orbit in a suitably
regularized perturbed spacetime. However, if the small body has a non-negligible
internal structure (e.g., spin, quadrupole moment and higher multipoles) the orbit
will be no longer geodesic, but accelerated due to the coupling between curvature
and multipolar structure of the body as described by the Mathisson-Papapetrou-
Dixon (MPD) model.8–10 The first GSF computations have been recently performed
in the case of redshift invariant and tidal invariants for spinning particles orbiting
a Schwarzschild black hole, to linear order in spin.11,12
2. Motion of extended bodies in a given background spacetime

The MPD equations governing the motion of an extended body endowed with a quadrupole moment in a given gravitational background read

\[
\frac{DP}{d\tau} = -\frac{1}{2} R^{\mu}_{\nu\alpha\beta} U^\nu S^\alpha\beta - \frac{1}{6} R^{\alpha\beta\gamma\delta} \nabla^\mu R^\alpha_{\beta\gamma\delta} \\
\frac{DS}{d\tau} = 2P[^{\mu}U^\nu] + \frac{4}{3} J^{\alpha\beta}[\mu R^\nu]_{\gamma\alpha\beta},
\]

(1)

where \( P = m\mu \), with \( u \cdot u = -1 \) and \( ||P||^2 = -m^2 \), is the (timelike) generalized 4-momentum of the body with effective mass \( m \) (which does not coincide with the bare mass \( \mu \), but depends on its structure) and \( U^\alpha = dx^\alpha/d\tau \) is the (timelike) unit tangent vector to the particle’s world line, \( C \), used to make the multipole reduction. The two four vectors \( U \) and \( u \) are in general not aligned, and \( P \) (i.e., \( u \)) has support only along \( C \). The (antisymmetric) spin tensor \( S_{\mu\nu} \) (with support only along \( C \), like \( P \)) is assumed to satisfy the supplementary conditions

\[ S_{\mu\nu} u^\nu = 0. \]  

(2)

As standard, the spin vector (orthogonal to \( u \)) associated with the spin tensor is given by

\[ S(u)^\alpha = \frac{1}{2} \eta(u)^{\alpha\beta\gamma} S_{\beta\gamma}, \quad \eta(u)^{\alpha\beta\gamma} = u^\mu \eta_{\mu\alpha\beta\gamma}. \]  

(3)

Its magnitude \( s \) is such that

\[ s^2 = S(u) \cdot S(u) = \frac{1}{2} S_{\mu\nu} S^{\mu\nu} = -\frac{1}{2} \text{Tr}[S^2], \quad [S^2]^\alpha_{\beta} = S^{\alpha\mu} S_{\mu\beta}. \]  

(4)

Finally, \( J^{\alpha\beta\gamma\delta} \) is the quadrupole tensor of the particle, again with support only along \( C \). For instance, in the case of a spin-induced quadrupole tensor we have

\[ J^{\alpha\beta\gamma\delta} = 4u^\alpha \tilde{\chi}(u)^{[\beta}[\gamma u^\delta], \quad \tilde{\chi}(u) = \frac{3}{4} C_Q m [S^2]^{STF}, \]  

(5)

where

\[ [S^2]^{STF}_{\alpha\beta} = [S^2]^\alpha_{\beta} - \frac{1}{3} P(u)^{\alpha\beta} \text{Tr}[S^2] = [S(u) \otimes S(u)]^{TF}, \]  

(6)

\( P(u) = g + u \otimes u \) projecting orthogonally to \( u \), represents the symmetric-tracefree part (STF) of the spin tensor (or, equivalently, of the spin vector). The constant parameter \( C_Q \) is equal to unity in the case of a black hole, whereas for neutron stars it depends on the equation of state.

When the background spacetime has Killing vectors, there are conserved quantities along the motion. For example, in the case of stationary axisymmetric spacetimes with coordinates adapted to the spacetime symmetries, \( \xi = \partial_t \) is the timelike Killing vector and \( \eta = \partial_\phi \) is the azimuthal Killing vector. The corresponding conserved quantities are the energy \( E \) and the angular momentum \( J \) of the particle,
namely

\[
E = -\xi_\alpha P^\alpha + \frac{1}{2} S^{\alpha\beta} \nabla_\beta \xi_\alpha ,
\]

\[
J = \eta_\alpha P^\alpha - \frac{1}{2} S^{\alpha\beta} \nabla_\beta \eta_\alpha .
\]

(7)

Finally, the energy momentum tensor of a quadrupolar particle is given by

\[
T^{\alpha\beta} = \int dt \frac{1}{\sqrt{-g}} T^{\alpha\beta} ,
\]

(8)

where

\[
T^{\alpha\beta} = \left( U^{(\alpha} P^{\beta)} + \frac{1}{3} R_{\gamma\delta\epsilon}^{\alpha} (J^{\beta)\epsilon\delta\gamma} \right) \delta^4 - \nabla_\gamma \left( S^{(\alpha U^{(\beta)\gamma}} \delta^4 \right) \\
- \frac{2}{3} \nabla_\gamma \left( J^{(\alpha\beta)\epsilon\delta\gamma} \delta^4 \right) ,
\]

(9)

\(\delta^4\) denoting the 4-dimensional delta function centered on the particle’s worldline, i.e., \(\delta^4 \equiv \delta^4(x^a - x^a(\tau)).\)

3. GSF program

Let \(g_{\alpha\beta} = \bar{g}_{\alpha\beta} + q h^R_{\alpha\beta}\) with \(q = m_1/m_2 \ll 1\) be the regularized perturbed metric, where

\[
\bar{g}_{\alpha\beta} dx^\alpha dx^\beta = -f dt^2 + f^{-1} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) ,
\]

(10)

with \(f = 1 - 2m_2/r\), is the background Schwarzschild spacetime written in standard coordinates \((t, r, \theta, \phi)\), and \(h^R_{\alpha\beta}\) is the regularized metric perturbation due to the extended body. The main steps to analytically compute first-order metric perturbations in a Schwarzschild spacetime by using the Regge-Wheeler-Zerilli (RWZ) approach \(^{14,15}\) are recalled below.

Decompose first both the perturbed metric \(h_{\mu\nu}\) and the energy momentum tensor \(T_{\mu\nu}\) associated with the perturbing body in tensor harmonics in the RW gauge. Einstein’s field equations then lead to two different sets of equations for even-parity and odd parity quantities. Odd-parity waves satisfy the simple RW equation with odd-parity source terms; even-parity waves satisfy, instead, the more complicated Zerilli equation with even-parity source terms. However, the Zerilli equation can be mapped onto a RW equation with different source terms, so that one eventually has to solve a single RW equation, with appropriate (odd-parity or even-parity) source terms, i.e.,

\[
\mathcal{L}_{(RW)}^{(r)} T_{(\text{even/odd})}^{\mu\nu} = S_{(\text{even/odd})}^{\mu\nu}(r) .
\]

(11)

Here \(\mathcal{L}_{(RW)}^{(r)}\) denotes the RW operator

\[
\mathcal{L}_{(RW)}^{(r)} = f(r)^2 \frac{d^2}{dr^2} + \frac{2m_2}{r^2} f(r) \frac{d}{dr} + \left[ \omega^2 - V_{(RW)}(r) \right] \\
= \frac{d^2}{dr^2} + \left[ \omega^2 - V_{(RW)}(r) \right] ,
\]

(12)
with \( \frac{d}{dr_+} = f(r) \frac{d}{dr} \), and the RW potential

\[
V_{\text{RW}}(r) = \frac{f(r)}{r^2} \left[ l(l+1) - \frac{6m_2}{r} \right].
\]  

The source terms are singular at the location \( r = r_0(t) \) of the particle, namely

\[
S_{\text{even/odd}}^{(even/odd)}(r) = \sum_k s^{(even/odd)}_{\text{even/odd}}(k) \delta^{(k)}(r - r_0(t)),
\]  

with \( \delta^{(k)}(r - r_0(t)) \) denoting the \( k \)th-order derivative of the Dirac delta function.

Next one needs the solutions to the homogeneous RW equation for \( l \geq 2 \), which are obtained by using different methods: PN approximation (generic \( l \), weak-field and slow motion), Wentzel-Kramers-Brillouin (WKB) approximation (large \( l \)), Mano, Suzuki and Takasugi (MST) technique\(^\text{16}\) (specified values of \( l \)). The solutions to the inhomogeneous RW equation are then computed through the Green’s function method for both even and odd-parity source terms, i.e.,

\[
R_{\text{even/odd}}^{(even/odd)}(r) = \int dr' \frac{G(r, r')}{f(r')} S_{\text{even/odd}}^{(even/odd)}(r'),
\]  

where the (retarded) Green’s function

\[
G(r, r') = \frac{1}{W} \left[ X_{\text{in}}^{(l \omega)}(r) X_{\text{up}}^{(l \omega)}(r') H(r' - r) + X_{\text{in}}^{(l \omega)}(r') X_{\text{up}}^{(l \omega)}(r) H(r - r') \right],
\]  

is expressed in terms of the two independent homogeneous solutions \( X_{\text{in}}^{\omega} \) and \( X_{\text{up}}^{\omega} \) of the RW operator. Here \( W_{l \omega} \) denotes the (constant) Wronskian

\[
W_{l \omega} = f(r) \left[ X_{\text{in}}^{(l \omega)}(r) \frac{dX_{\text{up}}^{(l \omega)}(r)}{dr} - \frac{dX_{\text{in}}^{(l \omega)}(r)}{dr} X_{\text{up}}^{(l \omega)}(r) \right] = \text{const}.
\]  

and \( H(x) \) is the Heaviside step function.

Once the radial function is known for both parities, the perturbed metric components are then computed by Fourier anti-transforming. At this point one can construct the gauge-invariant quantity one is interested in, which still depends on the azimuthal number \( m \) and the orbital angular momentum number \( l \), and evaluate it at the source location, where the perturbed metric is singular. After multiplying by the angular part, the sum over \( m \in [-l, l] \) is done by using spherical harmonic identities, whereas the sum over \( l \in [0, \infty) \) requires a suitable regularization procedure to converge. The contribution of the non-radiative multipoles \( l = 0, 1 \) has to be evaluated separately. In fact, these are purely gauge modes which carry into the hole the energy \( E \) and the angular momentum \( J \) of the particle (which are both \( O(q) \)), leading to a linearized Kerr solution with total mass \( m_2 + E \) and angular momentum \( J \).

4. Detweiler’s redshift invariant for spinning particles along circular orbits

Let us consider the simplest case of a spinning particle moving along a circular orbit on the equatorial plane with spin vector orthogonal to it. By neglecting higher multipoles the MPD equations imply that \( P \) and \( U \) are aligned to first order.
in spin, the spin vector is parallel transported and both the particle’s mass and the spin magnitude are constants of motion. It is convenient to introduce the spin parameter \( \hat{s} \equiv s/(m_1m_2) \) such that \( |\hat{s}| \ll 1 \).

Detweiler’s redshift invariant is defined as the linear-in-mass-ratio change in the time component of the particle’s 4-velocity. The latter is given by \( U = u^t k \), where \( k = \partial_t + \Omega \partial_y \) is assumed to be a Killing vector field of the perturbed metric. The normalization condition \( U \cdot U = -1 \) gives

\[
-(u^t)^{-2} = k \cdot k = - f + \Omega^2 r^2 + h_{kk},
\]

where

\[
h_{kk} = h_{\alpha\beta} k^\alpha k^\beta = h_{kk}^{(0)} + \hat{s} h^s_{kk}.
\]

The MPD equations of motion then imply the following solution for the angular velocity \( \Omega \)

\[
m_2 \Omega = u^{3/2} \left[ 1 - \frac{3}{2} \hat{s} u^{3/2} + q(\hat{\Omega}_1 + \hat{s} \hat{\Omega}_{1s}) \right],
\]

where

\[
\hat{\Omega}_1 = -\frac{m_2}{4u^2} \partial_h h_{kk}^{(0)},
\]

as well as the spin correction

\[
\hat{\Omega}_{1s} = \hat{\Omega}_{1s}^{(h)} + \hat{\Omega}_{1s}^{(h)} + \hat{\Omega}_{1s}^{(h)},
\]

both depend on the metric components \( h_{\alpha\beta} = h_{\alpha\beta}^{(0)} + \hat{s} h_{\alpha\beta}^{(1)} \) and their derivatives evaluated at \( r = m_2/u \) (see Eq. (2.15) in Ref. 12).

It is useful to introduce the dimensionless frequency parameter \( y = (m_2 \Omega)^{2/3} \), which once substituted into Eq. (18) in place of both \( \Omega \) and \( u \) leads to the following definition of the Detweiler’s inverse redshift invariant \( z_1(y) = |u^t(y)|^{-1} \)

\[
z_1(y) = \sqrt{1 - 3y} - \frac{q}{2\sqrt{1 - 3y}} \left[ h_{kk}^{(0)}(y) + \hat{s} \left( h^s_{kk}(y) + m_2 y^{1/2} [\partial_r h_{kk}^{(0)}(y)] \right) \right]
\equiv z_1^{(0)}(y) + q \left[ z_1^{(1)} y^2(y) + \hat{s} z_1^{(1)} y^3(y) \right].
\]

Therefore, in order to determine the spin dependent term \( z_1^{(1)} y^3(y) \) one needs two compute \( h^s_{kk}(y) \) and \( [\partial_r h_{kk}^{(0)}(y)] \) separately, following the procedure outlined in the previous section (all necessary details can be found in Ref. 11). The final result is

\[
z_1^{(1)} y^3(y) = y^{7/2} - 3y^{9/2} - \frac{15}{2} y^{11/2}
+ \left( \frac{-6277}{30} + \frac{20471}{1024} \pi^2 - 16\gamma - \frac{496}{15} \ln(2) - 8 \ln(y) \right) y^{13/2}
+ \left( \frac{653629}{2048} \pi^2 - \frac{87055}{28} \frac{729}{14} + \frac{3772}{105} \ln(3) + \frac{52}{5} \frac{26}{5} \ln(2) - 8 \ln(y) \right) y^{15/2}
+ O(y^8),
\]

where only the first few terms have been shown, for simplicity.
This is the first GSF analytical computation of a gauge-invariant quantity which takes into account the internal structure of the perturbing body, simply given by its spin in this case. Tidal invariants in the same context has been studied in Ref. 12. These works can be further generalized by adding higher multipoles to the structure of the body (e.g., quadrupole moment), or by considering different orbits (e.g., eccentric), or even a rotating background field (Kerr black hole). In these more general cases the redshift variable should be properly modified in order to be a gauge-invariant quantity. This is still an open problem which requires further investigation.
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We review here the main advances made by using effective field theories (EFTs) in classical gravity, with notable focus on those unique to the EFTs of post-Newtonian (PN) gravity. We then proceed to overview the various prospects of using field theory to study the real-world gravitational wave (GW) data, as well as to ameliorate our fundamental understanding of gravity at all scales, by going from the EFTs of PN gravity to modern advances in scattering amplitudes, including computational techniques and intriguing duality relations between gauge and gravity theories.
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1. Introduction

In recent years there has been a growing recognition in the all-encompassing relevance of the field theoretic framework beyond the quantum realm of particle physics, in which much of it has been conceived. Most notably, for long, in the absence of a viable quantum theory of gravity, the overlap between field theory and classical gravity has been largely deemed nonexistent. In particular, the conceptual framework of effective field theories (EFTs), which is intimately tied with the notion of renormalization, was widely regarded as uniquely ingrained in the domain of quantum field theories (QFTs). In order to dispel the latter fallacy, however, suffice it to acknowledge that ‘renormalization’ can in fact be taken as synonymous with ‘resolution of physical scales’. Once this realization is made, it becomes clear that the framework of EFTs is evidently a universal one, and that it can be applied on any wide range of physical scales. Moreover, the EFT framework is a solid and powerful one, providing an inherent setup strategy and a robust toolbox, geared towards yielding high precision predictions to a desirable accuracy.

Indeed, just over a decade ago, an EFT approach to handle gravitational waves (GWs), emitted from inspiralling compact binaries, which are analytically treated with post-Newtonian (PN) gravity\(^1\), was put forward by Goldberger et al.\(^2\)\(^-\)\(^4\). This novel approach has resulted, in turn, further applications of EFTs in classical gravity. Notably, significant progress was demonstrated in the application of EFTs to higher dimensional gravity in the context of large extra dimensions\(^5\)\(^-\)\(^9\). Further, also in the context of GWs, an investigation of an EFT treatment for the extreme mass ratio inspiral (EMRI) case of compact binaries, was initiated in Ref. 10. Moreover, within a decade the initial EFT approach to PN gravity has been able – in important sectors of the theory – to catch up and go beyond the spectacular state of the art\(^11\), already accomplished within the traditional framework of General Relativity (GR).
In what follows we highlight the main meaningful unique advances made in the EFT approach to PN gravity, yet more importantly, we point to the main prospects on a broader scope of using field theory to study gravity, stretching from delivering highly demanding accurate predictions for real-world GW data, to confronting our fundamental grasp of QFTs and gravity theories at all scales.

2. From Gravitational Waves to Gravity at all Scales

Significant progress was made via the EFT approach to PN gravity, which is concerned with the analytical prediction of the inspiral portion of the GW signal. While this progress is evident and encouraging, it crucially serves to illustrate the great potential, still awaiting, in the use of field theory to study gravity, with many implications at various levels. First, there are clear anticipated developments still within the EFTs of PN gravity and the theoretical modeling of the GW signal. Further, even if still only in the context of GWs, modern advances in scattering amplitudes hold the promise to possibly enable an analytical treatment of the GW signal in its entirety, that is also in the strong field regime, beyond the inspiral phase. This may significantly improve upon the current phenomenological GW modeling, which relies heavily on the effective-one-body (EOB) formulation, by allowing for a smooth analytical model of the whole signal. Yet, more broadly, these advances from scattering amplitudes also importantly allow us to study gauge and gravity theories at a fundamental level, across the classical and quantum regimes.

Let us first review the main unique advancements accomplished within the EFTs of PN gravity so far. The most notable and extensive progress was realized in the treatment of the spinning sector, with several new higher order PN corrections. Next-to-leading order (NLO) effects in the conservative sector were first tackled in Refs. 13, 14, 15, following Refs. 16, 14, and further resolved and extended to the current state of the art, at the fourth PN (4PN) order for rapidly rotating compact objects, in Refs. 17, 18, 19, 20, 21, 22, 23, following Refs. 17, 24, 20, 18. Further, partial results at NLO in the radiative sector were presented in Ref. 25. Moreover, following Ref. 26, which also led to a new finite size correction of radiation reaction in classical electrodynamics, and Refs. 28, 29, a leading order effect of radiation reaction with spins was obtained in Ref. 30. All in all, beyond the specific new PN results obtained with spins, there has been an improvement in the understanding of classical spins in gravity.

Another remarkable finding in the field was the uncovering of classical renormalization group (RG) flows of the Wilson coefficients, which characterize the effective theories, both at the one-particle level, and at the level of the composite system, for the multipole moments of the binary. These give rise to higher order PN logarithm corrections, which constitute unique predictions of the EFT framework. In addition, the 2PN order correction for a generic \(n\)-body problem was considered in Ref. 33, where automated computations were first advocated. Finally, the ‘EFTofPNG’ code for high precision Feynman calculations in PN gravity was
created\textsuperscript{34}, comprising the first comprehensive code in PN theory made public. The code consists of independent modules for easy adaptation and future development, where some prospects of building on this state of the art PN technology for various research purposes, were outlined in Ref. 35.

Within the methodology of the EFTs of PN gravity, there are several important directions, where development is required. The first is the solution of higher order PN equations of motion (EOMs) for accurate orbital dynamics. One interesting related way to find such closed form solutions, is the dynamical RG method, suggested in Ref. 36. Further, the treatment of non-conservative sectors with the EFTs of PN gravity has been rather limited, and so these various sectors should be tackled with a proper EFT formulation, and implementation for new PN results. Another objective to follow is the possible improvement or extension of the EFT formulation for spinning objects. For example, an alternative EFT formulation, which is ideally suited for the treatment of slowly rotating objects, based on a coset construction, was presented in Ref. 37. Further investigation is required in order to see whether these independent EFT formulations may possibly be integrated, and entail an even better understanding of classical spins in gravity. Next, we note the analysis of the mass- and spin-induced Wilson coefficients, and of the binary multipole coefficients, which also mostly remains to be approached via formal EFT matching. Finally, the continual public development of the ‘EFTofPNG’ code, or similar open codes, is required in order to keep up to date with the actual progress in PN theory. In that regard, it is important to note that classical theories of gravity, which modify GR in the IR, motivated by the cosmological constant problem and the dark matter puzzle\textsuperscript{38–41}, can be incorporated in a rather straightforward manner into the ‘EFTofPNG’ code, in order to study their analytical predictions for the GW signal from the compact binary inspiral, see, e.g., Refs. 42, 43, 44.

2.1. Advances and prospects for gravity in field theory

Ultimately, we would like to invoke the correspondence – at any level – between gauge and gravity theories, in order to push beyond the state of the art in high precision computation for concrete analytical predictions of the real-world GW signal, as well as to directly ameliorate our fundamental understanding of the foundations of these theories, in particular of gravity. These objectives can be considerably facilitated by turning to modern field theory advances in the domain of scattering amplitudes, see, e.g., Ref. 45. In fact, the field of EFTs in PN gravity, on which we have focused hitherto, and of scattering amplitudes, which are both directly concerned with baldly tackling demanding high precision computation driven by experiment, share more profound parallels beyond the obvious robust technical tools they entail, see, e.g., in Ref. 46. Both of these fields push to the exposure of the universal commonalities across classical and quantum field theories, and drive us to confront our fundamental grasp of the underlying foundations of these theories. One crucial difference to note, though, between these fields, is that where in
scattering amplitudes the computational outcome is directly related with the physical observables, the objects which are commonly computed in classical gravity are coordinate/gauge dependent quantities.

Let us then note, more specifically, some prospective avenues to deploy this broad correspondence of gauge theories and gravity. First, there is the standard working knowledge, which can be exchanged between the theories, e.g. multi-loop techniques in QFT, such as integration by parts (IBP), and high loop master integrals, along with other Feynman calculus and technology\textsuperscript{34,35,46}. This was nicely demonstrated, e.g., in Refs. 47, 48, where an analytic evaluation of a four-loop master integral was provided for the first time from the classical gravity context. Furthermore, modern scattering amplitudes advances, such as the BCFW on-shell recursion relations\textsuperscript{49}, and generalized unitarity methods, which imply that tree level data encodes all multiplicity at the integrand level, were put forward to extract classical higher order loop results for gravitational scattering\textsuperscript{50–53}. Such a scattering treatment may also enable to analytically tackle the strong field regime of the GW signal, and hence smoothly model analytically the entire signal, as we noted above.

Yet, of particular interest are the novel intriguing color-kinematics or BCJ duality relations, and the related double copy correspondence\textsuperscript{54,55}, see, e.g., review in Ref. 56, which were discovered in the context of high loop computations of amplitudes in supersymmetry and supergravity theories. Such relations were already known from string theory to hold at tree level, but formulated in terms of the novel generic double copy correspondence, these relations have been successfully used to study UV divergences of supergravity theories. This recent new perspective on gravity, viewing gravitons as double copies of gluons, suggests that even the simplest gauge theories and GR are in fact frameworks, which are intimately connected. Though this correspondence was uncovered in the perturbative context, it was also found, remarkably, that particular classical exact solutions in GR, are in fact double copies of exact “single copy” counterparts in corresponding gauge theories. Such classical solutions include all vacuum stationary solutions, most notably, Kerr black holes, as well as their higher dimensional generalizations, see Ref. 57 and references therein. Yet, the underlying origin of these perturbative relations, as well as their essential connection to the particular classical exact correspondence revealed, are yet to be uncovered.

In conjunction with the recent novel methods from scattering amplitudes, it is expected that this double copy correspondence can be used to advance the analytical calculations for the theoretical prediction of the GW signal, which may also help to shed more light on the nature and origin of this correspondence. Related with that end, an important time dependent case was studied in terms of the exact double copy of the Kerr-Schild form, of an arbitrarily accelerating point source\textsuperscript{57}. In this case the radiation current is double copied to the radiation stress-energy tensor in Fourier space, and both are related to the corresponding scattering amplitudes, which can be obtained from the amputated currents. Hence, the work in Ref. 57
made a first explicit connection between the classical double copy in an exact form, to that in the perturbative scattering amplitudes context. At this point it should also be stressed, that from the scattering amplitudes context, it is already known that gluon amplitudes can double copy to arbitrary combinations of amplitudes for gravitons, and the additional unobserved dilaton and B fields, depending on the choice of the polarization states in the gauge theory amplitudes. This was indeed an ambiguous issue in Ref. 58, which built on Ref. 57, and that subsequently Ref. 59 set out to address, with Ref. 60 following up successfully at NLO.

Finally, we note the topic of soft graviton theorems for scattering amplitudes, which were recently demonstrated to be equivalent to gravitational memory effects, as part of a triple equivalence of the IR structure of gauge and gravity theories among soft theorems, asymptotic symmetry, and memory effects \cite{61}. The latter may have observable signatures on the GW signal.
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We determine the binding energy, the total gravitational wave energy flux, and the gravitational wave modes for a binary of rapidly spinning black holes, working in linearized gravity and at leading orders in the orbital velocity, but to all orders in the black holes’ spins. Though the spins are treated nonperturbatively, surprisingly, the binding energy and the flux are given by simple analytical expressions which are finite (respectively third- and fifth-order) polynomials in the spins. Our final results are restricted to the important case of quasi-circular orbits with the black holes’ spins aligned with the orbital angular momentum.
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1. Introduction

The general relativistic two-body problem, in particular the description of compact binaries, as one of the most important sources of gravitational waves (GW) detectable from Earth, poses a large challenge for analytical as well as numerical calculations. Accurate waveform models are an essential ingredient for the detection of GW signals. The detections of such signals\textsuperscript{1} have demonstrated the success of the approaches, but the need for more accurate and more general descriptions of binary dynamics in general relativity (GR) persists and will grow with future more sensitive GW detectors. Several (perturbative) analytic approaches to the two-body problem in GR have been developed. Among others, the post-Newtonian (PN) expansion\textsuperscript{2}. It is an analytic approach for arbitrary mass ratio compact binaries in the weak-field, slow-motion (characterized by $\epsilon_{\text{PN}} \sim v^2/c^2 \sim Gm/rc^2$) and small spin regime (determined by the expansion parameter $\epsilon_{\text{spin}} \sim Gm\chi/rc^2$)\textsuperscript{a}. Analytic results from the PN approximation, together with numerical descriptions of the late inspiral, plunge, and merger, can be combined synergetically in effective-one-body (EOB) models\textsuperscript{3,4}.

Previously, PN results for binary black holes (BBHs), in particular the description of spinning BBHs was computed up to 4PN order\textsuperscript{5}; for the leading orders at various orders in spin see Refs. 6–13. For spin-dependent leading orders in the radiative sector, see Refs. 14–17.

\textsuperscript{a}With $cS/Gm^2 = \chi \in [0, 1)$, the dimensionless spin parameter.
However, by treating both expansion parameters separately, we are able to derive compact analytic expressions for gauge-invariant quantities (GW energy flux, GW modes, conserved energy etc.) for a BBH at the leading PN orders to all orders in the BHs’ spins – treating the spins nonperturbatively.

2. Effective action

In a harmonic-gauge framework, with a linearized metric perturbation $h_{\mu\nu} = g_{\mu\nu} - \eta_{\mu\nu}$, following the derivations in Refs. 19 and 20, we implement an effective action of a two point-particle system with a spin-induced multipole structure (for each particle) and respective multipole couplings to the gravitational field. In $G = c = 1$ units, this effective description is split into particle- and spin-kinetic terms $S_{\text{kin}}[T_A]$, interaction terms $S_{\text{int}}[h, T_A]$ of the $A$th black hole and a term, $S_G[h]$, containing the gravitational field’s dynamics at linear order in $h_{\mu\nu}$, so that

$$S_{\text{BBH}}^\text{eff}[h, T_1, T_2] = S_G[h] + \{S_{\text{kin}}[T_1] + S_{\text{int}}[h, T_1] + (1 \leftrightarrow 2)\}.$$ 

The Wilson coefficients in Ref. 18 were set to unity through a matching procedure to Kerr spacetime, as outlined in Ref. 20. This way, all spin-induced multipoles of the black holes are coupling to the linear metric perturbation $h_{\mu\nu}$ by (still containing nonlinear velocity contributions)

$$S_{\text{int}}[h, T_A] = \int dt \left\{ \sum_{\ell=0}^{\infty} \frac{mU^\mu_A T^\nu_A}{2\gamma A!} \text{Re} \left[ i^{2\ell+1} a^L_2 \epsilon_{\mu\nu} \partialL h_{\mu\nu} + i^{\ell-1} a^L_1 \alpha \partialL h_{\beta\mu} \right]\right\},$$

where $a^L_\mu$ is the spin 4-vector, $U^\mu_A$ the velocity 4-vector (parameterized by coordinate time $t$) and $\gamma_A$ the Lorentz factor of the $A$th BH respectively. $h$ encompasses the gravitational degrees of freedom and $T$ encodes the multipolar degrees of freedom of the individual black holes. Note, we used the multi-index notation $L := \mu_1 \ldots \mu_\ell$.

This interaction term arises from considering all possible combinations of the vacuum Riemann tensor, multipole moments and particle’s velocities at linear order in the metric perturbation, under the restriction of reparameterization invariance.

3. Conservative dynamics

From the above action principle, the linearized field equations in the near zone of the binary can be deduced (to linear order the velocities) and solved to all orders in spin. A Fokker-type action with Lagrangian (including all spin-spin couplings in this linearized framework with up to linear velocity contributions)

$$L = \left[ -m_1 + \frac{m_1}{2} v_1^2 + \frac{i}{2} S_1 (v_1 \times \dot{v}_1) + S_1 \cdot \Omega_1 + (1 \leftrightarrow 2) \right]$$

$$+ m_1 m_2 \sum_{\ell=0}^{\infty} \frac{(-1)^\ell}{(2\ell)!} \left[ a^2_0 + \frac{2v^\rho a^\rho_0 a^L_1}{(2\ell+1)} \partialL \right] \partialL^{-1}$$

in the center-of-mass frame, is obtained. We introduced the BHs’ masses $m_A$, 3-velocities $v_A(t)$, spin 3-vectors $a_A = S_A/m_A$ and combination $a_0 = a_1 + a_2$, as
well as the BHs’ separation vector $\mathbf{r}$ with $r = |\mathbf{r}|$ and the angular velocity vector $\mathbf{\Omega}_A$. The equations of motion for the BBH, in a quasi-circular limit and for spin vectors aligned with the orbital angular momentum of the system, can be resummed and solved for the angular frequency $\omega$ of the orbits in compact fashion. To linear order in the metric perturbation $h_{\mu\nu}$ and velocities $\mathbf{v}$ (i.e., at leading PN order), but to all orders in the spins $a_A$, the angular frequency is given by $\ddot{\mathbf{r}} = -\omega^2 \mathbf{r}$, with $\omega^2 = M/r[\mathbf{v} - v(2a_0 + \sigma^*)](r^2 - a_0^2)^{-3/2}$. Here we defined $M = m_1 + m_2$ and $\sigma^* = |\mathbf{\sigma}^*| = |m_2 \mathbf{a}_1 + m_1 \mathbf{a}_2|/M$.

Gauge-invariant quantities (e.g., Noether charges or the GW modes) are conveniently expanded in the commonly used expansion parameter $x = (M\omega)^{2/3}$, such that $\epsilon_{\text{PN}} \sim x$ and $\epsilon_{\text{spin}} \sim x\chi$. In the following $\chi$ serves as book keeping parameter for the order in spin considered (e.g., $a_A \sim \mathcal{O}(\chi)$, $a_0^3 \sim \mathcal{O}(\chi^2)$, ...). At each order in $\chi$, we consider the lowest order in $x$, i.e., the leading PN order at each order in spin. Notice that this is different from the traditional PN order counting in $1/c^2$ (since we treated $\epsilon_{\text{spin}}$ and $\epsilon_{\text{PN}}$ as independent).

The conserved energy and total angular momentum of the two-body system can be obtained as the associated Noether charges of (1). Recasting the angular frequency $\omega$ in $x$ yields, together with the respective Noether charges as functions of $r$, the binding energy $E(x)$ and total angular momentum $J(x) = L(x) + m_1 a_1 + m_2 a_2$ perpendicular to the orbital plane of the BBH at the leading PN orders at all orders in spin

$$E(x) = -\frac{\mu x}{2} \left\{ 1 + \frac{x^{3/2}}{3M}(7a_0 + \delta a_-) - \frac{x^2 a_0^2}{M^2} - \frac{x^{7/2} a_0^2}{M^3}(a_0 - \delta a_-) \right\},$$

$$L(x) = \frac{\mu x^{1/2}}{2} \left\{ M - \frac{5}{12} x^{3/2}(7a_0 + \delta a_-) + \frac{x^2 a_0^2}{M} + \frac{3x^{7/2}}{4M^2} a_0^2(a_0 - \delta a_-) \right\}.$$

Where the symmetric mass ratio $\nu = \mu/M$, the antisymmetric mass ratio $\delta = (m_1 - m_2)/M$, and $a_-$ being the projection of $a_- = a_1 - a_2$ orthogonal to the orbital plane.

Remarkably, the spin-expansions of the binding energy $E$ and orbital angular momentum $L$ terminate after cubic-in-spin contributions. Note that this polynomial structure in spin hinges on the use of $x$ (or $\omega$) as the variable in the conserved quantities.

4. Radiative sector

The far zone dynamics, i.e., the gravitational effects at future null infinity, are related with the near zone dynamics through a matching of the PN solution obtained above and the far zone post-Minkowskian expansion. The matching procedure yields a relation between the source multipole moments and the emitted GW modes and total GW energy flux at future null infinity. The GW polarization waveform $h_+ - ih_\times = \sum_{\ell,m} -2Y_{\ell m} h_{\ell m}$ is projected onto a basis of spin weighted spherical harmonics $-s Y_{\ell m}$. The GW modes $h_{\ell m}$ are explicitly given in eq. (84) of
Ref. 20. The spin expansion of the even-$m$ modes terminates at a finite order. The odd-$m$ modes have contributions at all orders in spin, though they are resumed in a compact form, i.e., terms like $\sqrt{M^2 + x^2a_0^2}$ appear. Expanding these term, $\sqrt{M^2 + x^2a_0^2} = M + x^2a_0^2/(2M) - x^4a_0^4/(8M^3) + \mathcal{O}(x^6\chi^6)$, yields the contributions at the leading PN order at each order in spin.

In an adiabatic approximation, at the leading PN orders at each order in the BHs’ spin, we find the total GW energy flux

$$F = \frac{\mu^2 x^5}{M^2} \left[ \frac{32}{5} - \frac{8x^{3/2}}{5M} \left\{ 8a_0 + 3\delta a_- \right\} + \frac{2x^2}{5M^2} \left\{ 32a_0^2 + a_-^2 \right\} \right]$$

$$- \frac{4x^{7/2}}{15M^4} \left\{ 16a_0^3 + 2a_0a_-^2 + 52\delta a_0 a_- + \delta a_-^3 \right\} + \frac{2x^4a_0^2}{5M^4} \left\{ 16a_0^2 + a_-^2 \right\}$$

$$+ \frac{2a_0^2x^{11/2}}{15M^5} \left\{ 64a_0^3 + a_0a_-^2 + 68\delta a_0 a_- - 3\delta a_-^3 \right\}.$$ 

Again, the infinite sets of spin-induced multipolar interactions of the two BHs remarkably cancel out at higher than quintic-in-spin contributions. Hence, the total energy flux conveys full information about the spin effects at leading PN order in the first five terms of the spin expansion.

5. Conclusion

We determined the binding energy, the gravitational wave modes and total energy flux emitted by a spinning nonprecessing binary black hole in quasi-circular motion at leading post-Newtonian orders at all orders in spin. Our results include contributions of arbitrarily large PN order, counting in $1/c^2$. In particular, we obtained for the first time the quartic-in-spin contributions to the 4PN waveform and total energy flux, along with all higher-order-in-spin contributions at the corresponding leading PN orders. Remarkably, the binding energy, the total energy flux, as well as the even-in-$m$ gravitational wave modes only contain a finite number of nonzero contributions in their spin expansions at leading post-Newtonian order.

Conversely, the modes where all powers in spin appear are nevertheless rather compact, which can be used to improve the resummation of modes, e.g., in the synergetic EOB waveform model. Though our results are only valid for aligned spins, they can still be used to approximate waveforms from precessing binaries.
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There are various models that were proposed as scalar fields for inflation, some of these with an ‘attractor solutions’ to which the system evolves. For each of these models, we have a different evolution of the energy density for relativistic matter and dark matter, which were created during the reheating period, at the end of inflation in the early Universe, as a result of the ‘inflaton’ decay. Furthermore, the temperature at which the reheating takes place also depends on the type of scalar field. In this work, we consider the polynomial scalar field (chaotic inflation) of the sixth degree, and we study it with numerical methods varying the ‘free parameters’ a, b, c, obtaining the attractor behavior in particular conditions. Finally, we calculate the reheating temperature, establishing, for this case, that we are in the regime of \textit{good reheating}.

1. Scalar Field Dynamics

During inflation, the Universe is dominated by a scalar field ‘\( \varphi \)’, the \textit{inflaton}, which causes the accelerated expansion. The field behavior is given by the potential \( V(\phi) \). The field ‘rolls’ along the potential (the so-called \textit{slow-roll inflation}, see Figure 1 on the right) and stops in the minimum, after that inflation ends.

![Figure 1](image_url)

Fig. 1. On the left, form of the chaotic potential varying the exponent of the power scalar field \( \alpha \). On the right, the quadratic potential: the circles show the inflaton field at various stages of its evolution. When the circle reaches the minimum, the inflation ends. So the circle starts to oscillate around the minimum and the reheating phase begins.

The simplest potentials which describe the inflation are (see Figure 1 on the left):

\[ V = a \times \phi^\alpha \quad a = \text{const}, \quad \alpha = 2, 4, 6 \]

This kind of potential, proposed by Linde, is said ‘\textit{chaotic inflation}'. It is symmetric and has a minimum for \( \phi = 0 \), where \( V = 0 \).
Fixed $\alpha$, the coefficient $a$ can be calculated with the following formula:\(^3\):

$$
g \frac{M_{Pl}^{4-n}}{n} = \frac{3}{8\pi} \left( \frac{n}{4} \right)^2 \left( \frac{4\pi}{nN_e} \right)^{(n+2)/2} \cdot \Delta_R^2.
$$

where $M_{Pl}$ is the Planck mass, $\Delta_R$ is the amplitude of the scalar perturbation, whose value is $5 \times 10^{-5}$ and $N_e$ is the e-folding number. So, assuming $N_e = 60$, we obtain:

- $a \leq 10^{-14}$ if $\alpha = 4$;
- $a \leq 10^{-15} M_{Pl}^{-2}$ if $\alpha = 6$.

2. Attractor Solution

In the phase space, these potentials have attractor solution to which its solutions must converge over time (see Figure 2 on the left, for the quadratic potential). If we consider a potential with all the three terms:

$$V = a \times \varphi^2 + b \times \varphi^4 + c \times \varphi^6$$

When $a > b, c$ we have no changes (Figure 2 on the right, in red). But if $b$ and/or $c$ is of the same order of $a$, we have a pick (in blue). In fact, in this case the potential is less inclined (Figure 1, left), and the solution, at first, converges more slowly.

![Figure 2](image)

Fig. 2. Phase portrait in the $(\varphi, \dot{\varphi})$-plane of the dynamics of a scalar field for a quadratic potential (left) and for a sixth grade potential (right). For the last case, we plot the solutions for different values of the coefficients. It’s clearly visible the pick, putting appropriate coefficients. This illustrates the mechanism of attraction toward the slow-roll solution.

3. Reheating Phase

During inflation, all the energy density is concentrated in the scalar field. This energy density can be used to be transformed in other form, for example radiation. This process of conversion is called **reheating**, while the temperature at which the process takes place is called **reheating temperature**. Let’s see what happen during this process. Just before of the end of inflation the Universe is cold and
hibernated in a state of low entropy: in fact, \( T(t) \sim a^{-1}(t) \), where \( T(t) \) is the temperature as a function of the time. The scalar field starts to move quickly along the Hubble time-scale, and starts to oscillate around the minimum of the potential (see Figure 1 on the right). During this process, the inflaton can decay, producing light energetic particles. So, the interaction of the inflaton provides a probability decay \( \Gamma \). This phase end when all the energy is in thermal equilibrium with the radiation.

![Fig. 3. Oscillations of the field \( f \) after inflation for quadratic potential (left) and for sixth grade potential (right) varying \( \Gamma \). For the last case, we have a more oscillations because of the potential form.]

The Figure 3 on the left shows the behavior of \( \phi \) during reheating for quadratic potential. At the end of inflation \( \Gamma \) is small, but later it increases, damping the oscillations. When \( \Gamma \sim H \), the reheating end. If \( \Gamma < 3H \), the reheating can’t start, and we have a slow-roll phase. If we consider the sixth grade potential (eq. 1), we have the same behavior, but with a greater number of oscillations and a smaller amplitude (see Figure 3 on the right). This happens because of the potential form: it’s less curved and wider in the minimum (Figure 1 on the left), so that the scalar field, having a less space, oscillates with greater frequency.

Now, we investigate the matter creation process during the reheating period. For this purpose, we consider the Universe as an open thermodynamics system, restricting our analysis to the case of a flat FRW metric. During the reheating, the constituents of the Universe are the inflationary scalar field, the ordinary matter, and the dark matter, assumed to be perfect fluid. So, the total energy density \( \rho \) is:

\[
\rho = \rho_\phi + \rho_{DM} + \rho_m
\]

Let’s see what are the equations which describe the reheating process. First of all, we have got to consider the dynamics of the scalar field and the matter. From the respective components of the energy-momentum tensor in a flat space-time, and applying them the energy conservation law, we have:

\[
\ddot{\phi}\dot{\phi} = 3H\dot{\phi}^2 + V'(\phi)\dot{\phi} + \dot{\rho}_m + 3H(\rho_m + p_m) = 0.
\]
In order to describe the transition process between the scalar field and the matter component, we introduce the friction term $\Gamma$, so we can decompose the previous equation in two equations:

$$\ddot{\phi} = 3H \dot{\phi} + V'(\phi) + \Gamma \dot{\phi} = 0 \quad \rho_m + 3H(\rho_m + p_m) - \Gamma \dot{\phi}^2 = 0. \quad (2)$$

For the dark matter, we can consider a similar equation. Moreover, we need to consider the balance equation of the particle flux vector in the FRW geometry:

$$\Psi_m = \dot{n}_m + 3Hn_m$$

We assume that the function $\Psi$ is proportional to the energy density of the inflationary scalar field $\rho_\phi$, and introducing the friction term $\Gamma$, we get:

$$\dot{n}_m + 3Hn_m = \frac{\Gamma_m}{m_m} \rho_\phi \quad (3)$$

We also consider the Einstein gravitational field equations in a flat FRW Universe, which, with inflationary scalar field, ordinary matter and dark matter fluids, becomes:

$$3H^2 = \frac{1}{m_{Pl}^2} (\rho_\phi + \rho_{DM} + \rho_m) \quad (4)$$

The particle creation is essentially determined by the energy density $\rho_\phi$ and pressure $p_\phi$ of the scalar field $\phi$.

![Fig. 4. Time variation of the dark matter energy density (left) and of the radiation (right) during the reheating period in the presence of a quadratic potential, varying the rate decay $\Gamma$.](image)

The equations (2), (3) and (4) form a system of differential equations, which can be solved numerically. The Figure 4 shows the behavior of dark matter (on the left) and ordinary matter (on the right) for different values of $\Gamma$, while the scalar field decreases to zero. In fact, matter is created at the expense of the field. As we can see, it’s possible to distinguish two phases: in the first, the matter energy density increases from zero to a maximum value; in the second, the matter energy density begins to decrease because of the expansion of the Universe, which becomes the dominant force. On the other hand, the energy density of the scalar field decreases
during the reheating phase, and tend to zero in the large time limit. During this phase, the Universe continues to accelerate because of the negative creation pressure, which induces an additional acceleration.

![Figure 5](image)

**Fig. 5.** The same as Figure 4, but with a sixth grade potential, with fixed $\Gamma$.

On the other hand, considering the sixth grade potential (see Figure 5, left and right), we observe a pick at the beginning of reheating and, after that, the density rapidly decreases. Also in this case, we can attribute this behavior to the potential form: there is a large particles production when reheating starts, but after the scalar field decays.

Finally, we must calculate the reheating temperature. At the end of inflation, $T_{reh}$ must have an upper limit because of the Hubble parameter, which decreases in time:

$$\frac{T_{max}}{M_{pl}} < \left( \frac{90}{8\pi^3 g_*} \right)^{1/4} \left( \frac{H_e}{M_{pl}} \right)^{1/2}$$

where $g$ is the number of the degrees of freedom (its value is \(\sim 100\)). In fact, at the end of inflation, the slow-roll parameter $\varepsilon \sim 1$, from which we can estimate $H_e$ for different potentials $V(\varphi_e)$. Then, we obtain*:

\[
\begin{align*}
\checkmark & \quad T_{reh} \leq 2 \times 10^{15} \text{ GeV} & \text{if } \alpha = 2, \\
\checkmark & \quad T_{reh} \leq 10^{15} \text{ GeV} & \text{if } \alpha = 4, \\
\checkmark & \quad T_{reh} \leq 8 \times 10^{14} \text{ GeV} & \text{if } \alpha = 6
\end{align*}
\]

So, the model of potential that warms the Universe better, when the reheating phase begins, is the quadratic potential. For comparison, the maximum temperature, independent from the kind of potential considered, is: $T_{max} \leq 10^{16}$ GeV.

*In this proceeding, we not consider the self-coupling of the inflaton. In the case of weakly-coupled inflaton, the Temperature is lower: $T_{reh} \leq 10^{12}$ GeV.
4. Conclusion

Summarizing, during the reheating phase the production of particles takes place, due to the decay of the inflationary scalar field. We got a plot describing the evolution of the matter in the time for the sixth grade potential using the Einstein equations and the components of the energy-momentum tensor, and we compared it with the case of the quadratic potential. So, we can say that a different function of the scalar field have some consequences on the inflation theory. The next goal is to understand what is the best potential for inflation. I mean, is the quadratic potential a good approximation to understood inflation (and the other terms of higher order are only little corrections)? Or do we need to add other terms yet? In fact, we can see the sixth grade potential as a Taylor expansion of the hyperbolic cosine.
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I provide a brief summary of the work done on asymptotically flat black holes with synchronised hair. These black holes form families of solutions that interpolate between vacuum Kerr black holes and Bose-Einstein condensates of massive bosonic fields.
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1. Testing the Kerr hypothesis

The Kerr hypothesis is the conjecture that astrophysical black holes, when near equilibrium, are approximately described by the Kerr metric. This hypothesis is motivated by the electro-vacuum uniqueness theorems, but it is a conjecture when considering arbitrary sorts of matter or fundamental fields.

Testing, theoretically, the Kerr hypothesis amounts to keep some healthy skepticism about this idea, which, albeit not in tension with any observation at present, is far from proved in any rigorous theoretical or observational sense. In particular one may ask: 1) are all astrophysical black holes in equilibrium exactly represented by the Kerr metric? or 2) Are all these black hole of the same type? or, allowing for an even more dramatic possibility, 3) Are all these astrophysical black hole candidates really black holes?

2. Good models

The Kerr solution is not just the unique theoretical vacuum black hole model; it is a good model. One may postulate some broad theoretical criteria for a good theoretical model of a compact object: 1) It should appear in a well motivated and consistent physical model (at least as an effective field theory); 2) It should have a dynamical formation mechanism; 3) It should be sufficiently stable. Here the key word is "sufficiently". Indeed absolute stability is not mandatory for physical relevance, that always hinges on a competition of timescales for any putative instability as compared to other relevant astrophysical processes. As an extreme example, an astrophysical object that has a slowly growing instability, with an e-folding time comparable to the Hubble time, is, for all astrophysical processes, effectively stable. For Kerr, 1) is General Relativity (GR), 2) is gravitational collapse and 3) has been established at the level of mode stability.

To match observations, moreover, the good model must give rise to the right phenomenology, including all electromagnetic observables (X-ray spectrum, shadows, QPOs, star orbits, etc), for which, however, current data is not particularly
constraining and the need for astrophysical modelling often yields degeneracies that prevent significant constraints. In this respect the gravitational wave channel, being more pristine, is also more promising. But at the moment we can only expect data for events with a limited range of black hole masses (say, between 1-100 solar masses). LISA will, of course, improve this prospect.

As mentioned above, there is no clear tension between the Kerr model and current observations. Still, given the precision and spread of observations will increase in the next decades, it is certainly worth asking if there are other theoretically sound models that have different ”good” black holes, and how different is their phenomenology.

3. No-hair theorems

There are two meanings for “black hole no-hair theorems” in the literature. Firstly, the uniqueness theorems\(^2\) are often called no-hair theorems. This falls under the rationale that the uniqueness theorems show electro-vacuum, physical, single black hole spacetimes have essentially no structure/no multipolar freedom/no hair. Despite the fact that Kerr black holes have a non-trivial multipolar structure,\(^7\) this structure is completely determined by the mass and angular momentum, the two only macroscopic degrees of freedom they are allowed to have. Secondly, in models beyond electrovacuum (i.e. with more general matter content and/or modified gravitational field equations) one can establish (typically partial) results on the inexistence of new black hole solutions with other degrees of freedom rather than those associated to Gauss laws, and hence gauge symmetries, such as total mass, angular momentum (and electric-type charges). Many such no-hair theorems, in models with scalar fields for instance, have been established.\(^8\) The scalar field case is particularly appealing as a test ground, since scalar fields are technically simple and are well motivated in models beyond the standard model of particle physics (string theory, supersymmetry, multi-Higgs, Kaluza-Klein, etc). But many examples of “hairy” black holes have also been found, even in models where no-hair theorems exist, by circumventing one or more of the assumptions. Typically these models violate either explicitly or effectively energy conditions. A different type of mechanism that has been found to allow for black hole hair is the synchronisation mechanism.

4. The synchronisation mechanism

In 2014, a new type of asymptotically flat, black hole spacetimes with a new macroscopic degree of freedom was constructed.\(^9\) The model was Einstein’s gravity minimally coupled to a massive complex scalar field. The scalar field has an associated global charge, a Noether charge, but since the scalar field is not gauged, this charge does not have an associated Gauss law. Thus, it provides the black hole with hair. Physically, if the scalar field falls into the black hole, this charge vanishes (unlike,
say, electric charge, due to the Gauss law). Thus, the scalar field needs to be in a non-linear equilibrium with the black hole, for this Noether charge to be non-trivial.

This example of hairy black holes occurs in GR, not modified gravity. The matter obeys all relevant energy conditions. The black holes are asymptotically flat, regular on and outside an event horizon, they continuously connect to the Kerr solution, to which they reduce in the limit where the scalar field vanishes. They also connect continuously to relativistic Bose-Einstein condensates called boson stars, to which they reduce in the limit where the horizon size is reduced to zero. They have an independent scalar charge which is primary hair. They can form dynamically and be sufficiently long lived (see below). Although these solutions have been constructed numerically, an existence proof has been provided. Moreover, more than an example, these solutions provide a mechanisms for endowing black holes with hair. Generalisations with self interacting scalar hair, with Proca hair, Kerr-Newman black holes with synchronised hair, higher dimensional Myers-Perry black holes with this sort of synchronised hair, also in AdS, excited states and generalisations with higher azimuthal winding numbers are just some of the examples considered so far.

5. The synchronisation mechanism: physics rationale

The physical understanding for the existence of Kerr black holes in equilibrium with a stationary scalar field configuration can be obtained by a linear analysis. One considers the massive Klein-Gordon equation in the background of a Kerr black hole. Separation of variables can be achieved in Boyer-Lindquist coordinates \((t, r, \theta, \phi)\), by taking a scalar field ansatz of the sort

\[
\Phi = f(r, \theta) e^{-i(\omega t + m \phi)},
\]

where \(\omega\) is the frequency of the mode and \(m\) its azimuthal winding number, and one ends up with solving a radial equation which can be cast in a Schrödinger-like form. Unlike the Hydrogen atom problem of elementary quantum mechanics, however, the generic problem in the Kerr black hole does not admit bound states solutions with a real frequency \(\omega\). This is because the boundary condition at the event horizon (a purely ingoing wave) makes the Hamiltonian non-hermitian. In this generic case, only quasi-bound states are possible, with a complex frequency, wherein the imaginary part, \(\mathcal{I}(\omega)\) is determining the decay (for \(\mathcal{I}(\omega) < 0\)) or growth rate (for \(\mathcal{I}(\omega) > 0\)) of the mode. But for the special case in which the black hole’s horizon angular velocity \(\Omega_H\) is synchronous with the phase angular velocity of the mode \(\omega/m\), that is

\[
\omega = m\Omega_H,
\]

which is the synchronisation condition, \(\mathcal{I}(\omega) = 0\) and true bound states, in the sense of quantum mechanics, exist. These are stationary clouds around Kerr black holes. It was S. Hod who first considered these clouds by specialising to the extremal
Kerr background, in which case the radial equation becomes precisely the same confluent hypergeometric equation that arises in the case of the Hydrogen atom (without spin) in the Coulomb potential. This yields a beautiful and perfect analogy between atomic orbitals and stationary scalar clouds around Kerr black holes. For the non-extremal case the qualitative analogy remains.

For \( \omega > m \Omega_H \), \( I(\omega) < 0 \); this is the decaying regime (the only one which is present in the Schwarzschild case). For \( \omega < m \Omega_H \), \( I(\omega) > 0 \); this is the growing or superradiant regime, in which the mode extracts rotational energy from the Kerr black hole. Thus the stationary clouds exist as zero modes of the superradiant instability of Kerr black holes. Kerr black holes with scalar hair can be seen as the non-linear continuation of these scalar clouds, when they are made heavy and backreact.

How to construct such heavy scalar clouds in a rotating black hole background? It turns out that self-gravitating scalar field configurations of a scalar of the type (1) were already known in the literature: boson stars. So, these hairy black holes can be seen as a rotating boson star in non-linear equilibrium with a central black hole horizon.

Let us remark on how the existence of these black holes with synchronised hair is compatible with well known no-scalar hair theorems. Symmetry non-inheritance between the matter field and the geometry allows them to circumvent the powerful Bekenstein’s theorem and rotation allows them to circumvent the Peña-Sudarksy theorem that applies to spherical symmetry non-inheriting solutions.

6. Black holes with synchronised hair: phenomenological features
Since Kerr black holes with synchronised hair interpolate between the vacuum Kerr solution and boson stars, their phenomenology will be Kerr-like in the vicinity of the Kerr limit, and Kerr-unlike in the vicinity of the boson star limit. This is what has been observed, for instance, at the level of their shadows, Kα-line in the X-ray spectrum, star orbits and their possible relation to observable quasi-periodic-oscillations, or the morphology of accretion disks around them. Consequently, current observations that are compatible with the Kerr model, can only rule out regions in the parameter space wherein deviations are large, but not regions in the parameter space where deviations are small, sufficiently close to the Kerr limit.

7. Black holes with synchronised hair: dynamical issues
It has been known since the 1970s that in the presence of ultra-light massive bosonic fields, astrophysical Kerr black holes would be unstable against superradiance. The end point of this instability has been a lingering question. Recent numerical evidence suggests that the instability saturates when the synchronisation
condition is met,\textsuperscript{38} and that the resulting solutions are Kerr black holes with synchronised hair.\textsuperscript{39,40} As pointed out before these developments, these configurations could not be the end point of the instability, since they are themselves prone to superradiant instabilities.\textsuperscript{41} Recent progress managed to compute the time scale of the superradiant instability of a sample of hairy black hole solutions, all of them very close to the Kerr limit.\textsuperscript{42} These results motivated a bound for the timescale of the leading superradiant instability of Kerr black holes with synchronised hair.\textsuperscript{5} For regions of the parameter space this timescale can be larger than the Hubble scale. Moreover, the instability becomes weaker as the hairiness of the black holes increase, when a proper analysis is performed.\textsuperscript{5} The upshot is that these solutions could form dynamically from the superradiant instability of Kerr and be sufficiently long lived, at least as superradiance goes.

8. Open issues and further remarks

The three theoretical broad criteria given above for a good model of compact object are met by Kerr black holes with synchronised hair: 1) They appear in a well motivated and consistent physical model, which is GR minimally coupled to innocuous, albeit exotic, matter; 2) They have a dynamical formation mechanism (superradiance); 3) They can be sufficiently stable, with an instability timescale for the only known instability – superradiance – above the Hubble time.

Of course, it remains to understand what the ultralight scalar (or vector) field could be from the viewpoint of fundamental particle physics. Here, the issue of fuzzy dark matter may provide an interesting connection.\textsuperscript{43,44} Or if there are other more catastrophic instabilities. In any case, these models illustrate that there exist fairly reasonable theoretical possibilities (albeit with admittedly exotic physics) of alternative models to the Kerr paradigm. Their study is a high risk, high gain endeavour: producing detailed phenomenology will constrain the model and the corresponding exotic physics or, in the best case scenario, provide a smoking gun to this new physics. But above all, testing the Kerr hypothesis by looking for alternative models represents scientific open mindedness.
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In the context of single-field inflation, the conservation of the curvature perturbation on comoving slices, $\mathcal{R}_c$, on super-horizon scales is one of the assumptions necessary to derive the consistency condition between the squeezed limit of the bispectrum and the spectrum of the primordial curvature perturbation. However, the conservation of $\mathcal{R}_c$ holds only after the perturbation has reached the adiabatic limit where the constant mode of $\mathcal{R}_c$ dominates over the other (usually decaying) mode. In this case, the non-adiabatic pressure perturbation defined in the thermodynamic sense, $\delta P_{nad} = \delta P - c_w^2 \delta \rho$, usually becomes also negligible on superhorizon scales. Therefore one might think that the adiabatic limit is the same as thermodynamic adiabaticity. This is in fact not true. In other words, thermodynamic adiabaticity is not a sufficient condition for the conservation of $\mathcal{R}_c$ on super-horizon scales. In this paper, we consider models that satisfy $\delta P_{nad} = 0$ on all scales, which we call global adiabaticity (GA), which is guaranteed if $c_w^2 = c_s^2$, where $c_s$ is the phase velocity of the propagation of the perturbation. A known example is the case of ultra-slow-roll (USR) inflation in which $c_w^2 = c_s^2 = 1$. In order to generalize USR we develop a method to find the Lagrangian of GA K-inflation models from the behavior of background quantities as functions of the scale factor. Applying this method we show that there indeed exists a wide class of GA models with $c_w^2 = c_s^2$, which allows $\mathcal{R}_c$ to grow on superhorizon scales, and hence violates the non-Gaussianity consistency condition.

1. Introduction

A period of accelerated expansion during the early stages of the evolution of the Universe, called inflation,\cite{1, 2, 3} is able to account for several otherwise difficult to explain features of the observed Universe such as the high level of isotropy of the CMB\cite{4} radiation and the small value of the curvature. Some of the simplest inflationary models are based on a single slowly-rolling scalar field, and they are in good agreement with observations. It is commonly assumed in slow-roll models that adiabaticity in the thermodynamic sense, $\delta P_{nad} = \delta P - c_w^2 \delta \rho = 0$ where $c_w^2 = P/\dot{\rho}$, implies the conservation of the curvature perturbation on uniform density slices $\zeta$, and hence the conservation of the curvature perturbation on comoving slices $\mathcal{R}_c$, on super-horizon scales.

In\cite{5} it was shown that there can be important exceptions, i.e. in some cases thermodynamic adiabaticity does not necessarily imply the super-horizon conservation of $\mathcal{R}_c$ and $\zeta$, and that they can differ from each other. This can happen even for models in which $c_w^2 = c_s^2$. Here $c_s$ is the speed of propagation of the curvature perturbation. It turns out that it may be defined as $c_s^2 \equiv (\delta P/\delta \rho)_c$, where the suffix “c” means a quantity evaluated on comoving slices defined by $\delta T^0_0 = 0$ (or equivalently slices on which the scalar field is homogeneous). An example is ultra-slow-roll...
(USR) inflation, in which the flat potential $V(\phi) = V_0$ yields exact adiabaticity $\delta P_{nad} = 0$ on all scales. USR inflation could in principle last for 60 e-folds, but then it would be difficult to make it consistent with observation. Alternatively, one can study models in which a USR phase is followed by a conventional slow-roll phase, at which stage $R_c$ becomes conserved. In USR inflation, both $R_c$ and $\zeta$ exhibit super-horizon growth but their behavior is very different from each other. As it has been stressed in, the non-freezing of $R_c$ has important phenomenological consequences. Since the freezing of $R_c$ on superhorizon scales is a necessary ingredient for Maldacena’s consistency relation to hold, models that do not conserve $R_c$ can actually violate that consistency condition. We note as well that another consequence of superhorizon growth of $R_c$ is that it should be evaluated at the end of inflation, instead of just after horizon crossing.

In this paper focusing on $K$-inflation, i.e., Einstein-scalar models with a general kinetic term, we explore in a general way other single field models which have $c_w^2 = c_s^2$, hence satisfy $\delta P_{nad} = 0$ on all scales which we call globally adiabatic (GA), but which may not conserve $R_c$. We find a generalization of the USR model.

The method we adopt is based on establishing a general condition for the non-conservation of $R_c$ in terms of the dependence of the background quantities, in particular the slow-roll parameter $\epsilon \equiv -\dot{H}/H^2$ and the sound velocity $c_s$, on the scale factor $a$.

We first derive the necessary condition for the comoving curvature perturbation $R_c$ to grow on superhorizon scales. Next we determine $\rho(a)$ and $P(a)$ by solving the continuity equation. Then using the equivalence between barotropic fluids and $K$-inflationary models which satisfy the condition $c_w^2 = c_s^2$, we determine the corresponding Lagrangian for the equivalent scalar field model. Using this method we obtain a new class of GA scalar field models which do not conserve $R_c$.

Throughout the paper we denote the proper-time derivative by a dot ($\dot{} = d/dt$), the conformal-time derivative by a prime ($' = d/d\eta = a d/dt$) and the Hubble expansion rates in proper and conformal times by $H = \dot{a}/a$ and $\mathcal{H} = a'/a$, respectively. We also use the terminology “adiabaticity” for thermodynamic adiabaticity $\delta P_{nad} = 0$ throughout the paper.

## 2. Conservation of $R_c$ and global adiabaticity

We set the perturbed metric as

$$ds^2 = a^2 \left[-(1 + 2A)d\eta^2 + 2\partial_i B dx^i d\eta + \{\delta_{ij}(1 + 2\mathcal{R}) + 2\partial_i \partial_j E\} dx^i dx^j \right].$$

In $^5$ it was shown that independently of the gravity theory and for generic matter the energy-momentum conservation equations imply

$$\delta P_{nad} = \left[\left(\frac{c_w}{c_s}\right)^2 - 1\right] (\rho + P) A_c .$$
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In the case of general relativity, the additional relation $A_c = \dot{R}_c / H$ gives an important relation for the time derivative of $R_c$

$$\delta P_{nad} = \left[\left(\frac{c_w}{c_s}\right)^2 - 1\right] (\rho + P) \frac{\dot{R}_c}{H}. \quad (3)$$

The non-adiabatic pressure perturbation is given according to its thermodynamics definition

$$\delta P_{nad} \equiv \delta P - c_w^2 \delta \rho. \quad (4)$$

This definition of $\delta P_{nad}$ is important because it is gauge invariant and $\delta P_{nad} = \delta P_{ad}$, where $\delta P_{ad}$ is the pressure perturbation on uniform density ($\delta \rho = 0$) slices. It appears in the equation for the curvature perturbation on uniform density slices $\zeta \equiv R_{ud}$ obtained from the energy conservation law,

$$\zeta' = -\frac{H \delta P_{nad}}{(\rho + P)} + \frac{1}{3} \Delta (v - E')_{ud} \quad (5)$$

where $v$ is the 3-velocity potential ($v = \delta \phi / \phi'$ for a scalar field). In general, the curvature perturbations on uniform density and comoving slices are related as

$$\zeta = R_c + \frac{\delta P_{nad}}{3(\rho + P)(c_s^2 - c_w^2)}. \quad (6)$$

A common interpretation of these equations is that when when $\delta P_{nad} \approx 0$ with $c_s^2 \neq c_w^2$, $\zeta$ and $R_c$ are approximately equal because of eq. (6), and they are both approximately conserved on super-horizon scales because of eq. (3). This is in agreement with the well-known coincidence of $\zeta$ and $R_c$ on super-horizon scales for slow roll-models in general relativity, since in this case $c_s \neq c_w$ and $\delta P_{nad} \approx 0$ on superhorizon scales.

The equation (3) is the key relation to understand how $R_c$ depends on the non-adiabatic pressure $\delta P_{nad}$. First of all let us note that this equation is valid on any scale. The advantage of it with respect to eq. (5) is that it does not involve gradient terms, so it allows us to directly relate $\delta P_{nad}$ to $R_c$ if $c_s^2 \neq c_w^2$, while in eq. (5) $\zeta'$ depends on spatial gradients, which in the case of USR are not negligible on super-horizon scales. This explains why in USR in which $c_s^2 = c_w^2 = 1$, both $R_c$ and $\zeta$ are not conserved despite $\delta P_{nad} = 0$.

It should be noted here that for slow-roll attractor models $c_s^2 \neq c_w^2$ in general, and $R_c$ is time-varying on sub-horizon scales. This implies that the non-adiabatic pressure perturbation $\delta P_{nad}$ on sub-horizon scales is not zero. In other words, the attractor models are adiabatic only on super-horizon scales, and we call these models super-horizon adiabatic (SHA).

From eq. (3) we can immediately deduce that in general relativity there are two possible scenarios for the non-conservation of $R_c$,

1. $c_s^2 = c_w^2$, $\delta P_{nad} = 0$,
2. $c_s^2 \neq c_w^2$, $\delta P_{nad} \neq 0$. \quad (7)
Here we focus on the first case. It is trivial to see that because of the gauge invariance of $\delta P_{nad}$ the condition $c_w^2 = c_s^2$ automatically implies $\delta P_{nad} = 0$. The models satisfying the condition $c_s^2 - c_w^2 = \delta P_{nad} = 0$ are adiabatic on any scale, and because of this we call them globally adiabatic (GA). In GA models an explicit calculation can reveal the super-horizon behavior of $\mathcal{R}$, and $\zeta$, as was shown in\textsuperscript{5} in the case of USR. Below, we develop an inversion method to find a new class of models that violate the conservation of $\mathcal{R}$ without solving the perturbations equations.

3. Globally adiabatic K-essence models

The condition $c_w^2 = c_s^2$ has been studied in the context of K-inflation\textsuperscript{6} described by the action ($X \equiv -g^{\mu\nu}\partial_\mu\phi\partial_\nu\phi/2$)

\[
S = \frac{1}{2} \int d^4 x \sqrt{-g} \left[ M_{Pl}^2 R + 2P(X, \phi) \right],
\]

and it was shown that it is satisfied by scalar field models with the Lagrangian of the form,

\[
P(X, \phi) = u(X g(\phi)) \equiv u(Y) \tag{9}
\]

where $u$ and $g$ are arbitrary functions. These models are equivalent to a barotropic perfect fluid, i.e. a fluid with equation of state $P(\rho)$. We note again that these models are adiabatic on any scale (GA), contrary to the slow-roll attractor models, which are adiabatic only on super-horizon scales (SHA). The fact that they are mutually exclusive can be readily seen by considering the hypothetical case of $\delta P_{nad} = 0$ and $c_w^2 \neq c_s^2$. In this case eq. (3) which is valid on any scale would mean $\mathcal{R}$ should be frozen on all scales. In contrast, the condition $c_w^2 = c_s^2$ allows for the curvature perturbation to evolve both on sub-horizon and super-horizon scales.

In\textsuperscript{6} it was shown that is possible to associate any barotropic perfect fluid with an equivalent K-inflation model according to

\[
2 \int_{P_0}^P \frac{du}{F(u)} = \log(Y), \tag{10}
\]

where $F(P) = \rho(P) + P$ and $Y = g(\phi)X$. These models are the ones which could violate the conservation of $\mathcal{R}$ for adiabatic perturbations, since they satisfy $c_w^2 = c_s^2$. It is noted of course that the global adiabaticity is not the sufficient condition for the non-conservation of $\mathcal{R}$. Not all GA models violate the conservation of $\mathcal{R}$ on super-horizon scales.

4. General conditions for super-horizon growth of $\mathcal{R}$

From the equation for the curvature perturbation on comoving slices,

\[
\frac{\partial}{\partial t} \left( a^3 \frac{\partial}{\partial t} \mathcal{R}_c \right) - a\epsilon \Delta \mathcal{R}_c = 0, \tag{11}
\]
we can deduce, after re-expressing the time derivative in terms of the derivative respect to the scale factor \(a\), that on superhorizon scales there is (apart from a constant solution) a solution of the form,

\[
\mathcal{R}_c \propto \int a \frac{da}{a} f(a); \quad f(a) = \frac{c_s^2(a)}{H a^3 \epsilon(a)},
\]

(12)

where we have introduced the function \(f(a)\) for later convenience. In conventional slow-roll inflation \(c_s^2\) and \(\epsilon\) are both slowly varying, hence the integral rapidly approaches a constant, rendering \(\mathcal{R}_c\) conserved. The time dependent part of the above solution corresponds to the decaying mode.

The necessary and sufficient condition for super-horizon freezing is that there exists some \(\delta > 0\) for which

\[
\lim_{a \to \infty} a^\delta f(a) = 0.
\]

(13)

By definition of inflation, \(H\) must be sufficiently slowly varying; \(\epsilon = -\dot{H}/H^2 \ll 1\). So we may neglect the time dependence of \(H\) in eq. (12) at leading order, while \(\epsilon\) and \(c_s^2\) may vary rapidly in time. For models for which \(\epsilon \approx a^{-n}\) and \(c_s^2 \approx a^q\) we get

\[
f \propto a^{q+n-3},
\]

(14)

hence the condition for freezing is

\[q + n - 3 < 0.\]

(15)

If this condition is violated, i.e. \(q + n - 3 \geq 0\), then the solution (12) will grow on super-horizon scales. This happens for example in USR, which corresponds to \(c_s^2 = 1\) and \(\epsilon \propto a^{-6}\), i.e. \(q = 0\), and \(n = 6\). In general, we expect that \(q\) would not become very large. This implies \(\epsilon\) should decrease sufficiently rapidly. Conversely, if \(\epsilon\) decreases sufficiently rapidly, then the growth of \(\mathcal{R}_c\) on superhorizon scales will follow.

5. Conclusions

In conventional slow-roll models, one has \(c_s^2 \neq c_w^2\) and the superhorizon freezing of \(\mathcal{R}_c\) can be understood as a result of \(\delta P_{\text{nad}} \approx 0\) on superhorizon scales. When \(c_s^2 = c_w^2\), one has \(\delta P_{\text{nad}} = 0\) on all scales, but following eq. (3) this does not constrain the superhorizon behaviour of \(\mathcal{R}_c\) anymore. This behaviour now follows from \(\mathcal{R}_c\)'s equation of motion given in eq. (11), and the condition for superhorizon freezing is given in eq. (13). Violation of this condition leads to superhorizon growth of \(\mathcal{R}_c\).

We have developed a method to construct the Lagrangian of a K-essence globally adiabatic (GA) model by specifying the behavior of background quantities such as \(\epsilon \rho\) where \(\epsilon\) is the slow-roll parameter, using the equivalence between barotropic fluids and GA K-essence models. We have applied the method to find the equations of state of the fluids and derive the Lagrangian of the equivalent single scalar field models. Interestingly, we have found that the requirement to avoid the gradient
instability, i.e., $c^2_s > 0$ is almost identical to the condition for the non-conservation on superhorizon scales.

The advantage of our approach is that we did not have to solve any perturbation equation explicitly. We have begun from requiring some behaviour for $\epsilon$, or for $b \equiv 2\epsilon\rho$, and have then used our inversion method to find the Lagrangian that produces that behaviour.

We have shown that the main difference between attractor models and GA models is that the latter are adiabatic on all scales, while attractor models are approximately adiabatic in the sense of $\delta P_{\text{had}} = 0$ only on super-horizon scales and $c^2_w \neq c^2_s$.

The detailed study of the new models found in this paper will be done in a separate upcoming work but we can already predict that they can be compatible with observational constraints on the spectral index thanks to the extra parameter $n$ which is not present in USR. Furthermore they can violate the Maldacena’s consistency condition and consequently produce large local shape non-Gaussianity.

In the future it will be interesting to apply the inversion method we have developed to other problems related to primordial curvature perturbations, or to develop a similar method for the adiabatic sound speed as function of the scale factor.
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In this work, we discuss whether the new ekpyrotic scenario can be embedded into ten-dimensional supergravity. We use that the scalar potential obtained from flux compactifications of type II supergravity with sources has a universal scaling with respect to the dilaton and the volume mode. Similar to the investigation of inflationary models, we find very strong constraints ruling out ekpyrosis from analysing the fast-roll conditions. We conclude that flux compactifications tend to provide potentials that are neither too flat and positive (inflation) nor too steep and negative (ekpyrosis).

**Keywords**: Ekpyrosis; Type II string theory; Flux compactifications; Moduli.

1. Introduction

The strong no-go theorems which exclude tree-level de Sitter compactifications under a few simple assumptions with or without negative tension objects such as orientifold planes have been much explored because of the possible cosmological and phenomenological interests. However, the no-go theorems for ekpyrotic scenario which is alternative to inflation model in string theory is much less extensive. One motivation for the present work is to improve this situation. Since orientifold planes are a common ingredient in phenomenologically interesting type II string theory, it seems natural to explore the possibility of tree-level de Sitter vacua or inflation models in type II string theory with orientifolds. On the other hand, there is no constraint for ekpyrotic scenario in type II string theory at present.

The ekpyrosis inspired by string theory and brane world model suggests alternative solutions to the early universe puzzles such as inflation and dark energy, and assumes that two four-dimensional boundary branes which are located at the endpoints of orbifold in the higher-dimensional bulk spacetime\(^1\)-\(^6\). For brane world picture, all forces except for gravity are localized on the branes while gravity can propagate freely in the bulk. When we assume that there is an attractive force between two branes, these branes approach to each other, which gives big bang. Since the big bang is described as a collision of branes there is not the beginning of time in the ekpyrotic scenario. Although two branes move through each other at once after collision, we can get a model so that the branes become closer again.

The motion of branes is described by the potential of scalar field in a four-dimensional effective theory. Non-perturbative effects result in a potential which attracts one brane towards the other brane\(^1\). In order to resolve a horizon and flatness problem, the potential during a period of slow contraction before the big bang is negative and steeply falling. There was plenty of time before the big bang for the universe to be in causal contact over large regions, and in this way the horizon and flatness problem is automatically solved\(^1\). Then, the usual statement
of the ekpyrosis is that the universe slowly contracts before the big bang with the equation of state \( w = p/\rho \gg 1 \). The scalar potential is expected to turn up towards zero at large negative value of scalar field in the ekpyrotic or cyclic models.

As two branes approach each other, the branes are rippled because of generating quantum fluctuations. Since the collision of branes cannot be happened at exactly the same time, the branes collide slightly earlier or later in some places. Our universe thus has a little bit more time to cool or hot. When we consider the curvature perturbation in the ekpyrotic scenario, it occurs a strong blueshift, which is in sharp contradiction with the small redshift of the scalar fluctuation in the CMB\(^7\)–\(^{15}\). The occurrence of blueshift scalar perturbation is nonetheless a minor flaw of ekpyrotic theory which can be easily corrected. Hence, new ekpyrotic theory considers multiple scalar field and successfully generated a scalar spectrum which is scale invariant and slightly redshifted\(^{16}–^{20}\). Producing primordial gravitational waves sourced by the gauge field in the ekpyrotic scenario was also studied in Ref. 21.

It is the purpose of this work to give a No-Go theorem of the ekpyrotic scenario in a ten-dimensional supergravity model which is low energy limit of a string theory. We study the dynamics of two scalar fields in the four-dimensional effective theory after a compactification in string theory. There are a dilaton and the volume modulus of the internal manifold in the effective theory, which is a four-dimensional theory of gravity minimally coupled to two-scalar fields. We will derive the two moduli fields with negative exponential potentials. Since this potential is steep, the scalar field should be satisfied by “fast-roll” condition instead of slow-roll parameter in inflation model\(^{22,23}\). Although the terms coupling the scalar fields to the scalar curvature of the internal space and orientifold plane contribute the negative value to the potential in the string theory, we find that the potential does not satisfy the fast-roll condition in general. Therefore, it is not possible for us to realize the ekpyrotic phase in a string theory.

Section 2 describes the potential of scalar field for ekpyrotic scenario and the way it derives the four-dimensional effective theory. We discuss the approach to the effective action in more detail. The No-Go theorem of the ekpyrosis thus given by the string theory is discussed. We also investigate the detailed properties of these models, their embedding in a string theory and their viability. For simplicity, we do not consider D-branes and the associated moduli except for the volume modulus (breathing mode) of internal space although the analysis would not be different. Finally, section 3 provides a brief summary and an outlook to future developments.

2. No-Go theorem of the ekpyrotic scenario in the type II theory

In this section, we consider compactifications of the type II theory to four-dimensional spacetime on compact manifold Y. The ten-dimensional low-energy
effective action for the type II theory takes the form

\[ S = \frac{1}{2\kappa^2} \int d^{10}x \sqrt{-g} \left[ e^{-2\phi} \left( R + 4g^{MN} \partial_M \phi \partial_N \phi - \frac{1}{2} |H|^2 \right) - \frac{1}{2} \sum_p |F_p|^2 \right] \]

\[ - \sum_p \left( T_{Dp} + T_{Op} \right) \int d^{p+1}x \sqrt{-g_{p+1}} e^{-\phi}, \tag{1} \]

where \( \kappa^2 \) is the ten-dimensional gravitational constant, \( g, R \) denote the determinant, the Ricci scalar with respect to the ten-dimensional metric \( g_{MN} \), respectively, \( \phi \) is the scalar field, \( H \) is the NS-NS 3-form field strength, \( F_p \) are the R-R \( p \)-form field strengths (\( p = 0, 2, 4, 6, 8 \) for type IIA, and \( p = 1, 3, 5, 7, 9 \) for type IIB) that are sourced by D-branes, and \( T_{Dp} \) (\( T_{Op} \)) is the Dp-brane (Op-plane) charge and tension. Although there are Chern-Simons terms in the ten-dimensional action, these are essentially independent of the dilaton and the scale of the background metric. Hence, we will not consider them.

To compactify the theory to four dimensions, we consider a metric ansatz of the form

\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu + g_{ij}(Y) dy^i dy^j + \rho u(Y) dy^i dy^j, \tag{2} \]

where \( \rho \) is breathing mode (volume modulus of the compact space), \( x^\mu \) denote the coordinates of four-dimensional spacetime, \( y^i \) are local coordinates on the internal space \( Y \), and \( g_{\mu\nu} \), \( u(Y) \) are the metrics of four-dimensional spacetime, six-dimensional internal space, respectively. We assume that \( g_{\mu\nu} \), \( u(Y) \) depend only on the coordinates \( x^\mu, y^i \), respectively. Since we factored out the overall volume modulus \( \rho \) of the internal space in the ten-dimensional metric (2), the modulus \( \rho \) is related to the total physical volume of the internal space \( v_6 \) and the volume of \( Y \) space \( v(Y) \) as

\[ \rho = \left( \frac{v_6}{v(Y)} \right)^{1/3}, \quad v_6 = \int d^6 y \sqrt{g_6}, \quad v(Y) = \int d^6 y \sqrt{u}, \tag{3} \]

where \( g_6 \) and \( u \) denote the determinant of the metric \( g_{ij} \) and \( u_{ij}(Y) \), respectively. The volume modulus \( \rho \) is chosen such that the metric \( u_{ij}(Y) \) of the internal space is normalized \( v(Y) = 1 \).

Now let us consider the four-dimensional effective action \( S_E \) in the Einstein frame after we integrate over the internal space \( Y \). It is especially interesting to understand the dynamics of moduli at negative potential energy. If there are non-trivial fluxes in the background, one notes that these make uplifting the moduli potential to positive energy. In this work, we consider the moduli potential without field strengths and D-branes. Then we obtain the four-dimensional effective action in the Einstein frame:

\[ S_E = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa^2} R - \frac{1}{2} g^{\mu\nu} \partial_\mu \bar{\tau} \partial_\nu \bar{\tau} - \frac{1}{2} g^{\mu\nu} \partial_\mu \bar{\rho} \partial_\nu \bar{\rho} - V(\bar{\tau}, \bar{\rho}) \right], \tag{4} \]
where $\kappa^2$ is the four-dimensional gravitational constant, $V(\bar{\tau}, \bar{\rho})$ denotes the moduli potential, and we have defined the dilaton modulus

$$\tau = e^{-\phi} \rho^{3/2}, \quad \bar{\rho} = \sqrt{\frac{3}{2}} \kappa^{-1} \ln \rho, \quad \bar{\tau} = \sqrt{2\kappa^{-1}} \ln \tau. \quad (5)$$

We have performed a conformal transformation on the four-dimensional metric $g_{\mu\nu} = (\kappa/\tau)^2 \bar{q}_{\mu\nu}$, where $\bar{q}_{\mu\nu}$ is the four-dimensional metric in the Einstein frame. $q$ and $R$ in the four-dimensional action (4) are the Ricci scalar and the determinant constructed from the metric $\bar{q}_{\mu\nu}$, respectively. Orientifold planes occupy $(p - 3)$-dimensional internal space due to extending our four-dimensional universe. Then, the contribution of $\Omega_p$-plane $(p \geq 3)$ to moduli potential survives. The moduli potential of four-dimensional effective theory is given by

$$V(\bar{\tau}, \bar{\rho}) = V_Y + \sum_p V_{\Omega_p} = -A_Y \exp \left[ -\kappa \left( \sqrt{2} \bar{\tau} + \frac{\sqrt{6}}{3} \bar{\rho} \right) \right] R(Y)$$

$$- \sum_p A_{\Omega_p} \exp \left[ -\kappa \left( \frac{3\sqrt{2}}{2} \bar{\tau} + \frac{\sqrt{6}}{6} (6 - p) \bar{\rho} \right) \right] \int d^{p-3} x \sqrt{g_{p-3}}, \quad (6)$$

where $R(Y)$ denotes the Ricci scalar constructed from the metric $u_{ij}(Y)$ and $A_Y$, $A_{\Omega_p}$ are coefficients to scale with numbers of $\Omega_p$-planes. These coefficients in general depend on the function of the moduli of the internal space $Y$.

When the potential form for the ekpyrotic scenario gives the negative and steep, the fast-roll parameters for the ekpyrosis have to obey

$$\varepsilon_f \equiv \kappa^2 \frac{V^2}{(\partial_\tau V)^2 + (\partial_\rho V)^2} \ll 1, \quad |\eta| \equiv \left| 1 - \frac{V (\partial_\tau^2 V + \partial_\rho^2 V)}{(\partial_\tau V)^2 + (\partial_\rho V)^2} \right| \ll 1. \quad (7)$$

This is analogy with the standard slow-roll parameters in inflation. The potential form satisfying the condition (7) gives the ekpyrotic period of slow contraction before the big bang.

Now we consider IIA compactifications on an internal space (2), namely positive curvature and Ricci flat spaces, involving orientifold planes, and discuss the No-Go theorem for ekpyrotic scenario. The analysis will focus on the behavior of the moduli potential in the volume modulus and dilaton. In order to present the no-go theorem using these fields, we have to still make sure that there are no steep directions of the scalar potential in the $(\bar{\tau}, \bar{\rho})$-plane. In such cases one can then study directions involving $\bar{\tau}, \bar{\rho}$, and finds that the scalar potential satisfies

$$\varepsilon_f = \frac{V^2}{2} \left[ \left( V_Y + \frac{3}{2} \sum_p V_{\Omega_p} \right)^2 + (V_Y + V_{\Omega_4} - V_{\Omega_8})^2 \right]^{-1} \gg \frac{6}{31}. \quad (8)$$

where $p = 4, 6, 8$. The fast-roll parameter $\varepsilon_f$ has the bound $\varepsilon_f > 6/31$. This result does not depend on the choice of coefficients $A_Y$ and $A_{\Omega_p}$. The value of parameter $\varepsilon_f$ is not much less than one, which is the contradiction with the fast-roll condition for ekpyrosis (7). Hence, ekpyrosis is not allowed.
On the other hand, for type IIB compactifications in the ekpyrotic model, we have also seen that it is possible to obtain simple no-go theorems in the \((\bar{\tau}, \bar{\rho})\)-plane if one includes orientifold planes and the curvature of the internal space. From the Eq. (7), we find a constraint of the fast-roll parameter \(\varepsilon_f\)

\[
\varepsilon_f = \frac{V^2}{2} \left[ \left( V_Y + \frac{3}{2} \sum_p V_{O_p} \right)^2 + \frac{(2V_Y + 3V_{O4} + V_{O5} - V_{O7} - 3V_{O9})^2}{12} \right]^{-1} > \frac{1}{6}, \tag{9}
\]

where \(p = 3, 5, 7, 9\). Unfortunately, the form moduli potential is not steep again as \(\varepsilon_f\) parameter turns out to be large value. Just as in the IIA analogue, one obtains the bound \(\varepsilon_f > 1/6\). If we choose different values for \(A_Y\) and \(A_{O_p}\) in the moduli potential (6), we can find the same bound.

3. Discussions

In this work, we have studied the No-Go theorem of the ekpyrosis for string theory in a spacetime of ten dimensions. We gave a potential of the scalar fields in four-dimensional effective theory, in terms of the compactification with smooth manifold. The effective potential of two scalar fields can be constructed by postulating suitable emergent gravity, orientifold planes, and vanishing fluxes on the ten-dimensional background. The scalar potential depends only on two moduli: \(\bar{\tau}\) and \(\bar{\rho}\).

In such a simple setting, one can show that \(\varepsilon_f > 6/31\) for IIA theory and \(\varepsilon_f > 1/6\) for IIB theory whenever \(V(\bar{\tau}, \bar{\rho}) < 0\). It has been known for some time that the effective potential of scalar fields requires the fast-roll parameter to be small during the ekpyrotic phase. However, with the help of the tools developed in section 2, this is prohibited in a string theory with a compactification we have considered. Hence, the explicit nature of the dynamics has made it impossible to realize the ekpyrotic phase in the present study. This is consistent with results in Ref. 25.

Let us comment about the No-Go theorem of ekpyrotic scenario in heterotic M-theory. The original ekpyrotic model was inspired by heterotic M-theory which is obtained by going from eleven to five dimensions first, and only at even lower energies to 4 dimensions. It arose precisely from the realization that in heterotic M-theory a realistic phenomenology is obtained by introducing non-perturbative effects in the scalar field potential. Otherwise, in the Heterotic theory with a simple Calabi-Yau compactification we have considered in this work, the four-dimensional effective potential form of scalar fields \(\phi_i\) is given by \(V(\phi_i) \propto e^{c_i \phi_i}\), where \(c_i < \sqrt{6}\). Then, it is impossible for us to construct the ekpyrotic scenario in the heterotic M-theory without non-perturbative correction. Unfortunately, no one has obtained an exact calculation of the potential involving all non-perturbative effects at present.

We have not considered the warped compactification because it does not make the modification of fast roll condition even if it couples to matter field in the ten-dimensional theory. The effect of warped factor gives only the change of coefficients for each term in the four-dimensional effective action after integration of internal space.
In order to embed ekpyrotic or cyclic models in a ten-dimensional supergravity we have investigated in this work, we may consider some ingredients, for instance, the dynamics of remaining moduli, higher curvature correction other than orientifold and flux. We have not attempted an explicit construction here, since that will take us beyond the scope of this study. A lot of study remains to be done in string theory before a cosmologically realistic case is treated.
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We derive a general equation for the evolution of the curvature perturbation on comoving slices \( R_c \) in the presence of anisotropy and non-adiabaticity in the energy-momentum tensor of matter fields. The equation is obtained by manipulating the perturbed Einstein equations in the comoving slicing. It could be used to study the evolution of perturbations for a system with an anisotropic energy-momentum tensor, such as in the presence of a vector field or in the presence of non-adiabaticity, such as in a multi-field system.
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1. Introduction

The theory of cosmological perturbations is very useful to study the early stages of the Universe, especially during inflation, that is, an exponential expansion phase which the standard cosmological model hypothesizes to explain observations such as anisotropies in the cosmic microwave background radiation (CMB). One quantity which is particularly important in this context is the curvature perturbation on comoving slices, \( R_c \). In slow-roll single field inflationary models this quantity is conserved on super-horizon scales,1,2 which has important implications on the relation between primordial perturbations and late-time observables such as CMB anisotropies. For a globally adiabatic system in a single field model this quantity may not be conserved.3 Other possible causes of super-horizon evolution could be the presence of anisotropy or non-adiabaticity in the energy-momentum tensor. We derive the equations for the curvature perturbation on comoving slices, \( R_c \), including these two terms showing that they act, as expected, as source terms which are relevant also on super-horizon scales. Our approach is quite generic and can be applied to any system which can be described by an energy-momentum tensor of the form we use, not only to a multi-scalar fields system.

The derivation is based on manipulating the Einstein equations in order to obtain an equation involving only \( R_c \), the anisotropy and non-adiabatic pressure and background quantities. The equation can be used to study phenomenologically the effects of anisotropy and non-adiabaticity without assuming any specific model.
One useful application could be to study models which violate the non-Gaussianity consistency relation\textsuperscript{4} that was derived in fact based on the assumption of the conservation of the comoving curvature perturbation on superhorizon scales.

2. Evolution of comoving curvature perturbations

The Einstein equations in a spatially flat Friedmann-Lemaître-Robertson-Walker (FLRW) background are

\begin{align}
3\mathcal{H}^2 &= a^2 \rho, \\
2(\mathcal{H}' - \mathcal{H}^2) &= -a^2 (\rho + P).
\end{align}

Here a prime denotes a derivative with respect to the conformal time \( \eta \) and \( \mathcal{H} \) stands for the conformal Hubble parameter defined by \( \mathcal{H} = a' / a \). \( \rho \) and \( P \) represent the background energy density and pressure of the matter field respectively. We use the units in which \( 8\pi G = c = 1 \).

Scalar perturbations on a spatially flat FLRW metric can be written as

\[ ds^2 = a^2 \left[ -(1 + 2A)d\eta^2 + 2\partial_i B dx^i d\eta + \left\{ (1 + 2C)\delta_{ij} + 2\partial_i \partial_j E \right\} dx^i dx^j \right], \]

where the Latin indices run from 1 to 3. The corresponding energy-momentum tensor takes the form:

\[ T^{00} = - (\rho + \delta \rho), \quad T^0_i = \rho u_i, \quad T^i_j = (P + \delta P) \delta^i_j + \Pi^i_j, \]

where

\[ u_i = a \partial_i (v + B), \quad \Pi^i_j = \delta^{ij} \partial_k \partial_j \Pi - \frac{1}{3} \Delta \Pi \delta^i_j, \quad \Pi^i_i = 0. \]

In the above equations \( \Pi^i_j \) is the anisotropic stress component of the energy-momentum tensor, \( v \) is the velocity potential, \( \Pi \) is the anisotropy potential and we have defined \( \Delta \equiv \delta^{ij} \partial_i \partial_j \).

The curvature perturbation on comoving slices \( \mathcal{R}_c \) is a gauge-invariant quantity defined as the curvature perturbation \( C \) evaluated on the hypersurfaces in which \( v + B \) vanish. The spatial Fourier expansion of the linearly perturbed Einstein equations on comoving slices\textsuperscript{5} takes the form:

\begin{align}
2k^2(\mathcal{R}_c - \mathcal{H} \sigma_c) &= a^2 \delta \rho_c, \\
\mathcal{R}_c' - \mathcal{H} \mathcal{A}_c &= 0, \\
2(\mathcal{H}' - \mathcal{H}^2) \mathcal{A}_c &= a^2 \left[ \delta P_c - (2k^2/3) \Pi_c \right], \\
\sigma_c' + 2\mathcal{H} \sigma_c - \mathcal{A}_c - \mathcal{R}_c &= a^2 \Pi_c,
\end{align}

where \( \sigma = E' - B \) is the scalar shear.

In general we can decompose the pressure perturbation as

\[ \delta P_c = c^2_s(\eta) \delta \rho_c + \Gamma_c, \]
where we can interpret \( c_s \) and \( \Gamma_c \) as the adiabatic sound speed and the non-adiabatic part of the pressure respectively. For a minimally coupled scalar field model \( c_s = 1 \) and \( \Gamma_c \) is zero, but in general one would expect that \( \Gamma_c \) could be non-vanishing.

Our goal is to derive an equation for \( R_c \) in the presence of both anisotropic stress \( \Pi_{ij} \) and non-adiabatic pressure \( \Gamma_c \).

First we use Eq. (7) to express \( A_c \) in terms of \( R_c \),

\[
A_c = \frac{R'_c}{H} \tag{11}
\]

We substitute this \( A_c \) and \( \delta P_c \) given in Eq. (10) into Eq. (8), and solve it for \( \delta \rho_c \):

\[
\delta \rho_c = \frac{H (2k^2 \Pi_c - 3 \Gamma_c) - 3(\rho + P) R'_c}{3H c_s^2} \tag{12}
\]

We then insert this into Eq. (6) to get an expression for \( \sigma_c \):

\[
\sigma_c = \frac{R_c}{H} - a^2 \frac{H(2k^2 \Pi_c - 3 \Gamma_c) - 3(\rho + P) R'_c}{6k^2 H^2 c_s^2} \tag{13}
\]

Finally we substitute \( A_c \) and \( \sigma_c \) given by Eqs. (11) and (13), respectively, into Eq. (9) to obtain

\[
R''_c + \left( z^2 \right)' R'_c - c_s^2 (3) \Delta R_c + \frac{H}{\rho + P} Y_c = 0 \tag{14}
\]

where we have defined

\[
z^2 \equiv \frac{a^4(\rho + P)}{c_s^2 H^2}, \tag{15}
\]

\[
Y_c \equiv \left[ \log \left( \frac{a^4}{Hc_s^2} \right) \right]' \left( \frac{2}{3} \Delta \Pi_c + \Gamma_c \right) + 2H c_s^2 (3) \Delta \Pi_c + \frac{2}{3} \Delta \Pi'_c + \Gamma'_c \tag{16}
\]

As expected, for adiabatic (\( \Gamma_c = 0 \)) and isotropic perturbations (\( \Pi_{ij} = 0 \)) the above equation takes the well-known form:

\[
R''_c + \left( z^2 \right)' R'_c - c_s^2 (3) \Delta R_c = 0 \tag{17}
\]

### 3. Curvature perturbation for scalar fields

Given the generality of the form of the energy momentum tensor used in the derivation of Eq. (14) it can be applied to a wide class of physical scenarios, including multi-field systems. Let us consider the case of two minimally coupled scalar fields with Lagrangian

\[
L = - \sum_{n=1}^{2} X_n - 2V(\Phi_1, \Phi_2), \tag{18}
\]
where $X_n = g^\mu\nu \partial_\mu \Phi_n \partial_\nu \Phi_n$ and $\Phi_n(x^\mu) = \phi_n(\eta) + \delta \phi_n(x^\mu)$. The perturbed energy-momentum tensor, without gauge fixing, is given by

$$\delta \rho = \frac{\phi'_1 \delta \phi'_1 + \phi'_2 \delta \phi'_2 - A(\phi'_1^2 + \phi'_2^2)}{a^2} + V_1 \delta \phi_1 + V_2 \delta \phi_2,$$

$$\delta P = \frac{\phi'_1 \delta \phi'_1 + \phi'_2 \delta \phi'_2 - A(\phi'_1^2 + \phi'_2^2)}{a^2} - V_1 \delta \phi_1 - V_2 \delta \phi_2,$$

$$\Pi = 0 \quad \delta T^{00} = \partial_i \left( \frac{\phi'_1 \delta \phi'_1 + \phi'_2 \delta \phi'_2}{a^2} \right),$$

where we denote the partial derivatives as $V_n = (\partial V/\partial \Phi_n)(\phi_1, \phi_2)$.

The field perturbations transform under an infinitesimal time translation $\eta \rightarrow \eta + \delta \eta$

$$\tilde{\phi}_1 = \phi_1 + \phi'_1 \delta \eta \quad \tilde{\phi}_2 = \phi_2 + \phi'_2 \delta \eta.$$

The time translation $\delta \eta_c$ necessary to define the comoving slices can be found by imposing the condition $(\delta T^{00})_c \propto \phi'_1 \delta \phi_1 + \phi'_2 \delta \phi_2 = 0$, giving

$$\delta \eta_c = \frac{\phi'_1 \delta \phi_1 + \phi'_2 \delta \phi_2}{\phi'_1^2 + \phi'_2^2}.$$

The comoving curvature perturbation for the two scalar fields system is given by

$$R_c = C - \mathcal{H} \delta \eta_c = C - \mathcal{H} \frac{\phi'_1 \delta \phi_1 + \phi'_2 \delta \phi_2}{\phi'_1^2 + \phi'_2^2}.$$

The gauge invariant field perturbations in the comoving slices now can be defined

$$U_1 = \delta \phi_1 - \phi'_1 \frac{\phi'_1 \delta \phi_1 + \phi'_2 \delta \phi_2}{\phi'_1^2 + \phi'_2^2},$$

$$U_2 = \delta \phi_2 - \phi'_2 \frac{\phi'_1 \delta \phi_1 + \phi'_2 \delta \phi_2}{\phi'_1^2 + \phi'_2^2},$$

and similarly for the pressure and energy perturbations in the comoving slices we get

$$\delta \rho_c = \frac{\phi'_1 U'_1 + \phi'_2 U'_2 - A_c(\phi'_1^2 + \phi'_2^2)}{a^2} + V_1 U_1 + V_2 U_2,$$

$$\delta P_c = \frac{\phi'_1 U'_1 + \phi'_2 U'_2 - A_c(\phi'_1^2 + \phi'_2^2)}{a^2} - V_1 U_1 - V_2 U_2.$$

Note that all the above quantities are gauge invariant by construction.

Combining Eqs. (23), (24) and the background field equations of motion we find

$$\frac{\phi'_1 U'_1 + \phi'_2 U'_2}{a^2} = V_1 U_1 + V_2 U_2 = - \frac{\phi'_1^2 + \phi'_2^2}{4 a^2} \Theta,$$

where we have defined the function $\Theta$ according to

$$\Theta = \left[ \frac{\partial}{\partial \eta} \left( \frac{\phi'_1^2 - \phi'_2^2}{\phi'_1^2 + \phi'_2^2} \right) \right] \left( \frac{\delta \phi_1}{\phi'_1} - \frac{\delta \phi_2}{\phi'_2} \right).$$
Assuming a classical field trajectory parameterized as \( \phi_2 = \phi_2(\phi_1) \) we can write \( \Theta \) in this form

\[
\Theta = -4 \frac{d^2\phi_2}{d\phi_1^2} \left[ \left( \frac{d\phi_2}{d\phi_1} \right)^2 + 1 \right]^{-2} \left( \frac{d\phi_2}{d\phi_1} \delta \phi_1 - \delta \phi_2 \right). \tag{29}
\]

From the above expression we can see that in order for \( \Theta \) to be different from zero the trajectory has to have non vanishing second derivative, i.e. there must be some turn in the field space.

After replacing Eqs. (7) and (27) into Eqs. (25) and (26) we get

\[
\delta \rho_c = \frac{\phi_1'^2 + \phi_2'^2}{a^2 H} R'_c - \frac{\phi_1'^2 + \phi_2'^2}{2a^2} \Theta, \tag{30}
\]

\[
\delta P_c = -\frac{\phi_1'^2 + \phi_2'^2}{a^2 H} R'_c. \tag{31}
\]

It follows from Eqs. (30) and (31) that

\[
\delta P_c = \delta \rho_c + \frac{\phi_1'^2 + \phi_2'^2}{2a^2} \Theta, \tag{32}
\]

and comparing this with Eq. (10) we obtain the sound speed and the entropy perturbations

\[
c^2(\eta) = 1, \quad \Gamma_c = \frac{\phi_1'^2 + \phi_2'^2}{2a^2} \Theta. \tag{33}
\]

From these relations we get

\[
R''_c + 2z'z R'_c - \Delta R_c = -\frac{a^2 H}{(\phi_1'^2 + \phi_2'^2)} Y_c, \tag{34}
\]

where

\[
z^2 = \frac{a^2(\phi_1'^2 + \phi_2'^2)}{H^2}, \tag{35}
\]

\[
Y_c = \left[ \log \left( \frac{a^4}{H} \right) \right]' \Gamma_c + \Gamma'_c. \tag{36}
\]

Eq. (34) is in agreement with Ref. [6], confirming that Eq. (14) is general and can also be applied to multi-field systems once the entropy has been appropriately defined. In general in order to use Eq. (14) it is first necessary to compute the energy momentum tensor in the comoving slices with a procedure similar to the one shown above for two fields.

4. Conclusions

We have derived a general equation for the evolution of the comoving curvature perturbation by taking into account the effects of anisotropy and non-adiabaticity in the energy-momentum tensor. The equation can be applied to multi-field systems. This approach does not require the decomposition of field perturbations in
components parallel and perpendicular to the classical field trajectory, but is based just on the fundamental definition of non-adiabatic pressure. In the future it will be interesting to apply the equation to more complex systems where both entropy and anisotropy are present.
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We find two distinct families of new charged boson star solutions of a complex scalar field coupled non-minimally to gravity by a “John-type” term of Horndeski theory. The end points of one of the branches are extremal Reissner-Nordström black hole solutions.

1. Introduction and general considerations

Although the main motivation for the resurrection of Horndeski scalar-tensor theory was cosmological, a large number of investigations of its small scale aspects was also carried out. To mention just a few, black hole solutions were discovered in the “John”-type version of Horndeski theory which contains a non-minimal coupling term of the scalar kinetic term to the Einstein tensor, \( L_{NM} \sim G_{\mu\nu} \partial_\mu \phi \partial_\nu \phi \) and in another version known as the Sotiriou-Zhou model which has a \( \phi R_{GB} \) term in the Lagrangian where \( R_{GB} \) is the Gauss-Bonnet term. Black hole solutions were found also in a “biscalar extension” of the theory and boson stars were found in a different biscalar version where the scalar field becomes complex. On the other hand, the real scalar system was also studied in the presence of a radial electric field and black holes were found in that case too. These latter black hole solutions are essentially a “superposition” of the pure scalar black holes with the electric field of a point charge at their centers. Further study of the real scalar system produced magnetic black holes as well.

In some of these studies the scalar field ceases to play a role of a gravitational degree of freedom, and the Horndeski theory is used as an inspiration for new kinds of couplings between scalar matter and gravity. These scalar fields may be interpreted as dark matter candidates. This is the attitude we take in this work where we analyze the gauged version of the “John” Lagrangian thus producing the conventional minimal coupling between the scalar and Abelian vector fields. The dynamics of such a system is determined by the following action which is a simple generalization of that for self-gravitating solitons like boson stars or Q-stars:

\[
S = \int d^4x \sqrt{-g} \left( \frac{R}{2\kappa} - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2} |D_\mu \Phi|^2 - U(|\Phi|) - \beta G_{\mu\nu} D_\mu \Phi^* D_\nu \Phi \right).
\] (1)

The non-minimal coupling term to the Einstein tensor is known to introduce in the field equations of the pure scalar case derivatives of order not higher than two. It is easy to show that the gauged version still has this property.

Now we assume a static spherically symmetric metric and a radial “electric” configuration for the scalar and vector fields:

\[
ds^2 = A(r)^2 dt^2 - B(r)^2 dr^2 - r^2 d\Omega_2^2, \quad \Phi = f(r)e^{i\omega t}, \quad A_\mu dx^\mu = a_0(r) dt.
\] (2)
We take the simplest potential of a mass term only and obtain 4 independent field equations for the 4 functions \( f(r) \), \( a_0(r) \), \( A(r) \) and \( B(r) \). We do not present them here due to lack of space, but refer the readers instead to Ref. 12 where a more detailed study of this system can be found.

We will characterize the solutions by their total mass, electric charge and particle number. We will define the mass function \( \mathcal{M}(r) \) by \( 1/B^2(r) = 1 - 2\mathcal{M}(r)/r \) so the ADM mass may be read of the asymptotic decay of the metric, i.e. \( \mathcal{G}M = \mathcal{M}(\infty) \).

The local \( U(1) \) charge is readily obtained from the time component of the conserved total current:

\[
\mathcal{J}^\nu = J^\nu - 2\beta G^\mu\nu J_\mu, \quad J_\nu = -\frac{i}{2} (\Phi^* D_\nu \Phi - \Phi D_\nu \Phi^*)
\]

which in the spherically-symmetric case yields the following expression:

\[
Q = 4\pi e \int_0^\infty dr \frac{r^2 B}{A} (\omega - ea_0) f^2 \left( 1 + \frac{4\beta M'}{r^2} \right).
\]

Without loss of generality we will take \( \omega > 0 \), so \( Q > 0 \) as well.

These two quantities, mass and charge determine the asymptotic behavior of the localized solution that we seek, i.e. the exterior Reissner-Nordstr"om solutions:

\[
A(r)^2 = 1/B(r) = \left( 1 - \frac{\kappa M}{4\pi r} + \frac{\kappa Q^2}{2(4\pi)^2 r^2} \right), \quad a_0 = \frac{Q}{4\pi r}.
\]

So, we may extract also the charge from the asymptotic behavior of the solutions.

The total electric charge is carried in our case by \( N \) particles of mass \( m \) and charge \( e \). We can therefore define a particle density and particle number by

\[
\rho_N = (\omega - ea_0)f^2 \left( 1 + \frac{4\beta M'}{r^2} \right), \quad N = 4\pi \int_0^\infty dr \frac{r^2 B}{A} \rho_N.
\]

Thus, we can use the mass to particle number ratio, or more precisely, \( M/mN \) in order to study the stability of these solutions against “fission” into a number of smaller stable structures: this ratio \( M/mN \) needs to be less than 1 in order for the solutions to be stable against this kind of processes. The condition \( M/mN < 1 \) is however not sufficient to guarantee the stability under linear perturbations\(^\text{11} \). We will postpone this issue to a future work.

The field equations\(^\text{12} \) depend a priori on \( m, e, \beta \) and Newton’s constant \( G \). The equations can be written in a dimensionless form which reveals a dependence on two independent parameters only: \( \overline{\beta} = \beta m^2 \) and \( \overline{\sigma} = e/\sqrt{km^2} \). The rescaled and original versions of the charge, particle number and mass are related to one another by \( \overline{M} = Mm/\mu^2 = \kappa mM, \overline{Q} = Qm^2/\mu^2 = Qkm^2 \) and \( \overline{N} = Nm^2/\mu^2 = Nkm^2 \). The stability ratio may be calculated both ways: \( M/mN = \overline{M}/\overline{N} \).

The mass function \( \mathcal{M}(r) \) which we defined above has a dimension of length and is rescaled therefore similarly as \( \mathcal{M} = m\mathcal{M} \). The total mass may therefore be expressed in terms of \( \mathcal{M}(\infty) \) or \( \mathcal{M} \) as \( \overline{M} = 8\pi\mathcal{M}(\infty)m\mathcal{M}/m = \overline{M}m\mathcal{M}/m, \) where we use the Planck mass \( m_{\text{Pl}} = 1/\sqrt{\kappa} \). Similarly the rescaled particle number \( \overline{N} \) may be used to express the total particle number as \( \overline{N} = 8\pi\overline{N}(m_{\text{Pl}}/m)^2 \).
2. Solutions and their properties

Although in some special cases of this theory solutions were obtained explicitly, we found it unlikely to achieve this in the present system we study here. We therefore revert to numerical analysis in order to construct our solutions.

Within our ansatz (2), the unknown functions $B, A, f, a$ appear with maximal derivatives $B', A'', f'', a''_0$ in the system of field equations. These maximal derivatives appear linearly, so that the equations are symbolically written as

$$ M(B', A'', f'', a''_0)^T = K $$

where $M$ represents a non-diagonal $4 \times 4$ matrix and $K$ a $4 \times 1$ matrix (vector) whose entries depend on the lower derivatives. The quantity $\Delta(r) \equiv \det M$ plays a major role in the existence of regular solutions over space-time. Indeed zeroes of $\Delta(r)$ correspond to singular points of the system. In particular, the occurrence of such a point renders impossible the construction of numerical solutions on $r \in [0, \infty]$.

For a given set of $\beta$ and $e$, the solutions comprise a one-parameter set parametrized by $f(0)$ or alternatively by $\omega$ or $A(0)$, although in some regions of parameter space the correspondence is not one to one as will become evident shortly.

In other areas of parameter space we find a second branch of solutions with significantly different behavior with respect to the first (“ordinary”) branch. Fig. 1-Left shows the general structure in the $(f(0), A(0))$ plane for $e = 0.7$ and five values of $\beta$: $\beta = \pm 1, \pm 0.5$, and the minimally coupled case $\beta = 0$. The two-branch structure appears for $\beta > 0$ only and above a certain value of $e$.

In order to understand the situation better, we calculate the main properties of the solutions: mass, particle number and their ratio which is in one to one correspondence with the binding energy per particle $1 - M/N$. We study their

![Fig. 1. Left panel: Families of solutions for $e = 0.7$ and 5 values of $\beta$. Note the two branch structure for $\beta > 0$ and the different behavior of branch 2 families appearing at the lower part. The “bullets” mark the end point solutions without back-bending, i.e. $\Delta = 0$ solutions. The other end points at $A(0) = 0$ have almost extremal Reissner-Nordström behavior - Right panel: The two end-point solutions for $e = 0.7$ and $\beta = 1.0$. Both solutions have $N = 348.2$ and $M = 344.7$ and the same external structure (with $A(r)$ and $1/B(r)$ almost identical), but very different internal structure: $f(0) = 0.096255$ and $f''(0) > 0$ - solid; $f(0) = 0.2525$ and $f''(0) < 0$ - dashed.](image-url)
dependence on the parameters of the theory $\beta$ and $e$ as well as their behavior within a given family corresponding to specific $(\beta, e)$ and parametrized by $f(0)$.

Fig. 2 contains some of these aspects: the mass as a function of the central scalar field and the dependence of binding energy per particle on the particle number.

First we observe from our results that the mass and particle number decrease with $\beta$ which is in accord with the fact that gravity becomes stronger with increasing $\beta$, so a smaller number of particles can form bound states.

The dependence on the coupling constant $e$ is expected to cause the opposite effect since increasing its value amounts to a stronger electrostatic repulsion. This is indeed the general behavior as we will see in what follows. The electrostatic repulsion is also responsible for a critical value of $e$ which in terms of the dimensionless parameter reads $\varepsilon_{cr} = 1/\sqrt{2}$. Actually, this bound was obtained$^{11}$ for minimal coupling ($\beta = 0$), but it still holds here with a weak dependence on $\beta$.

Branch 1 of the solutions is quite similar to that of charged ordinary (i.e. $\beta = 0$) boson stars for both signs of $\beta$: it starts at $f(0) = 0$ with $M = N = 0$, then the mass and particle number grow steeply, attain (together) a maximum and then decrease. However, unlike the case of ordinary charged boson stars, the solutions hit an end point beyond which no solutions exist. This end point has a similar origin as reported for the ungauged counterpart$^7$ where the function $\Delta(r)$ was found to develop a zero at the end point excluding solutions beyond that point.

Branch 2 solutions exists only in restricted regions of parameter space: for a given $e$, $\beta$ should be larger than a certain value. For given $e$ and $\beta$, branch 2 starts at a minimal non-zero $f(0)$ and $A(0) = 0$ and has also a maximal $f(0)$. This maximal $f(0)$ point can be either: (i) An end point of a similar kind of branch 1 where solutions cease to exist because $\Delta(r)$ gets a zero. In this case $A(0) > 0$ at that point. (ii) A turning point in which back-bending occurs and solutions still exist down to some final $f(0)$ which is an end point because $A(0) = 0$.

![Fig. 2](image.png)

Fig. 2. Mass and binding energy per particle for $e = 0.7$ and 5 values of $\beta$: $\beta = \pm 1, \pm 0.5$ and $\beta = 0$. Left panel: Mass versus the central value of the scalar field; Right panel: Binding energy per particle as a function of particle number. The branch 2 curves are the upper ones at both figures. The “un-bulleted” ends of the branch 2 curves in the left represent the extremal Reissner-Nordström solutions. These correspond to the $A(0) = 0$ points of Fig. 1.
Fig. 3. The branch structure of parameter space for $e = 0, 0.6, 0.7$ and $-1 \leq \beta \leq 1$. Note that branch 1 extends from the vertical axis at $f(0) = 0$ up to the curves. Branch 2 regions are indicated explicitly. For further explanation - see text.

To sum up, there are two kinds of end points of curves in parameter space as is seen clearly in Fig. 1 and 2: The first kind are the “bulleted” which correspond to the $\Delta = 0$ termination condition. These appear on the $\beta \neq 0$ branch 1 curves and the higher $f(0)$ end point of the $\beta = -0.5$ branch 2 curve. End points of the second kind are the two “un-bulleted” end points of the $\beta = -1$ branch 2 curve and the lower $f(0)$ end point of the $\beta = -0.5$ branch 2. These correspond to the $A(0) = 0$ termination condition.

At the end points of branch 2 where $A(0) \to 0$ and the scalar field becomes confined within a ball with a sharp boundary at $r = r_S$, we find that the solutions approach extremal Reissner-Nordström black hole solutions (ERN or ERNS in the following) which have identical mass and particle number, but correspond to very different internal structure. In our parametrization the ERNS have the characteristic relation $M = \sqrt{2}Q$ or in terms of particle number, $M = \sqrt{2}eN$. The right panel of Fig. 1 shows for $e = 0.7$ and $\beta = 1.0$ the identical exterior solutions of the end-point solutions that correspond to the two different internal structures. The $M$ and $N$ values of these solutions $M = 344.7$ and $N = 348.2$ satisfy this relation very nicely. Another characteristic of the ERNS, is the equality $A(r) = \omega - e\omega_0(r)$ which we do not show in our plots, but was checked to hold very well.

As a summary of the branch structure of this theory we present Fig. 3 which illustrates the structure of parameter space in the $(f(0), \beta)$ plane for $e = 0.6, 0.7$ and for comparison with previous work also $e = 0$. Note that the line for the $\beta < 0$ solutions is the line of end points for any value of $e$: the maximal $f(0)$ depends on $\beta$ but not on $e$. 
3. Conclusion

In this work we studied the parameter space of a new kind of charged boson stars with a non-minimal coupling to gravity of the “John-type” of Horndeski theory. We found two distinct families according to their position in parameter space. More widespread are those of branch 1 existing for a finite interval of the central value of the scalar field, \( f(0) \) starting from zero and ending at some finite maximal value. This branch contains as a special case the charged boson stars of the minimally coupled theory. In some regions of parameter space we found a new second branch of solutions which are more massive and more stable than those of branch 1. This second branch exists also in a finite interval of \( f(0) \), but its end points (either both or in some cases only one) are extremal Reissner-Nordström solutions.

It would be interesting to study whether the intriguing solutions of branch 2 could exist in different versions of the tensor scalar gravity as well. As a first step in this direction, one could check whether a self-interacting potential would lead to branch 2-type of solutions with smaller values of the non-minimal parameter \( \beta \).

The existence of hairy black holes in some modification of this system is also of much interest. It might be sufficient to introduce a bare cosmological constant as was done previously for the neutral system.
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The high-redshift 21-cm signal of neutral hydrogen is expected to be a sensitive probe of primordial star formation as well as of the heating and ionization histories of the Universe. The recent tentative detection by the EDGES Low-Band of the cosmological 21-cm signal, if confirmed, is the first ever signature from the dawn of star formation. However, the magnitude and the shape of this signal are incompatible with standard astrophysical predictions, requiring either colder than expected gas, or an excess radio background above the Cosmic Microwave Background (CMB) radiation. Here we provide a brief overview of 21-cm cosmology, the status of the global 21-cm experiments and proposed theoretical explanations for the EDGES detection.

1. Introduction

The dawn of star formation at redshifts $z \approx 15 - 30$ remains veiled in mystery being out of reach of existing observations. Large scale structure surveys map cosmic structure only out to redshift of $z \sim 3$. Observations of lensed fields with the Hubble Space Telescope (HST) reach further and have revealed galaxies at the Epoch of Reionization (EoR, $z \sim 6 - 10$) with the most distant galaxy detected at redshift $z \sim 11.1^{31}$; the Atacama Large Millimeter Array (ALMA) sees dusty bright galaxies at $z \sim 9.1^{21}$; while the record-holder high-redshift quasar is located at $z = 7.54^2$. Existence of so massive and metal-rich objects when the Universe was less than a billion years old suggests an early formation of the first stars (e.g., as early as $z \sim 15$ in the case of the metal-rich galaxy at $z \sim 9.1^{21}$). However, even with the most powerful telescopes, only the brightest out of the high-redshift sources are currently within the reach, while more typical objects – those that reheated and reionized the Universe – remain unobserved. As a result, the process of heating and ionization of the intergalactic medium (IGM) during the first few hundred million years after the Big Bang, as well as the processes of the primordial star formation, remain poorly understood. The 21-cm signal of neutral hydrogen, reviewed here, provides a unique way to fill in the gap.

2. Expected 21-cm Signal: Dependence on Astrophysical Processes

As the Universe evolves, astrophysical processes strongly affect the thermal and ionization states of the IGM. Right after recombination high fraction of free residual electrons mediates thermal coupling between the gas and the Cosmic Microwave Background (CMB) radiation. The IGM and the CMB are cooling together until the coupling becomes inefficient at around $z_{th} \sim 200$ as a result of the cosmic expansion. At lower redshifts, and prior to the formation of the first astrophysical heating sources, gas is cooling faster than the CMB. This period in cosmic history, prior to star formation, is called the dark ages and is characterized by cold and
neutral IGM. Emergence of first stars and first X-ray sources marks the onset of cosmic dawn, completely changing the high-redshift environment. During this epoch stars produce Ly-$\alpha$ background, and the IGM is reheated by X-ray photons to temperatures higher than that of the CMB. At that epoch, the heating rate of the IGM depends on the properties of the X-ray sources, such as their spectral energy distribution (SED) and bolometric luminosity $^{13,14,32}$. The process of reionization happens slower than heating. This is because the first small galaxies are inefficient in ionizing the gas. The appearance of massive galaxies in dark matter halos of mass $M_h \gtrsim 10^9 M_\odot$ leads to a more efficient process of reionization which, as observations suggest, starts not long before $z = 7.5$ and terminates at $z \sim 6^{19,20}$. This sequence of cosmic events is imprinted in the neutral hydrogen signal.

The lowest energy level of the hydrogen atom is split due to the interaction between proton and electron spins (hyper-fine splitting) which gives rise to the rest-frame $\nu_{21} = 1.42$ GHz radio signal with the equivalent wavelength of 21 cm (see Barkana (2016)$^3$ for a recent review). The cumulative signal of neutral IGM at redshift $z$ observed against the background radiation depends on the processes of cosmic heating and ionization and can be written as

$$T_{21} \propto x_{\text{HI}} (1 - T_{\text{rad}} T^{-1}_S),$$

where $x_{\text{HI}}$ is the fraction of neutral hydrogen, $T_{\text{rad}}$ is the brightness temperature of the background radiation at 1.42 GHz (which is usually assumed to be the temperature of the CMB$^1$ at redshift $z$) and $T_S$ is the spin temperature of the transition which encodes complex astrophysical dependence. The spin temperature can be written as $T_S = (1 + x_{\text{tot}}) (T_{\text{rad}}^{-1} + x_{\text{tot}} T_{\text{K}}^{-1})^{-1}$, where $x_{\text{tot}} = x_C + x_\alpha$ (see Eqs. 46 and 48 of Barkana (2016)$^3$), $x_\alpha$ is the Wouthausen-Field (WF$^{17,37}$) coupling coefficient which depends on the intensity of the Ly-$\alpha$ background radiation produced by stars, $x_C$ is the collisional coupling coefficient, and $T_{\text{K}}$ is the kinetic temperature of the neutral IGM. $x_C$ is important at high redshifts when the Universe was dense and intra-atomic collisions were frequent enough to couple $T_S$ to $T_{\text{K}}$. This effect became sub-dominant as the Universe expanded and the gas rarefied. $x_\alpha$, which is negligible before the onset of star formation, became important at cosmic dawn. Ly-$\alpha$ photons produced by stars coupled $T_S$ to the color temperature of the Ly-$\alpha$ radiation, which at cosmic dawn is close to $T_{\text{K}}$. Finally, ionizing radiation depletes the amount of neutral gas in the IGM, reducing $x_{\text{HI}}$. Owing to its dependence on the underlying astrophysics and cosmology, the 21-cm signal is a powerful tool to characterize the formation and the evolution of the first populations of astrophysical sources and, potentially, properties of dark matter, across cosmic time.

Figure 1 shows a cartoon of the evolution of the global (sky-averaged) 21-cm signal and corresponding power spectrum of the 21-cm fluctuations (shown at a fixed comoving angular scale) as a function of redshift. The shapes of the global signal and the power spectrum reflect the thermal and ionization histories, and are affected by properties of the sources. In particular, the deep absorption trough in the global 21-cm signal (around $z \sim 20$ in the figure) is visible only thanks to
the stellar Ly-α photons and is a direct evidence of the initially cold IGM which was gradually heated by X-rays. Features of the absorption trough depend on the properties of stars and X-ray sources and can be used to put constraints on the first luminous populations. Our poor understanding of high-redshift astrophysics translates into a vast landscape of plausible 21-cm signals in addition to what is shown in Figure 1. A large compilation of possible scenarios was presented recently by Cohen et al. (2017) and Cohen et al. (2018). Here we focus on the global signal as the probe of the high-redshift environment and star formation.

Fig. 1. Cartoon of the evolution of the global 21-cm signal (top) and of the power spectrum (bottom, shown at a fixed comoving angular scale) as a function of redshift. Cosmic epochs are shown with different colors including the Epoch of Reionization (EoR, orange), Cosmic Dawn (purple/magenta), and Dark Ages (grey). At each epoch, different types of sources had the dominant impact on the 21-cm signal (see the text on the right of the plot).

3. Global Signal Observations

The global 21-cm signal (computed by averaging Eq. (1) over the entire sky) is targeted by several observational teams around the world including the EDGES collaboration with the observational site located in Western Australia, SARAS based in India, LEDA observing from Owens Valley (California), PRIZM located on Marion Island. All these telescopes feature a very wide beam that measures the total sky radio signal composed of the cosmic microwave background which carries the imprint of neutral hydrogen at the intrinsic 21 cm wavelength, foreground emission of the Galaxy, integrated contribution of numerous radio sources as well as radio frequency interference. The signal is distorted by ionosphere and is convolved with
the instrumental beam. Extracting the cosmological contribution is very challenging and requires superb understanding of each component (e.g., calibration of the instrument). 

3.1. Probing the EoR

Observations with the EDGES High-Band antenna and SARAS above 100 MHz yield consistent upper limits on the 21-cm signal from the EoR. In the framework of standard astrophysical modelling, the non-detections suggest that stars formed in small dark matter halos and rule out extremely non-efficient X-ray heating sources. As we have pointed out in Monsalve et al. (2019), out of all existing observations (including the CMB optical depth and constraints on the neutral fraction from high-redshift quasars), properties of the high-redshift X-ray sources are uniquely constrained by the 21-cm data.

3.2. Cosmic Dawn Signal

Recently, the first detection of the sky-averaged 21-cm signal from $z \sim 13 - 27$ has been claimed based on two years of observations with the EDGES Low-Band antenna in the 50 - 100 MHz frequency range. The reported cosmological signal is centred at $\nu = 78.2$ MHz corresponding to $z = 17.2$, and features an absorption trough of $T_{21} = -500^{+200}_{-500}$ mK with the errors corresponding to 99% confidence including both thermal and systematic noise. If confirmed, this is the first (and only) observational evidence of the primordial star formation at $z \sim 20$ ($\sim 180$ million years after the Big Bang) and of the early X-ray heating at $z \sim 17$.

The frequency and width of the detected feature are in agreement with theoretical expectations requiring star formation in relatively small halos and subsequent efficient X-ray heating. Therefore, the location and width of the detected signal in the Low Band is consistent with the non-detections by EDGES High-Band and SARAS2.

However, the EDGES Low signal is at least twice as strong as predicted in standard astrophysical scenarios (based on the assumption of $\Lambda$CDM cosmology and hierarchical structure formation and assuming the CMB as the background radiation) where the strongest possible feature at $z = 17$ is $-209$ mK, with $T_{\text{CMB}} = 49.5$ K and the coldest possible temperature of the IGM of $\sim 7.2$ K in the absence of X-ray heating sources. The observed $T_{21} < -300$ mK requires either the gas to be much colder (around 5.2 K) or the background radiation to be much stronger (around 67.2 K). Both requirements are impossible to satisfy by changing astrophysical modelling.

To explain the depth of the reported feature, exotic mechanisms have to be invoked. The amplitude of the observed 21-cm profile can be explained by non-gravitational interaction between dark matter and baryons, e.g., via Rutherford-like scattering, first proposed by Barkana (2018) as a solution to the EDGES Low-Band anomaly. Because dark matter is cold, scattering could drain excess energy
from the gas lowering its kinetic temperature. Even though this scenario is strongly constrained by observations, it is not completely ruled out and is still plausible for a narrow range of parameters including the dark matter mass, electric charge of dark matter particle and cross-section. A smoking gun signature of the baryon-dark matter scattering with a velocity-dependent cross-section was shown to be an enhanced pattern of Baryon Acoustic Oscillations (BAO) in the 21-cm power spectrum. The power spectrum itself could be boosted by as much as three orders of magnitude calling for verifications of the EDGES Low signal by interferometers.

An excess radio background above the CMB at the rest-frame 1.42 GHz at $z = 17$, even though is not expected in most the other theories, would also explain the detected feature. Interestingly, evidence of excess radio background at low radio frequencies was reported by ARCADE2 at 3 – 90 GHz and recently confirmed by LWA1 at 40 – 80 MHz. However, it is still not clear what part of the observed excess is extragalactic. The effect of an extra radio background is to deepen and widen the absorption trough. In our exploration, we found that the reported global signal is consistent with values of the amplitude of the excess radio background of $1.9 - 418$ relative to the CMB at the 78 MHz reference frequency (corresponding to $0.1 - 22\%$ of the CMB at 1.42 GHz). With the additional radio background, the EDGES Low-Band detection requires efficient star formation occurring in small dark matter halos of $M_h \sim 7.8 \times 10^8 \, M_\odot$ at $z = 17$ (or lower), which is consistent with the non-detections by High-Band instruments. If exists, the excess radio background is also expected to boost the 21-cm power spectrum compared to the standard astrophysical scenarios.

### 3.3. Follow-ups and Concerns

The reported global 21-cm signal is stronger than expected, implying that fluctuations in the signal might be stronger than predicted within standard astrophysical modelling. Therefore, low frequency observations with interferometers, such as LOFAR, which is currently conducting observations in the Low Band within the framework of the ACE proposal (1000 hours), and, once operational, the SKA, HERA and NenuFAR, will be able to verify the discovery. Interferometers can assess the nature of the enhanced 21-cm signal (if confirmed) by measuring the amplitude of the BAO. Verification with independent global signal experiments is also on the way using EDGES Mid-Band antenna, SARAS3, LEDA, and PRIZM. However, part of the community remains sceptical regarding the interpretation of the EDGES Low data, and concerns have been voiced in the literature.
3.4. Conclusions

With the first observational constraints at high radio frequencies (above 100 MHz) by EDGES High-Band and SARAS2, and the first claimed detection from $z \sim 17$, this is a truly exciting time for 21-cm cosmology. More than a year after the EDGES team claimed discovery of the global 21-cm signal from Cosmic Dawn, the nature and origin of this signal are still mysterious. If this signal is genuine, it is the first evidence of primordial star formation some 200 million years after the Big Bang.
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The rotation of the galactic objects has been seen by asymmetric Doppler shift in the CMB data. Molecular hydrogen clouds at virial temperature may contribute to the galactic halo dark matter and they might be the reason for the observed rotational asymmetry in the galactic halos. We present a method to constrain the parameters of these virial clouds given that they are composed of a single fluid. The method is such that it should be possible to extend it to more than one fluid.
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1. Introduction

Half of the baryonic matter in the Universe is dark,\textsuperscript{1–4} some of it may consist of molecular hydrogen clouds left over from the process of star formation, which would continue to collapse till their virial temperature reaches the CMB. To observe them one could look for $\gamma$-ray scintillation due to strikes by cosmic rays on $\text{H}_2$ molecules. A $\gamma$-ray corona around the Milky Way was discovered\textsuperscript{5} with the expected angular distribution,\textsuperscript{6} but it was not not clear how much, if any, of the carpet might be due to the proposed clouds. An alternative suggestion was to look for an asymmetric Doppler shift of these clouds in M31.\textsuperscript{7}

The predicted effect was seen at a sufficient but low level in the WMAP data in 2011\textsuperscript{8} and confirmed in the Planck data in 2014.\textsuperscript{9} Objections that the blue shift may be due to “hot spots” were countered by the argument that the red shift could not be “cold spots” and were soon dispelled. The precision was sufficient to be
able to use for studying the rotation of the M31. This was followed by the same
effect being seen in NGC 5128, M33, M82, M81.\textsuperscript{10–13} However, the verification of
the effect that it is due to the molecular clouds which led to its prediction, does not
prove that it is due to the cause that led to the prediction. It could be partially or
totally due to other interstellar matter. To be able to determine the nature of the
cause, we need to model the molecular hydrogen clouds or dust clouds produced by
the mechanism mentioned, or some mixture of the two, and compare with the data.
One could then try to look at whether contamination of the spectrum by radiation
from higher temperature sources could be distinguished.

2. The Virial Cloud Model

As these clouds are immersed in a heat bath of the CMB, they are isothermal. Since
they have formed due to the Jeans instability, they must have a precisely defined
Jeans radius and consequent Jeans mass. The density profile would then be given
by the solution of the Lane-Emden equation subject to the boundary conditions
that the density be literally zero (not approximately zero) at the boundary and the
density profile be flat at the core. The latter condition says that the derivative of
the density be zero at the core. We call them “virial clouds”. Since James Jeans had
applied the analysis for the formation of a normal star, he had taken the boundary
condition that the density of the cloud merge with that of the interstellar medium
(ISM) (which has been called “the Jeans fiddle”).\textsuperscript{14} In that case the central density
had to be put in on an ad hoc basis. We do not need to do this. Further, we will
want to extend the analysis (in later work) to a two-fluid model. As such, we obtain
the equations from first principles in any case.

For an isothermal gas sphere, the temperature, $T$, is directly related to the
mass of the molecule, $m_H$ in our case, and the average speed. The speed of the
perturbation would have to be taken to be the speed of sound in the cloud, $c_s$. This
gives

$$c_s = \sqrt{\frac{\gamma k T_{\text{CMB}}}{m_H}},$$

where $\gamma$ is the adiabatic factor given by the ratio of the heat capacity at constant
pressure to that at constant volume. At the densities and temperatures that we are
considering no higher degrees of freedom would be excited and we would only have
the translational degree, making the ideal gas approximation extremely good and
so $\gamma = 5/3$. For our purpose, $m_H \approx 2.016 \text{ g/mol}$ and $T \approx 2.726^\circ K$, so

$$c_s \approx 1.110 \times 10^4 \text{ km s}^{-1}.$$ \hfill (2)

Now the virial theorem $2K + U = 0$ gives the Jeans mass as\textsuperscript{15}

$$M_J^2 \approx \left(\frac{81}{32 \pi \rho_c}\right) \left(\frac{3 c_s^2}{5 G}\right)^3,$$ \hfill (3)
and the corresponding Jeans radius as

\[ R_J^2 = \frac{27v_s^2}{20\pi \rho_c G}, \]  

(4)

where, \( \rho_c \) is the central density of the virial cloud, and \( G \) is Newton’s gravitational constant. We need to use the canonical ensemble distribution in order to calculate the density profile of the clouds which is given by the relation\(^{16} \)

\[ f(r, p) = \frac{1}{h^{3N} N!} \frac{1}{Z} \exp \left( -\frac{H(r, p)}{kT_{CMB}} \right), \]  

(5)

where, \( H(r, p) \) is the Hamiltonian of the system. The partition function \( Z \) is the normalization factor, thus being the integral over phase space of the rest of this distribution function. The Hamiltonian is position dependent

\[ H(r, p) = \frac{p^2}{2m} + \frac{GM(r)m_H}{r}, \]  

(6)

and so the density distribution, is given by

\[ \rho(r) = 8m_5^{5/2} \left( \frac{G \rho_c}{3kT_{CMB}} \right)^{3/2} \exp \left( -\frac{GM(r)m_H}{r kT_{CMB}} \right), \]  

(7)

where \( M(r) \) is the mass of the cloud interior to \( r \) given by

\[ GM(r) = 4\pi \int_0^r \rho(q)q^2 dq. \]  

(8)

Our problem, then, is that the density is defined in terms of the integral of the density, i.e. we have an integral equation. Taking the natural logarithm of Eq. (7) we obtain

\[ \int_0^r q^2 \rho(q) dq = -\frac{rkT_{CMB}}{4\pi Gm_H} \ln \left( \frac{\rho(r)}{\zeta} \right), \]  

(9)

where \( \zeta = 8m_5^{5/2} (G\rho_c/3kT_{CMB})^{3/2} \). Taking the derivative of the above equation with respect to \( r \), and substituting Eq. (7) we obtain the ordinary differential equation

\[ r \frac{d\rho(r)}{dr} - r^2 \left( 4\pi Gm_H \right) \frac{1}{kT_{CMB}} \rho^2(r) - \rho(r) \ln \left( \frac{\rho(r)}{\zeta} \right) = 0. \]  

(10)

It will be noticed that this is a nonlinear differential equation that cannot be solved by separation of variables. However, we do have the initial condition \( \rho'(r)|_{r=0} = 0 \) and the boundary condition that \( \rho(R_J) = 0 \). As such, we can solve it numerically by assuming a central density and the initial condition. If the density at the boundary is too high, we lower the central value and try again, till it becomes too low. At that stage we raise the central density a bit till it again becomes too high. Iteratively we bring the boundary density close enough to zero to be acceptable. The resulting density profile is shown in Fig. 1. One sees that the central density of the cloud is \( \rho_c \approx 1.60 \times 10^{-18} \text{kgm}^{-3} \), the radius is \( R_J \approx 0.030 \text{pc} \), and the mass is \( M_J \approx 0.798 M_\odot \).
Fig. 1. The density of the virial molecular hydrogen cloud. It decreases monotonically from the central density, $\rho_c \simeq 1.60 \times 10^{-18} \text{ kgm}^{-3}$, to zero at $r = R_J \simeq 0.030 \text{ pc}$.

3. Luminosity of the Clouds
Since the virial clouds are at the CMB temperature, their luminosity is the CMB luminosity, except for their Doppler shift. Thus, we only need to look at the differential frequency shift, $\Delta \nu/\nu = -(v_{\text{rot}}/c) \cos \theta$, where $v_{\text{rot}}$ is the rotational velocity of the galactic halo, $c$ the speed of light and $\theta$ the angle between the direction of the velocity and the line of sight. Now $\Delta \nu/\nu = \Delta E/E = \Delta T/T$, so the differential energy is given by $\Delta E = (\Delta T/T)E$, where $E$ is the energy in the radiation for a patch of the sky corresponding to the size of the cloud. Now, as the luminosity, $L$, is proportional to the energy, we get the luminosity of the CMB for that patch. Then the luminosity of the cloud will be $^{17}$

$$L_c = (\Delta \nu/\nu)L \simeq 1.486 \times 10^{-4}L \cos \theta .$$

Thus, as we scan across the halo, the luminosity will not change linearly but with $\cos \theta$. We can use this check for the Doppler shift explanation and obtain the energy associated with each cloud. This would directly give an estimate of the total number of clouds being seen.

4. Results and Discussions
The virial clouds are completely constrained by physical requirements, and so precisely determinable. They provide a satisfactory explanation of the observed asymmetry of the CMB Doppler shift in galactic halos. We have only considered pure molecular hydrogen clouds, but we also need to model these molecular hydrogen clouds contaminated with more or less interstellar dust which will be dealt with
elsewhere. We have not discussed the possible contamination of radiation by matter at high temperature. That needs to be done. The effect is probably negligible, but cannot be neglected without checking. One also needs to investigate how the clouds would evolve over billions of years, from the time when the CMB temperature was higher than it is now to the present value. Precisely how did the clouds lose energy over this period?
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The boosting effects induced by the peculiar motion of an observer with respect to the Cosmic Microwave Background (CMB) rest frame can be explored to analyze the frequency dependence of the dipole. The improvements achievable with future CMB missions on our knowledge of CMB spectral distortions and Cosmic Infrared Background spectrum are discussed considering realistic uncertainties in relative calibration and foreground subtraction.
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1. Introduction

The cosmic dipoles have a crucial relevance in cosmology since they are linked with the isotropy and homogeneity of the Universe at the largest scales. The observed dipole is a mixture of different contributions, including the observer motion with respect to the Cosmic Microwave Background (CMB) rest frame as well as dipoles from astrophysical (extragalactic and Galactic) sources. The CMB and Cosmic Infrared Background (CIB) spectra can be investigated by future anisotropy missions, as CORE or LiteBIRD, by exploring the frequency spectral behaviour of the dipole amplitude, thus without requiring an independent absolute calibration. Tiny CMB spectral distortions are predicted to be generated at different cosmic times in the evolving plasma. In the present work, I will focus on two well-defined types of signal, namely Bose-Einstein (BE) and Comptonization distortions. The precise interpretation of these signals could contribute to constraint primordial cosmological processes otherwise unexplored. The CIB spectrum amplitude and shape, still not well known, can provide a better understanding of the dust-obsured star-formation phase of galaxy evolution.

2. The CMB spectrum

One of the main features of the CMB is its frequency spectrum. To first approximation, it emerges from the thermalization epoch \((z \sim 10^6 - 10^7)\) with a thermal black body (BB) shape owing to highly efficient interaction processes in the cosmic plasma, able to re-establish matter-radiation thermal equilibrium. Since COBE/FIRAS, no remarkable improvements have been achieved in the knowledge of CMB spectrum at \(\nu \gtrsim 30\) GHz. Although gaining an absolute calibration precision of 0.57 mK, the FIRAS characterization of CIB amplitude and shape still presents a substantial uncertainty. To overcome the absolute calibration problem, it is possible to investigate the CMB and CIB spectra by looking at the frequency spectral behaviours of their dipole amplitude thanks to future CMB missions, as e.g.
CORE. The CMB spectrum can set constraints on various types of non-standard processes, including non evaporating BH spin, small scale magnetic fields power spectra, vacuum energy density and particle decay.

2.1. Spectral distortions

Different energy injections in the radiation field due to fundamental unavoidable processes occurring at different cosmic times cause the departure of CMB spectrum from a perfect BB.

At early times, a BE-like distorted spectrum with a positive (dimensionless) chemical potential is produced by the dissipation of primordial perturbations at small scales,\(^3\) damped by photon diffusion and non-linear processes and then invisible in CMB anisotropies.\(^4\) Moreover, because of the matter temperature faster decrease with respect to that of radiation temperature in an expanding Universe, colder electrons induce Bose condensation of CMB photons, mainly resulting into a BE-like distortion with negative chemical potential. The photon occupation number of the BE spectrum is \(\eta_{BE} = 1/(e^{x_e + \mu} - 1)\), where \(\mu\) is the chemical potential that quantifies the fractional energy, \(\Delta \varepsilon/\varepsilon_i\), exchanged in the plasma during the interaction,

\[
x_e = x/\phi(z), \quad \phi(z) = T_e(z)/T_{CMB}(z),
\]

\(T_{CMB} = T_0(1 + z)\), \(T_0\) the present CMB temperature in the BB approximation and \(x = \hbar \nu/kT_{CMB}\) a redshift independent, dimensionless frequency. For small distortions, \(\mu \simeq 1.4\Delta \varepsilon/\varepsilon_i\) and \(\phi_{BE} \simeq (1 - 1.11\mu)^{-1/4}\).\(^a\)

Cosmological reionization associated with the early stages of structure and star formation induces electron heating that is responsible for late type distortions, described, at high frequency,\(^b\) by a Comptonization spectrum.\(^7\) It is quantified by the Comptonization parameter \(u(t) = \int_t^0 [(\phi - \phi_i)/\phi](k_BT_e/m_e c^2) n_e \sigma_T c dt\). For small energy injections and integrating over the relevant epochs \(u \simeq (1/4)\Delta \varepsilon/\varepsilon_i\).

3. Future CMB missions

Among the many different classes of CMB missions, here I will focus on three recent proposals with concepts and designs aimed at improving the measure of polarization anisotropies and at minimizing the impact of foregrounds on CMB maps using a large number of frequency channels, with relevant outcomes for e.g. our knowledge of the reionization process and the primordial background of gravitational waves.

The Primordial Inflation Explorer\(^8\) (PIXIE) is an Explorer-class mission submitted to NASA in 2011 aimed at mapping the CMB and the diffuse astrophysical foregrounds over the full sky, from 30 GHz to 6 THz (1 cm to 50 \(\mu\)m) with degree

\(^a\) At decreasing frequencies, photon emission processes produce a frequency dependent, decreasing chemical potential and the convergency to a blackbody at matter temperature at extremely low frequencies.\(^5\) For positive (negative) \(\mu\) they imply a minimum (maximum) in the brightness temperature, as well as the avoiding of the divergency of the BE spectrum for negative \(\mu\).

\(^b\) Associated free-free distortions are instead relevant at low frequencies.\(^6\)
resolution and high signal to noise ratio in absolute intensity and linear polarization. It is designed to perform absolute spectroscopy measurements and to simultaneously observe the large-scale CMB B-modes. It will provide crucial constraints on Universe ionization history, on CIB spectrum and anisotropies. Indeed, PIXIE will trace CIB monopole, dipole and higher order power spectrum up to $z \sim 3$ for matter distribution analyses. The cross correlation of temperature and polarization anisotropies will produce more stringent constraints on the optical depth parameter, the gas temperature and the Universe reionization at $z \sim 10$. Great hopes on CMB spectral distortion parameters are expected from PIXIE, thanks to its absolute calibration of the CMB temperature measure with a precision about $10^3$ times better than FIRAS.

LiteBIRD is a Lite (Light) Satellite for the studies of B-mode polarization and Inflation from cosmic background Radiation Detection at the extremely early Universe proposed to JAXA in February 2015. It is a highly-targeted, low-cost Japanese B-mode mission concept, aimed at the B-modes detection at the level of $r \sim 10^{-3}$, its main scientific goal being one order of magnitude better than what can be done from the ground. Its primary strategy is the focus on $r$ measurement in synergy with ground based super telescopes which are necessary for an accurate subtraction of the lensing contribution to B-mode.

Cosmic ORigins Explorer (CORE), submitted to the European Space Agency (ESA) in October 2016 in response to a call for future medium-sized space mission proposals for the M5 launch opportunity of ESA’s Cosmic Vision programme, is a satellite dedicated to microwave polarization. CORE is targeted to provide and exploit definitive maps of CMB polarization anisotropies at large and medium angular scales, with a suppression of all systematic effects at an extreme accuracy level. The instrument will host about 19 frequency channels over a range spanning the 60–600 GHz interval, in order to control astrophysical foreground emissions.

4. CMB and CIB dipoles

A relative velocity between an observer and the CMB rest frame induces a dipole in the observed CMB sky temperature through the Doppler effect. This dipole, the so called $\ell = 1$ anisotropy, is likely dominated by the velocity of the Solar System, $\beta_S = v_S/c$, with respect to the CMB (Solar dipole), with a seasonal modulation due to the velocity of the Earth or the satellite, $\beta_o$, with respect to the Sun (orbital dipole).

In addition, an intrinsic dipole is induced by the Sachs-Wolfe effect at the last-scattering surface and by a large-scale dipolar Newtonian potential. In a $\Lambda$CDM cosmology, this dipole should be of order of the Sachs-Wolfe plateau amplitude ($10^{-5}$), but it could be larger in the case of more exotic models. Neglecting the orbital dipole (useful for calibration aims), and denoting with $\beta$ the relative velocity of the Solar dipole, it is possible to forecast the CORE improvements in the dipole recovery including also potential foreground and calibration residuals. The
The dipole amplitude is directly proportional to the first (logarithmic) derivative with respect to the frequency of the photon occupation number, $\eta(\nu)$, which is related to the thermodynamic temperature, $T_{\text{therm}}(\nu)$, defined as the temperature of the blackbody having the same $\eta(\nu)$ at the frequency $\nu$, by:

$$T_{\text{therm}} = \frac{h\nu}{k_B \ln(1 + 1/\eta(\nu))}.$$  

(1)

Differentiating the measure of $T_{\text{therm}}$ in the direction of motion and in its perpendicular direction one gets:

$$\Delta T_{\text{therm}} = \frac{h\nu}{k_B} \left\{ \frac{1}{\ln[1 + 1/\eta(\nu)]} - \frac{1}{\ln[1 + 1/\eta(\nu(1 + \beta))]} \right\}. $$  

(2)

To first order in $\beta$, $\Delta T_{\text{therm}}$ is approximated by:

$$\Delta T_{\text{therm}} \simeq -x\beta T_0 \frac{\ln\eta}{(1 + \eta)\ln^2[1 + 1/\eta]}.$$  

(3)

A direct determination of the CIB spectral shape is not trivial since it requires absolute intensity measurements and it is also limited by foreground signal, that, in the case of Galactic emission, has a similar shape. Even though the dipole amplitude is about $10^{-3}$ of the monopole, its spatial distribution is known, hence, an indirect approach may provide in the future a robust measurement of the CIB. The analytic form of the CIB spectrum, observed at present time, is:

$$\eta_{\text{CIB}} = \frac{c^2}{2h\nu^3} I_{\text{CIB}}(\nu) = I_0 \left( \frac{k_B T_{\text{CIB}}}{h
u_0} \right)^{k_F} \frac{x_{\text{CIB}}}{e^{x_{\text{CIB}}} - 1},$$  

(4)

with $T_{\text{CIB}} = (18.5 \pm 1.2)$ K, $x_{\text{CIB}} = h\nu/k_B T_{\text{CIB}} = 7.78(\nu/\nu_0)$, $\nu_0 = 3 \times 10^{12}$ Hz and $k_F = 0.64 \pm 0.12$. Here $I_0$ sets the CIB spectrum amplitude, its best-fit value being $(1.3 \pm 0.4) \times 10^{-5}$. The CIB dipole should be detectable by CORE in its highest frequency bands. Defining the motion vector of the observer, from the dipole direction of the *Planck* 2015 release, I produced the maps at a given observational frequency, $\nu_{\text{obs}}$, from the photon distribution function, $\eta_{\text{BB,dist}}$, for the assumed type of spectra (BB, CIB, BE or Comptonization (C)) at the frequency $\nu_{\text{obs}}$ multiplied by $(1 - \hat{n} \cdot \vec{\beta})/(1 - \beta^2)^{1/2}$ to account for all the possible sky directions with respect to the observer peculiar velocity. The observed signal map in thermodynamic temperature is a generalization of Eq. (1):

$$T_{\text{therm}}^{\text{BB/dist}}(\nu, \hat{n}, \vec{\beta}) = \frac{x T_0}{\ln[1/(\eta(\nu, \hat{n}, \vec{\beta})_{\text{BB/dist}} + 1)]},$$  

(5)

where $\eta(\nu, \hat{n}, \vec{\beta}) = \eta(\nu')$ with $\nu' = \nu((1 - \hat{n} \cdot \vec{\beta})/(1 - \beta^2)^{1/2}$. Decomposing the maps into spherical harmonics and reproducing them from the $a_{\ell m}$ up to a desired multipole $\ell_{\text{max}}$, I derived the expected signal (see Fig. 1) finding that it is important for the dipole, can be considerable for the quadrupole and, depending on the distortion parameters, still not negligible for the octupole (although depending on the amplitude relative to experimental noise levels). For higher-order multipoles, the signal is essentially negligible.
5. Results and Conclusions

To recover the dipole parameters (amplitude and direction) it is essential to perform Markov Chain Monte Carlo (MCMC) analyses. I assumed the Planck common mask 76 (in temperature), publicly available from the Planck Legacy Archive (PLA), exploiting its extension that excludes all the pixels at $|b| \leq 30^\circ$. I first explored the dipole reconstruction ability for different frequency channels and then the implications for CMB spectral distortions and CIB starting from the ideal case (i.e., without calibration errors or sky residuals). The dipole can be parametrized as $d(\hat{n}) = A\hat{n} \cdot \hat{n}_0 + T_0$, where $\hat{n}$ and $\hat{n}_0$ are the unit vectors defined respectively by the Galactic longitudes and latitudes $(l, b)$ and $(l_0, b_0)$. The dipole map used in the simulations was generated assuming the measured dipole amplitude best-fit values, $A = (3.3645 \pm 0.002)$ mK, and direction, $l_0 = 264.00 \pm 0.03$ and $b_0 = 48.24 \pm 0.02$, as found in Planck 2015 release.

To quantify the ideal CORE sensitivity to spectral distortion parameters and CIB amplitude, I carried out detailed simulations assuming a certain model and quantifying the accuracy level at which (in the presence of noise and of potential residuals) the key parameters can be recovered. I consider twelve, physically or observationally motivated, reference cases, from a (reference) blackbody spectrum, a CIB spectrum at the FIRAS best-fit amplitude, BE and C spectra with different $\mu_0$ and $u$ values. For each model I generate an ideal sky (the prediction) and a sky with white Gaussian noise realizations (simulated data). I calculated $\Delta \chi^2$ to quantify the significance level at which each model can be potentially detected or
ruled out. I consider three approaches: (a) analyzing each of the 19 frequency channels (assumed independent from each other); (b) using the 171 (19 × 18/2) combinations of the maps differences from pairs of frequency bands; (c) combining (a) and (b).

Approach (a) compares the dipole amplitude of a distorted spectrum with that of the blackbody, being sensitive to the overall difference between the two cases, while approach (b) compares the dipole signal at different frequencies for each type of spectrum, being so sensitive to its slope. The significance of the CIB amplitude recovery is increased in case b), because of the very steep frequency shape of its dipole spectrum. In general, this does not occur for CMB distortion parameters, and, in particular, approach (b) can make the recovery of the Comptonization distortion more difficult. Method c) typically results in an overall advantage. Including potential residuals from imperfect foreground subtraction and calibration (characterized by effective parameters $E_{\text{cal}}$ and $E_{\text{for}}$) may affect these results, but still the improvement for $I_{\text{CIB}}^0$ ranges from a factor of 4 (a) to a factor of about 15 or 20 for (b) and (c), respectively. The recovery of CMB spectral distortion parameters is also very promising. Including the extended mask in case c), I find a significant improvement with respect to the full sky: the significance of the CIB amplitude recovery improves by about 50% and that on the BE distortion by about 20%, indicating the relevance of optimising the selection of the sky region. Tab. 1 summarizes the main results expressed in terms of a factor characterizing the improvement with respect to FIRAS.

<table>
<thead>
<tr>
<th>$E_{\text{cal}}$ (%)</th>
<th>$E_{\text{for}}$ (%)</th>
<th>CIB amplitude</th>
<th>BE</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal case, all sky</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
<td>$\sim 4.4 \times 10^3$</td>
<td>$\sim 10^3$</td>
</tr>
<tr>
<td>All sky</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
<td>$\sim 15$</td>
<td>$\sim 42$</td>
</tr>
<tr>
<td>P76</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
<td>$\sim 19$</td>
<td>$\sim 42$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
<td>$\sim 17$</td>
<td>$\sim 4$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
<td>$\sim 22$</td>
<td>$\sim 47$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-4}$</td>
<td>$10^{-3}$</td>
<td>$\sim 2.1 \times 10^2$</td>
<td>$\sim 2.4 \times 10^2$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 19$</td>
<td>$\sim 26$</td>
</tr>
<tr>
<td>P76ext</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 48$</td>
<td>$\sim 35$</td>
</tr>
<tr>
<td>P76ext, $N_s = 128$</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 38$</td>
<td>$\sim 51$</td>
</tr>
<tr>
<td>P76ext, $N_s = 128$</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 43$</td>
<td>$\sim 87$</td>
</tr>
<tr>
<td>P76ext, $N_s = 256$</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 76$</td>
<td>$\sim 98$</td>
</tr>
<tr>
<td>P76ext, $N_s = 256$</td>
<td>$10^{-3}$ ($&lt;295$)</td>
<td>$10^{-2}$ ($\geq 340$)</td>
<td>$\sim 85$</td>
<td>$\sim 1.6 \times 10^2$</td>
</tr>
</tbody>
</table>
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The Planck mission has clearly demonstrated that, although not specifically designed for
the observation of extragalactic sources, the space-borne experiments aimed at investigat-
ing the Cosmic Microwave Background (CMB) have the potential to bring breakthrough
science also in this field. One example is the detection of high-z galaxies with extreme
gravitational amplifications. The combination of flux boosting and of stretching of the
images has allowed the investigation of the structure of galaxies at \( z \approx 3 \) with the as-
tounding spatial resolution of \( \approx 60 \) pc. Another example is the detection of proto-clusters
of dusty galaxies at high \( z \), when they may not yet possess the hot intergalactic medium
allowing their detection in X-rays or via the Sunyaev-Zeldovich effect.

Keywords: Galaxies: high-redshift – galaxies: evolution – submillimetre: galaxies –
galaxies: clusters: general.

1. Introduction

Extragalactic sources are one of theforegrounds that contaminate the maps
produced by experiments aimed at mapping the Cosmic Microwave Background
(CMB). On the other hand, space borne CMB experiments, like Planck, have prop-
erties that allow them to produce unique surveys of extragalactic sources:

• they cover a broad spectral range hardly, if at all, accessible from the ground
  and only lightly covered by other space missions;
they offer an all-sky coverage, ideal to look for rare phenomena;

• they have a poor angular resolution that is, in general, a strong limitation
for extragalactic surveys but, as we will see, becomes a resource to detect
high-z proto-clusters of dusty galaxies.

Two main populations of extragalactic sources show up in Planck’s frequency range,
extending from 30 to 857 GHz: blazars, that dominate up to about 150–200 GHz,
and active star-forming galaxies dominating at higher frequencies (Fig. 1).

Planck has provided unique information on these source populations. In this
paper we will confine ourselves to only two examples: strongly gravitationally lensed
high-z galaxies (Sect. 2) and proto-clusters of dusty galaxies (Sect. 3). In Sect. 4
we summarize our main conclusions.

Fig. 1. Examples of spectral energy distributions (SEDs) of the extragalactic sources detected
by Planck: a blazar, a nearby star-forming galaxy (M61) and a strongly lensed galaxy at $z \simeq 3$.
Data points are Planck measurements.

2. Strongly lensed galaxies

Herschel surveys have demonstrated that bright sub-mm galaxies, such as those
detected by Planck, have a strikingly bimodal redshift distribution (Fig. 2). Un-
lensed galaxies are local (only a few are at $z \geq 0.06$), while the gravitationally
lensed ones are at $z > 1$. This implies that the two sub-populations can be easily
distinguished.

Another nice property of sub-mm selected strongly lensed galaxies is that they
show up in a waveband different from that of the foreground lens: the former
are bright at far-IR/sub-mm wavelengths but very faint in the optical because of
dust obscuration; on the contrary, the latter are mostly passively evolving early-
type galaxies, essentially invisible at far-IR/sub-mm wavelengths, but bright in the
optical and in the near-IR. Hence there is no mutual contamination of the two images.

The 11 strongly lensed galaxies discovered on Planck maps have redshifts in the range 2.2–3.6. For comparison, those discovered by optical searches have mostly \( z < 1 \) (cf. Fig. 7 of Ref. 5). Thus optical/near-IR and (sub-)mm surveys are nicely complementary: the former see evolved galaxies while the latter catch them in the most active star-formation phase.

This brings us to the main reason why the (sub-)mm selection of strongly lensed galaxies is important: high spatial and spectral resolution follow-up of these objects will have a crucial role in providing answers to major, still open issues on galaxy formation and evolution: which are the main physical mechanisms shaping the galaxy properties: in situ processes? interactions? mergers? cold flows from the intergalactic medium? How do feedback processes work? To settle these issues we need direct information on the structure and the dynamics of high-z galaxies. But these are compact, with typical sizes of 1–2 kpc (e.g., Ref. 6), corresponding to angular sizes of 0.1–0.2 arcsec at \( z \approx 2–3 \). Thus they are hardly resolved even by ALMA and by the HST. If they are resolved, high enough S/N ratios per resolution element are achieved only for the brightest galaxies, probably not representative of the general population.

Strong gravitational lensing provides a solution to these problems. The Planck dusty GEMS (Gravitationally Enhanced subMillimetre Sources) have estimated magnifications, \( \mu \), in the range 10–50, making them the brightest sub-mm sources in the sky. The gravitational stretching of the images has allowed ALMA observations
of one of them, PLCK_G244.8+54.9 at $z \simeq 3.0$ with $\mu \simeq 30$, to reach the astounding spatial resolution of $\simeq 60\,\text{pc}$, substantially smaller than the size of Galactic giant molecular clouds\textsuperscript{7}.

Cañameras et al.\textsuperscript{7} have also obtained CO spectroscopy, measuring the kinematics of the molecular gas with an uncertainty of 40–50 km/s. This spectral resolution makes possible a direct investigation of massive outflows driven by AGN feedback at high $z$. In this way Spilker et al.\textsuperscript{8} were able to detect a fast (800 km/s) molecular outflow due to feedback in a strongly lensed galaxy at $z = 5.3$. The outflow carries mass at a rate close to the SFR and can thus remove a large fraction of the gas available for star-formation.

![Fig. 3](image)

Fig. 3. Portions of the 500\,$\mu$m galaxy luminosity function at various $z$ covered by Herschel surveys to a flux limit of 50 mJy. The corresponding fraction of resolved luminosity density ranges from 29\% to 66\%.

3. **Protoclusters**

Classical techniques for detecting galaxy clusters (optical/near-IR “red sequence”, X-ray emission, Sunyaev-Zeldovich (SZ) effect) preferentially or exclusively select evolved objects, with mature galaxy populations and a hot intra-cluster medium. As a result, most known clusters are at $z < 1$, i.e. below the peak of global star-formation activity.

This reflects the anti-correlation between density and specific star-formation rate (sSFR), well established in the low-$z$ universe. However the sSFR in clusters increases with increasing redshift faster than in the field matching field values at $z \gtrsim 1.2$\textsuperscript{11}. Correspondingly the “red sequence” disappears and the hot intergalactic gas, making clusters visible in X-rays or via the SZ effect, is no longer necessarily in place.
Fig. 4. Integral number counts at 800 GHz of lensed and unlensed dusty galaxies predicted by the model by Ref. 9 and of proto-clusters\textsuperscript{10}. The vertical red line shows the estimated detection limit of planned next generation CMB experiments.

On the other hand, member galaxies become increasingly bright at far-IR/sub-mm wavelengths. As mentioned above, individual high-$z$ galaxies are not detectable by space-borne CMB experiments unless their flux densities are boosted by gravitational lensing. However, the summed emission of galaxies within a strong overdensity (proto-cluster) shows up as an intensity peak in the maps.

As illustrated by Fig. 3, proto-clusters stand out more clearly in low-resolution sub-mm maps, such as those that have been provided by Planck or will hopefully be provided by planned next-generation experiments like PICO, CORE and CMB Bharat, than in much higher resolution point source surveys at the same wavelengths because the available point source surveys miss a substantial fraction of the cluster. This is in keeping with the findings\textsuperscript{12,13} that the sub-mm flux densities of proto-cluster candidates measured by Planck are about 2 to 3 times larger than the summed luminosities of member galaxies detected with Herschel within the Planck beam, although part of the difference is to be attributed to the ‘flux boosting’ affecting the low signal-to-noise Planck measurements.

Although Planck has demonstrated the power of low-resolution surveys for the study of large-scale structure, its resolution was too poor to detect individual proto-clusters\textsuperscript{10}. Studies of the high-$z$ 2-point correlation function and Herschel images of the few sub-mm bright protoclusters detected so far, at $z$ of up to 4, indicate sizes of $\approx 1'$ for the cluster cores, nicely matching the FWHM of the highest frequency channels of planned next generation experiments.

As illustrated by Fig. 4, such experiments will detect many tens of thousands of these objects as peaks in sub-mm maps, in addition to the evolved ones, detected by the SZ effect. This will constitute a real breakthrough in the observational
validation of the formation history of the most massive dark matter halos, traced by clusters, a crucial test of models for structure formation. Follow-up observations will characterize the properties of member galaxies, probing the galaxy evolution in dense environments and shedding light on the complex physical processes driving it.

4. Conclusions

Planck has demonstrated the unique capability of all-sky CMB experiments to explore astrophysical phenomena otherwise unaccessible to the present day instrumentation.

Those presented are only examples. Other examples are blazar astrophysics and high frequency polarization of extragalactic sources, including dusty galaxies.

Proposed next generation CMB experiments, like PICO, CORE and CMB Bharat, have the capability to make a giant leap forward in these fields by detecting several thousands high-z strongly lensed galaxies at least up to $z \simeq 5$ and proto-clusters at least up to $z \simeq 4$.
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We study the effects of a uniform magnetic field on the evolution of cosmological perturbations, in a full relativistic framework, considering the effects of anisotropies. We take advantage of the synchronous gauge to simplify the equations. We study both super-horizon scales in radiation dominated universe and sub-horizon scales in both a full relativistic framework and the Newtonian limit in case of adiabatic sound speed.
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1. Introduction

There is strong evidence of the presence and importance of magnetic fields in cosmology\(^1\) and it is possible that such fields, although small\(^2\)-\(^4\), are related to the anisotropy of large scale structures (for a detailed introduction, see\(^5\)). There are a lot of studies in literature about their effects in both Newtonian limit and in full relativistic treatment, but inside a FRW model and discarding anisotropic effects.\(^6\)-\(^7\) Our aim is to incorporate anisotropic effects inside the full relativistic treatment, while using the synchronous gauge to manage the increased mathematical complexity.

In Sec. 2 we develop some corrections to a former analysis of the background model,\(^3\) then in Sec. 3 we obtain the perturbed equations. We discuss the problem of gauge freedom in Sec. 4 and we analyse the solutions in physical interesting regimes in Sec. 5.

2. Background model

We study a uniform Bianchi I model with a perfect barotropic fluid and a magnetic field aligned in the \(z\) direction. Our metric is

\[ g_{\mu\nu} = \text{diag} \left( -1, a^2(t), a^2(t), c^2(t) \right). \] (1)
The background fluid has velocity $u^\mu = (1, 0, 0, 0)$, energy density $\rho$ and pressure $p = \rho w$, with $w = \text{const.}$ The magnetic field is $B^\mu = (0, 0, 0, B^3)$, with energy density $B^2 = B^\mu B^\mu = \rho^2 B^3 B^3$ in the Lorentz–Heaviside units.

We follow exactly$^3$ to solve this system, however we find slightly different solutions due to different assumptions and we add isotropic corrections, while that paper only cares about anisotropic ones.

Defining the isotropic expansion $H$ and the anisotropy parameter $S$ as

$$3H = 2 \frac{\dot{a}}{a} + \frac{\dot{c}}{c}, \quad H S = \frac{\dot{a}}{a} - \frac{\dot{c}}{c},$$

and using the Alfvén speed

$$v_A^2 = \frac{B^2/2}{\rho},$$

to describe the magnetic field we write the evolution equations for the system. The Einstein equation with components 00 reads

$$3\dot{H} + H^2 \left(3 + \frac{2}{3} S^2\right) = -\left[\frac{1}{2}(1 + 3w) + v_A^2\right] \rho,$$

subtracting the Einstein 33 equation from the 11 equation we get

$$H \dot{S} + \dot{H} S + 3H^2 S = 2v_A^2 \rho,$$

and contracting the Einstein equations over the spatial indices

$$3\dot{H} + 9H^2 = \left[\frac{3}{2}(1 - w) + v_A^2\right] \rho.$$

The fluid energy conservation and the magnetic field energy conservation read

$$\dot{\rho} + 3H(1 + w)\rho = 0, \quad (\dot{B^2}) + 4\frac{\dot{a}}{a}B^2 = 0;$$

the last one gives

$$\dot{v_A^2} = v_A^2 H \left(3w - 1 - \frac{4}{3} S\right).$$

Considering the magnetic field small and solving the equations perturbatively, at 0-order one simply recovers FRW

$$H_{(0)} = \frac{2}{3(1 + w)t}, \quad \rho_{(0)} = 3H_{(0)}^2, \quad S_{(0)} = 0.$$

Substituting this solution inside the equations we solve in order Eq. (8) that gives the temporal law of $v_A^2$, Eq. (5) that describes the evolution of $S$, Eq. (4) and Eq. (6) that describe together the isotropic corrections to $H$ and $\rho$. We find the following solutions.
2.1. Radiation dominated universe

The background fluid is ultra-relativistic with \( w = 1/3 \) and the solution is

\[
v^2_A = v^2_{A0} = \text{const}, \quad t_0 = \text{const}, \quad S = 6v^2_A = 6v^2_{A0}
\]

\[
a \propto \left( \frac{t}{t_0} \right)^{1/2} \left( 1 + v^2_{A0} \ln \left( \frac{t}{t_0} \right) \right), \quad c \propto \left( \frac{t}{t_0} \right)^{1/2} \left( 1 - 2v^2_{A0} \ln \left( \frac{t}{t_0} \right) \right)
\]

\[
H = \frac{1}{2t}, \quad \rho = \frac{3}{4t^2} \left( 1 - v^2_{A0} \right).
\]

2.2. Matter dominated universe

The background fluid is non-relativistic with \( w = 0 \) and the solution is

\[
v^2_A = v^2_{A0} \left( \frac{t}{t_0} \right)^{-2/3}, \quad v^2_{A0}, t_0 = \text{const}, \quad S(t) = 12v^2_A(t)
\]

\[
a \propto \left( \frac{t}{t_0} \right)^{2/3} - 3v^2_{A0}, \quad c \propto \left( \frac{t}{t_0} \right)^{2/3} + 9v^2_{A0}
\]

\[
H = \frac{2}{3t} \left( 1 - v^2_A(t) \right), \quad \rho = \frac{4}{3t^2} \left( 1 - 3v^2_A(t) \right).
\]

3. Perturbed model

We perturb the background model allowing small inhomogeneities. We take the starting equations from\(^6\), but instead of solving them in full covariant formalism we focus on the synchronous gauge; this choice will make their solution a lot easier. Enforcing the synchronous gauge and the spatiality of the magnetic field, represented by \( B_\mu u^\mu = 0 \), the perturbed variables are

\[
g_{\mu\nu} = g^{\text{back}}_{\mu\nu} + \delta g_{\mu\nu}, \quad \gamma_{\mu\nu} = \delta g_{\mu\nu}, \quad \gamma_{0\nu} = \gamma_{\mu0} = 0
\]

\[
g_{\mu\nu}g^{\mu\nu} = \delta^\mu_\mu \implies \delta g^{\mu\nu} = -\gamma_{\mu\nu}
\]

\[
u^\mu = u^\mu_{\text{back}} + \delta u^\mu, \quad u_\mu u^\mu = -1 \implies \delta u^0 = 0
\]

\[
\rho = \rho^{\text{back}} + \delta \rho, \quad p = p^{\text{back}} + \delta p, \quad \delta p = v^2 \delta \rho
\]

\[
B^2 = B^2_{\text{back}} + \delta(B^2), \quad \delta (B_\mu B^\mu) = \delta (B^2) = 3\delta B^3 B^3 + 2c^2 B^3 \delta B^3
\]

\[
B_\mu u^\mu = 0 \implies \delta B^0 = c^2 B^3 \delta u^3,
\]

where “back” marks background variables and the indices of \( \gamma_{\mu\nu} \) are raised and lowered with the unperturbed metric. For simplicity, we define the following perturbation variables:

\[
\Delta = \frac{\delta \rho}{(1 + w) \rho}, \quad G = \frac{1}{2} \gamma^{ij}, \quad T = \frac{1}{2} \gamma^{ij}, \quad M = \frac{\delta (B^2)}{B^2}.
\]

We will now write the relevant equations in synchronous gauge. The full covariant equations can be found in\(^6\); they form a very complicated system, so we will write them and solve them in the limit of small magnetic fields: we will make a
Fourier expansion for the spatial components $e^{i k_i x^i}$ and keep only terms up to first order in $v_S^2$. The sound speed is related to the barotropic index $w$ through

$$\dot{\omega} = -3H(1 + w)(v_S^2 - w) \implies v_S^2 = w \text{ if } w = \text{const}, \quad (18)$$

but we will distinguish them if $v_S^2$ is multiplied by $k_i k^i$ or $k_S k^3$ and we will simplify them in all other circumstances in which they cancel each other; we will explain this choice in the following.

Through some algebraic manipulations, the perturbed equations take the following forms (we refer to $^8$ for the full calculations): the fluid energy conservation is

$$\dot{G} = -\Delta - \partial_i \delta u^i; \quad (19)$$

the magnetic energy conservation is

$$\dot{M} = -2 \left( \partial_i \delta u^i - \partial_i \delta u^3 + \dot{G} - \dot{T} \right) = 2 \left( \dot{\Delta} + \dot{T} + \partial_i \delta u^3 \right); \quad (20)$$

the Einstein 00 equation, through the use of Eq. (19), reads

$$\ddot{\Delta} + 2H \left( 1 + \frac{1}{3}S \right) \Delta - \frac{1}{2} S (1 + 3v_S^2)(1 + w) \rho \dot{\Delta} + \partial_i \partial_j \delta u^i \dot{u}^j$$

$$+ 2H \left( 1 + \frac{1}{3}S \right) \partial_i \delta u^i + \frac{4}{3(1 + w)} \frac{\dot{T}}{t} \delta u^i - \frac{4}{3(1 + w)} 2v_S^2 \frac{M}{t^2} = 0. \quad (21)$$

From the Einstein 03 and 03 equations we get

$$3(1 + w)(k_i k^i \dot{T} - k_{S} k^3 \dot{G}) + (1 + w) \ddot{T} + 10 \frac{\dot{T}^2}{t} + \frac{1}{1 + w} \frac{t^2}{1 + w} \dot{T} + \frac{2}{3} 1 + w \frac{\dot{G}}{t^2}$$

$$+ \frac{2}{3} \left[ 1 - v_S^2 - \frac{(v_S^2)^2}{2} \right] \frac{\dot{\Delta}}{t^2} + \frac{1}{3(1 + w)} \frac{\dot{\Delta} + 3w \dot{\Delta}}{t} - 8 \frac{\partial \delta u^3}{t^2} = 0; \quad (22)$$

the divergence of the momentum conservation is

$$\left( 1 + \frac{2}{1 + w} v_S^2 \right) \partial_i \partial_j \delta u^i + \left[ (2 - 3w)H + \left( \frac{v_S^2}{1 + w} + \frac{1}{3} S \right) \right] \frac{4}{3(1 + w)} \frac{1}{t} \partial_i \delta u^i$$

$$= -v_S^2 \partial_i \partial_j \Delta - \frac{v_S^2}{1 + w} \partial_i \partial_j M$$

$$+ \frac{2}{1 + w} v_S^2 \partial_i \partial_j \delta u^3 - 2 \left( \frac{v_S^2}{1 + w} + S \right) \frac{2}{3(1 + w)} \frac{\partial_i \delta u^3}{t}$$

$$- \frac{2}{1 + w} v_S^2 \left[ \dot{T} + \frac{2}{1 + w} \frac{\dot{T}}{t} + \frac{2}{3(1 + w)} \frac{\dot{G}}{t} \Delta \right] + \frac{4}{3(1 + w)} (1 - v_S^2)^2 \frac{\Delta}{t^2}; \quad (23)$$

the momentum conservation along the background magnetic field at 0-order in $v_S^2$, $v_S^3$, but keeping the Laplacian gives

$$\partial_i \partial_j \delta u^3 + (2 - 3w)H \partial_i \delta u^3 + \partial_i \partial_j (v_S^2 \Delta) = 0. \quad (24)$$
4. Gauge modes

The synchronous gauge does not end the freedom of choice of the reference frame: the residual sub-gauge freedom is itself a solution of the perturbed equations, so we must find and discard it. Following a standard procedure, shown for example in $^9$, one can calculate the exact residual gauge freedom and show that the resulting gauge mode for the energy density is

$$\delta\rho_{\text{gauge}} \propto \dot{\rho}_{\text{back}} \propto H(\rho_{\text{back}} + p_{\text{back}}) \propto H\rho_{\text{back}}. \quad (25)$$

We must find this solution solving the perturbed equations, and we must discard it because it is a pure mathematical effect and it is unphysical.

5. Solutions

5.1. Large scale, radiation dominated universe

We study two kind of solutions. At large scales and during radiation dominated universe we have $k_i \approx 0$, $w = v_S^2 = 1/3$ and the density perturbations follow a power law solution:

$$\Delta = \frac{\Delta_{\text{gauge}}}{t} + \Delta_{\text{phys}} t^{1-2v_0^2}; \quad (26)$$

the decaying solution is the gauge one, while the growing one is the physical solution. This is slightly different from the solution of $^6$.

5.2. Small scales, matter dominated universe

We will now ignore Eq. (18) and use an adiabatic sound speed, with adiabatic index $\gamma$, as in $^5,10$:

$$v_A^2 \propto t^{2(1-\gamma)}; \quad (27)$$

after recombination and before baryon decoupling (for perturbations, the decoupling happens effectively at $z \approx 100$, see $^5$) we have $\gamma = 4/3$, while after baryon decoupling $\gamma = 5/3$. $^5,10$ This is valid in the Newtonian approximation, $^5,10$ where we do not have Eq. (18), but assuming $v_S^2 = 0$ we recover the full relativistic case of $^6$. We define the constants

$$\Lambda_S^2 = v_S^2 k_i k_i t^{2\gamma - 2/3}, \quad \Lambda_A^2 = v_A^2 k_i k_i t^2. \quad (28)$$

ad we solve the system at 0-order in $v_S^2, v_A^2$, considering $k_i k_i \gg H^2$ and so keeping $k_i k_i v_S^2, k_i k_i v_A^2 \gg v_S^2, v_A^2$. Defining an anisotropy parameter $\mu$ through $k_i k_i v_S^2 = \mu^2 k_i k_i$, with some algebra we find the same final equation of $^5$: this solutions is different from $^6$ and shows that anisotropies induced by the magnetic field are important and must be considered with more care. Considering the correct relativistic treatment, with $v_S^2 = 0$, this solves the open problem of the former study of Bianchi I model of $^{11}$. It can be shown $^5$ that for $\mu \neq 0$ it holds the usual Jeans
threshold $k_J$, while for $\mu = 0$ there is an additional critical value determined by the magnetic field:

$$k_J = \sqrt{\frac{24\pi G (\gamma - 4/3)^2 \rho_{\text{back}}}{v_S^2}}, \quad k_A = \sqrt{\frac{12\pi^2 G \rho_{\text{back}}^2}{B_{\text{back}}^2}},$$

(29)

where $G$ is Newton’s constant. For a more accurate analysis of the results see$^8$.

6. Conclusions

We highlighted the importance of the anisotropy in studies regarding cosmological perturbations with magnetic fields and we showed that the equations describing cosmological perturbations take a simpler form when expressed in the synchronous gauge, once we are able to recognize and discard the unphysical gauge modes. We incorporated anisotropic effects in the full relativistic analysis and we found corrections to the usual solutions in isotropic FRW models due to the anisotropy, controlled by the background magnetic field.
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One of the most amazing experimental results of the recent years has been achieved by the Planck collaboration, which measured the Cosmic Microwave Background (CMB) radiation with an unprecedented precision.1–4 Such result allowed us to improve our knowledge of the Universe history, which can be very well described by the six-parameters model named ΛCDM, after the cosmological constant (Λ) and the Cold Dark Matter (CDM) fluids, which represent most of the current energy density in the Universe.

Within the context of the ΛCDM model and using CMB data, we can derive constraints on a number of cosmological quantities, as for example the Hubble parameter $H_0$ or the matter perturbations at small scales, usually quantified through the parameter $\sigma_8$, which describes the mean matter fluctuations in a sphere with a radius of $8h^{-1}$ Mpc. The values of $H_0$ and $\sigma_8$ obtained from a fit of the CMB data within the context of the ΛCDM model are not in agreement with the values that are measured in the local universe, at small redshifts. For instance, while Planck data$^2$ point towards $H_0 = 67.27 \pm 0.66$ km s$^{-1}$Mpc$^{-1}$, estimates from the local Universe$^5$ indicate $H_0 = 73.24 \pm 1.74$ km s$^{-1}$Mpc$^{-1}$: a $\sim 3.4\sigma$ tension exists. In the same way, cosmological and local determinations of $\sigma_8$ typically exhibit a $\sim 2\sigma$ tension with local determinations, as performed for example by the KiDS$^6$ or DES$^7$ experiments. These tensions may be the result of an incomplete understanding of systematics in the experimental determinations or of the presence of new physics which is not considered in the ΛCDM model.

Under a different point of view, cosmology is nowadays one of the most powerful tools to study particular aspects of particle physics, such as some neutrino properties, and in particular their absolute masses or the way the interact and thermalize in the early universe. In the standard cosmological analyses, neutrinos are usually treated in the minimal way, assuming minimal masses ($\Sigma m_\nu = 0.06$ eV, corresponding to a massless lightest neutrino and two massive neutrinos, for which the masses come from the mass splittings measured in neutrino oscillation experiments and assuming normal ordering, see e.g. Ref. 8) and a contribution to the effective number of relativistic species in the early Universe $N_{\text{eff}} = 3.05$.9 Non-standard
neutrino properties may alter the cosmological evolution and have an effect on the CMB spectrum, as well as the formation of structures at later times, so that both parameters ($\Sigma m_\nu$ and $N_{\text{eff}}$) can be well constrained.

First of all, neutrinos decoupled in the early universe when they were still relativistic and contribute to $N_{\text{eff}}$. Variations of $N_{\text{eff}}$ influence the universe evolution before the photon decoupling, and as a consequence the CMB spectrum through a variation of the amplitude of the peaks and their angular scale. In order to compensate the effects of having $N_{\text{eff}}$ different from 3.05, as it would be in non-standard cases (modified neutrino properties or presence of new neutrino-like particles), one can alter the energy densities of CDM and of dark energy. In this case, the angular scale of the CMB peaks can be left unvaried, at the expense of increasing $H_0$ and having a damping of the CMB spectrum at small scales.

After the non-relativistic transition, which occurs at different times for each neutrino eigenstate depending on its mass, neutrinos contribute as regular massive particles and must be considered when computing the energy density of matter. Their influence on the CMB spectrum is related to the modification of the late-time expansion, both through the variations of the amplitude of the first peak, related to the early integrated Sachs-Wolf (ISW) effect, and of the angular position of the CMB peaks, which comes from the modifications of the angular diameter distance in presence of massive neutrinos. This latter effect can be partially compensated with a rescaling of the Hubble parameter $H_0$, so that an anti-correlation between $H_0$ and $\Sigma m_\nu$ appears.

Massive neutrinos, however, have a proportionally more important impact on the evolution of large scale structures than on the CMB spectrum. Neutrinos, indeed, possess a large thermal velocity which allows them to escape the gravitational attraction at very small scales. For this reason, no neutrino overdensity can grow at scales smaller than a characteristic scale, named the free-streaming scale, which depends on the neutrino mass. When one compares two universes which share the same total amount of matter, one with massless and the other with massive neutrinos, the universe with massive neutrinos will therefore have a suppressed matter power spectrum at the smallest scales, because the free-streaming impedes the growth of neutrino perturbations and meanwhile reduces the possibility for the gravitational attraction to accrete the total matter overdensities. The fact that for massive neutrinos there is a reduction of the matter fluctuations at small scales means that an increase of the neutrino masses correlates with a decrease of $\sigma_8$.

Given these main effects that neutrinos produce on the cosmological quantities and the resulting degeneracies between the neutrino properties ($\Sigma m_\nu$ and $N_{\text{eff}}$), $H_0$ and $\sigma_8$, one may be tempted to say that neutrinos can reduce or even solve the tensions that appear within the context of the $\Lambda$CDM model between the CMB preferred cosmology and local universe probes. Unfortunately, this does not happen. The analyses of CMB data, indeed, show that it is difficult to alleviate both the tensions at the same time. If one considers CMB measurements from Planck 2015,\(^2\)
The best fit values for $N_{\text{eff}}$ and $\Sigma m_\nu$ lie very close to the expected values: $N_{\text{eff}} = 3.0 \pm 0.2$ (68% CL) and $\Sigma m_\nu < 0.17$ eV (95% CL). Naively, in order to alleviate the $H_0$ tension, an higher $N_{\text{eff}}$ would be useful. In the same way, heavier neutrinos would allow to reduce the matter fluctuations at small scales, $\sigma_8$. The problem is that an increase in $N_{\text{eff}}$ requires to be compensated by a larger matter density at all times, so that at the practical level also $\sigma_8$ increases. In the same way, heavier neutrinos require a smaller $H_0$: it is therefore easy to see that the two tensions cannot be solved at the same time solely varying neutrino properties.

One last word on Planck measurements in connection with neutrino masses. The Planck 2015 estimates of CMB lensing from the distortions of the TT spectrum are in slight tension with the reconstruction of the lensing profile from the 4-point correlation function, as quantified by the phenomenological lensing amplitude parameter, $A_L = 1.22 \pm 0.10$ (68% CL), which is expected to be 1 in general relativity. Massive neutrinos, again thanks to their free-streaming, can alleviate the tension. This is the reason for which the 95% CL limits change from $\Sigma m_\nu < 0.17$ eV (Planck TT,TE,EE + lowP + BAO) to $\Sigma m_\nu < 0.22$ eV (Planck TT,TE,EE + lowP + BAO + lensing) when the lensing information is considered in the analyses.

Let us now discuss non-standard neutrino degrees of freedom. In the very recent years, for the first time we have had model-independent indications that neutrino oscillations at a baseline that is not compatible with the standard three-neutrino oscillations may exist: the NEOS and DANSS reactor experiments observed electron antineutrino disappearance at distances of $\sim 24$ m and $\sim 10 - 12$ m, respectively. Combined model-independent analyses show that the combination of the two experiments give a $\sim 3.5\sigma$ preference for the three active plus one light sterile (3+1) neutrino scenario over the standard three neutrino case, implying the existence of a fourth neutrino, with a mass around 1.1 eV. When considering the global picture, one must also take into account data from muon neutrino disappearance (e.g. from MINOS or IceCube) or electron neutrino appearance in a muon neutrino beam (e.g. from LSND or MiniBooNE). The first problem is that there is a tension between appearance (lead by LSND and MiniBooNE) and disappearance data (lead by NEOS, DANSS and MINOS+), see e.g. Ref. 20, so that the situation is still unclear. The second problem is that if the 3+1 neutrino oscillation parameters as obtained from the global fit are considered to compute the neutrino decoupling in the early universe, one would have a fully thermalized fourth neutrino, with $N_{\text{eff}} \simeq 4$, which is in clear tension with the constraints on $N_{\text{eff}}$. This means that if the light sterile neutrino will be confirmed, some additional mechanism will be needed to suppress its thermalization in the early universe. As in the case of active neutrinos, the additional sterile neutrino and its properties can only marginally reduce the tension between the local universe probes of $H_0$ and $\sigma_8$ and the corresponding values inferred by CMB observations in the context of an extended $\Lambda$CDM model.
As a summary, our current knowledge of the universe and its history shows a number of mild tensions, in particular regarding the Hubble parameter $H_0$ and the matter fluctuations at small scales, encoded by $\sigma_8$. A mild tension is also present among the two different determinations of the CMB lensing by Planck. Neutrino properties (considering both active or sterile states) can alleviate each of these tensions if considered separately, but in the global picture the situation cannot be easily solved. If these cosmological tensions or the existence of a light sterile neutrino will be confirmed in the future, some new physical mechanism will be needed in order to obtain a consistent model that can explain the entire evolution of the universe.
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We derive new constraints on the Hubble parameter $H_0$ using the available data on $H(z)$ from cosmic chronometers (CCH), and the Hubble rate data points from the supernovae of Type Ia (SnIa) of the Pantheon compilation and the Hubble Space Telescope (HST) CANDELS and CLASH Multi-Cycle Treasury (MCT) programs. We employ two alternative techniques, Gaussian Processes (GPs) and the Weighted Polynomial Regression (WPR) method, to reconstruct the Hubble function, determine the derived values of $H_0$, and compare them with the local HST measurement provided by Riess et al. (2018), $H_{0}^{\text{HST}} = (73.48 \pm 1.66) \text{ km/s/Mpc}$, and with the Planck+ΛCDM analysis, $H_{0}^{\text{P18}} = (66.88 \pm 0.92) \text{ km/s/Mpc}$. With GPs we obtain $H_{0} = (67.99 \pm 1.94) \text{ km/s/Mpc}$, and with the WPR method $H_{0} = (68.90 \pm 1.96) \text{ km/s/Mpc}$. Both are fully compatible at $<1\sigma$ c.l., and also with $H_{0}^{\text{P18}}$. In contrast, they are in $\sim2\sigma$ tension with $H_{0}^{\text{HST}}$.
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1. Introduction

The Hubble-Lemaître constant, $H_0$, is a crucial parameter in Cosmology. It does not only tell us about the current velocity of recession of distant astronomical objects due to the cosmological dynamics, but it is also essential to compute cosmic distances and spans of time. Now, ninety years after the discovery of the Universe’s expansion and first measurement of $H_0$ by Edwin Hubble\(^1\), and after the many works in the literature since then aiming to improve the estimations of this parameter, we can state with high statistical confidence level that $H_0$ lies in the range of $65\,\text{–}\,75\text{ km/s/Mpc}$. Nevertheless, this parameter is still a matter of many discussions between the members of the cosmological community, mainly focused on the origin of the huge tension between the local (distance ladder) determination of $H_0$ obtained with the Hubble Space Telescope (HST)\(^2\) and the value inferred from the temperature and polarization anisotropies of the cosmic microwave background (CMB) radiation measured by the Planck satellite\(^3\), by assuming the ΛCDM theoretical framework. The former reads $H_{0}^{\text{HST}} = (73.48 \pm 1.66) \text{ km/s/Mpc}$, whereas the TT+lowE CMB Planck+ΛCDM analysis leads to $H_{0}^{\text{P18}} = (66.88 \pm 0.92) \text{ km/s/Mpc}$.

\(^*\)Speaker
These values are in $\sim 3.5\sigma$ tension. Finding the ultimate reason that generates this mismatch has become one of the most important issues in Cosmology. In principle, unaccounted systematics affecting the HST and/or Planck measurements could play a role here. Regarding this point, it is important to mention that many other works making use of the cosmic distance ladder find values of $H_0$ also lying in the high region preferred by Ref. 2, see e.g. Refs. 4, 5, 6. There are also discrepant voices in the literature, though. For instance, the author of Ref. 7 argues that the use by Riess et al. of the 2M++ density field map (which covers redshifts $z \leq 0.06$) to compute peculiar velocity flows could be biasing their results, since there is evidence of the existence of local radial inhomogeneities extending in different directions up to a redshift of about $0.078$, and according to Ref. 7 the $40\%$ of the Cepheids used in Ref. 2 would be affected. Moreover, the authors of Ref. 9 claim that the GAIA parallax distances of Milky Way Cepheids employed in Ref. 2 in the first step of the cosmic distance ladder may be underestimated a $\sim 7 - 18\%$. This would produce an important decrease of their measured value of $H_0$. The discussion on the validity of these arguments is, though, still open and intense.\textsuperscript{10}

In regards to the potential systematics affecting Planck’s data, it is worth to highlight the study of Ref. 11, in which the authors showed that the use of CMB data independent from Planck together with data from baryon acoustic oscillations (BAO) and the big bang nucleosynthesis (BBN) gives rise to values of $H_0$ fully compatible with the Planck preferred range and, hence, it seems quite improvable that systematics affect Planck’s analysis in a decisive way.

Assuming the $\Lambda$CDM, the authors of Refs. 12, 13 analyzed the gravitational time delay of the light rays coming from multiply imaged quasar systems and found values of $H_0$ unable to discriminate between the two values in dispute due to their large error bars. It has also been possible to measure the Hubble parameter using the gravitational wave signal of the neutron star merger GW17081716 and its electromagnetic counterpart\textsuperscript{14–16}, but still with very big uncertainties too. This method is interesting because it is cosmology-independent and represents an alternative to the cosmic distance ladder measurement\textsuperscript{2}. According to Ref. 17, a sample of $\sim 50$ binary neutron star standard sirens (detectable within the next decade) will be able to arbitrate between the local and CMB estimates. The impact of the cosmic variance on the local determination of $H_0$ has been also studied in Refs. 18, 19, 20.

The authors conclude that its effect cannot explain the whole discrepancy between the HST and Planck’s values.

In view of all these facts and the unsuccessful efforts of the community of finding a theoretical model able to relieve in an efficient way the $H_0$-tension (see e.g. Refs. 21, 22), it is important to go on with the investigations on the value of the Hubble parameter. Particularly relevant are those studies that try to extract values from observations at intermediate redshifts, as model-independent as possible, and also utilizing approaches different from the one applied in Ref. 2, where the authors made use of the cosmic distance ladder and low-redshift SnIa ($z < 0.15$). We present
here the main results of our dedicated work\(^{23}\), in which we employed data on cosmic chronometers (CCH) and supernovae of Type Ia (SnIa), and two different methods – Gaussian Processes (GPs) and the novel Weighted Polynomial Regression (WPR) technique – to reconstruct the Hubble function and derive an extrapolated value of \(H_0\).

2. Data

In this section we limit ourselves to cite the references from which we have collected the data on CCH and SnIa, and confer the reader to Ref. 23 and references therein for a more detailed account and description of these data sets. On the one hand, we employ the first 5 (correlated) effective points on the normalized Hubble rate, i.e. \(E(z) = H(z)/H_0\), from the Pantheon+MCT sample\(^{24,25}\), which includes 1063 SnIa. As it is shown in Ref. 25, the compression of the information contained in such SnIa sample is carried out in a very efficient way. It is well-known that SnIa cannot be used alone to determine \(H_0\), since this parameter is fully degenerated with the SnIa absolute magnitude. To break such degeneracy, we use the 31 (uncorrelated) Hubble function data points from cosmic chronometers provided in Refs. 26, 27, 28, 29, 30, 31, 32, 33. These data cover a redshift range up to \(z \sim 2\) and are obtained without assuming any particular cosmological model, by applying spectroscopic dating techniques of passively-evolving galaxies. They do not rely neither on the Cepheid distance scale nor parallaxes. There are, though, other sources of systematic uncertainties, as the ones associated to the modeling of stellar ages, which is carried out making use of the so-called stellar population synthesis (SPS) models, e.g. the BC03\(^{34}\) and MaStro\(^{35}\) ones. Let us detail which SPS models have been used in obtaining the CCH data points of Refs. 26, 27, 28, 29, 30, 31, 32, 33. In Refs. 30, 28, 33 the authors only provide the values of \(H(z_i)\) obtained with the BC03 model. This constitutes a \(\sim 25\%\) of the whole CCH data set. In Ref. 31 only the combined MaStro/BC03 values are available, whereas in Refs. 26, 27 an alternative SPS model is used, different from the MaStro and BC03 ones. These points constitute the \(\sim 32\%\) of the CCH data set. In contrast, in Refs. 29, 32 the authors provide both, the BC03 and MaStro values. This group includes the remaining \(\sim 43\%\) of the data. We have opted to use the BC03 values of these two references in our main analyses so as to incorporate consistently the data from Refs. 30, 28, 33, namely to avoid the use of a mixture of MaStro and BC03 values while maximizing the number of data points entering the calculations. The impact of considering alternative data sets has been discussed in detail in Sect. 3.4 of Ref. 23. We will also comment later on on (sic) the effect of using a more conservative data set which takes into account the combination of BC03 and MaStro values of Refs. 29, 32 instead of only the BC03 ones. This data set coincides with the one provided in Table 2 of Ref. 36. We refer the reader to this paper for details.
3. Reconstructing $H(z)$ from observations

3.1. With Gaussian Processes

Gaussian distributions are defined for a finite set of quantities, and are characterized by a vector of mean values and the corresponding covariance matrix, which is in charge of controlling the uncertainties’ size and the correlations. Gaussian Processes are their direct generalization to the continuum, and are analogously characterized by a mean function $\mu(z)$ and a two-point covariance function $C(z,z')$, see e.g. Ref. 37,

$$\xi(z) \sim \mathcal{GP}(\mu(z),C(z,z')) ,$$

where the curve $\xi(z)$ is a realization of the Gaussian process. The covariance $C(z,z')$ is defined as follows: (i) when $z$ and/or $z'$ do not coincide with any point contained in the data set that we want to use to reconstruct the function, then $C(z,z') = K(z,z')$, where $K(z,z')$ is the so-called kernel function, which must be of course symmetric and at this stage is unknown; (ii) when both, $z$ and $z'$, do coincide with the $z$-values of one or more points contained in our data set, then $C(z,z') = D(z,z') + K(z,z')$. Here we incorporate the information of the known covariance matrix $D(z,z')$ of our data points. The kernel function plays a crucial role in the GPs, and must be selected beforehand. Three of the most famous ones with only two degrees of freedom are the following: (a) The Gaussian kernel, $K(z,z') = \sigma_f^2 \exp \left( -\frac{1}{2} \left( \frac{2(z-z')}{l_f} \right)^2 \right)$; (b) The Cauchy kernel, $K(z,z') = \sigma_f^2 l_f / \left( (z-z')^2 + l_f^2 \right)$; and (c) The Matérn kernel, $K(z,z') = \sigma_f^2 \left[ 1 + \sqrt{3} \frac{\left| z-z' \right|}{l_f} \right] \exp \left( -\frac{\sqrt{3} \left| z-z' \right|}{l_f} \right)$. They all depend on $\sigma_f$ and $l_f$, the so-called hyperparameters of the kernel function. The first one controls the uncertainties’ size and the strength of the correlations, whereas the second somehow limits the scope of these correlations in $z$. Although it is possible to construct more elaborated kernels, e.g. kernels which do not only depend on the distance $|z-z'|$, but also on the locations $z$ and $z'$ themselves, in such a way that the symmetry under the interchange $z \leftrightarrow z'$ is kept intact, we will stick to the more simple ones mentioned above and, more concretely, only to the Gaussian one, since as we showed in Ref. 23 the reconstructed $H(z)$ obtained with these three kernels are compatible at $< 1 \sigma$ c.l. for all the redshift range under study. Of course, the results also depend on the values of the hyperparameters. Once we choose the kernel, how can we properly select $\sigma_f$ and $l_f$? To do so we must make use of our data. In the GPs philosophy, our data set is conceived as part of a subset of realizations of the Gaussian process. The hyperparameters are usually chosen so as to maximize the probability of the GP to produce our data set. If we marginalize the GP (1) over the points at $z^*$, i.e. those at which we do not have data, we get the following multivariate normal distribution,

$$\tilde{\xi} \sim \mathcal{N}(\{\mu_i(\tilde{z}_i)\}, C) ,$$

(2)
Fig. 1. Reconstructed $H(z)$ in [km/s/Mpc] with the corresponding 1σ bands obtained with GPs when only CCH are used (figures on the top), and when we add the Pantheon+MCT data (the ones at the bottom). In both cases we zoom in the redshift range $z \in [0, 0.5]$ (plots on the right) so as to better appreciate our determination for $H_0$ and how the uncertainty bands narrow down when the SNeIa data are included. The processed ($E(z_i) \rightarrow H(z_i)$) Pantheon+MCT points are plotted in green, whereas the CCH data are in red. See related comments in the main text.

where $i = 1, ..., N$, with $N$ being the dimension of the vector of data points $\tilde{y} \equiv \{\tilde{z}_i, y_i\}$ at our disposal, and $\mu_i(\tilde{z}_i)$ can be set e.g. to $\bar{0}$ ∀i, since the result is almost insensitive to this. Thus, the hyperparameters will be obtained upon the minimization of

$$-2 \ln L(\sigma_f, l_f) = N \ln (2\pi) + \ln |C(\sigma_f, l_f)| + \tilde{y}^T C^{-1}(\sigma_f, l_f) \tilde{y},$$

with $L$ being the marginal likelihood and $|C|$ the determinant of $C$. Having done this, and using (1), we can compute the conditional probability of finding a given realization of the Gaussian process in the case in which $\xi(\tilde{z}_i) = y_i(\tilde{z}_i)$. The resulting mean and variance functions extracted from such conditioned GP read, respectively,

$$\bar{\xi}(z^*) = \sum_{i,j=1}^{N} C^{-1}(\tilde{z}_i, \tilde{z}_j) y(\tilde{z}_j) K(\tilde{z}_i, z^*),$$

$$\sigma^2(z^*) = K(z^*, z^*) - \sum_{i,j=1}^{N} C^{-1}(\tilde{z}_i, \tilde{z}_j) K(\tilde{z}_i, z^*) K(\tilde{z}_j, z^*).$$

The results derived using this formalism are shown in Fig. 1. When only CCH are included in the analysis we obtain an extrapolated value of $H_0 = (67.42 \pm 4.75)$ km/s/Mpc. This result coincides with the one provided in Ref. 38. We have
incorporated the SNeIa information with the following procedure. We have firstly
used the value of $H_0$ extracted from the GP-reconstruction of $H(z)$ with CCH to
promote (via a Monte Carlo routine) the Hubble rates of Ref. 25 to values on $H(z_i)$. They can be used now in combination with the CCH data in a new GP-
reconstruction to obtain the corresponding new value of $H_0$. The result reads,

$$H_0 = 67.99 \pm 1.94 \text{ km/s/Mpc.}$$

The error bars has decreased a factor $\sim 2.5$ with respect to when only CCH are employed. The central value is fully compatible with the Planck+$\Lambda$CDM result, and it is in 2.2$\sigma$ tension with $H_0^{\text{HST}}$. Using the more conservative CCH data set of Ref. 36 in combination with the Pantheon+MCT data one obtains $H_0 = 69.00 \pm 2.35 \text{ km/s/Mpc.}$ In this case the tension with the HST value loosens, being now of 1.7$\sigma$. For a discussion on the effect of the propagation
of the hyperparameters’ uncertainties we refer the reader to Sect. 3.3 of Ref. 23.

3.2. With the Weighted Polynomial Regression method

Cosmographical analyses are based on truncated expansions (in $z$ or some other
variable) of cosmological quantities, e.g. cosmic distances or the Hubble function,
around $z = 0$, see e.g. Ref. 39. People usually truncate these expansions (which do
not rely on any particular cosmological model) at a concrete order and subsequently
fit the resulting expression to the data in order to extract kinematic information
of our Universe. The truncation order should not be determined in an ad hoc way,
but applying some well-motivated criterion, e.g. looking for the order that makes
the value of the reduced chi-squared statistic to be as close to one as possible,
the one that maximizes the Bayesian evidence (see e.g. Ref. 40), or just the one
that minimizes some approximate information criterion statistic, as the Akaike\(^41\) or
Bayesian\(^42\) ones. But even these approaches can prove insufficient to obtain objective (non-biased) constraints on the fitting parameters, as it has been highlighted in
Refs. 23, 36. However, it is possible to improve the usual cosmographical methodology by making use of the so-called Weighted Function Regression technique, which
does not consist on choosing only one particular order of the truncated series, but on
weighting in a consistent way the contribution of the various truncated expansions.

Let us explain how it works. Firstly, imagine that we have the following function,
which is linear in the parameters,

$$f(z) = \sum_{i=0}^{n} a_i b_i(z),$$

with the $b_i$’s being the so-called basis functions and $\vec{a}$ the vector of coefficients. If
we have the vector of mean values $\vec{a}$ and the associated covariance matrix $D$, then
we can compute the mean function $\bar{f}_M(z)$ and covariance matrix $\text{cov}[f_M(z), f_M(z')]$ as follows:

$$\bar{f}_M(z) = \sum_{i=0}^{n} \bar{a}_i b_i(z), \quad \text{cov}[f_M(z), f_M(z')] = \sum_{i,j=0}^{n} D_{ij} b_i(z) b_j(z').$$
and $D$ can be computed exactly in the case of Gaussian-distributed data with flat priors (cf. Ref. 23) or, in a more general case, computationally making use of a Monte Carlo routine. The variance of the reconstructed function is just $\sigma_M^2(z) = \text{cov}[f_M(z), f_M(z)]$. These tools can be used, e.g. to reconstruct $H(z)$ in the cosmographic scenario. We just have to Taylor-expand $H(z)$ around e.g. $z = 0$,

$$H(z) = H_0 + \frac{dH}{dz} |_{z=0} z + \frac{1}{2} \frac{d^2H}{dz^2} |_{z=0} z^2 + ...$$  \hspace{1cm} (8)

In this case $b_i(z) = z^i$, $a_0 = H_0$, $a_1 = H_0(q_0 + 1)$, etc. Let us call $M_0$, $M_1$, ..., $M_{N-1}$ the cosmographic polynomials of order $n = 0, 1, ..., N-1$, respectively, with $N$ being again the number of data points entering the analysis. That is, let us conceive each polynomial as a different model, and compute the probability density associated to the fact of having a certain shape of the function $f(z)$ as follows,

$$P[f(z)] = k \cdot [P(f(z)|M_0)P(M_0) + \ldots + P(f(z)|M_{N-1})P(M_{N-1})],$$  \hspace{1cm} (9)

where $k$ is just a normalization constant that must be fixed by imposing $\int [Df] P[f(z)] = 1$. Taking into account that $\int [Df] P(f(z)|M_J) = 1 \forall J \in [0, N-1]$ and $\sum_{J=0}^{N-1} P(M_J) = 1$, we find $k = 1$ and therefore:

$$P[f(z)] = \sum_{J=0}^{N-1} P(f(z)|M_J)P(M_J).$$  \hspace{1cm} (10)

We now denote $M_*$ as the most probable model and identify $\frac{P(M_J)}{P(M_*)}$ with the Bayes ratio $B_{J*}$ \footnote{40}. The last expression can be finally written as

$$P[f(z)] = \frac{\sum_{J=0}^{N-1} P(f(z)|M_J)B_{J*}}{\sum_{J=0}^{N-1} B_{J*}}.$$  \hspace{1cm} (11)

This is the central expression of the WPR method, where the weights are directly given by the Bayes factors. Notice that using (11) we can compute the (weighted) moments and related quantities too, e.g. the weighted mean and variance read, 

$$\bar{f}(z) = \frac{\sum_{J=0}^{N-1} \bar{f}_J(z)B_{J*}}{\sum_{J=0}^{N-1} B_{J*}}, \quad \sigma^2(z) = \frac{\sum_{J=0}^{N-1} [\sigma_J^2(z) + (\bar{f}_J(z))^2]B_{J*}}{\sum_{J=0}^{N-1} B_{J*}} - (\bar{f}(z))^2,$$  \hspace{1cm} (12)

where $\bar{f}_J(z)$ and $\sigma_J^2(z)$ can be computed by means of (7). For the obtention of the Bayes factors we invoke the time-honored Bayesian and Akaike information criteria, BIC and AIC, defined as \footnote{41, 42}:

$$\text{AIC}_J = \chi^2_{\text{min}, J} + \frac{2n_J N}{N - n_J - 1}, \quad \text{BIC}_J = \chi^2_{\text{min}, J} + n_J \ln N,$$  \hspace{1cm} (13)
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weight with respect to the most probable result, which in this case is obtained for the associated uncertainties derived from the individual fits and also the relative positive so as to fulfill: (i) truncating the Taylor series (8) at different orders. We force the coefficients to be with more parameters used to analyze the same data receive a suitable penalty and, therefore, our weighted method implements in practice Occam’s razor principle.

We apply the WPR formalism to the family of models for data. In the second column we show the minimum value of the \( \chi^2 \) function. The third and fourth columns contain the values of the Bayesian and Akaike information criteria, as defined in (13). In the fifth column we show the values of the Hubble parameter in \([\text{km/s/Mpc}]\) together with its \( 1\sigma \) uncertainty. The last two columns contain the values of the Bayes ratio that are obtained by using the BIC and AIC, respectively, as defined in (14). See comments in the text.

Table 1. Fitting results obtained for the models with largest weight entering the WPR-reconstruction of \( H(z) \) with the CCH data

<table>
<thead>
<tr>
<th>Polyn. degree (d)</th>
<th>( \chi^2_{\min} )</th>
<th>BIC</th>
<th>AIC</th>
<th>( H_0 )</th>
<th>( B_{31} ) (BIC)</th>
<th>( B_{31} ) (AIC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.62</td>
<td>23.48</td>
<td>21.04</td>
<td>62.3 ± 3.1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>14.74</td>
<td>25.04</td>
<td>21.63</td>
<td>67.8 ± 5.1</td>
<td>0.47</td>
<td>0.74</td>
</tr>
<tr>
<td>3</td>
<td>14.78</td>
<td>28.51</td>
<td>24.31</td>
<td>68.9 ± 4.5</td>
<td>0.08</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>14.80</td>
<td>31.97</td>
<td>27.20</td>
<td>68.2 ± 4.2</td>
<td>0.014</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>14.95</td>
<td>35.56</td>
<td>30.45</td>
<td>68.4 ± 4.0</td>
<td>0.002</td>
<td>0.009</td>
</tr>
<tr>
<td>6</td>
<td>15.01</td>
<td>39.05</td>
<td>33.88</td>
<td>68.6 ± 4.4</td>
<td>4 \times 10^{-4}</td>
<td>0.002</td>
</tr>
<tr>
<td>7</td>
<td>15.27</td>
<td>42.74</td>
<td>37.82</td>
<td>68.3 ± 4.2</td>
<td>6 \times 10^{-5}</td>
<td>2 \times 10^{-5}</td>
</tr>
<tr>
<td>8</td>
<td>15.72</td>
<td>46.63</td>
<td>42.29</td>
<td>68.8 ± 4.4</td>
<td>9 \times 10^{-6}</td>
<td>2 \times 10^{-6}</td>
</tr>
<tr>
<td>9</td>
<td>16.38</td>
<td>50.72</td>
<td>47.38</td>
<td>68.9 ± 4.9</td>
<td>1 \times 10^{-6}</td>
<td>2 \times 10^{-6}</td>
</tr>
</tbody>
</table>

Note: Some quantities obtained from the fitting analysis of the first nine (cosmographic) polynomials involved in the WPR-reconstruction, by only using the CCH data. In the second column we show the minimum value of the \( \chi^2 \) function. The third and fourth columns contain the values of the Bayesian and Akaike information criteria, as defined in (13). In the fifth column we show the values of the Hubble parameter in \([\text{km/s/Mpc}]\) together with its \( 1\sigma \) uncertainty. The last two columns contain the values of the Bayes ratio that are obtained by using the BIC and AIC, respectively, as defined in (14). See comments in the text.

with \( \chi^2_{\min,J} \) being the minimum of the \( \chi^2 \) function in the model \( M_J \), and \( n_J = J + 1 \) the dimension of \( \vec{a}_J \). In this way the Bayes factor between the model \( M_J \) and the most probable model \( M_\ast \) can be approximated by

\[ B_{J\ast} = e^{\frac{\text{BIC}_J - \text{BIC}_\ast}{2}} \quad \text{or} \quad B_{J\ast} = e^{\frac{\text{AIC}_J - \text{AIC}_\ast}{2}}, \]

depending on the criterion used, the BIC or AIC, respectively. The most probable model \( M_\ast \) is defined as the one with lowest BIC or AIC, depending again on the chosen criterion. It is crystal-clear from these expressions that the competing models with more parameters used to analyze the same data receive a suitable penalty and, therefore, our weighted method implements in practice Occam’s razor principle.

We apply the WPR formalism to the family of models for \( H(z) \) that result from truncating the Taylor series (8) at different orders. We force the coefficients to be positive so as to fulfill: (i) \( H_0 \neq 0 \); (ii) \( H'(z = 0) \neq 0 \); and (ii) \( dH/dz(z) > 0 \forall z > 0 \), cf. Ref. 23 for further details. We present in Table 1 the most relevant quantities obtained from the individual fitting analyses of the truncated expansions entering the WPR-reconstruction with CCH data. Therein we show the values of \( H_0 \) and the associated uncertainties derived from the individual fits and also the relative weight with respect to the most probable result, which in this case is obtained for the linear polynomial. Applying (12) we are led to \( H_0 = (64.44 \pm 4.72) \text{ km/s/Mpc} \) when BIC [AIC] is used. When we add the Pantheon+MCT data we obtain \( H_0 = (68.90 \pm 1.96) \text{ km/s/Mpc} \) regardless of the information criteria. If we use the conservative CCH data set from Ref. 36 we obtain \( H_0 = (70.50 \pm 2.60) \text{ km/s/Mpc} \). These results are completely compatible with the ones obtained using GPs.
4. Conclusions

In this work we have presented some estimations of $H_0$ obtained with two alternative reconstruction techniques and data on cosmic chronometers and supernovae of Type Ia. The results are independent from those obtained in Ref. 2, in which the authors made use of low-redshift SnIa and the cosmic distance ladder. Our results do not rely on any particular cosmological model, and seem to favor the low estimates of $H_0$ provided by the Planck Collaboration\textsuperscript{3}. Our results are also resonant with the conclusions of Ref. 43, where the authors provided some indication that the local measurement\textsuperscript{2} of the Hubble-Lemaître constant is an outlier, by using the so-called index of inconsistency to test the consistency between the preferred values of $H_0$ derived from alternative data sources: CMB from Planck, SnIa+BAO+BBN, data on large scale structure formation, gravitational time delay, and local determination of $H_0$. Other authors\textsuperscript{17,38,44,45} have also obtained values of $H_0$ lying in the lower range preferred by Planck, using model-independent techniques and different combinations of intermediate-redshift data from BAO, SnIa, and CCH. Moreover, several analyses have shown that it is possible to loosen or even solve the $\sigma_8$-tension at the expense of keeping the one concerning $H_0$, see e.g. Refs. 22, 46, 47. A low value of $H_0$ would automatically allow to remove the existing tension in the $\sigma_8$-parameter.

Our methodology has proved to be a viable route for estimating $H_0$. Revisiting it in the future, when new and more precise data are available, would be interesting, especially when the theoretical uncertainties associated to the SPS models employed to extract the CCH data from observations decreases in a significant way.
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I review briefly three problems where tensions between predictions based on numerical simulations of the Lambda-CDM prototype and observations at small (galactic) scales occur. These include (i) the core-cusp problem on the galactic profiles, (ii) the missing satellite problem, and the (ii) too-big-to-fail problem. I explain what these problems are and present potential resolutions, first through some astrophysical mechanisms, which however, as I argue, fail to alleviate completely the problems, at least currently. Then, I discuss fundamental modifications of the Lambda-CDM model, through the inclusion of self-interacting dark matter (SIDM). I argue that a simple model of SIDM, with (warm) self-interacting right-handed neutrinos (RHN), that exist in minimal extensions of the Standard model of particle physics, appears promising in providing a resolution of the aforementioned “small-scale-Cosmology crisis”, in particular the core-cusp problem, and an observationally consistent description of the core-halo structure in galaxies.
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1. Introduction

A plethora of precision cosmological observations, based on type Ia supernovae, cosmic microwave background (CMB) radiation, large scale structure, baryonic acoustic oscillations and strong and weak lensing data, point towards the fact that only $\sim 4\%$ of the current energy budget of the Universe consists of the known form of matter (mainly baryons), while the rest seems to be of unknown nature, specifically $\sim 69\%$ dark energy (DE) and $\sim 27\%$ dark matter (DM). The current universe appears to enter an acceleration phase (for a second time after inflation), and the data point towards an equation of state for the dark energy to be close to that of a de Sitter space-time, $w \simeq -1$, corresponding to a positive cosmological-constant, $\Lambda > 0$. The best fit to the large-scale data seems to be provided by the so-called $\Lambda$-Cold-Dark-Matter ($\Lambda$CDM) model for the Universe, according to which the DE is provided by a positive cosmological constant $\Lambda > 0$, while the DM content of the Universe is thermal, of “Cold” type, corresponding to a mass range for the (assumed) dominant DM particle species $m_\chi > 100$ keV. Several particle physics models, in particular Supersymmetry, provide candidates for this type of DM, although currently there is no experimental evidence from collider experiments that such extensions of the Standard Model (SM) are realised in nature, thus leaving us only with Cosmological evidence for the existence of DM.

Despite the success of the $\Lambda$CDM model at large (cosmological) scales, however, there are tensions at galactic scales which, if not due to observational fluctuations, or admitting astrophysical resolution, may hint new physics beyond the $\Lambda$CDM
paradigm. In this talk we mention briefly some of these challenges, and discuss
their potential resolution by modifying the ΛCDM model via the inclusion of self
interactions in the Dark Matter sector.

2. Small Scale Challenges of the ΛCDM Model

There are three challenges to the ΛCDM model at galactic scales, collectively called
some times as “small-scale cosmology crisis, which we focus our attention upon in
this section:

(i) The Core-Cusp problem, that is, a discrepancy between the observed dark
matter density profiles of low-mass galaxies and the density profiles predicted by
cosmological N-body simulations. Characteristically, all the ΛCDM-based (DM
only) simulations form dark matter halos which have “cuspy” dark matter distrib-
utions, with the density increasing steeply, i.e. as $\rho \propto r^{-1}$, at small radii. This is,
e.g., evidenced in the standard Navarro-Frenk-White (NFW) DM profile. On the
contrary, the rotation curves of most of the observed dwarf galaxies indicate flat
central density profiles (“cores”).

(ii) The “missing satellite or dwarf galaxy problem”, which pertains to a discrep-
ancy between observations and ΛCDM-based numerical cosmological simulations,
which predict the evolution of the distribution of matter in the universe. Such simu-
lations point towards a hierarchical clustering of DM, where smaller halos merge to
form larger halos. Although there seem to be enough observed normal-sized galax-
ies to account for such a numerical distribution, the number of (observed) dwarf
galaxies is orders of magnitude lower than that expected from the simulations.

(iii) The too big to fail problem, which is a discrepancy arising between the
most massive subhaloes predicted in (dissipationless) ΛCDM simulations and the
observed dynamics of the brightest dwarf spheroidal (dSph) galaxies in the Milky
way. In other words, the ΛCDM simulations predict that the most massive sub-
haloes of the Milky way are too dense to host any of its bright satellites, with
luminosity higher than $10^5$ the luminosity of the Sun.

The problems may admit astrophysical explanations, and some of them may
be alleviated by improved measurements. For instance, many studies have shown
that including baryonic feedback (particularly feedback from supernovae and active
galactic nuclei) can “flatten out” the core of a galaxy’s dark matter profile, since
feedback-driven gas outflows produce a time-varying gravitational potential that
transfers energy to the orbits of the collisionless dark matter particles. The missing
satellite problem also admits standard Astrophysical solutions. One is that the
smaller halos do exist but only a few of them end up becoming visible because
they have not been able to attract enough baryonic matter to create a visible dwarf

---

*aWe do not discuss here other recent challenges of ΛCDM, e.g. those associated with the different
value of the Hubble parameter $H_0$, obtained between CMB/Planck-Coll. measurements and
Cepheid-galaxies observations, which could be alleviated via modified DE models, such as the
“running vacuum”.*
In support of this, Keck observations in 2007 of eight newly discovered ultra-faint Milky Way dwarf satellites showed that six were almost exclusively composed of DM, around 99.9% (with a mass-to-light ratio of about 1000).\textsuperscript{11} Such ultra-faint dwarfs substantially alleviate the discrepancy between the predicted and observed numbers of satellites around the Milky Way, but there are still discrepancies by a factor of about four too few dwarf galaxies over a significant range of masses. See also the recent work Ref. 12 in this direction. Other solutions may be that dwarf galaxies tend to be merged into or tidally stripped apart by larger galaxies due to complex interactions. This tidal stripping has been part of the problem in identifying dwarf galaxies in the first place, which is an extremely difficult task since these objects have low surface brightness and are highly diffused, so much that they are virtually unnoticeable. Finally, the Too-Big-to-Fail Problem may also be tackled by taking into account baryonic feedback.

From the point of view of the ΛCDM simulations, all three problems have their root in the fact that the cold DM particles, which the ΛCDM simulations rely upon, have too short free streaming length during the epochs of galaxy formation, and therefore they form too clumped and too many structures compared to those observed. The interesting question therefore is whether these problems, especially the core-cusp problem, provide hint towards a paradigm shift of the underlying fundamental physics, implying deviations from ΛCDM framework. One such deviation is to include self interactions among the DM particles.

3. Resolution through Self Interacting Dark Matter Models

Self interactions have been argued to play an important rôle in galactic structure already in Ref. 13. The original idea of Self-Interacting DM (SIDM) was implemented for CDM particles with rest masses above 1 MeV/c\(^2\) (up to 10 GeV/c\(^2\)), consistent with the nature of the effective interactions and the mean free paths considered in that work. This way of thinking regarding self-interactions was applied uniquely on DM halo scales with typical densities of $10^{-2} M_\odot/pc^3$, suggesting that normalized total cross-sections of order $\sigma/m \sim 0.1 - 100$ cm\(^2\)/g, would imply observational effects in the inner regions of the DM halos. It was also shown that a SIDM regime with these values of $\sigma/m$ would generate shallower inner DM profiles, with a necessary reduction in the amount of sub-structures, thereby alleviating the core-cusp and the missing satellite problems of collisionless ΛCDM\textsuperscript{14}. However, contemporaneously, some tension with upper limits in the DM cross sections as obtained from lensing studies on galaxy cluster scales emerged. In a subsequent work,\textsuperscript{15} motivated by updated analysis of the Bullet Cluster,\textsuperscript{16} new cosmological simulations within CDM were performed, with the aim of further scrutinizing the effects of SIDM on inner halo cores of galaxies and galaxy clusters. The authors of Ref. 15 concluded that $\sigma/m \sim 0.2$ barn GeV\(^{-1}\) = 0.1 cm\(^2\) g\(^{-1}\) is consistent with all the observational constraints. In general, SIDM would make no difference from ΛCDM at large scales,
but individual galaxies would appear more cored and spherical, with higher velocity dispersion.

Stringent constraints of the interaction cross section of SIDM have been inferred in Ref. 17 by means of new DM observables in merging galaxies, taking into account the DM drag. In particular, the study of 72 mergers using this new technique imposed a more stringent upper bound on the SIDM cross section per unit DM mass, thus defining a new range for the total SIDM cross section:

\[ 0.1 \leq \frac{\sigma_{\text{SIDM}}}{m} \frac{\text{cm}^2}{g^{-1}} \leq 0.47 \]

This might lead to a potential resolution of the three “small scale cosmology problems” of DM, discussed previously. For instance, self interactions may tackle the core-cusp and too big to fail problems by reducing the central density. In this latter respect we mention the works of Ref. 20, according to which self interactions can lead to both deceleration and evaporation of a DM halo when the latter moves through a background of DM particles. This results in a shift of the halo’s centroid relative to the collisionless stars and galaxies.

4. Self-Interacting Right-Handed Neutrinos as (Warm) DM and Galactic Structure

A concrete model of SIDM, which may have significant effects on the galactic structure, and which plays an important rôle in particle physics, has been studied in Ref. 21. It is based on a class of self-interacting models of massive right-handed neutrinos that exist in minimal extensions of the standard model\(^{22}\). The model constitutes a microscopic (particle physics) realisation of previous ideas that populations of electrically neutral fermionic particles might play an important rôle for the galactic core-halo structure\(^{23}\). In such a scenario, the DM fermion is played by the right-handed neutrino (RHN), which has a mass of a order a few tens of keV, and implies a universal and novel DM density profile (compact core - dilute halo), with important implications for the very central and halo regions of galaxies. The model is in agreement with observations, provided sufficiently strong self-interactions among the RHNs are considered\(^{21}\). The Lagrangian of the right-handed neutrino sector, including gravity, reads (in units \(\hbar = c = 1\), which we use throughout here):

\[ \mathcal{L} = \mathcal{L}_{GR} + \mathcal{L}_{N_{R1}} + \mathcal{L}_V + \mathcal{L}_I \]

\(^{b}\)However, some tension with the upper bound of (1) still remains, since the analysis and assumptions of Ref. 18 on their study of the Abell Cluster 3827 have been questioned in Ref. 19, which presented corrected estimates for the SIDM cross section: \(\sigma_{\text{SIDM}}/m \simeq 3 \text{ cm}^2 \text{ g}^{-1}\), when self interactions result in a drag force, and \(\sigma_{\text{SIDM}}/m \simeq 1.5 \text{ cm}^2 \text{ g}^{-1}\) in the case of contact interactions.
where

$$
\mathcal{L}_{GR} = -\frac{R}{16\pi G}, \quad \mathcal{L}_{NR1} = i\nabla_\mu N_{R1} \gamma^\mu \nabla_\mu N_{R1} - \frac{1}{2} m N_{R1}^2 \nabla_\mu N_{R1},
$$

$$
\mathcal{L}_V = -\frac{1}{4} V_{\mu\nu} V^{\mu\nu} + \frac{1}{2} m_V^2 V_{\mu} V^{\mu}, \quad \mathcal{L}_I = -g_V V_{\mu} J^{\mu}_I = -g_V V_{\mu} \nabla_\mu \gamma^\mu N_{R1}.
$$

with $R$ the Ricci scalar for the static spherically symmetric metric background considered in Ref. 21, $\nabla_\mu$ the gravitational covariant derivative acting on a Majorana spinor, $m$ the mass of the sterile RHN neutrino, and $m_V$ the mass of the dark vector boson providing the carrier of the self-interactions among RHN. When the Lagrangian (3) is expressed in terms of the Majorana field $N^c = N$, the massive-vector-mesons $V_\mu$ couple to the axial current $\nabla_\mu \gamma^\mu \gamma^5 N$.

In general one may add to (2) a Yukawa term, coupling RHNs to the active neutrino sector (see, e.g., the case of $\nu$MSM in Ref. 22)

$$
\mathcal{L}_{Yuk} = \sum_{\alpha,I} F_{\alpha I} \ell_\alpha N_{R1} \phi^c + \text{h.c.}, \quad I = 1, 2, 3, \quad \alpha = e, \mu, \tau,
$$

where $\ell_\alpha$ are the lepton doublets of the SM, $\alpha = e, \mu, \tau$, $F_{\alpha I}$ are appropriate Yukawa couplings, and $\phi^c$ is the SM conjugate Higgs field, i.e., $\phi^c = i\tau_2 \phi^\star$, with $\tau_2$ the $2 \times 2$ Pauli matrix. If one ignores self interactions among the RHN, then, upon considering such a coupling, one obtains stringent X-ray and Big Bang Nucleosynthesis (BBN) constraints$^{24}$ of the mixing angle and mass of $N_{R1}$, given that (4) implies decays of the heavy neutrinos $N_I \to \nu H$, where $H$ is the Higgs excitation field, $\phi = v + H$, with $v$ the vacuum expectation value. In the context of $\nu$MSM$^{22}$, the decay time of the lightest of the RHN neutrinos can be longer than the age of the universe, hence the latter can be considered as stable for all practical purposes, thus playing the rôle of the entirety of DM. This assumption requires sufficiently low mixing with the standard model sector, with the corresponding mixing angle given by $\sin^2 \theta = \sum_{\alpha = e, \mu, \tau} \frac{(\phi^\star F)_{\alpha I}}{m_{\nu_\alpha}}$. On the other hand, the requirement that the sterile neutrino constitutes the entirety of DM, requires it to be produced in sufficient amounts in the early Universe, and hence, if no self-interactions are assumed, there are lower bounds for $\theta$, depending on the RHN mass $m$. The best fit to date$^{24}$ points to a narrow allowed region in the RHN mass $m \sim 10$ keV and mixing angle $\sin^2(2\theta) \sim 10^{-12}$ (slightly wider regions for $m$ are allowed$^{25}$ if one uses the galactic density profile of Ref. 23).

In the RHN SIDM model of Ref. 21 the mixing with the SM sector was ignored, $F_{\alpha 1} = 0$, in which case the lightest neutrino is absolutely stable. The important feature are the self-interactions of the right-handed neutrino, which ensured phenomenologically correct values for the radius and mass of the galactic core within certain mass density profiles$^{23}$. Such interactions among RHNs also lead to production mechanisms of the RHN DM that no longer require lower bounds on the mixing angle $\theta$ with the standard model sector, hence the stringent X-ray constraints of Ref. 24 can be evaded. The analysis of Ref. 21 showed that, under the assumption of the absence of a central black hole in the galaxy$^{23}$, the allowed range for RHN

\[ \text{...} \]
DM mass that fit the Milky Way observables is: \(47 \text{ keV}/c^2 < m < 350 \text{ keV}/c^2\), the upper bound being set by reaching the critical core mass for gravitational collapse, \(M_{\text{cr}} \propto M_{\odot}^3/m^2 \approx 4.4 \times 10^6 M_{\odot}\). One also concludes that the inclusion of sufficiently strong interactions in the dark sector among the sterile neutrinos can lead to significantly more compact cores and higher central degeneracies than in the free case\(^{23c}\).

The total RHN-RHN scattering cross-section in the quantum core of the Galaxy has been calculated in Ref. 21 in a perturbative regime \(g < 1\) for the dimensionless interaction coupling, \(\sigma_{\text{core}}^{\text{tot}} \approx 29 (g_V/m_V) \frac{m^4}{4\pi} (p^2/m^2 \ll 1)\). This allows for a comparison of these results with the generic ones existing in the literature and mentioned in the previous section, on the required range of the total cross section per unit DM mass, \(\sigma/m\), in order to resolve the small-scale Cosmology “crisis” (Eq. (1)). To put things in perspective, one can normalize the interaction field strength in terms of the visible sector (SM) weak interaction dimensionfull coupling, the Fermi “constant” \(G_F\). Thus, if, e.g. one constrains the total cross-section to the N-body simulation value \(\sigma^{\text{tot}}/m = 0.1 \text{ cm}^2/\text{g}\) (or, in general, to lie in the region (1) discussed above), the coupling constant \(C_V\) would be constrained to the value \(C_V \in (2.6 \times 10^8, 7 \times 10^8)\), for RHN-DM masses in the range \(m \in (47, 350)\) keV. It worths noticing that for \(C_V \sim 10^8 G_F\), the mass of the massive-vector meson would be constrained to values \(m_V \lesssim 3 \times 10^4\) keV, in order to satisfy \(g_V \lesssim 1\) as requested by the self-consistency of the perturbation scheme applied to the computation of the cross-section\(^{21}\).

As stressed in Ref. 21, the inclusion of baryonic matter is not expected to change the basic conclusions that the introduction of WDM fermion self interactions affects the core/halo structure and in particular induces higher central degeneracies and higher compactness of the inner quantum core of galaxies. Moreover, the model of self-interacting sterile neutrinos provides a natural resolution to the core-cusp problem of DM at small scales, because the density profiles based on fermionic phase-space distributions develop always an extended plateau on halo scales, in a way that resemble Burkert or cored Einasto profiles. Another important feature is the fact that the right-handed neutrino DM mass is ‘colder’ by a few keV as compared to most of the Warm Dark Matter (WDM) models available in the literature, which implies that the model does not suffer from such standard WDM problems.

It goes without saying, that the presence of self-interacting right-handed neutrinos with a mass range of a few tens of keV may co-exist harmonically with other types of DM, given that the latter may consist (like ordinary matter) of more than one dominant species. In this way, at large scales, the predictions of the Lambda-CDM model might still be valid, while at galactic scales the rôle of self-interacting

\(^{4}\text{If the assumption that the RHN DM co-exists with a central black hole is made, then one may accommodate the narrow window of Ref. 24 in the analysis of Ref. 21, although, as already mentioned, the existence of self interactions of RHN evades the constraints of Ref. 24.}\)
RHN WDM may play a crucial rôle in providing agreement of the predicted galactic structure and the pertinent DM distribution with observations.
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The goal of this short report is to summarise some key results based on our previous works on model independent tests of gravity at large scales in the Universe, their connection with the properties of gravitational waves, and the implications of the recent measurement of the speed of tensors for the phenomenology of general families of gravity models for dark energy.
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1. Introduction

The physics behind the late-time acceleration of the Universe remains elusive. Although the ΛCDM model provides a good and simple phenomenological paradigm for its description, its fundamental understanding suffers due to the current paradigm to explain the nature of the cosmological constant.\cite{1,2,3}

A description of the accelerating Universe might be embedded within an infrared modification of the standard gravitational paradigm of General Relativity (GR). This idea has sparked the construction of theories which modify the effective gravitational degrees of freedom at large scales, and are usually labelled as dark energy and/or modified gravity models (for detailed expositions, see e.g., Refs. 4, 5). Typical examples are the general scalar-tensor (Horndeski and beyond as well as the so-called DHOST theories), vector-tensor (Einstein-Aether, generalised Proca) and massive/bi-metric theories of gravity. These are the kind of models that will concern us in the discussion to follow.

The current major task of research in cosmology is the investigation of possible such departures from the standard framework of GR. From an observational standpoint, the currently unknown detailed physics of the dark sector make this particularly challenging, due to the unobservability of the \emph{individual} dark components.
under pure gravity probes. Here we will explain how the gravitational slip parameter is a powerful model independent discriminator between large classes of gravity models in cosmology, and discuss its intimate relation to the properties of gravitational waves (GWs),\textsuperscript{6,7} that provides a phenomenological bridge between the physics of GWs and the large scale structure of the Universe. In light of the recent measurement of the speed of GWs, a reverse engineering allows to predict the consequences for large classes of gravity models at large scales.

This summary paper is based on our previous original works which appeared in Refs. 8–12, which we refer to for a full list of references.

2. The gravitational slip and model independence

Large scale inhomogeneities are sourced by scalar fluctuations of the metric around the homogeneous and isotropic FLRW spacetime. We assume that scalar metric fluctuations are described according to

\[ ds^2 = -(1 + 2\Psi(x,t))dt^2 + a(t)^2(1 - 2\Phi(x,t))dx^2. \]

At the linear level, the anisotropy constraint reads as

\[ \Phi - \Psi = \sigma(t)\Pi(t,k). \]  

(1)

Here \( \Pi \) is a functional of background quantities and linear perturbation variables (time and scale dependent), while \( \sigma(t) \) depends on background quantities only\textsuperscript{b}. The gravitational slip parameter \( \eta \) is a direct measure of scalar (linear) anisotropic stress and is defined as

\[ \eta \equiv \frac{\Phi}{\Psi}. \]  

(2)

Anisotropic stress therefore sources a gravitational slip, i.e \( \eta \neq 1 \). At late times, the free streaming of neutrinos makes a negligible contribution to the anisotropic pressure part of the total energy-momentum in the Universe. Instead, its only source in the presence of perfect fluid matter is a possible modification of gravity. For minimally coupled scalar field theories (quintessence, k–essence) or \( \Lambda CDM \), it is \( \eta = 1 \), while \( \eta \neq 1 \) in non-minimally coupled models such as \( f(R) \)/Brans–Dicke. Obviously this discussion needs to be made on firm grounds – the distinction between different models will be made precise in section 3 when we will introduce our working definition of modified gravity.

We will now show how \( \eta \) can be reconstructed in a model-independent manner, closely following the original work of Refs 8 and 9. Let us start by assuming that galaxies move on geodesics, a valid assumption as long as non-linearities associated with e.g spacetime effects or galaxy-galaxy interactions can be neglected. In addition, it uniquely fixes the conformal frame, an issue implicit in theories with

\textsuperscript{a}This section closely follows the original work presented in Refs. 8 and 9.

\textsuperscript{b}It is not hard to see that, for any model the anisotropy constraint can be always brought into this convenient form.
different conformal representations (the so-called Jordan/Einstein frame). The resulting geodesic equation reads as

\[
(a^2 \theta_{gal})' = a^2 H k^2 \Psi.
\]

Therefore, the observable galactic velocity field \( \theta_{gal} \) can be simply seen as a measurement of the gravitational potential \( \Psi \) at different redshifts and scales.

Weak lensing observations provide a measurement of the lensing potential defined through

\[
k^2 \Phi_{lens} \equiv k^2 (\Psi + \Phi) \equiv -3(1+z)^3 L,
\]

where \( L \equiv \Omega_m GY (1 + \eta) \delta_{m,0} \). Therefore, tomographic weak lensing observations provide a measurement of the linear combination of \( \Phi \) and \( \Psi \). Now, combining equations (3) and (4) we can derive a model-independent relation for the gravitational slip solely in terms of observable quantities as

\[
8 \eta = \Phi/\Psi = \frac{3(1+z)^3}{2E^2} L - 1,
\]

where we introduced the velocity-field observable \( R \equiv -\theta_{gal}/H(z) \), and the background evolution \( E(z) \equiv H(z)/H_0 \), while \( L \) was defined after (4).

3. Modified gravity and gravitational waves

The distinction between dark energy and modified gravity is sometimes blurry. For a meaningful and unambiguous discussion on how to discriminate between \( \Lambda \)CDM/dark energy and modified gravity models, we need to have a consistent definition of what we mean by dark energy and modified gravity in a given context. Here, following Ref. 10 we will define a modification of gravity as any theory that changes the propagation of the dynamical degrees of freedom of GR, i.e. the gravitational waves (GWs). Assuming that GWs are far away from their source, we write

\[
h_{ij}'' + (2 + \nu(t)) H h_{ij}' + c_s^2(t) k^2 h_{ij} + a^2 \mu^2 h_{ij} = a^2 \Gamma(t) \gamma_{ij}(t),
\]

where the field \( h_{ij} \) is the spin-two fluctuation of the metric. FLRW symmetry ensures that, general extensions of GR can modify the propagation of GWs only through one of the following parts: the friction \((\nu(t))\), the propagation speed \((c_s^2)\), mass \((\mu^2)\) and source term \((\Gamma \gamma_{ij})\). Let us now introduce the models that we will be considering, which we conveniently divide into models introducing a new dynamical field of spin-0 (scalar-tensor), spin-1 (vector-tensor) and aspin-2 (massive/bi-gravity) respectively:

**Scalar-tensor theories:** These start with Brans-Dicke gravity and its generalisations, i.e. Horndeski,\(^{13}\) Beyond Horndeski and DHOST theories.\(^{14-16}\) The presence of a non-minimal coupling between curvature and the scalar field will induce a running of the effective Planck mass which in turn modifies the friction term in (6) with
\[ \nu \equiv H^{-1} d \ln \frac{M(t)^2}{dt}. \]

The existence of a non-trivial kinetic mixing between the scalar and the metric alters the light-cone structure of GWs with respect to that of photons, leading to \( c_T^2 \neq 1 \). All other modifications in (6) equal zero for this class of models.

**Vector-tensor theories:** This class of theories includes Einstein-Aether (EA),\(^{17}\) which is related to the low-energy limit of Horava-Lifshitz gravity.\(^{18}\) The extension of the old (massive) Proca theory is described by the generalised Proca theories,\(^{19,20}\) corresponding to the general covariant theory of a massive vector on a curved background. All of them lead to \( c_T^2 \neq 1 \), related to the non-trivial derivative interactions between the dynamical vector field and the metric.

**(Massive)Bi-gravity theories:** This family of theories describes the dynamics of two, non-minimally interacting coupled spin-two fields.\(^{21}\) The non-minimal character of the interactions inevitably gives a mass to the standard (GR’s) graviton, \( \mu^2 \neq 0 \). What is more, the second graviton sources the evolution of the standard one through the term on the right-hand side of (6), while all other terms are standard.

4. The link between gravitational slip and gravitational waves

4.1. **Non-standard propagation of gravitational waves implies a gravitational slip**

Let us assume that gravity is modified, according to its definition in Section 3. This means that the propagation of GWs will be different to GR in one way or the other according to (6). In Ref. 10 it was shown that a direct link exists between the propagation of GWs at any scale in the Universe and the existence of gravitational slip in the presence of perfect fluid matter at large scales: *For general extensions of GR introducing an extra spin-0, spin-1 and spin-2 two field respectively, the theory-space parameters that enter the coefficient of anisotropic stress, are exactly those that modify the propagation of GWs at any scale.*

In view of the anisotropy and the GW propagation equation, (1) and (6) respectively, this translates to the theory-space parameters entering \( \sigma \) to be the same modifying the propagation of GWs. This link establishes a phenomenological bridge between two apparent disconnected regimes, connecting the physics of large-scale structures in the Universe with the propagation of GWs at any scale.

5. Dark energy phenomenology after GW170817

\(^{c}\)Recently, the speed of GWs was measured from an observation of a merging neutron star and an electromagnetic counterpart, yielding the extremely strong constraint \( |c_T/c - 1| \leq 10^{-15} \).\(^{6}\) The observation has essentially ruled out all gravitational interactions which change the light cone structure of GWs – these are typically

\(^{c}\)This section closely follows the results presented in Ref. 12.
terms which mix kinetically the scalar with the metric, beyond the simple conformal coupling (Brans–Dicke/f(R)). In light of the previously discussed link between GWs and the large-scale structure of the Universe, this new constraint can be translated to phenomenological predictions at large scales. Below we discuss the implications for the theory space of different families of models following the results and notation of the original work.\footnote{12}

**Scalar-tensor theories:** For Horndeski theories, the surviving theory space is described by
\begin{equation}
\mathcal{L} = \frac{f(\phi)}{2} R + K(X, \phi) - G(X, \phi) \Box \phi.
\end{equation}

Notably, the only non-minimal coupling between scalar and curvature allowed is of the conformal type. The second term in (7) encompasses the k–essence/quintessence theory, while the third one the so–called kinetic gravity braiding.\footnote{22} At the linear level of scalar perturbations, the theory (7) is described by three functions of time, namely the so–called kineticity (\(\alpha_K(t)\)), braiding (\(\alpha_B(t)\)) and Planck mass rate (\(\alpha_M(t)\)). The first one measures the amount of fluctuations of the scalar field, the second the braiding between scalar and metric fluctuations, while the third the rate of change of the evolving Planck mass. In the quasi-static limit, it turns out that for the effective Newton’s constant for the theory (7) reads as
\begin{equation}
Y = 1 + \left(\kappa + \alpha_M\right)^2 \frac{2}{2N},
\end{equation}

with \(Y(t, k) \equiv -2k^2M^2_{\text{P}}\Psi/(a^2\rho_m\delta_m)\). Here, \(\kappa \equiv \alpha_M + \alpha_B\) is sourced only through the third operator in (7) and is zero otherwise, since \(\alpha_M = -\alpha_B\) for Brans-Dicke/f(R) and \(\alpha_M = 0 = \alpha_B\) in minimally-coupled models. \(N\) is associated with the sound speed of the scalar and is required to be positive. For the gravitational slip and lensing parameter one finds that,
\begin{equation}
\eta - 1 = -\frac{2\alpha_M(\kappa + \alpha_M)}{2N + (\kappa + \alpha_M)^2}, \quad \Sigma \equiv \frac{Y(\eta + 1)}{2}.
\end{equation}

From these relations it is straightforward to conclude for the updated phenomenology of scalar-tensor theories at large scales: The strength of clustering can be only made stronger than or equal to that in GR, that is, \(Y \geq 1\). The lensing is the same as in GR (\(\Sigma = 1\)) as soon as the third operator in (7) (braiding term) is absent (\(\alpha_B = -\alpha_M\) or \(\alpha_B = 0 = \alpha_M\)) – this is to be expected, as conformally- or minimally-coupled models do not affect null geodesics. However, as soon as the braiding term is included it is \(\Sigma \neq 1\). As regards the slip parameter \(\eta\), that can be on either side of its GR value, i.e \(\eta < 1\) or \(\eta \geq 1\).

**Vector theories:** Let us start with Einstein-Aether theories. The theory introduces three constant parameters \(\beta_i\) associated with each operator in the action. The requirement of \(c_T^2 = 1\) imposes that \(\beta_1 = -\beta_3\), and at the same time eliminates the vector’s anisotropic stress contribution, fixing \(\eta = 1\). For the effective Newton’s
coupling, it is \( Y = (1 + 3\beta_2)/(1 - \beta_1) \). Given that stability requires \( \beta_2, \beta_1 > 0 \), then \( Y \geq 1 \), as was the case in Horndeski models.

On the other hand, generalised Proca theories are characterised by six free functions at the level of the action, and similar to Horndeski theory, these combine to form a set of time-dependent functions that control scalar linear perturbations. The terms in the action that affect the GW propagation are those that kinetically mix the vector with the metric – It turns out that, for the associated free functions of these operators, \( G_4 = \text{const} \) and \( G_5 = 0 \).\(^{23,24}\) For this case the gravitational slip parameter becomes always equal to unity \( \eta = 1 \), while for the effective Newton’s coupling (within the quasi–static approximation) we find that,

\[
Y = 1 + \frac{-w_3w_2}{N} \geq 1,
\]

where we used the notation of Ref. 25 for the background functions \( w_i(t) \). We further defined the quantity \( N \equiv 2\mu_2/\phi + w_3w_2^2 \), which is related to the sound speed of the new degree of freedom, and the functions \( w_2, w_3, \mu_2 \) are defined in Ref. 25. Investigation of the explicit expression for \( w_3 \), along with the requirement of absence of ghost instabilities implies that \( w_3 < 0 \) and on similar grounds, the stability of scalar fluctuations requires that \( N > 0 \). From these, it follows for this case too that, \( Y \geq 1 \), that is, the clustering of matter can be made either equal or stronger compared to GR for these models (\( Y \geq 1 \)), similar to the previous models.

As we discussed in Section 3, massive/bi-gravity theories predict that GWs propagate with \( c_2^2 = 1 \), hence the recent measurement has no implications for their theory space.

**Consistency conditions:** Based on the above, and working within the small-scale limit of the quasi–static approximation (i.e \( k \to \infty \)), we can extract two new consistency conditions for scalar–tensor theories at large scales:\(^4\)

1. \( \eta < 1 \) and \( \Sigma = 1 \): An imprint of a conformally coupled scalar field (Brans-Dicke/\( f(R) \)).

2. \( \eta > 1 \) and/or \( \Sigma \neq 1 \): An imprint of the presence of a kinetic braiding term in the action, in addition to the conformal coupling to curvature.

For vector models, an important corollary is the characteristic combination \( \eta = 1 \) and \( Y \geq 1 \).

It is interesting to remark that future direct observations of GWs can probe the running rate of the Planck mass in the surviving scalar-tensor sector as was argued in Refs. 27, 28, 29.

\(^{4}\)For minimally-coupled scalar-tensor models it is easy to see that \( \eta = 1 \) and \( Y > 1 \). Notice that here, we do not consider the possibility of special configurations such as the scenario of No-Slip gravity of Ref. 26.
Table 1. Phenomenological implications for the gravitational slip and lensing parameters $\eta$ and $\Sigma$ respectively, after the recent measurement of the speed of GWs (see Section 5).\(^{12}\) The first two rows describe the surviving theory space of Horndeski models, while the second and third one the Einstein–Aether and generalised Proca vector theories respectively. In all models, it now turns out that for the effective Newton’s coupling at large scales it is $Y \geq 1$, i.e, clustering of matter is equal to or stronger than in GR.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\eta \equiv \Phi/\Psi$</th>
<th>$\Sigma \equiv (1/2)(\eta + 1)Y$</th>
<th>$Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_p^2 R + K(\phi, X)$</td>
<td>1</td>
<td>1</td>
<td>$Y \geq 1$</td>
</tr>
<tr>
<td>$f(\phi)R + K(\phi, X)$</td>
<td>$\leq 1$</td>
<td>1</td>
<td>$Y \geq 1$</td>
</tr>
<tr>
<td>$f(\phi)R + K(\phi, X) + G(X, \phi)\Box \phi$</td>
<td>$&lt; 1$ or $\geq 1$</td>
<td>$\neq 1$</td>
<td>$Y \geq 1$</td>
</tr>
<tr>
<td>Einstein-Aether</td>
<td>= 1</td>
<td>$\neq 1$</td>
<td>$Y \geq 1$</td>
</tr>
<tr>
<td>Generalised Proca</td>
<td>= 1</td>
<td>$\neq 1$</td>
<td>$Y \geq 1$</td>
</tr>
</tbody>
</table>

6. Summary

In this short paper we summarised key results from our previous works on the significance and the construction of model independent tests of gravity at cosmological scales, their intimate relation with the properties of GWs and the most recent phenomenological implications of GW observations for dark energy models. The recent measurement of the speed of GWs placed surprisingly stringent constraints on the theory space of gravity models, and allowed for robust cosmological predictions that can be accurately tested with the future Euclid satellite mission.\(^{30}\) The new predictions and consistency conditions for the gravitational slip, weak lensing and effective gravity strength parameter summarised in Section 5, provide a challenge for the surviving models that will be tested with future surveys.
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Multipole vectors and pseudo entropies provide powerful tools for a numerically fast and vivid investigation of possible statistically anisotropic, resp. non-Gaussian signs in CMB temperature fluctuations. After reviewing and linking these two conceptions we compare their application to data analysis using the Planck 2015 NILC full sky map.
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1. Motivation

Over the past 50 years the cosmic microwave background (CMB) has become the main source of information about the early universe. It displays a nearly isotropic black body with an order $10^{-3}$ dipole modulation due to peculiar motion and order $10^{-5}$ anisotropies which depict energy density fluctuations on the last scattering surface (LSS). Motivated by the simplest inflationary scenarios and linear perturbation theory these anisotropies are commonly assumed to be statistically isotropic and Gaussian, which means that if one decomposes the relative temperature fluctuations on the celestial sphere into spherical harmonics

$$\delta T(\theta, \phi) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} a_{lm} Y_{lm}(\theta, \phi),$$  

the joint distribution of the spherical harmonic coefficients $a_{lm}$ for a given multipole number $l$ should be isotropic

$$p(\hat{R}\{a_{lm}\}) = p(\{a_{lm}\}),$$  

where the rotation acts on the $a_{lm}$ via Wigner symbols, and Gaussian

$$p(\{a_{lm}\}) = \mathcal{N}\exp\left(-\frac{1}{2} \sum_{mm'} a_{lm}^* D^{-1}_{lm,mm'} a_{lm'}\right).$$  

Since the one-point function of the $a_{lm}$ vanishes, Gaussianity implies that all information about $\delta T$ is encoded in the two-point functions $\langle a_{lm} a_{lm'} \rangle = D^{-1}_{lm,mm'}$ and statistical isotropy further reduces the degrees of freedom to one per multipole number by diagonalizing the covariance $D^{-1}_{lm,mm'} = C_l \delta_{mm'}$. This yields the power spectrum which is commonly used as the main source of information about the CMB. Hence, the two basic assumptions reduce the real degrees of freedom per multipole from $2l + 1$ to one. If one or both of the assumptions are relaxed, one needs to find additional data compressing measures which are easier and can be interpreted more directly and vividly than the $a_{lm}$. In this contribution we describe and link two approaches to find such measures which are furthermore complementary to...
the power spectrum in information content. The first approach concerns multipole
vectors whose use is motivated by large scale anisotropy anomalies that have been
found recently and the second approach introduces pseudo entropy measures on the
space of spin states associated to temperature fluctuation fields which provide a
non brute-force method to investigate non-Gaussianities and are motivated by the
analogy to statistical mechanics where the large number of microscopic degrees of
freedom is essentially captured by a few macroscopic quantities such as entropy.

2. Multipole vectors and pseudo entropies

Multipole vectors (MPVs) have been introduced to CMB data analysis in Ref. 1.
and were used to identify one of the three basic “atoms” of large scale isotropy
anomalies. It was found that the quadrupole and octupole are correlated, that the
octupole is unusually planar and that both quadrupole and octupole are unusually
orthogonal to the Ecliptic Plane and aligned with the Solar Dipole, see the review
in Ref. 2. Contrary to the behavior of spherical harmonic coefficients, MPVs rotate
rigidly with the celestial sphere and therefore put themselves forward as the correct
basic constituents of measures of statistical anisotropy. Let
\[ \vec{e} = (e^1, e^2, e^3)^T = \vec{e}(\theta, \phi) \]
be a unit vector, then the basic idea is to observe that the
\( l \)-multipole-part
of \( \delta T \) is a homogeneous polynomial of degree \( l \) and to decompose it according to

\[ (\delta T)_l (\vec{e}(\theta, \phi)) = A^{(l)} \left[ v^{(l,1)} \cdots v^{(l,l)} \right] [e^{i_1} \cdots e^{i_l}] = B^{(l)} \prod_{i=1}^l \vec{e} \cdot \vec{v}^{(l,i)} + F^{(l)}(\theta, \phi), \]

where \( A^{(l)} \) and \( B^{(l)} \) are real constants, \( F^{(l)} \) is a polynomial of degree \( l - 2 \) and
Einstein’s summation convention was used.\(^3\) The \( \vec{v}^{(l,i)} \) are the MPVs and contain all
information content of the temperature map up to a constant amplitude. Since the
power spectrum is contained within this amplitude, the information content of the
MPVs lies in the complement of the space of \( C_l \)-information. Hence, MPVs provide
an interesting tool to test if this subspace is non-empty, i.e. if the temperature
map is statistically anisotropic. In fact, as shown in Ref. 4 the statistical behavior
of MPVs is the same for the larger class of all completely random sets of \( a_{lm} \), i.e.
\[ p(\{a_{lm}\}) = J(l) \sum_m |a_{lm}|^2, \]
which contains the standard \( \Lambda \)CDM case but also some
isotropic non-Gaussian maps. Note, that the \( l \)-multipole part of \( \delta T \) can also be
viewed as a normalized spin-\( l \) state

\[ |\delta T|_l = \sum_m \tilde{a}_{lm} |lm\rangle \]

up to an amplitude which contains the information about \( C_l \), where the \( a_{lm} \) have
been normalized to \( \tilde{a}_{lm} \). Then the contraction of Bloch coherent states with such a
temperature state and stereographic projection yield a complex polynomial

\[ \langle \Omega | \delta T |_l \sim \sum_m \sqrt{\frac{2l}{l + m}} \tilde{a}_{lm} z^{l+m} \sim \prod_{i=1}^l (z - z^{(l,i)}) \left( z + \frac{1}{(z^{(l,i)})^*} \right), \]
whose $2l$ zeros are the stereographic projections $z^{(l,i)}$ of the MPVs $\mathbf{r}^{(l,i)}$ and their antipodes.\(^\text{5}\) Bloch coherent states are given by the rotation of the highest spin state $|\Omega\rangle_l = \hat{R}(\Omega)|l, l\rangle$ by angles $\Omega = (\theta, \phi)$. For a detailed review on MPV constructions see Ref. 6. Now one can define the most classical quantum entropy which is named Wehrl entropy
\[
S^W_l = S^W(\delta T_l) = -\frac{(2l + 1)}{4\pi} \int d\Omega |\langle \Omega | \delta T_l \rangle|^2 \log \left( |\langle \Omega | \delta T_l \rangle|^2 \right),
\]
and which is used for CMB data analysis as a measure of randomness of temperature fluctuations.\(^\text{7}\) The disadvantage of the Wehrl entropy is its numerically expensive form and hence one seeks measures that approximate the Wehrl entropy reasonably well but are much easier to compute. Since the temperature map describes a pure state, the usual von Neumann entropy is trivial. The basic idea to overcome this problem is to apply a quantum channel $\Phi$, which respects isotropy, to the pure temperature state $\rho_l = |\delta T_l\rangle_l \langle \delta T_l |$ to obtain a mixed density $\rho^\Phi_l$ and afterwards apply the von Neumann entropy to get a mixed pseudo entropy
\[
S^\Phi_l (\delta T_l) = -\text{Tr} \left( \rho^\Phi_l \log(\rho^\Phi_l) \right).
\]
The term “pseudo” shall indicate that the resulting quantity loses some properties entropies usually possess. From now on we drop this adjunct. In Ref. 8 we introduced two convenient choices of rotationally symmetric quantum channels:

- The $j$-projection entropy uses the mixed density
  \[
  \rho^{\text{proj},(j)}_l = \Phi^{\text{proj},(j)}(\rho_l) = \frac{2l + 1}{2l + j + 1} \hat{P}_{l+j} (\rho_l \otimes 1_j) \hat{P}_{l+j},
  \]
  where $\hat{P}_{l+j}$ denotes the projection to the $[l + j]$-subspace of $[l] \otimes [j]$. It converges to $S^W_l + \log \left( \frac{2(l+j)+1}{2l+1} \right)$ for $j \to \infty$, but not uniformly. The additional term does not depend on the data, but just on the numbers $l$ and $j$ and henceforth in data analysis this term does not need to be taken into account. Therefore one may say that in the realm of data analysis the projection entropy converges to the Wehrl entropy.

- The angular entropy uses the mixed density
  \[
  \rho^{\text{ang}}_l = \Phi^{\text{ang}}(\rho_l) = \frac{1}{l(l+1)} \sum_{i=1}^3 \hat{L}_i \rho_l \hat{L}_i^\dagger,
  \]
  where the $\hat{L}_i$ are the angular momentum operators acting on spin space. For $l = 2$ it measures the repulsion of MPVs and shows the exact same behavior as the Wehrl entropy once an overall shift and dilation in absolute value has been accounted for. Let $\epsilon$ be the squared chordal distance between the two MPVs on
a sphere of radius 1/2, then the angular and Wehrl entropy can be expressed as

\[ S_{\text{ang}}^2(\epsilon) = -\frac{c(\epsilon)}{2} \left( (1 - \epsilon)^2 \log (1 - \epsilon)^2 + \epsilon^2 \log (\epsilon^2) \right) - \log \left( \frac{c(\epsilon)}{2} \right) \]  \hspace{1cm} (11)

\[ S_{\text{W}}^2(\epsilon) = c(\epsilon) - \log(c(\epsilon)) + \frac{32}{15} - \log(6), \]  \hspace{1cm} (12)

where \( c(\epsilon) := (1 - (1 - \epsilon))^{-1} \). Motivated by this result, the convergence of the projection to the Wehrl entropy and the numerically similar behavior, we propose that the similarity of Wehrl and angular entropy as well as the interpretation as a measure of repulsion between MPVs should be valid on all scales, at least approximately. Since repulsive behavior of zeros of random polynomials is connected to the degree of Gaussianity of the polynomial, we consider the angular entropy as a simple measure for deviations from Gaussianity, at least as long the deviation causes an exit from the space of completely random distributions. Furthermore, we showed that the probability distribution of the angular entropy is highly sensitive to “small” deviations from Gaussianity, in the sense that if one replaces \( i \) MPVs from a Gaussian map by uniformly distributed unit vectors — which constitutes a deviation from Gaussianity without violating isotropy — the shift in distribution is sizable and the largest portion of shift is obtained from the first replaced vector.

Since all entropy measures use the normalized temperature state, their information content is complementary to the \( C_l \), which is also the case for MPVs. Using the latter to build vivid scalar quantities yields additional measures, which we interpret as measures of statistical anisotropy. In Ref. 6 we used the following statistics:

- **The internal/inner statistics**

\[ S_{||}^i(l) = \frac{2}{l(l-1)} \sum_{i<j} |\vec{v}^{(l,i)} \cdot \vec{v}^{(l,j)}| \]  \hspace{1cm} (13)

\[ S_{\nu}^i(l) = \frac{6}{l(l-1)(l-2)} \sum_{i<j<k} \left| \left( \vec{v}^{(l,i)} \times \vec{v}^{(l,j)} \right) \cdot \vec{v}^{(l,k)} \right| \]  \hspace{1cm} (14)

measure internal alignment and non-planarity of multipoles. In structure and interpretation these statistics share some similarities with the entropy measures.

- **The external/outer statistics**

\[ S_{||}^e(\vec{D})(l) = \frac{2}{l(l-1)} \sum_{i} |\vec{v}^{(l,i)} \cdot \vec{D}| \]  \hspace{1cm} (15)

\[ S_{\nu}^e(\vec{D})(l) = \frac{6}{l(l-1)(l-2)} \sum_{i<j<k} \left| \left( \vec{v}^{(l,i)} \times \vec{v}^{(l,j)} \right) \cdot \vec{D} \right|, \]  \hspace{1cm} (16)

where \( \vec{D} \) denotes some given outer physically motivated direction, measure outer directional or planary influences on the data.
3. Application to data analysis

Both methods have been applied to Planck 2015 and Planck 2018 full sky maps in order to compare them to statistically isotropic and Gaussian random maps and investigate if any signs of possible violations appear on multipole numbers up to 50 (MPVs), resp. 1000 (entropies).\textsuperscript{6,8} In Fig. 1 we compare $S^\text{ang}(8)(10)$, $-S^\parallel(13)$, and $S^\parallel_{\vec{D}}(15)$ with the Solar Dipole as a given physical direction $\vec{D}$ using the NILC 2015 full sky map. We use the negative of $S^\parallel$ because it allows for an interpretation as a measure of non-alignment which is related to the interpretation of $S^\text{ang}$ as a measure of repulsion. One observes that the general behavior of both $S^\text{ang}$ and $S^\parallel$ as a function of $l$ approximately agrees while unlikely multipoles are much more pronounced in $S^\text{ang}$. $S^\parallel_{\vec{D}}$ clearly deviates from the others and the clustering of low-likelihood multipoles at $l \in [2, 5]$ reproduces the corresponding atom of CMB anomalies. Note that for the sake of clarity $1/3\sigma$-boundaries are not shown due to their different relative distances among the statistics, but note that $1\sigma \neq \frac{1}{2}(2\sigma)$.

Eventually we summarize further results that were obtained in Refs. 6, 8. With the MPV statistics the behavior of three full sky maps shows up to be similar even without applying masks, and no global anisotropies could be identified on $l \in [2, 50]$. After masking, the behavior of SEVEM approaches that of the other maps. The direction that is visible in the data most is the Solar Dipole, which appears in the large scale anomalies and via a clustering of $1\sigma$ (anti-)alignments around $l = 20$. Using the entropies the findings on masking, non-masked SEVEM, similarity between the other maps and overall normal behavior agree with those obtained with MPV statistics, but the entropy shows above $2/3\sigma$ unusual values at $l = 5/28$, which are curious because their values are higher than expected. It is unclear which kind of physical temperature map can result in too high entropies. The large-scale anomalies are visible when applying the range angular entropy, which takes into account ranges and possible correlations of multipoles. A comparison between 2015

![Figure 1](image-url)  

Fig. 1. Comparison of MPV statistics and angular entropy via the deviation of NILC 2015 full sky data from isotropic, Gaussian expectation in units of $2\sigma$-deviation calculated with $10^4$ (entropy) and $10^3$ (MPVs) ensembles on the range $l \in [2, 30]$. 
and 2018 data revealed that the change in NILC and SMICA is negligible while unmasked SEVEM has been enhanced. The angular entropy can also be used on very small angular scales with moderate computational expense.

Conclusions
MPV statistics yield vivid measures for identifying possible statistical anisotropies, possibly induced by physical influences measured via effects of outer directions. On the other hand our entropy methods yield fast measures for non-Gaussianity which allow for investigation down to small angular scales \( l \geq 1000 \). Both methods are mathematically related, see Eqs. (6), (11) and (12), and yield information content that is complementary to that of \( C_l \). Note that in the future effects of inhomogeneous noise and masking should be taken into account more thoroughly. Our methods need full sky data but using e.g. spherical cap harmonics or other local methods one could make more sense of the statistics when applying a mask. An interesting future task would also be to redo the analysis using full focal plane simulations. Finally an efficient measure for unlikeliness when picking out ranges of random size needs to be worked out.
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We present a preliminary analysis of the optical system of the STRIP instrument of the Large Scale Polarization (LSPE) experiment, which aims at polarization measurements of the Cosmic Microwave Background on large angular scales. STRIP will observe approximately 25% of the Northern sky from the Observatorio del Teide in Tenerife, using an array of forty-nine coherent polarimeters at 43 GHz (Q-band), coupled to a 1.5 m fully rotating crossed-Dragone telescope. An additional frequency channel with six-elements at 95 GHz (W-band) will be exploited as an atmospheric monitor.

Non-idealities in the optical system may introduce limitations in achieving high precision measurements, if not well understood and controlled. For this reason, we studied the optical design of STRIP, its characteristics in terms of performance on angular resolution, sidelobes, main beam symmetry, polarization purity and feedhorns orientation, by means of electromagnetic simulations.
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1. Introduction

The characterization of the polarized signal of the Cosmic Microwave Background (CMB) is, nowadays, one of the most important branches of observational cosmology. A direct measurement of the slight trace left by primordial gravitational waves on the CMB polarization pattern (the so called B-modes) would shed light on the first seconds of our universe.

The amplitude of the B-mode component is parametrized by the tensor-to-scalar ratio $r$, and, to date, only an upper bound at $r < 0.07$ at 95% C.L. has been set by the joint BICEP2/Keck Array and Planck analysis.\(^1\)

Besides a strict control of the instrumental noise and systematic effects, a deep knowledge of astrophysical foregrounds is a key element for polarization analysis. In fact, both synchrotron and thermal dust emissions are partially linearly polarized. Since there is no region of the sky, at any frequency, where Galactic foreground contamination lies below a B-mode signal, it is important for all future experiments to monitor the foreground emissions with several frequency channels.

In this context, we find the STRIP instrument of the “Large Scale Polarization Explorer” (LSPE), which is the Italian Space Agency’s upcoming experiment for the observation of the CMB polarization on large angular scales.
LSPE\textsuperscript{2} combines ground-based and balloon-borne observations and aims at improving the limit on the tensor-to-scalar ratio down to $r = 0.03$ at 99.7\% confidence level. A second target is to produce wide maps of foreground polarization generated in our Galaxy by synchrotron and interstellar dust emissions in a range of frequencies between 40 and 250 GHz, observing a 25\% fraction of the sky in the Northern hemisphere.

2. The STRIP Instrument

STRIP is the ground-based instrument of the LSPE experiment that will observe the sky for two years from the “Observatorio del Teide” in Tenerife, starting in early 2020.\textsuperscript{3} STRIP will scan the sky with a continuous azimuthal spin at 1 r.p.m., while maintaining the telescope boresight at a fixed elevation angle (approximately 20\degree from the Zenith at Tenerife latitude).

STRIP consists of an array of forty-nine coherent polarimeters, arranged in seven modules, operating in a 18\% frequency band centered at 43 GHz (Q-band) and six polarimeters operating in a frequency band centered at 95 GHz (W-band) for atmosphere monitoring. Receivers are cooled down to 20 K in a cryostat placed in the focal surface of a dual reflector telescope, with a 1.5 m primary mirror.

The STRIP goal sensitivity on Stokes parameters is $\delta Q \left( U \right) \deg \leq 1.2 \mu K$ for the Q-band and $\delta Q \left( U \right) \deg \leq 4.5 \mu K$ for the W-band. Each Q-band receiver includes a circular corrugated feedhorn, a polarizer, an orthomode transducer (OMT) and a polarimeter module, which enables the detection of the Q and U Stokes parameters.

The W-band channel consist of a corrugated feedhorn and a septum polarizer, matched to a correlation polarimeter module. This channel will be used especially to track the amount of water vapor, which is the primary cause of atmospheric opacity. Characterizing the Tenerife observing site at W-band, i.e., near the foregrounds minimum, is of high interest also for potential future CMB experiments covering the Northern hemisphere.

3. The STRIP Optics

3.1. The telescope

The STRIP dual-reflector telescope is based on a Dragonian cross-fed design, with a projected aperture of 1.5 m. The crossed Dragone design is characterized by a parabolic primary mirror and hyperbolic secondary arranged to provide a large field of view and to aberrations at the center of the field. Moreover, the Dragonian configuration is the best in terms of polarization purity and symmetry over a wide focal region.\textsuperscript{4}

The primary mirror of the STRIP telescope has an offset parabolic shape, with a 1500 mm aperture. The secondary mirror is an offset concave hyperboloid, with a 1719.76 mm × 1658.7 mm wide elliptical rim. The telescope provides an angular resolution of $\sim 20'$ in the Q-band and $\sim 10'$ in the W-band. The entire dual-reflector system has an equivalent focal length of 2700 mm, resulting in a F# $\sim 1.8$. 
The whole array of feedhorns is placed in the focal region of the telescope, ensuring no obstruction of the field of view. All feedhorns modules have been placed according to the telescope focal surface (see Fig. 1) and oriented towards the main reflector center, so that an optimum spillover is obtained while guaranteeing low level of cross-polarization contamination.

![Fig. 1. Focal surface of the STRIP dual-reflector telescope.](image)

### 3.2. Mount and shielding structures

The telescope is surrounded by a comoving baffle made of seven aluminum plates in order to reduce the contamination due to the sidelobes. This optical assembly is held by a mount, which allows the STRIP optics and receivers to point at any direction in the sky. The telescope mount, already built for the CLOVER experiment\(^5\), is a three-axes system that can fully rotate in azimuth and reach elevations from 0° to 89.5°. The telescope elevation angle will be fixed at approximately 20°.

### 3.3. Electromagnetic model

The STRIP optics have been modeled with the software GRASP\(^a\). The model includes the two nominal reflectors, forty-nine Q-band feedhorns and six W-band feedhorns, and the shielding structures, which redistribute the power that is radiated by the feedhorns and is not reflected by the telescope (see Fig. 2).

Main beams and sidelobes have been simulated and analyzed separately, because of the different sampling in the \(\theta\) and \(\phi\) coordinates and the different simulation

\(^a\)The GRASP software is developed by TICRA (Copenhagen, DK) for analysing general reflector antennas.
Fig. 2. Telescope and shielding structure model with the ray-tracing of some MrGTD contributions in the symmetry plane.

Main beams have been simulated using the Physical Optics (PO) method, which computes the induced currents on the reflecting surfaces in order to obtain the total field. This method is the most accurate for predicting beams; however, in the sidelobes region, the PO integrand oscillates and a finer integration grid is required, leading to an increasing computation time. For this reason, the sidelobes have been computed using the Multi-Reflector Geometrical Theory of Diffraction (MrGTD), which represents a suitable method for predicting the full-sky radiation pattern of complex mm-wavelength optical systems, because it computes the scattered field from the reflectors performing a backward ray-tracing.

4. Performance Analysis

The radiation pattern of the feedhorns in the STRIP optics have been simulated in their main beam coordinate system at 43 and 95 GHz, exciting each feedhorn individually with a linearly polarized signal. Fig. 3(a) shows the footprint of the forty-nine beams at 43 GHz in the sky, while Fig. 3(b) shows the footprint of the six beams at 95 GHz.

Given the telescope configuration and the feedhorn off-axis location on the focal surface, the main beams are not perfectly Gaussian, so that they cannot be described by a single parameter. For a complete characterization of the main beams, several descriptive parameters have been evaluated: the angular resolution (FWHM), the ellipticity (e), the main beam directivity (D), the cross-polar discrimination factor (XPD) and the spillover. For the Q-band, the angular resolution is around 21' and the directivity is around 54.7 dBi for all the Q-band channels, while the XPD ranges
Fig. 3. Q-band channel (a) and W-band channel (b) footprints on the sky as seen by an observer looking towards the telescope along its optical axis. The origin of the uv-coordinate system is at the center of the focal plane. The z-axis is along the line-of-sight and points towards the observer.

from 40.8 to 44.5 dB. For the W-band, the angular resolution is around 9.5′ and the directivity is around 61.4 dBi.

We computed also the sidelobes of the STRIP telescope up to the 3rd order of interaction (i.e. reflection or diffraction), for some representative channels. They are unevenly distributed and concentrated mainly in two areas, namely the “direct contribution” and the “spillover” (see Fig. 4). The direct contribution is generated by the rays entering the feedhorns without any interaction with the reflectors; its shape and power level are given by the feedhorn radiation pattern pointing at about 60° from the line of sight of the telescope. The spillover is primarily due to rays reflected by one of the shields and then reflected by the sub-reflector. The radiation patterns of both the Q- and W-band corrugated feedhorns have been measured in an anechoic chamber to check the compliance with the requirements and verify the reliability of the GRASP model.

5. Conclusions

In this paper, we presented a preliminary analysis of the optical system of the STRIP instrument of the LSPE experiment. All the main beams have been computed and we retrieved the main descriptive parameters. Concerning the sidelobes, we analyzed only four representative channels, which revealed that particular attention should be paid to multiple reflections inside the shielding structure.

The analysis will be repeated evaluating the response in the bandwidth, because accurate predictions of the telescope response are essential for an in-depth knowledge of the whole instrument response and for the development of the data reduction pipeline, where also instrumental systematic effects are taken into account.
Fig. 4. Far sidelobes at 43 GHz for the feedhorn placed in the telescope focus. The main beam points to the top of the map ($\theta = 0^\circ$) and peaks at 54.76 dBi. The direct contribution is due to the feedhorn sidelobe and peaks at about -5 dBi, while the spillover is due to a double reflection inside the shielding structure and peaks at about -0.8 dBi.

Acknowledgments

We gratefully acknowledge support from ASI through contract I-022-11-0 “LSPE” and from the Istituto Nazionale di Fisica Nucleare (INFN).

References

Reconstructing the CMB B-mode power spectrum using the ABS method

L. Santos and W. Zhao

1Center for Gravitation and Cosmology, College of Physical Science and Technology, Yangzhou University, Yangzhou 225009, China
2CAS Key Laboratory for Researches in Galaxies and Cosmology/School of Astronomy and Space Science, Department of Astronomy, University of Science and Technology of China, Chinese Academy of Sciences, Hefei, Anhui 230026, China
*E-mail: larissa@ustc.edu.cn

One of the main goals of modern cosmology is to probe inflationary theories by looking on the imprint of primordial gravitational waves in the cosmic microwave background (CMB) polarization field. Future CMB experiments face the great challenge to search for this primordial B-mode signal. However, the CMB sky is also filled with secondary B-modes, including CMB lensing and astrophysical foregrounds. Extracting the CMB B-mode polarization from astrophysical contaminations is a primordial task towards detection of the primordial signal. We use the analytical method of blind separation (ABS) proposed by Zhang, P., et al. (2019) to reconstruct the CMB B-mode power spectrum in the presence of foregrounds and white noise considering a full sky analysis for \( r = 0 \).
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1. Introduction

The temperature anisotropies of the cosmic microwave background (CMB) radiation have been extensively addressed in the literature during the past three decades, being well characterized by various experiments such as WMAP [1, 2] and Planck satellites [3]). It is well known that these surveys detect not only the CMB signal itself, but a mixture of different emissions, including astrophysical foregrounds. One of the challenges in analyzing the CMB data has been the component separation, a fundamental step towards the efficient recovery of the CMB power spectra, thus the estimation of the cosmological parameters. Ongoing experiments targeting the polarized signal already face the difficulties of extracting the \( E \)-mode [4, 5] and specially the \( B \)-mode [6] polarization field from foregrounds.

Focusing on the CMB \( B \)-mode field that can probe inflation on large angular scales, we use the analytical method of Blind Separation (ABS) developed recently by [7] to extract the CMB simulated signal from foregrounds considering a multi-frequency future experiment. Contrary to other “blind” methods, such as the internal linear combination (ILC) [8–15] or the Spectral Matching Independent Component Analysis (SMICA) [16–19], the ABS do not involve heavy computation. Moreover, it consists of the measured cross band power between different frequency bands, which is derived analytically in order to avoid multiple parameter fitting. Moreover, the ABS method was already successfully tested against
simulated temperature Planck maps [20]. Here, we start the study of the ABS performance on the CMB polarized signal.

2. The CMB polarization field

The linearly polarized CMB field is described by $Q$ and $U$ (Stokes parameters) which can be combined into a spin-$(2)$ and spin-$(−2)$ fields, such as $P_\pm(\hat{n}) = Q(\hat{n}) \pm iU(\hat{n})$. For full sky, these spin fields can be expanded over spin-weighted harmonic functions basis [21]:

$$P_\pm(\hat{n}) = \sum_{\ell m} a_{\pm 2, \ell m} Y_{\ell m}(\hat{n}).$$

(1)

The polarization field can also be written as the $E$ and $B$ components, which are defined in terms of the coefficients $a_{\pm 2, \ell m}$ in the harmonic space as

$$E_{\ell m} \equiv -\frac{1}{2}[a_{2, \ell m} + a_{−2, \ell m}], \quad B_{\ell m} \equiv -\frac{1}{2i}[a_{2, \ell m} − a_{−2, \ell m}].$$

(2)

The above definition allows $E(\hat{n})$ and $B(\hat{n})$ polarization sky maps to be written in terms of spherical harmonics,

$$E(\hat{n}) \equiv \sum_{\ell m} E_{\ell m} Y_{\ell m}(\hat{n}), \quad B(\hat{n}) \equiv \sum_{\ell m} B_{\ell m} Y_{\ell m}(\hat{n}).$$

(3)

The power spectra being

$$C_{\ell}^{EE} \equiv \frac{1}{2\ell + 1} \sum_m \langle E_{\ell m} E^*_{\ell m} \rangle, \quad C_{\ell}^{BB} \equiv \frac{1}{2\ell + 1} \sum_m \langle B_{\ell m} B^*_{\ell m} \rangle.$$

(4)

The brackets indicate the average over all realizations. In this work, we will consider only the $B$-mode field and our ability to recover the $B$-mode power spectrum from a multi-frequency future CMB experiment.

3. The ABS method

The ABS method analytically and blindly recovers the CMB power spectra from a contaminated map, relying on the measured cross band power between different frequency bands. The data in the multipole bin $\ell$ can be written as

$$\mathcal{D}_{ij}^{\text{obs}}(\ell) = f_i f_j \mathcal{D}_{ij}^{\text{cmb}}(\ell) + \mathcal{D}_{ij}^{\text{fore}}(\ell) + \delta \mathcal{D}_{ij}^{\text{noise}}(\ell).$$

(5)

Here, $\mathcal{D}_{ij}^{\text{obs}}(\ell)$ represents the cross band power spectrum of the B-mode power spectra at the $i$- and $j$-th frequency channels, where $i, j = 1, 2, \cdots, N_f$ and $N_f$ is the total number of frequency channels. The three main contributions to the signal are $\mathcal{D}_{ij}^{\text{fore}}$, which expresses the cross band power matrix of the foregrounds, $\mathcal{D}_{ij}^{\text{cmb}}$ being
the CMB signal and \( D_{ij}^{\text{noise}}(\ell) \), which stands for the noise contribution to the total B-mode power spectrum. \( f_i = 1 \) for all channels in the units of thermodynamic temperature.

The CMB power spectrum can then be analytically derived such as [7]

\[
D_{\text{cmb}} = \left( \sum_{\mu=1}^{M+1} G_{\mu}^2 \lambda_{\mu}^{-1} \right)^{-1},
\]

for \( M < N_f \), where \( M \equiv \text{rank}(D_{ij}^{\text{fore}}) \), which depends on the number of independent foreground components. The order of \( D_{ij}^{\text{obs}}(\ell) \) is \( N_f \). In the above equation, \( G_{\mu} = f \cdot E^\mu \) and \( f = (f_1, \ldots, f_{N_f})^T \). The \( \mu \)-th eigenvector and the associated eigenvalue of \( D_{ij}^{\text{obs}}(\ell) \) are represented by \( E^\mu \) and \( \lambda_{\mu} \), respectively. The eigenvectors are normalized as \( E^\mu \cdot E^\nu = \delta_{\mu\nu} \).

Taking the instrumental noise into account, we modify Eq. 6 such as

\[
\tilde{D}_{\text{cmb}} = \left( \sum_{\mu=1}^{\lambda_{\text{cut}}} G_{\mu}^2 \lambda_{\mu}^{-1} \right)^{-1} S + \tilde{f}_i \tilde{f}_j S,
\]

\[
\tilde{f}_i \equiv \frac{f_i}{\sqrt{\sigma_{\text{noise}}}}, \quad G_{\mu} \equiv \tilde{E}^\mu \cdot E^\mu.
\]

The matrix \( \tilde{D}_{ij}^{\text{obs}} \) has \( \tilde{E}^\mu \) and \( \tilde{\lambda}_{\mu} \) as the \( \mu \)-th eigenvector and corresponding eigenvalue, respectively. To avoid unphysical eigenmodes a threshold corresponding to \( \tilde{\lambda}_{\text{cut}} \) in Eq. 7 is taken into account, since the instrumental noise can lead to noise dominated eigenmodes with eigenvalues of \(|\tilde{\lambda}_{\mu}| \lesssim 1/2 \) in \( \tilde{D}_{ij}^{\text{obs}} \) (see the details at [7, 20]). Moreover, the free shift parameter \( S \) is responsible for stabilizing the numerical calculations, specially in the case of the CMB B-mode power spectrum due to its small amplitude together with a high instrumental noise. In the next Section, we apply the ABS method to our polarized simulations.

4. Our simulations and results

We consider a future-like experiment with 10 frequency bands described in Table 1. The polarized maps are generated for these bands using the LensPix software [22, 23] with resolution of \( N_{\text{side}} = 1024 \). The predicted CMB B-mode power spectrum was obtained by running the public available code CAMB [24], considering the best fit parameters from the standard cosmological model [25] for \( r = 0 \).

We added to the CMB \( Q \) and \( U \) maps two polarized foregrounds adopting the nominal PySM model [26] as the fiducial foreground model: thermal dust and synchrotron. Finally, a Gaussian instrumental noise, uncorrelated from pixel to pixel and from channel to channel, is also considered. In order to properly test the ABS method in the presence of noise, we generated 50 independent noise maps for each frequency band, being the CMB B-mode power spectrum recovered by averaging
Table 1. The considered experimental setup

<table>
<thead>
<tr>
<th>Band center (GHz)</th>
<th>Beam FWHM (arcmin)</th>
<th>noise level ($\mu K_{CMB} \text{arcmin}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>030</td>
<td>28.3</td>
<td>12.4</td>
</tr>
<tr>
<td>043</td>
<td>22.2</td>
<td>7.9</td>
</tr>
<tr>
<td>075</td>
<td>10.7</td>
<td>4.2</td>
</tr>
<tr>
<td>090</td>
<td>9.5</td>
<td>2.8</td>
</tr>
<tr>
<td>108</td>
<td>7.9</td>
<td>2.3</td>
</tr>
<tr>
<td>129</td>
<td>7.4</td>
<td>2.1</td>
</tr>
<tr>
<td>155</td>
<td>6.2</td>
<td>1.8</td>
</tr>
<tr>
<td>223</td>
<td>3.6</td>
<td>4.5</td>
</tr>
<tr>
<td>268</td>
<td>3.2</td>
<td>3.1</td>
</tr>
<tr>
<td>321</td>
<td>2.6</td>
<td>4.2</td>
</tr>
</tbody>
</table>

over these sky maps. The associated statistical errors are obtained from its dispersion. It is important to point out that the CMB signal and the foreground components are fixed for all realizations. The results are shown in Figure 1 for $l_{max} = 1050$.

Finally, in order to visualize the difference between the recovered and the “true” $B$-mode power spectrum, we also show in Fig. 1 the relative error, $\tilde{D}_l^{cmb}/D_l^{real} - 1$, in the percentage level. For full sky, the recovery of the $B$-mode power spectrum using the ABS method is in agreement with the “true” one for all multipole range within 20%, even though the 1-$\sigma$ confidence level for the reconstructed $B$-mode power spectrum is quite large at low-$\ell$ region.

5. Conclusions

We used the ABS methodology to estimate the CMB $B$-mode power spectrum considering a full sky approach. The ABS estimator was applied to simulated multi-frequency maps at 10 different frequency bands centered at 030, 043, 075, 090, 108, 129, 155, 223, 268 and 321 GHz mimicking a possible future CMB experiment. As for foregrounds, we added thermal dust and synchrotron, in addition to the Gaussian uncorrelated noise.

The results for the ABS method for recovering the CMB $B$-mode power spectrum in the presence of foregrounds are promising. We found that for the full range of considered multipoles the ABS is able to perform robustly, being the $B$-mode power spectrum recovered within 20% compared with the input spectrum. Moreover, considering ground based experiments, which are the near future surveys designed to measure the $B$-mode signal, a partial sky analysis must be taken into account. Such analysis is in preparation [27].
Fig. 1. Upper pane: The CMB binned $B$-mode power spectrum ($\Delta l = 50$) estimated from the ABS approach from a future experiment specified in Table 1 (green curve), considering $r = 0$ and smoothed to a Gaussian beam with FWHM=28.3'. The red curve corresponds to the CMB $B$-mode power spectrum from the sky realization without noise or foregrounds (“true” spectrum). The associated 1-$\sigma$ statistical error are also shown in the shadow region, based on 50 independent realizations of the instrumental noise. Lower panels: In comparison with the true power spectrum, the relative error, $D_{\text{cmb}}^l/D_{\text{real}}^l - 1$ in the percentage level. The symbol colors and sizes illustrate deviations from 0% in respect to the “true” spectrum.

Acknowledgment

L. Santos and W. Zhao are supported by NSFC No. 11603020, 11633001, 11173021, 11322324, 11653002, project of Knowledge Innovation Program of Chinese Academy of Science and the Fundamental Research Funds for the Central Universities.

References

[23] Lewis, A., Challinor, A. & Hanson, D. 2011, JCAP, 03, 018.
Tackling cosmic strings by knot polynomials

Xinfei Li∗∗∗, X. L IU∗∗†, ‡ and Yong-chang Huang∗∗

∗School of Science, Guangxi University of Science and Technology, Guangxi, 545006, China
**Institute of Theoretical Physics, Beijing University of Technology, Beijing, 100124, China
†Beijing-Bublin International College, Beijing University of Technology, Beijing, 100124, China
‡xin_liu@bjut.edu.cn

Cosmic strings in the early universe have received revived interest in recent years. In this work we derive these structures as topological defects from singular distributions of the quintessence field of dark energy. Emphasis is placed on the topological charge of tangled cosmic strings, which originates from the Hopf mapping degree and is a Chern-Simons type action possessing strong inherent tie to knot topology. It is shown that the HOMFLYPT (Jones) polynomial can be constructed in terms of this charge, serving as a topological invariant much stronger than the traditional Gauss linking numbers in characterizing string topology. This method induces applications in two aspects. One is to search a tool to measure the cascade of decreasing topological complexity and that of decreasing energy/entropy. The other is arousing a promising mathematical approach for the study of physical breaking-reconnection processes of tangled cosmic strings.

1. Complexity and cosmic strings

Cosmic strings as one dimensional relics might have been produced in the early universe, which lead to galaxies and primordial supermassive black holes. Interestingly, tangled cosmic strings compactified in a region (contexture) could collapse, causing cold/hot spots in CMB.1 Dynamical simulations show that tangled string structures whose components tend to move to each other and then reconnect at cross sites quickly become simpler ones to carry less energy/entropy. It is hard to analyze this topology-changing process from a pure dynamical point of view; fortunately, similar process has been investigated via topological complexity in classical fluids. By means of analogy with the knotted fluid structures, we intend to study the evolution of tangled cosmic strings via topological complexity.

Let us start with a superconducting cosmic string (SCS) model with two massive complex scalars, φ and σ,

\[ S = \int d^4x \left[ |\bar{D}_\mu \phi|^2 + |D_\mu \sigma|^2 - \frac{1}{4} \tilde{F}_{\mu\nu} F_{\mu\nu} - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + V(\phi, \sigma) \right], \]  

(1)

where \( V(\phi, \sigma) = \frac{1}{4} \lambda_\phi (|\phi|^2 - \eta_\phi^2)^2 + \frac{1}{4} \lambda_\sigma (|\sigma|^2 - \eta_\sigma^2)^2 + \beta |\phi|^2 |\sigma|^2 \). This model breaks the \( \phi \)-related \( U(1) \) symmetry in the ground state and keeps the \( \sigma \)-related one yielding current-carrying SCSs with orientations. With fine-tuning of the Higgs sector, currents are held stable in the cores of the SCSs which can be treated as line defects when observed from far away.

The equation of motion derived from (1) gives a distribution of the fundamental field \( \phi \) on the base manifold. Introducing a covariant derivative \( D^\text{ind}_\mu \phi = \partial_\mu \phi - i A_\mu \),
which indeed corresponds to the parallel field condition in general relativity,\textsuperscript{2,3} we obtain a $U(1)$ gauge potential induced by the $\phi$-distribution on the manifold. This $A_\mu$, through the $\phi$-distribution, is able to reflect the topology of the tangled SCSs. Then, based on $A_\mu$ a low-energy classical Yang-Mills model can be proposed to present stable knotted soliton structures in three dimensions, where a topological charge $Q$ is introduced to characterize the tangleddness of the system,\textsuperscript{4}

\begin{equation}
Q = \int_\Omega A \wedge F,
\end{equation}

where the field strength is defined as $F = dA$. This $Q$ is recognized to be an integral of an abelian Chern-Simons (CS) type 3-form; traditionally, it can be delivered by topological numbers as $Q(L) = \sum_{k=1}^{N} W_k^2 SL(\gamma_k) + \sum_{k,l=1, l<k}^{N} W_k W_l Lk(\gamma_k, \gamma_l)$, where $L$ denotes the link, $L = \bigoplus_k \gamma_k$. $W_k$ is the topological charge (i.e., winding number) carried by the closed string $\gamma_k$. The $SL(\gamma_k)$ is the self-linking number of a knot $\gamma_k$, and $Lk(\gamma_k, \gamma_l)$ the Gauss linking number between two link components $\gamma_k$ and $\gamma_l$.\textsuperscript{5} This $Q$ was used to study knotted cosmic strings in references.\textsuperscript{6}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Different topological configurations have the same self-linking number 0.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Different topological configurations have the same linking number 0.}
\end{figure}

However, the (self-)linking numbers are unfortunately weak invariants which fail to distinguish some typical knots/links such as in Figs. 1 and 2. In the following we will introduce more powerful tools of knot theory to characterize topology of SCS structures. Our starting point will still be the CS 3-form $Q$, which is able to generate various kinds of knot topological invariants thanks to the quantum CS topological field theory, such as the Kauffman bracket, Jones and HOMFLYPT polynomials, the Vassiliev finite type invariants via the Kontsevich integral, Khovanov homology, and so on.

2. HOMFLYPT polynomial for SCSs

SCSs have a chance to obtain released twist during evolutions, although the latter is not easy to be demonstrated mathematically. The Călugăreanu-White theorem states that writhing and twisting both have independent contributions to string topology, hence we intend to construct the two-variable HOMFLYPT polynomial to catch the topological information of writhes and twists in SCSs.
Writhe contribution: Integrating off two dimensions from the triple integral (2), the CS charge $Q$ becomes $Q(L) = \sum_k W_k \oint_{\gamma_k} A_i dx^i$, where for simplicity one usually takes $W_k = 1$. According to Ref. 7, we propose to consider the exponential form $\exp(Q(L)) = \exp(\oint L A_i dx^i)$; in the following a bracket symbol is used, $\langle L \rangle \equiv e^{Q(L)}$. Obviously, $\langle \bigcirc \rangle = 1$.

![Diagram of three states](image)

(a) (b) (c)  

Fig. 3. The different states of four almost-the-same knots/links which differ only at one particular crossing site: (a) $L_+^+$, over-crossing; (b) $L_-^-$, under-crossing; (c) non-crossings: (left) $L_0$, left-right open; (right) $L_\infty$, up-down open.

First, let us consider un-oriented strings. Preparing a path-dependent quantity $\alpha$, defined by $\alpha \equiv \langle \gamma_+ \rangle$ and $\alpha^{-1} \equiv \langle \gamma_- \rangle$ with $\gamma_+ = \bigcirc\bigcirc$ and $\gamma_- = \bigcirc\bigcirc$, we can follow the routine of knot theory to examine the basic states of Fig. 3.

![Diagram of two channels](image)

Fig. 4. Two channels for the over-crossing $L_+$: left-right (LR) and up-down (UD) splittings.

Second, based on an ergodic statistical hypothesis, a crossing site decomposes into two equivalent channels with the aid of two pairs of added imaginary strands which cancel each other. For instance, the over-crossing state $L_+$ in Fig. 4 has the splitting $\langle L_+ \rangle = \langle L_+^{\text{LR}} \rangle + \langle L_+^{\text{UD}} \rangle$, where $\langle L_+^{\text{LR}} \rangle = e^{\oint_{L_0} \gamma_+} = \alpha e^{\oint_{L_0}}$ and $\langle L_+^{\text{UD}} \rangle = e^{\oint_{L_\infty} \gamma_-} = \alpha^{-1} e^{\oint_{L_\infty}}$. Performing a similar procedure for $L_-$ one obtains $\langle \bigotimes \bigotimes \rangle = \alpha \langle \bigotimes \rangle + \alpha^{-1} \langle \bigotimes \bigotimes \rangle$ and $\langle \bigotimes \bigotimes \rangle = \alpha^{-1} \langle \bigotimes \rangle + \alpha \langle \bigotimes \bigotimes \rangle$. Then, endowing the components of $\mathcal{L}$ with orientations, and introducing a R-polynomial $R(\mathcal{L}) = \alpha^w \langle \mathcal{L} \rangle$, with $w$ denoting the writhe of $\mathcal{L}$, we achieve

$$R \left( \bigotimes \bigotimes \right) - R \left( \bigotimes \bigotimes \right) = z R \left( \bigotimes \right),$$

where $z = \alpha^2 - \alpha^{-2}$ stands for the writhe contribution. This presents one of the skein relations (i.e., the definition formulae) of the R-polynomial.
Twist contribution: In the context of physical knots, the Dehn surgery is considered as an idealized technique to treat insertion/deletion of intrinsic twists of knots, as showed in Figs. 5 and 6. The twisted string is mathematically identical to the sum of an untwisted ribbon, a trivial annulus and a positive twisting operation,\textsuperscript{3,8} i.e.,

\[
\exp\left(\frac{\mathcal{F}}{\mathcal{L}}\right) = a \exp\left(\frac{\mathcal{F}}{\mathcal{L}}\right) \exp\left(\mathcal{F}_{\text{positive twisting operation}}\right),
\]

where \(a = \exp\left(\mathcal{F}_{\text{positive twisting operation}}\right)\). Introducing the so-called HOMFLYPT polynomial \(P(a, z) = a^{-w}R(a, z)\), with \(a^{-w}\) being a compensation factor,

\textbf{Comment.}: \(w\left[\frac{\mathcal{F}}{\mathcal{L}}\right] = +1, \ w\left[\frac{\mathcal{F}}{\mathcal{L}}\right] = -1, \ w\left[\frac{\mathcal{F}}{\mathcal{L}}\right] = w[\frac{\mathcal{F}}{\mathcal{L}}] = w\left[\frac{\mathcal{F}}{\mathcal{L}}\right] = 0.\)

we arrive at the HOMFLYPT skein relations of \(P(L)\):

\[
(1) \ P\left(\frac{\mathcal{F}}{\mathcal{L}}\right) = 1, \quad (2) \ aP\left(\frac{\mathcal{F}}{\mathcal{L}}\right) - a^{-1}P\left(\frac{\mathcal{F}}{\mathcal{L}}\right) = zP\left(\frac{\mathcal{F}}{\mathcal{L}}\right). \quad (4)
\]

Furthermore, if setting \(z = \tau^{1/2} - \tau^{-1/2}\) and \(a = \tau^{-1}\), (4) degenerates to the skein relations of the Jones polynomial:\textsuperscript{8}

\[
(1) \ V\left(\frac{\mathcal{F}}{\mathcal{L}}\right) = 1, \quad (2) \ \tau^{-1}V\left(\frac{\mathcal{F}}{\mathcal{L}}\right) - \tau V\left(\frac{\mathcal{F}}{\mathcal{L}}\right) = (\tau^{-\frac{1}{2}} - \tau^{\frac{1}{2}})V\left(\frac{\mathcal{F}}{\mathcal{L}}\right). \quad (5)
\]

3. Example and conclusion

\textbf{Example}: The recurrence relation of torus knots/links, \(T(2, n)\), is computed:\textsuperscript{9}

\[
\begin{align*}
P_{T(2,n)} &= \left[\frac{a^{2-2} + (-a)^{8}(n^{-2})}{a^{n-2} + (k+k^{-1})}\right] P_{T(2,3)} + \left[\frac{a^{2-2} + (-a)^{8}(n^{-2})}{a^{n-2} + (k+k^{-1})}\right] P_{T(2,2)}, \quad \text{where} \quad P_{T(2,3)} = 2a^{-2} + a^{-2}z^{-2} - a^{-4} \quad \text{and} \quad P_{T(2,2)} = a^{-1}z + (a^{-1} - a^{-3})z^{-1} \quad \text{with} \quad z = k - k^{-1}. \quad \text{Direct computation of the HOMFLYPT values of} \ T(2, n) \text{allows us to associate a sequence of decreasing numerical values to a cascade of states with decreasing topological complexity, as shown in Figs. 7 and 8.}
\end{align*}
\]

\textbf{Conclusion}: In this paper a new knot theoretical tool, the HOMFLYPT polynomial, has been introduced into the study of cosmic string topology. It can be used to characterize the complexity of SCSS. Typical examples of application are also provided. We hope this method could be useful for investigating topological non-conservative processes such as recombinations.
Fig. 7. Analytical implementation of the polynomial skein relations to the cascade of a family of torus knots/links examined. (From Ref. 9)

Fig. 8. The HOMFLYPT values of torus knots/links $T(2,n)$ monotonically decrease with $n$. (From Ref. 9)
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I investigate the relativistic mechanics of an extended “cable” in an arbitrary static, spherically symmetric spacetime. Such hypothetical bodies have been proposed as tests of energy and thermodynamics: by lowering objects toward a black hole, scooping up Hawking radiation, or mining energy from the expansion of the universe. I review existing work on stationary cables, which demonstrates an interesting “redshift” of tension, and extend to a case of rigid motion. By using a partly restrained cable to turn a turbine, the energy harvested is up to the equivalent of the cable’s rest mass, concurring with the quasistatic case. Still, the total Killing energy of the system is conserved.

1. Introduction

Hypothetical ropes/strings/cables/tethers in curved spacetime have been applied as test scenarios for energy, thermodynamics, and mechanics: hence are related to major open research questions. The cable considered here obeys ordinary energy conditions for macroscopic matter, and is conceived as engineered rather than naturally occurring. These properties are distinct from other strings in theoretical physics including Nambu-Goto relativistic strings, cosmic strings, and quantum strings such as in superstring theory.

Penrose proposed lowering a mass towards a black hole to extract energy.¹ Bekenstein considered lowering a hot object towards a black hole, to convert heat into work and violate the second law of thermodynamics, inspired by a talk of Geroch.² However Gibbons was the first to analyse the cable itself, including its tension.³ Unruh & Wald suggested a resolution to Geroch’s thermodynamic paradox, now in the context of Hawking radiation, and showed a “redshift” of tension along the cable.⁴ Redmount used Weyl’s axisymmetric solution to analyse distortions of Schwarzschild spacetime by two masses suspended on ropes.⁵

Others considered cables in Friedmann-Lemaître-Robertson-Walker spacetime, to test the dynamics of an expanding universe. Davies showed the futility of scooping up Hawking radiation from the de Sitter horizon.⁶ Harrison proposed latching a rope onto distant receding bodies, to mine mechanical energy from the expansion.⁷ Others also considered a “tethered galaxy”,⁸ or a network of strings reminiscent of Szekeres’ gravitational compass. There are plenty of other sources, even omitting the cosmic string and string theory literature.

2. Newtonian cables

To show the concept is perfectly reasonable, consider a spool of cable tied to a tree branch at height L above ground. Set up a steady state where a segment always stretches from winch to ground, and moves downwards at constant speed β. Then
under Galilean gravitational acceleration $g$ and linear mass density $\mu$, a constant force $\mu gL$ is exerted downwards. This gives a power $\mu \beta gL$ which can be harnessed at the winch, at the expense of gravitational potential energy.

Next consider a Newtonian “de Sitter” cosmology: an empty universe with cosmological constant $\Lambda$. Suppose the winch is anchored at the coordinate origin. Poisson’s law $\nabla^2 \Phi + \Lambda = 4\pi G \rho$ has solution $\Phi = -\Lambda (x^2 + y^2 + z^2)/6$ in this case, where $\rho = 0$ since we ignore the cable’s own gravitational field. The force on a static cable particle of mass $m$ at location $(x,y,z)$ is $\vec{f} = -m \nabla \Phi = (x,y,z) m \Lambda / 3$. The total force at the winch is hence $-\Lambda \mu L^2 / 6$ for a cable of length $L$. By allowing the cable to recede, work is gained, but the cable is gradually lost to space.

3. Stationary cable

This section reviews results of Gibbons and others, with some additions. Consider an arbitrary spacetime containing a cable with linear mass density $\mu(x)$ and tension $T(x)$. With no sideways rigidity, the cable’s stress-energy tensor is $T = \tilde{\mu} \mathbf{u} \otimes \mathbf{u} + \tilde{T} \mathbf{q} \otimes \mathbf{q}$. Here $\mathbf{u}$ is the 4-velocity field of cable particles, $\mathbf{q}$ is a unit spatial vector field pointing along the cable, and $\tilde{\mu} := \mu/A$ and $\tilde{T} := T/A$ are scaled by the cross-sectional area.

Conservation of stress-energy implies the vector $\text{div} T$ vanishes, which when contracted with $\mathbf{u}$ and $\mathbf{q}$ leads to $d\tilde{\mu}/d\tau = -\tilde{\mu} \text{div} \mathbf{u} + \tilde{T} \mathbf{q} \cdot \mathbf{u}$ and $d\tilde{T}/dL = -\tilde{T} \text{div} \mathbf{q} - \tilde{\mu} \mathbf{q} \cdot \mathbf{u}$ respectively. Here $L$ is the proper-frame length along the cable, $\dot{\mathbf{u}} := \nabla \mathbf{u}$ is 4-acceleration, $\dot{\mathbf{q}} := \nabla \mathbf{q}$, and a dot between vectors implies the metric inner product. However stress-energy need not be conserved, for instance if the cable’s gravitational field is ignored so $T$ is not the source term in the Einstein field equations. Still, $\mathbf{u} \cdot \text{div} T = 0$ is guaranteed.

Now suppose the spacetime contains a timelike Killing vector field $\xi$, and that the cable particles are stationary. Hence $\mathbf{u} = \xi/V$, where $V := \sqrt{-\xi \cdot \xi}$ is the redshift factor. In this case stress-energy conservation is guaranteed. It follows $d\tilde{\mu}/d\tau = 0$, and if $\mu$ is also constant over space then the tension varies as

$$T = W \frac{V_{\text{end}}}{V} + \mu \left( 1 - \frac{V_{\text{end}}}{V} \right)$$

where $W$ is a weight (mass times magnitude of proper acceleration, if a point mass) hanging at the end. This exhibits a curious effect: the tension is “redshifted” by transmission along the cable, due to gravitational time-dilation. This is most evident for a massless cable $\mu \equiv 0$, a limiting case of which is familiar in surface gravity as the “force at infinity” to support a unit mass particle at a horizon. The cases $W = \mu$, or a cable ending at the horizon with $W = 0$, both yield a constant tension $T \equiv \mu$. Alternatively, one can extend conservation of energy arguments used by Einstein and Bondi for redshift of photons, to justify redshift of force.
4. Moving cable

This section describes the kinematics and dynamics of a moving cable. For further explanation see §7, §9, and §11 of preliminary work.\(^\ddagger\)

4.1. Apparatus and background spacetime

Consider a static, spherically symmetric spacetime with general metric
\[
ds^2 = -e^{2\alpha(r)}dt^2 + e^{2\zeta(r)}dr^2 + r^2(d\theta^2 \sin^2 \theta d\phi^2).
\]

Static observers form a useful reference or comparison, these have 4-velocity
\[
u^\mu_{\text{static}} = (e^{-\alpha}, 0, 0, 0),
\]
where the \(r\)-dependence is omitted for brevity. The 4-acceleration is
\[
a^\mu = (0, \alpha'e^{-2\zeta}, 0, 0)
\]
with magnitude \(|\alpha'e^{-2\zeta}|\), and is directed towards increasing \(r\) if \(\alpha' > 0\) and vice versa. A dash will always indicate derivative with respect to \(r\). The gravitational redshift factor, determined as usual by static observers, is \(\sqrt{-\partial_t \cdot \partial_t} = e^\alpha\).

Assume the cable is hanging “downwards” in an equilibrium state, so as a whole the 4-velocity field is unchanged by translation in \(\partial_t\). As in Section 2, set a winch or spool at the “top” \(r = r_0\) say, attached to a turbine which allows only a fixed angular velocity. At the winch location, we assume \(e^{\alpha(r_0)} = 1\), which interprets the winch as free of gravitational redshift (otherwise one could introduce an extra constant, or rescale the \(t\)-coordinate via \(\bar{t} := e^{\alpha(r_0)t}\)). Suppose the cable is cut repeatedly, so its end is fixed at \(\approx r_{\text{end}}\), which simplifies the calculations. (One could imagine a cutting robot tethered to a static “service cable”.)

4.2. Kinematics

Parametrize radial 4-velocities using the speed \(\beta(r)\) relative to a local static observer:
\[
u^\mu = \gamma\left(e^{-\alpha}, \beta e^{-\zeta}, 0, 0\right),
\]
where \(\gamma(r) := (1 - \beta^2)^{-1/2}\) is the corresponding Lorentz factor, and we allow \(\beta < 0\) via \(\text{sgn}(\beta) := \text{sgn}(dr/d\tau)\). The cable’s stress-energy is not conserved in general, but particle number
\[
\nabla_i (nu^i) = 0
\]
is conserved. Here \(n(r)\) is the number density, and the “(1)” indicates divergence in the radial direction only, which is a sum over \(i = 0, 1\), in our coordinates. This evaluates to the first-order ODE \((n\beta\gamma)' + (n\beta\gamma)\alpha' = 0\), with solution
\[
n\beta\gamma = Ce^{-\alpha}
\]
for some constant \(C\), ignoring trivial cases. In a local static frame, the number flux vector \(nu\) has components \(n\gamma(1, \beta, 0, 0)\), hence \(n\beta\gamma\) is interpreted as the local
number flux density in the radial direction, so \( C \equiv n \beta \gamma e^\alpha \) is the redshift-corrected value — that is, the number flux density determined at the winch.

An equation of state gives an additional constraint. Instead of relativistic elasticity, for simplicity we assume Born-rigidity, meaning the expansion tensor is zero (constant proper-frame distance between neighbouring particles) in the radial direction. While Born-rigidity is not possible as an implicit property of a physical material, we treat it as a toy model, with discretion.\(^a\)

Zero divergence \( \nabla_i u^i = 0, \ i = 0, 1 \), simplifies to \((\beta \gamma)' + (\beta \gamma) \alpha' = 0\) with solution
\[
\beta \gamma = Ke^{-\alpha}
\]
for some constant \( K \). \( \beta \gamma \) is the “proper speed” relative to the local static observer, hence \( K \) is interpreted as the redshift-corrected proper speed; we treat \( K \in (-\infty, \infty) \) as provided. From Equation 6, \( n = C/K \), and it follows the density \( \mu \) is constant. Also,
\[
\gamma = \sqrt{1 + K^2 e^{-2\alpha}} \quad \beta = K/\sqrt{K^2 + e^{2\alpha}},
\]
which follows from Equation 7. The cable 4-velocity is hence
\[
u^\mu = e^{-\alpha}(\sqrt{1 + K^2 e^{-2\alpha}}, Ke^{-\zeta}, 0, 0).
\]

Brotas gives similar results for Schwarzschild spacetime.\(^{14}\) The 3-velocity \( \vec{u} \) relative to the local static frame is \( (K/\sqrt{K^2 + e^{2\alpha}}, 0, 0) \), from the decomposition \( \mathbf{u} = \gamma(1, \vec{u}) \) in a static frame, with \( \mathbf{\beta} = ||\vec{u}|| \) as expected. While it may seem \( a \) priori that rigid kinematics are trivial, various authors including Harrison do not correctly treat the frame dependence of length, i.e. “length-contraction”. Now given the above motion, a cable particle has 4-acceleration \( \mathbf{a} := \nabla_u u \) with magnitude
\[
a = \sqrt{\mathbf{a} \cdot \mathbf{a}} = \frac{|\alpha'| e^{-\zeta}}{\sqrt{1 + K^2 e^{-2\alpha}}}
\]
directed in the \( \text{sgn}(\alpha') \) direction of the \( r \)-axis. Physically, this acceleration is due to the support of the cable above.

### 4.3. Dynamics, energy, and power

The surplus of energy entering and exiting the system due to the cable’s motion gives the power harvested. Consider firstly various energy fluxes measured locally in a static frame at given \( r \):

- mass flux: \( \mu \beta_r \gamma_r \equiv \mu K e^{-\alpha r}, \) locally at \( r \)
- kinetic energy flux: \( \mu \beta_r \gamma_r (\gamma_r - 1) \equiv \mu K (\gamma_r - 1) e^{-\alpha r}, \) locally
- mass plus kinetic flux: \( \mu \beta_r \gamma_r^2 \equiv \mu K \gamma_r e^{-\alpha r}, \) locally

\(^a\)Physical intuition is applied here. For instance we derive tension and power, but not the speed of travelling waves. Similarly, our usage of “tension” is not necessarily compatible with Lorentz transformation of the stress-energy tensor between frames, but should be self-consistent.
In particular at the winch, the passing cable has mass flux $\mu K$ and kinetic energy flux $\mu K \sqrt{1 + K^2 - 1}$, with sum $\mu K \sqrt{1 + K^2}$. These are the energy rates entering the system. Now for a given power in a static frame at some $r$, transmitted to a static frame at $r_1$, the received power is redshifted by $e^{\alpha r - \alpha_1}$ twice. (Imagine transmission via photons, then both the number rate and individual wavelengths are affected.)

Subtract the total flux at the start and end of the cable, to determine the overall power as transmitted to the winch frame. This calculation invokes time symmetry. However the incoming kinetic energy must also be provided, hence at the winch:

$$\mu K (1 - \sqrt{K^2 + e^{2\alpha_1 - \alpha_1}}).$$

(11)

The winch end, with redshift 1, is included implicitly. The term in parentheses is the energy profit per mass, which for a slow cable ending near a Killing horizon ($e^\alpha \approx 0$) approaches 1, or 100% conversion of $E = mc^2$! If the technology exists to recover the outgoing kinetic energy, the power profit increases to $\mu K (1 - e^{\alpha_1 - \alpha_1})$.

We check using an alternate derivation from forces. The 4-force on a particle is best defined as $f := \nabla_a p$, where $p := mu$ is the 4-momentum. It follows $f = dm/d\tau u + ma$, but $dm/d\tau = 0$ in our case, a “pure force”. In an arbitrary orthonormal frame, $f$ has components $\gamma (\dot{E}, \vec{f})$ where $\vec{f}$ is 3-force and $\dot{E}$ is the rate of local energy change in this frame. In a local static frame, $f$ has components

$$f^\mu = \gamma \left( \frac{m \beta \alpha' e^{\alpha - \zeta}}{K}, \frac{m \alpha' e^{-\zeta}}{\gamma}, 0, 0 \right),$$

(12)

which satisfy $\dot{E} = \vec{f} \cdot \vec{u} + \gamma^2 dm/d\tau$ as expected. The 3-force is unchanged under boosts in the radial direction. Now a coordinate interval $dr$ contains a mass $\mu r e^{\zeta} dr$ of cable, according to a static frame. This is because a static observer measures a proper length $e^\zeta dr$ with its ruler, and so a greater interval $\gamma e^{\zeta} dr$ of cable fits, according to the cable’s length-contracted rulers in this frame. Replacing $m$ in $\dot{E}$ with this mass density, the power contributed from this cable element is $\mu \beta \alpha' dr$, which is redshifted twice to the winch. This integrates to $\mu K \sqrt{K^2 + e^{2\alpha}}$, which concurs with Equation 11 after evaluating it at the cable ends and subtracting the initial kinetic energy rate. This is the total power gained. The reason for focusing on static frames is that they respect time symmetry, hence measure sustainable rates.

The 3-force contributed locally from an interval $dr$ is $\mu \alpha' dr$. After redshifting once to a given $r_1$, then integrating over all cable below $r_1$, the tension at $r_1$ is

$$\mu \left( 1 - e^{\alpha_1 - \alpha_1} \right).$$

(13)

In practice the cable tension would cause this motion. However in our accounting system, all work done by the cable is harvested, hence the incoming kinetic energy must be considered separately. Also the incoming rest mass is treated as gratis or expendable, in order to achieve any profit.
in the static frame or cable frame, and is independent of \( K \). At the winch the tension is \( \mu(1 - e^{\alpha_{\text{end}}}) \). For a cable ending near a Killing horizon, the winch tension is \( \approx \mu \), which saturates various energy conditions, and \( T/\mu \approx 1 \) is the Planck force.

5. Conclusions and future work

A cable in curved spacetime illustrates interesting relativistic effects including “redshift” of tension. In an idealised scenario, usable energy equivalent to 100% of a cable’s rest mass can be extracted; I have extended calculations to a moving cable. The overall Killing energy is conserved. There are many ways this research could be extended. Instead of ignoring backaction, string-like exact solutions could be analysed. Other possible avenues are quantum effects, elasticity, more general motions, application to quasilocal energies, and thermodynamics.
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Cosmic topological defects possibly formed during phase transitions in the very early universe and are theoretically well-motivated. Cosmic strings (CSs) would leave distinct imprints on CMB fluctuations. We apply certain topological and geometrical measures in a multi-scale edge-detection algorithm to CMB maps with contributions from CS network to assess the capability of the CS footprints. On the noiseless sky maps with an angular resolution of $0.9'$, we show that our pipeline is capable of detecting CSs with $G\mu > 4.3 \times 10^{-10}$. We also explore two powerful tree-based machine learning algorithms to perform feature importance analysis. This analysis would improve future CS searches to focus on the most significant and informative features. Our machine-learning algorithm can detect CSs with $G\mu > 2.1 \times 10^{-10}$ at $3\sigma$ level, for a noise-less experiment and angular resolution of 0.9'.
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1. Introduction

The line-like version of topological defects called cosmic strings (CSs) are theoretically expected to be produced in the early Universe (see [23, 22] and references therein). A lot of effort has been put into developing powerful statistical tools for cosmic string network detection and putting tight upper and lower bounds on the CS tension, parameterized by $G\mu$, where $G$ and $\mu$ represent Newton’s constant and the string’s tension, respectively. Mathematical description of the string tension is intimately related to the energy of the phase transition epoch as $\frac{G\mu}{M_\text{Planck}^2} \sim O(\varpi^2/M_\text{Planck}^2)$, with the symmetry breaking energy scale, $\varpi$. The CS network can leave imprints on the CMB temperature and polarization anisotropies through different mechanisms such as ordinary and integrated Sachs-Wolfe effect [8] and lensing. The Gott-Kaiser-Stebbins effect produces line-like discontinuities on the CMB temperature anisotropies of the form: $\delta T = 8\pi G\mu v_s$ [8, 21]. Here $v_s$ is the transverse velocity of the string. CMB-based approaches to search for CS have been conducted to wide range of constraint on the $G\mu$. This range covers the lower value form $G\mu \gtrsim 6.3 \times 10^{-11}$ for noise-less maps [5] to upper limits of $G\mu < 8.8 \times 10^{-7}$ [1, 23, 22].
Here, we propose a multi-scale edge-detection algorithm to search for the CS network on the CMB anisotropies. We also develop machine-learning (ML)-based algorithms for a systematic search of CSs. ML algorithms are ideally capable to exploit all available information in the data and extract the most relevant features for CS detection.

2. Simulation the components

Our pipeline for simulation of mock CMB map consists of three components: (1) the Gaussian inflation-induced contribution denoted by $G$, as well as the secondary lensing signal, (2) the CS contribution, $G \mu \times S$, where $S$ represents the normalized simulated template for the string signal and $G \mu$ sets its amplitude, and (3) the experimental noise indicated by $N$. The full simulated map $T(x, y)$, with $x$ and $y$ representing pixel coordinates, would then be

$$T(x, y) = B [G(x, y) + G \mu \times S(x, y)] + N(x, y)$$

where $B$ characterizes the beam function [23]. For the CS-induced CMB anisotropies, we use high-resolution flat-sky CMB maps obtained from numerical simulations of Nambu-Goto string networks [3, 18]. They are also produced by stacking maps from various redshifts [3, 18, 17]. Our simulated 100 square maps of side $\Theta = 7.2^\circ$ are well in the flat sky limit, with $1024 \times 1024$ pixels with the resolution of $R = 0.42^\circ$ before convolution with an experimental beam. Figure 1 shows the power spectrum of various components together the corresponding real space fluctuations.
3. Image processing based methods

Our goal in this work is to evaluate the performance of various sequences of image-processing and statistical tools in the detection of the trace of possible CS networks on CMB maps. Our proposed pipeline comprises two major steps: (1) Processing CMB maps using multi-scaling method accompanying applying filters and (2) Using various statistical analysis of CMB map to quantify the detectability of CSs signature on the filtered maps from the first step.

3.1. Multi-scale image processing

We apply several image-processors with the aim to isolate or/and enhance the CSs imprint on CMB maps. The two pillars of this step are a multi-scale analysis through curvelet-decomposition of the input maps and the generation of filtered maps through extended Canny algorithm. Curvelet decomposition and extended Canny algorithm are used to enhance the string detectability as indicated in Figure 2.

3.2. Statistical measures

In order to quantify the statistical measures, we start with probabilistic framework. The 2D CMB stochastic field is represented by a map $T \in L^2(\mathbb{R}^2)$ (Eq. (1)). We also denote a vector variable, $A$, at each spatial location on the CMB map as:

$$\{A\} \equiv \{\delta_T, \eta_x, \eta_y, \xi_{xx}, \xi_{yy}, \xi_{xy}\}$$

where $\delta_T \equiv T$ (temperature fluctuation) for the CMB map. We define $\eta_x \equiv \partial \delta_T / \partial x$, $\eta_y \equiv \partial \delta_T / \partial y$ and $\xi_{xy} \equiv \partial^2 \delta_T / \partial x \partial y$. The characteristic function of $A$, is defined
by:

\[ Z(\lambda) = \int_{-\infty}^{+\infty} d^6 \mathcal{A} \mathcal{P}(\mathcal{A}) e^{i \lambda \cdot A}, \quad (2) \]

where \( \lambda \) is an array with the same dimension as \( A \). Expansion form of \( Z \) becomes [11]:

\[ Z(\lambda) = e^{\gamma(\lambda \cdot C \lambda + \sum_{j=3}^{\infty} \frac{(-1)^j}{j!} \sum_{\mu_1}^N \sum_{\mu_2}^N \sum_{\mu_j}^N K_{\mu_1,\mu_2,\ldots,\mu_j}^{(j)} \lambda_{\mu_1} \lambda_{\mu_2} \ldots \lambda_{\mu_j})} \mathcal{P}(\mathcal{A}) \), \quad (3) \]

where \( K_{\mu_1,\mu_2,\ldots,\mu_n}^{(n)} \equiv \langle A_{\mu_1} A_{\mu_2} \ldots A_{\mu_n} \rangle_c \) are the connected cumulants. Here \( C \equiv \langle A \otimes A \rangle \) represents the covariance matrix of \( \mathcal{A} \) at each spatial point. Using the temperature power spectrum of CMB, the various spectral parameters read as:

\[ \sigma_n^2 = \sum_{\ell} \left( \frac{2\ell + 1}{4\pi} \right)^m C_{\ell}^{TT} W_{\ell}^2. \quad (4) \]

The smoothing kernel associated with beam transfer function is \( W_{\ell} = e^{\gamma(-\theta_{\text{beam}}^2 \ell(\ell + 1)/2)} \) and \( \theta_{\text{beam}} = \theta_{\text{FWHM}} / \sqrt{8 \ln(2)} \) [4, 6, 7]. Also \( C_{\ell}^{TT} \) is CMB temperature power spectrum.

Now, we have robust approaches in hand to deduce statistical measures applied on CMB map. Here we only notice to geometrical measures and for the rest part refer to [23, 22].

### 3.2.1. The \( n \)-point joint PDF

The joint probability density function (JPDF) can be calculated from the inverse Fourier Transform of the corresponding characteristic function according to:

\[ \mathcal{P}(\mathcal{A}) = \frac{1}{(2\pi)^6} \int_{-\infty}^{+\infty} d^6 \lambda Z(\lambda) e^{-i \lambda \cdot A}. \quad (5) \]

Inserting Eq. (3) in Eq. (5) gives

\[ \mathcal{P}(\mathcal{A}) = e^{\gamma\left( \sum_{j=3}^{\infty} \frac{(-1)^j}{j!} \sum_{\mu_1=1}^6 \sum_{\mu_2=1}^6 K_{\mu_1,\mu_2,\ldots,\mu_j}^{(j)} \frac{\partial^j}{\partial A_{\mu_1} \ldots \partial A_{\mu_j}} \right)} \mathcal{P}_G(\mathcal{A}), \quad (6) \]

where

\[ \mathcal{P}_G(\mathcal{A}) = \frac{1}{\sqrt{(2\pi)^6 |C|}} e^{-\frac{1}{2}(A^T C^{-1} A)}, \quad (7) \]

The probability density function for the CMB temperature induced by CS network deviates from Gaussian distribution depending on the value of \( G_{\mu} \) [16].
3.2.2. The weighted TPCF

The weighted two-point correlation function (TPCF) which is defined as

\[ C_{TT} = \langle \delta_T(r_1)\delta_T(r_2) \rangle \]

is another statistical measure used for searching the footprint of CS. Here \( r_1 \) and \( r_2 \) represent the coordinates of the points.

3.2.3. The unweighted TPCF

The unweighted TPCF of a certain feature is referred to its excess probability. Here, we compare the clustering of the local maxima and up-crossing of CMB maps for Gaussian-only fluctuations with those affected by the CS network as well. The excess probability of finding two different features represented by symbols, \( \oplus \) and \( \otimes \) is

\[ \Psi_{\oplus-\otimes}(r; \vartheta_1, \vartheta_2) = \frac{\langle n_{\oplus}(r_1, \vartheta_1) n_{\otimes}(r_2, \vartheta_2) \rangle}{\bar{n}_{\oplus}(\vartheta_1) \bar{n}_{\otimes}(\vartheta_2)} - 1. \] (8)

The mathematical description of local maxima number density, \( \bar{n}_{pk}(\vartheta) \), reads:

\[ \bar{n}_{pk}(\vartheta) = \langle \delta_d(\delta_T - \vartheta \sigma_0) \delta_d(\eta) \mid \det(\xi) \rangle. \] (9)

The second derivative tensor of the CMB field (\( \xi_{ij} \)) should be negative definite at peak position. Its analytical expression for a 2D homogenous Gaussian field was calculated in [2, 4]. While the mean number of up-crossings of a 2D CMB field \( \delta_T \) at a given threshold \( \vartheta \) for an arbitrary 1D slice denoted by \( \diamond \) is given by [15, 20, 19, 10, 12, 11, 14, 13]:

\[ \bar{n}_{\diamond}^{up}(\vartheta) = \langle \delta_d(\delta_T - \vartheta \sigma_0) \Theta(\eta^\diamond) \mid |\eta^\diamond| \rangle, \] (10)

where \( \Theta(\eta) \) is the unit step function and \( |\eta^\diamond| \) is the absolute value of the first derivative of temperature fluctuations in direction \( \diamond \) [11]. One can choose any direction \( \diamond \) on the statistically isotropic CMB map, without loss of generality. To reduce the boundary effect as much as possible in computing excess probability, \( \bar{\Psi}_{\oplus-\otimes}(r; \vartheta) \), following estimator has been proposed [9]:

\[ \bar{\Psi}_{\oplus-\otimes}(r; \vartheta) = \left[ \frac{D_{\oplus} D_{\otimes}(r, \vartheta)}{R_{\oplus} R_{\otimes}(r, \vartheta)} \right] \frac{N_{D_{\oplus}} N_{D_{\otimes}}}{N_{D_{\oplus}} N_{D_{\otimes}}} - 1. \] (11)

Here, \( RR(r, \vartheta) \) and \( DD(r, \vartheta) \) are the number of feature pairs in random and data catalogs, respectively, separated by distance \( r \) from each other. Similarly, \( N_D \) and \( N_R \) are the total number of feature in data and random catalogs, respectively.

We utilize above statistical measures for the third layer to make feature vector (see Figure 2). Therefore, we compare the results with null hypothesis. On noiseless sky maps with an angular resolution of 0.9', we show that our pipeline detects CSs with \( G_\mu \) as low as \( G_\mu \gtrsim 4.3 \times 10^{-10} \). At the same resolution, but with a noise level typical to a CMB-S4 phase II experiment, the detection threshold would increase to \( G_\mu \gtrsim 1.2 \times 10^{-7} \) [23].
4. Machine-learning approach

The purpose is to develop a detection strategy through optimally exploiting the available information accessible to the multi-scale pipeline presented by Vafaei et al. [23]. We use two tree-based supervised classifiers: random forest (RF) and gradient boosting (GB) [22]. The information in the maps is compressed into feature vectors before being passed to the learning units. The feature vectors contain various statistical measures of the processed CMB maps that boost cosmic string detectability (see Figure 2). Our proposed classifiers, after training, give results similar to or better than claimed detectability levels from other methods for string tension. Our results confirm that the minimum detectable $G_\mu$ for a noise-free experiment is $2.1 \times 10^{-10}$. This bound is, to the best of our knowledge, below the claimed detectability levels by other methods on noise-less maps. The minimum detectable tension in this work for a CMB-S4-like (II) experiment, $G_\mu \gtrsim 3.0 \times 10^{-8}$, is a major improvement over the claimed detectability level by the above multi-scale pipeline, $G_\mu \gtrsim 1.2 \times 10^{-7}$. For a Planck-like case, the minimum detectable $G_\mu$ is $5 \times 10^{-7}$, comparable to the current upper bounds from Planck data [1]. Figure 3 compares the feature importance of the most significant features in each of the three pre-processing layers for noise-free, ACT-like and Planck-like cases, and for the two tree-based algorithms considered in this work, namely RF and GB. Among the 275 features, we choose the ten most significant ones by comparing the number of their occurrences as the splitting feature in all trees of a MLM. The plot shows the
number of occurrences, averaged over all MLMs, of the pre-processing tools among these top ten features, separated by their parent layer, i.e., decomposers, filters and statistical measures. Final remark is that, the scale of curvelet components should be matched to the effective resolution of experiments in the presence of experimental noise, larger-scale curvelet components are the more important decomposers. For filters it is difficult to make a definite recommendation, while the second moment is the most important statistical measure in the classification process.

5. Conclusion

In this review, we introduced multiscaling approach followed by some excursion and critical sets in order to explore the footprint of CSs network superimposed on the CMB simulation maps. Particularly, we focused on this question: What is the minimum value of CS’s tension which could be recognized in the CMB map? In order to answer this question, at first we proposed a pipeline and accordingly, the minimum detectable value in noiseless CMB map is $G_\mu > 4.3\times10^{-10}$ while applying more advanced searching method, namely machine learning approach, enables us to find CS with $G_\mu > 2.1\times10^{-10}$. In this algorithm, we are also able to evaluate the significance of each pre-processors in detecting algorithm for different CMB observational strategies.
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Topological defects formed in the early stages of our universe can play a crucial role in understanding anisotropic deviations of the Friedmann Lemaître Robertson Walker model we observe today. These defects are the result of phase transitions associated with spontaneous symmetry breaking in gauge theories at the grand unification energy scale. The most interesting defects are cosmic strings, vortex-like structures in the famous gauged U(1) abelian Higgs model with a “Mexican-hat” potential. Other defects, such as domain walls and monopoles are probably ruled out, because they should dominate otherwise the energy density of our universe. This local gauge model is the basis of the standard model of particle physics, where the Higgs-mechanism provides elementary particles with mass. It cannot be a coincidence that this model also explains the theory of superconductivity. The decay of the high multiplicity (n) super-conducting vortex into a lattice of n vortices of unit magnetic flux is energetically favourable and is experimentally confirmed. It explains the famous Meissner effect. This process could play an essential role by the entanglement of cosmic strings just after the symmetry breaking. The stability of the lattice depends critically on the parameters of the model, especially when gravity comes into play. The questions is how the imprint of the cosmic strings could be observed at present time. Up to now, no evidence is found. The recently found alignment of the spinning axes of quasars in large quasar groups on Mpc scales, could be a first indication of the existence of these cosmic strings. The temporarily broken axial symmetry will leave an imprint of a preferred azimuthal-angle on the lattice. This effect is only viable when a scaling factor is introduced. This can be realized in a warped five dimensional model. The warp factor plays the role of a dilaton field on an equal footing with the Higgs field. The resulting field equations can be obtained from a conformal invariant model. Conformal invariance, the missing symmetry in general relativity, will then spontaneously be broken, just as the Higgs field. The dilaton field, or equivalently, the warp factor, could also contribute to the expansion of the universe as it can act as a dark energy term coming from the bulk spacetime. It makes the cosmic string temporarily super-massive. This process could solve the cosmological constant and hierarchy problem. It is conjectured that the dilaton field has a dual meaning. At very early times, when the dilaton field approaches zero, it describes the small-distance limit of the model, while at later times it is a warp (or scale) factor that determines the dynamical evolution of the universe. When more data of quasars of high redshift will become available, one could prove that the alignment emerged after the symmetry breaking scale and must have a cosmological origin. The effect of the warp factor on the second-order perturbations could also be an indication of the existence of large extra dimensions.
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1. Introduction

The standard model (SM) of the electroweak and strong interactions is a successful framework in which one studies elementary particles and includes the principles of quantum mechanics (QM). On the other hand, general relativity (GR) is also a very impressive theory constructed by theoretical physicists. It describes large scale structures in our universe and one can construct solutions which are related to real physical objects, for example the Kerr solution, the end stage of a collapsing spinning star. A legitimate question is if there are other axially symmetric solutions in GR. It came as a big surprise that there exist vortex-like solutions in Einstein's theory. These vortex solutions occur as topological defects at the symmetry breaking scale in the Einstein-abelian U(1) scalar-gauge model, where the gauge field is coupled to a complex charged scalar field. The solution shows a surprising resemblance with type II superconductivity of the Ginzburg-Landau (GL) theory, where the electro-magnetic(EM) gauge invariance is broken and the well-known Meissner effect occurs. One says that the phase symmetry is spontaneously broken and the EM field acquires a length scale, which introduces a penetration depth of the gauge field $A_\mu$ in the superconductor and a coherence length of $\Phi$. In the relativistic case one says that the photon acquires mass. Because we have three space dimensions, these solutions of the GL theory behave like magnetic flux vortices or Nielsen-Olesen (NO) strings extended to tubes and carry a quantized magnetic flux $2\pi n$, with $n$ an integer, the topological charge or winding number of the field. It was discovered by Abrikosov that these vortices can form a lattice. These localized vortices (or solitons) in the GL-theory are observed in experiments. The phenomenon of magnetic flux quantization in the theory of superconductivity is characteristic for so-called ordered media. The vortex solution possesses mass, so it will couple to gravity. The resulting self-gravitating cosmic strings (CS) still show all the features of superconductivity, but the stability conditions complicate considerably. The stability of the formed lattices depends critically on the parameters of the model, certainly when gravity comes into play. The force between the gauged vortices depends on the strength of the self-interaction potential of the Higgs field, the gauge-coupling constant, the energy scale at which the phase transition takes place and the spacetime structure. When the mass of the Higgs field is greater than the mass of the gauge field, vortices will repel each other. So gravity could balance the vortices. The energy of the vortex grows by increasing multiplicity $n$, so configurations with $n > 1$ can be seen as multi-soliton states and it is energetically favourable for these to decay into $n$ well separated $n = 1$ solitons. Vortices with high multiplicity can be formed during the symmetry breaking. The total vortex number $n$ is the sum of multiplicities $n_1, n_2, \ldots$ of isolated points (zero's of $\Phi$). Our universe, described by a spatially homogeneous and isotropic Friedmann Lemaître Robertson Walker (FLRW) spacetime, shows significant large-scale inhomogeneous structures, for example, the cosmic web of voids with galaxies and clusters in sheets, filaments and knots, the angular distribution in the cosmic microwave background (CMB)
radiation and the recently found alignment of polarization axes of quasars in large quasar groups (LQG's) on Mpc-scales. The question is if these complex nonlinear structures of deviation from isotropy and homogeneity have a cosmological origin at a moment in the early stage of the universe. One possibility of this origin could be a CS-network formed by the self-gravitating Einstein-scalar-gauge model. A pleasant fact is that this model has very few parameters and hence more appealing than other models such as inflationary models. It is believed that the mass per unit length of the CS is of the order of the GUT scale, $G\mu \approx 10^{-7}$. Observational bounds, however, predict a negligible contribution of CS's to initial density perturbation from which galaxies and clusters grew. Besides the inconsistencies with the power spectrum of the CMB, radiative effects of the CS embedded in a FLRW spacetime are rapidly damped in any physical regime. Further, the lensing effect of these CS's are not found yet. There is, however, another possibility to detect the presence of CS's. On a warped spacetime, the fields can become temporarily super-massive by the warp factor in the framework of string theory (or M-theory). Naively one expect that gravity will play a subordinate role compared with the other fields. In 4D counterpart models this is true, but not in warped spacetimes. The super-massive CS's can be formed at a symmetry breaking scale much higher than the GUT scale, i.e., $G\mu >> 1$. So their gravitational impact increases considerably, because the CS builds up a huge mass in the bulk space. Here we consider the warped brane world model of Randall-Sundrum (RS), with one large extra dimension. The result is that effective 4D Kaluza-Klein (KK) modes are obtained from the perturbative 5D graviton. These KK modes will be massive from the brane viewpoint. The modified Einstein equations on the brane and scalar gauge field equations will now contain contributions from the 5D Weyl tensor. In order to explore these effective field equations, we apply an approximation scheme, i.e., a multiple scale method (MSM). In this method one can handle the decay of the n-vortex in a perturbative way. The MSM or high-frequency method is an approved tool to handle nonlinearities and secular terms arising in the partial differential equations (PDE) in GR. When there is a high curvature situation, a linear approximation of the Einstein equations is not suitable. Other issue related to our 5D warped spacetime is the behavior at small scales, i.e., when the warp factor or scale factor of the spacetime becomes very small. We conjecture that our warp factor becomes the dilaton field which is needed to make the Lagrangian conformal invariant. Breaking of the conformal symmetry (which will occur when other fields come into play; after all we experience today a huge discrepancy in scales), can be compared with the Brout-Englert-Higgs Mechanism (BEH) in the standard model of particle physics.
2. The superconducting string model in warped spacetime

2.1. Outline of the model

Our model will be based on a warped five-dimensional FLRW spacetime

\[ ds^2 = W(t, r, y)^2 \left[ e^{2\gamma(t, r) - \psi(t, r)}(-dt^2 + dr^2) + e^{2\psi(t, r)}dz^2 + r^2 e^{-2\psi(t, r)}d\phi^2 \right] + dy^2, \]

(1)

with \( W = W_1(t, r)W_2(y) \) is the warp factor. All standard model fields reside on the brane, while gravity can propagate into the bulk. An extended treatment of the warped five-dimensional spacetime and the effective gravitational equations can be found in Shiromizu et al.\(^9\) and Slagter\(^12\). The 5D Einstein equations are

\[ (5)G_{\mu\nu} = -\Lambda_5^{(5)}g_{\mu\nu} + \kappa_5^2 \delta(y)(-\Lambda_4^{(4)}g_{\mu\nu} + (4)T_{\mu\nu}), \]

(2)

with \( \kappa_5 = 8\pi(5)G = 8\pi/5M_3^{\text{pl}} \), \( \Lambda_4 \) the brane tension, \( (4)g_{\mu\nu} = (5)g_{\mu\nu} - n_\mu n_\nu \), and \( n^\mu \) the unit normal to the brane. The effective 4D Einstein-Higgs-gauge field equations are

\[ (4)G_{\mu\nu} = -\Lambda_4^{(4)}g_{\mu\nu} + \kappa_4^2 S_{\mu\nu} - \mathcal{E}_{\mu\nu} , \]

(3)

\[ D^\mu D_\mu \Phi = \frac{2}{\kappa_4^2} \frac{dV}{d\Phi}, \quad (4)\nabla^\mu F_{\mu\nu} = \frac{1}{2}ie \left( \Phi (D_\nu \Phi)^* - \Phi^* D_\nu \Phi \right), \]

(4)

with \( D_\nu \Phi \equiv (4)\nabla_\nu \Phi + ieA_\nu \Phi \). \( (4)\nabla_\mu \) the covariant derivative with respect to \( (4)g_{\mu\nu} \), \( V(\Phi) = \frac{1}{2}\beta(\Phi^* \Phi - \eta^2)^2 \) the potential of the Abelian Higgs model and \( \eta \) the symmetry breaking scale. \( F_{\mu\nu} \) is the Maxwell tensor. The righthand side of the Einstein equations contains a contribution \( \mathcal{E}_{\mu\nu} \) from the 5D Weyl tensor and carries information of the gravitational field outside the brane. The quadratic term in the energy-momentum tensor, \( S_{\mu\nu} \), arising from the extrinsic curvature terms in the projected Einstein tensor. \( (4)T_{\mu\nu} \) represents the matter content on the brane, in our case the scalar and gauge fields\(^9,12\). These terms are responsible for the effective 4D modes, i.e., KK-modes, of the perturbative 5D graviton. We parameterize the self-gravitating scalar gauge field as

\[ \Phi = \eta X(t, r)e^{in\varphi}, \quad A_\mu = \frac{n}{e} [P(t, r) - 1] \nabla_\mu \varphi, \]

(5)

with \( n \) the topological charge or winding number of the scalar field. The warp factor can be solved from the 5D Einstein equations:

\[ W = W_2(y)W_1(t, r) = \frac{\pm e^{\frac{1}{2} \sqrt{2} \beta (y - y_0)}}{\sqrt{\sqrt{2} \tau}} \sqrt{\left( d_1 e^{(\sqrt{2} \tau) t} - d_2 e^{-(\sqrt{2} \tau) t} \right) \left( d_3 e^{(\sqrt{2} \tau) r} - d_4 e^{-(\sqrt{2} \tau) r} \right)}, \]

(6)

On the one hand, the constants \( (d_i, \tau) \) will be fixed at late time by the features of the FLRW-model. They will appear in the modified second Friedmann equation. On the other hand, on the very small scale, the warp factor equals the dilaton field in conformal invariant models and these constant will be determined by constraint equations.
2.2. The approximation

In order to study perturbations in the model, one can apply the multiple-scale approximation, very suited at high curvature situations\textsuperscript{10,11}. The method is called a “two-timing” method, because one considers the relevant fields $V_i$ in point $x$ on a manifold $M$ dependent on different scales $(x, \xi, \chi, \ldots)$:

$$V_i = \sum_{n=0}^{\infty} \frac{1}{\omega^n} F_i^{(n)}(x, \xi, \chi, \ldots).$$

(7)

Here $\omega$ represents a dimensionless parameter, which will be large (the “frequency”, $\omega >> 1$). So $\frac{1}{\omega}$ is a small expansion parameter. Further, $\xi = \omega \Theta(x)$, $\chi = \omega \Pi(x)$, ... and $\Theta, \Pi, \ldots$ scalar (phase) functions on $M$. The parameter $\frac{1}{\omega}$ can be the ratio of the characteristic wavelength of the perturbation to the characteristic dimension of the background. On warped spacetimes it could also be the ratio of the extra dimension $y$ to the background dimension or even both. When one substitutes the expansions of the field variables

$$g_{\mu\nu} = \bar{g}_{\mu\nu}(x) + \frac{1}{\omega} h_{\mu\nu}(x, \xi) + \frac{1}{\omega^2} k_{\mu\nu}(x, \xi) + \ldots,$$

$$A_\mu = \bar{A}_\mu(x) + \frac{1}{\omega} B_\mu(x, \xi) + \frac{1}{\omega^2} C_\mu(x, \xi) + \ldots,$$

$$\Phi = \bar{\Phi}(x) + \frac{1}{\omega} \Psi(x, \xi) + \frac{1}{\omega^2} \Xi(x, \xi) + \ldots,$$

(8)

into the equations, one obtains first order equations in $u = t - r$ for the first and second order perturbations\textsuperscript{13,14}. They are of the form

$$\partial_u \dot{\bar{A}}_1 = \dot{\bar{A}}, \quad \partial_u \dot{\bar{A}}_2 = \dot{D}_1 \bar{U}_2 + D_2 \bar{U}_1 + D_3$$

(9)

where $\bar{A}$ and $\bar{D}_1$ depends solely on the background fields, while $D_2, D_3$ depend on the first order perturbations and background fields. The dot represents differentiation with respect to the rapid scale $\xi$. In principle one could push the approximation to higher orders. In this way one obtains a wavelike approximation which is asymptotically finite. To highest order in $\omega$, one obtains the equations $l^\alpha (\dot{h}_{\alpha\nu} - \frac{1}{2} g_{\alpha\nu} \dot{h}) = 0$, $l_\alpha l^{\alpha} \Psi = 0$ and $l^\alpha B_\alpha = 0$, where $l_\alpha \equiv \frac{\partial}{\partial x^\alpha}$ is the wave vector perpendicular to the hyper-surface. These equations deliver constraints on $h, B$ and $C$. In other approximations, they are a priori used as gauge conditions. Moreover, the original symmetry on the gauge field will be broken by the appearance of $B_z$ besides $B_\rho$.

In our approximation scheme we can gain a lot of insight in the behavior of the clustering of vortices when gravity is present. The equations (Eq. (9)) are hard to solve. However, the energy-momentum tensor components can tell us a lot about the behavior of the model.
2.3. Excitation of the vortices and the quasar link

In the expansion of Eq. (8) we parameterized the scalar field in subsequent orders as

\[ \Phi = \eta \bar{X}(t, r) e^{in_1 \varphi}, \quad \Psi = Y(t, r, \xi) e^{in_2 \varphi}, \quad \Xi = Z(t, r, \xi) e^{in_3 \varphi}. \]  

(10)

It turns out that the solution to second order is no longer axially symmetric. There appear terms like \( \sin(n_2 - n_1) \varphi \) in the field equations. The most interesting information can be found in the energy-momentum tensor components

\[ 4T^{(0)}_{\varphi \varphi} = \bar{X} \bar{P} n_1 \sin[(n_2 - n_1) \varphi]. \]  

(11)

\[ 4T^{(0)}_{tt} = \dot{Y}^2 + \dot{Y}(\dot{\partial}_t \bar{X} + \dot{\partial}_r \bar{X}) \cos[(n_2 - n_1) \varphi] + \frac{e^{2\phi}}{\bar{W}^2 r^2 e} \left( e \dot{B}^2 + n_1 \dot{B}(\dot{\partial}_t \bar{P} + \dot{\partial}_r \bar{P}) \right). \]  

(12)

While \( 4T_{\varphi \varphi}^{(0)} = 0 \), we conclude from Eq. (12) that the axial symmetry is broken already to first order. The energy \( 4T^{(0)}_{tt} \) contribution to first order contains the warp factor in the denominator. So the energy depends crucially on the age of the universe. Terms in the energy can dominate at early times and are negligible at late times in the evolution of the universe. In the second order contributions there appear terms like \( \cos(n_3 - n_1) \varphi \). The azimuthal-angle dependency are expressed in trigonometrical functions with extrema which differ \( \text{mod}(\pi \kappa) \). After the excitation of the vortex with multiplicity \( n \), it will decay into \( n \) vortices of unit flux in a regular lattice (figure 1).

There is another characterization of the winding number. It is the total vortex number, i.e., the number of points in the plane with multiplicity taken into count where \( \Phi = 0 \). The zero’s of \( \Phi \) are then a set of \( n \) isolated points \( z_i, i = 0..n \) in \( \mathbb{C} \) such that \( \Phi(z, z^*) \sim c_j(z - z_j)^{n_j} \) with \( n_j \) the multiplicity of \( z_j \) and \( n = \sum z_j n_j \).

Fig. 1. Excitation and decay of a high multiplicity vortex into correlated vortices of unit flux \( n = 1 \). Top: the Abrikosov lattice in Euclidian space. Bottom: correlated vortices with preferred azimuthal angle \( \varphi \) in curved spacetime after the symmetry breaking.
This n-vortex solution represents a finite energy configuration with n flux quanta, provided \( \Phi \) and \( A \) satisfy the boundary conditions

\[
\lim_{r \to 0} X = 0, \quad \lim_{r \to 0} P = 1, \quad \lim_{r \to \infty} X = 1, \quad \lim_{r \to \infty} P = 0. \tag{13}
\]

The collection of n vortices of unit flux is energetically more appealing than a n-flux vortex. The energy density is peaked around the zero’s of \( \Phi \). Hence they can be identified by the location of the vortices. In general, one must solve the time-dependent GL equations in order to get insight in the stability issues. In this case there is a gradient flow, which makes the analysis very complicated. The PDE’s are badly nonlinear and one relies often on numerical simulation. The temporarily broken axial symmetry will be the onset of emission of electro-magnetic and gravitational waves. From Eq. (11) we see that the angular momentum will fade away when \( n_2 \) approaches \( n_1 \) and the axial symmetry is restored. The first and second order perturbations of the scalar and gauge fields in higher winding number decay into NO strings of \( n=1 \). In order to understand the azimuthal-angle \( \varphi \) preference, one must consider the terms of \( 4T_{\varphi\varphi} \), for example

\[
4T_{\varphi\varphi}^{(0)} = e^{-2\gamma} r^2 \delta (\partial_r X - \partial_t X) \cos(n_2 - n_1)\varphi + \frac{n_1 e^{2\psi - 2\gamma}}{W^2 \tilde{e}} \tilde{B}(\partial_r P - \partial_t P), \tag{14}
\]

\( T_{\varphi\varphi} \) plays an important role in the interaction of the strings. Positive terms in the expression indicate “pressure” in the direction of the Killing vector field \( (\partial/\partial \varphi)^i \) (and negative “tension”). The result is that the interaction contribution can change sign dynamically (dependent of the warp factor). This Killing vector must be normalized such that, along a closed integral curve, the parameter \( \varphi \) varies van 0 to \( 2\pi \) with \( \varphi = 0 \) and \( \varphi = 2\pi \) identified. This will provide boundary conditions for the metric fields close to the axis of the string, such as \( \partial_r (r^2 e^{-2\psi}) = 0 \). We observe in the expressions of \( 4T_{\varphi\varphi}^{(0)} \) and \( 4T_{t\varphi}^{(0)} \) that when \( \sin(n_2 - n_1)\varphi \) becomes zero, \( \cos(n_2 - n_1)\varphi \) has its maximum. So there is an emergent imprint of a preferred azimuthal angle \( \varphi \) on the lattice of vortices when the ground state is reached (\( n = 1 \)). This effect can also be seen in the \( 4T_{zz}^{(0)} \) component which is not equal to \( -4T_{tt}^{(0)} \) as is the case in static models. The second order contribution \( 4T_{\varphi\varphi}^{(1)} \) contains terms like \( \cos(n_3 - n_1)\varphi \) and produces a complicated extremum\(^{14}\). The recently observed alignment of the spinning axes of quasars in LQG’s on Mpc-scales can be explained by our model. The observations were carried out at the European Southern Observatory, Paranal with the Very Large Telescope equipped with the FORS2 instrument. There was a confirmation of the alignment for radio galaxies by the Giant Metrewave Radio Telescope in the ELAIS-N1 field. This curious effect cannot be the result of statistical fluctuations\(^{16}\). The origin must be found in the early universe just after the symmetry breaking, as described in our model. Specially, the two preferred orientations perpendicular to each other in quasar groups of less richness could be the second order effect in our model by the appearance of the trigonometrical terms with periodicity difference of \( \frac{\pi}{2} \). The correlated \( n = 1 \) vortices with preferred
azimuthal angle, emerged on a correlation length smaller than the horizon on that moment and took place at the Ginzburg temperature $\sim \frac{1}{\beta \eta}$. These correlated regions will survive to later times, because at this moment the gravity contribution from the 5D bulk comes into play. The warp factor will have different contributions to the field equations for different times. The mass per unit length will contain the warp factor. Just after the symmetry breaking, the vortex will acquire a huge mass $G\mu > 1$ and will initiate the perturbations of high-frequency and justifies our high-frequency approximation. This is the reason that the regions with $(n = 1, \varphi = \varphi_0)$ will stick together and are observed in LQG’s with aligned polarization axes$^{4,5}$. The most striking observation is the alignment of the spin axes of the quasars parallel to the major axes of their host LQG, while the spin axes can also become perpendicular to the the LQG major axes when the richness decreases. This can be explained in our model as second order effect: the higher multiplicity terms like $\cos(n_3 - n_1)\varphi$ enters the energy-momentum tensor component $T_{\varphi\varphi}^{(1)}$ and is out phase with the term $\cos(n_2 - n_1)\varphi$. In figure 2 we sketched a global distribution of the polarization axes as found by the observations. Some specific features of this alignment which must be confirmed by more observations on quasars and radio sources at high redshift. Alignment at high redshifts would confirm that the mechanism took place indeed in the early universe.

Fig. 2. Possible fit of the theoretical predicted curve (black) on the distribution of a number of observed polarization angles. This curve can be the sum of the first (red) and second (green) contribution.

2.4. Breaking of the axial symmetry from a different viewpoint

Self-gravitating objects in equilibrium exhibit a striking analogue with the mathematical model of the Maclaurin-Jacobi sequences and its bifurcation points$^{17}$. Bifurcation points that are of particular interest to us here are those marking the
onset secular instability, i.e., the dynamical breaking of axially symmetry (or better formulated: the spacetime possesses 2 in stead of 3 Killing vectors). This means the appearance of an off-diagonal metric function. In our model it is the transition from the Weyl metric (after the substitution $t \to iz, z \to it$) to the Papapetrou metric, expressed by the appearance of the $T_{t\phi}$ components in first and second order. It is remarkable that this symmetry breaking can be compared with the second order phase transition in type II superconductivity\textsuperscript{18–20}, which is the basis of our model (see also Slagter\textsuperscript{14} for more details). An initial axially symmetric configuration, as is the case in our perturbative model, can dynamically spontaneously be broken, where equatorial eccentricity plays the role of order-parameter. The equatorial eccentricity $\varepsilon \equiv \frac{b}{a}$, with $b$ and $a$ the two equatorial axes, can be expressed through the azimuthal-angle $\varphi(t)$. The particular orientation of the ellipsoid in the frame $(r, \varphi, z)$ expressed through $\varphi_0 \equiv \varphi(t_0)$, will be at $t > t_0$ determined by the transformation $\varphi \to \varphi_0 - Jt$, where $J$ is the rotation frequency (circulation or “angular momentum”) of the coordinate system. The angle $\varphi_0$ is fixed arbitrarily at the onset of symmetry breaking. This arbitrariness of $\varphi_0$, i.e., the orientation of the ellipsoid at $t = t_0$ can be compared with the massless Goldstone-boson modes of the spontaneously broken symmetry of continuous groups. The phase transition take place on the same time scale that the vorticity is destroyed by dissipative mechanism and $J$ is lost. The end point is a lower energy state that belongs to the Jacobi or Dedekind sequence of equilibrium ellipsoids\textsuperscript{21}. In the original paper of Chandrasekhar and Lebovitz\textsuperscript{18}, in the Newtonian case, the deformations of the axisymmetric configuration by an infinitesimal non-axisymmetric deformation is described in terms of a Lagrangian displacement $\zeta^a(r, z, \varphi) = \zeta^a(r, z)e^{i\varphi}$, with $n$ an integer. However, the real part of the $e^{i\varphi}$ must be put in by hand, in contrast to our result: it appears in a perturbative way as a first and second order effect. The temporarily broken axial symmetry will be the onset of emission of electro-magnetic and gravitational waves, while the string relaxes to the NO configuration. It is a consequence of the coupled system of PDE’s that a high-frequency scalar field can create through an electro-magnetic field, a high frequency gravitational field and conversely. It is the appearance of the term $\sin(n_2 - n_1)\varphi$ in the first order term $4T_{t\varphi}^{(0)}$ (Eq.(11)) and explained in section 2c, which triggers this angular momentum and the axially symmetry will be restored when $n_2$ becomes equal to $n_1$ again. The second order contribution $4T_{tt}^{(1)}$ shows terms like $\dot{B}^2h_{44}$, indicating the interaction between the high-frequency EM and gravitational waves. It contains the warp factor in the denominator. In the early stages of the universe $W_1$ is still small and the term is significant. As time increases, it will fade away.

3. Conclusion
By considering an axially symmetric warped five-dimensional warped spacetime, were the standard model fields are confined to the brane, we find in a nonlinear approximation, an emergent azimuthal-angle dependency of Nielsen-Olesen vortices
just after the symmetry breaking at GUT scale. Using a approximation scheme, the azimuthal-angle dependency appears in the first and second order field equations as trigonometrical functions $\sin(n_i - n_j)\varphi$ and $\sin(n_i - n_j)\varphi(i > j)$, with $n_i$ the multiplicities of subsequent perturbation terms of the scalar field. Vortices with high multiplicity decay into a lattice with entangled Abrikosov vortices. The stability of this lattice of correlated flux $n = 1$ vortices with preferred azimuthal-angle is guaranteed by the contribution from the bulk spacetime by means of the warp factor: the cosmic string becomes super-massive for some time during the evolution. These so-called super-massive cosmic strings arise in a natural way in string theory or M-theory, i.e., brane-world models and are produced when the universe underwent phase transitions at energies much higher than the GUT scale, $G \mu > 1$. The imprint on the effective 4D brane spacetime can be caused by wavelike disturbances triggered by the huge mass of the cosmic strings in the bulk. One conjectures that these disturbances could act as an effective dark energy field. Another possible effect can be the formation of massive KK-modes as the imprint of the 5D gravitational field on the 4D brane.

We used the azimuthal-angle correlation for the explanation of the recently observed alignment of polarization axes of quasars in large quasar groups. The detailed behavior of this alignment can be explained with our model. The two different orientations perpendicular to each other in quasars groups of less richness could be a second order effect in our model.

When gravity is coupled to standard model fields and one demands the validity on all distance scales, one runs into problems. These are: the dark energy problem, the cosmological constant problem, the hierarchy problem and the problem how probe the small distance structure of our spacetime. Conformal invariance could be the solution for at least some of these problems. It could be the missing symmetry of nature. In our model, by identifying the warp factor as a dilaton field, one will not encounter singular behavior when the dilaton field becomes very small. At present time, the warp-like manifestation of the dilaton field describes the exponential expansion of our universe. Moreover, the exceptional smallness of the cosmological constant, $\Lambda \sim 10^{-120}$ compared to the calculated vacuum energy could be explained in the warped 5D spacetime by the warp factor. More data of high-redshift quasars will be needed in order to test the second order effect predicted in our model.
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1. DE Equation of State, as a Starting Point

If we quantize the gravitational field as an effective field, we find that it too comes in set quanta, called gravitons. In short, we argue that to come up with a graviton-based DE model with reacceleration of the universe, and to have it coincide with the modification of the $1/r$ potential, we are really developing a program to find if gravity can be quantized. What we have done is also to specify a relic black hole genesis for early-universe gravitons, which complements the picture of turbulence in the electroweak era. This, in turn, is relatable to the question of if micro black holes could contribute to cosmology. We are trying to reconcile $-1 \leq \omega$ from the DE equation of state with the idea of graviton production from the early states of the universe to the present era, where we have acceleration of the universe. What motivates this presentation as we will try reconcile relic conditions for GW / graviton production. The models seem irreconcilable and we do have a huge problem. A possible reconciliation\(^1\) p. 114 suggests an examination of the DE equation of state for reacceleration of the universe, $\tilde{m} > 1$:

$$\omega = \frac{\ddot{\phi}^2 - 2V(\phi)}{\dot{\phi}^2 + 2V(\phi)} \approx \frac{\ddot{\varphi}^2 - 2V_0 \exp \left(-\sqrt{\frac{2}{m \ m_{Planck}}} \varphi \right)}{\dot{\varphi}^2 + 2V_0 \exp \left(-\sqrt{\frac{2}{m \ m_{Planck}}} \varphi \right)}.$$ (1)

Again, this looks like a very hard problem, but in a nutshell, we need make the following identification, which may allow for us to make a concrete bridge between formalisms which otherwise look unlinkable. There is there a way to link $\phi$ of Eq. (1) with $\varphi_k$ of Eq. (3) below so as to come up with an acceptable form of $\phi$ that would satisfy the following equation. Here we need for acceleration of universe $\tilde{m} > 1$.

$$V(\phi) = V_0 \exp \left(-\sqrt{\frac{2}{m \ m_{Planck}}} \phi \right).$$ (2)
Then, we should try to link \( \phi \) of Eq. (1) with \( \varphi_k \) of Eq. (3).\(^{1,4}\)

\[
\left( \frac{3}{8\pi G} \frac{\kappa^2}{a^2} - \frac{16}{3} \frac{c_1 B^4}{c_2} \right) \approx -\frac{\alpha c_2}{r^\alpha} \equiv \frac{-\alpha c_2}{(\text{Planck-length})^\alpha} \\
\Rightarrow \left[ \frac{\alpha}{(\text{Planck-length})^\alpha} \right] \approx \frac{16}{3} \frac{c_1 B^4}{c_2} - \frac{\frac{2}{\pi} \cdot \frac{\kappa}{c_2} \cdot \frac{k^2}{c_2} \cdot \varphi_k^2}{c_2}.
\]

To make this equivalence, we would, after considerable work, be able to link to the scale factor \( a \) which shows up in Eq. (1) above. That is, having results in terms of the scale factor, and \( \phi \) while making full identification with Eq. (3) above, may be a way to reformulate the linkage with early DE. In addition, such restraints upon scale factor \( a \) may also begin to explain some of the scale-factor behavior. Also, the final equation-of-state constraint we have to keep in mind is\(^{1,3,4}\)

\[
-2m_{\text{Planck}}^2 \dot{H} = \dot{\varphi}^2.
\]

We can use this to connect the final and initial parts of expansion of the universe. We will start with, initially going to a Kaluza–Klein (KK) treatment of gravitons.\(^{2,5}\)

2. Reacceleration of the Universe and KK Gravitons with a Nonzero Rest Mass. The KK Treatment

Consider if there is, then, also a small graviton mass;\(^{6,7}\)

\[
m_n = \sqrt{\frac{n^2}{L^2} + (m_{\text{graviton rest mass}} = 10^{-65} \text{ g})^2} = \frac{n}{L} + 10^{-65} \text{ g}.\]

Note that Rubakov works with KK gravitons, without the tiny mass term for a four-dimensional rest mass included in Eq. (5). To obtain the KK-graviton/DM candidate representation along RS\(dS \) Brane world, Rubakov obtains his values for graviton mass and graviton physical states in space–time after using the normalization \( \int d^4z h_m(z) h_\bar{m}(z) = \delta(m - \bar{m}) \) and \( J_1, J_2, N_1, \) and \( N_2 \), which are different forms of Bessel functions.\(^8\) His representation of a graviton state is given by Eq. (4). If so, then the wave function for a graviton with a tiny four-dimensional space–time rest mass can be written as\(^8\)

\[
h_m(z) = \sqrt{\frac{J_1 \left( \frac{n}{L} \right) N_2 \left[ \frac{n}{L} \exp(kz) \right] - N_1 \left( \frac{n}{L} \right) J_2 \left[ \frac{n}{L} \exp(kz) \right]}{\left[ J_1 \left( \frac{n}{L} \right) \right]^2 + \left[ N_1 \left( \frac{n}{L} \right) \right]^2}}.
\]

Equation (6) is for KK gravitons having 1 TeV magnitude mass \( M_Z \sim k \) (i.e., for mass values at 0.5 TeV to above 1 TeV) on a negative tension RS Brane. It would be useful to relate this KK graviton, which is moving with a speed proportional to \( H^{-1} \) with regards to the negative tension Brane with \( h \equiv h_m(z \to 0) = \text{const} \sqrt{k} \) as an initial starting value for the KK graviton mass. If Eq. (5) is for a “massive” graviton with a small four-dimensional graviton rest mass and if \( h \equiv h_m(z \to 0) = \text{const} \sqrt{k} \) represents an initial state, then one may relate the mass of the KK graviton moving at high speed with its initial rest mass. This rest mass of a graviton...
is $m_{\text{graviton}}(4\text{D GR}) \sim 10^{-48}$ eV, opposed to $M_X \sim M_{KK} \sim 0.5 \times 10^9$ eV. Whatever the range of the graviton mass, it may be a way to make sense of what was presented for a graviton mass using CMBR measurements of $M_{KK} \sim 10^{-20}$ eV. Also, Eq. (6) will be the starting point used for a KK tower version. So

$$\dot{a}^2 = \left\{ \tilde{\kappa}^2 \left( \frac{\rho + \rho^2}{2 \lambda} \right) \right\} a^2 + \frac{\Lambda}{a^2} + m^2 - K.$$  \hspace{1cm} (7)

Maartens \cite{Maartens} also gives a second Friedman equation.

$$\dot{H}^2 = \left\{ -\tilde{\kappa}^2 \cdot (p + \rho) \cdot \left( 1 + \rho^2 \right) \right\} + \frac{\Lambda}{a^2} - \frac{2}{a^4} + \frac{K}{a^2}.$$  \hspace{1cm} (8)

Also, an observer is in the low-redshift regime for cosmology, for which $\rho \approx -P$ and one obtains exact equality, $\rho = -P$ for redshift, $z$, between zero and five. The net effect will be to obtain, based on Eq. (7), assuming $\Lambda = 0 = K$ and using $a \equiv a_{01} = 1$, to get a deceleration parameter,

$$q = -\frac{\ddot{a}a}{\dot{a}^2} = -1 + \frac{2}{1 + \tilde{\kappa}^2 \cdot (\frac{P}{m}) \cdot (1 + z)^4 \cdot (1 + \frac{P}{\tilde{\kappa}^2})} \approx -1 + \frac{2}{2 + \delta(z)}.$$  \hspace{1cm} (9)

These set values allow a graviton-based substitute for DE. $\Lambda = 0 = K$ plus a small rest mass for a graviton in four dimensions allows for “massive gravitons” that behave the same as DE. Setting $\Lambda = 0 = K$, with a modified behavior for the density expression, for a Friedman equation with small four-dimensional graviton mass replaces dark energy by a small four-dimensional rest mass for a graviton.

### 3. How a Small Graviton Mass Reaccelerates the Universe

Revising Alves et al., \cite{Alves} Beckwith \cite{Beckwith} used a higher-dimensional Brane-world model with KK graviton towers, per Maartens, \cite{Maartens} and a Brane-world energy density $\rho$ in the Friedman equation similar to Alves et al. \cite{Alves} for a nonzero graviton:

$$\rho = \rho_0 \cdot (1 + z)^3 - \frac{m^2}{8 \pi G(h = 1)^2} \cdot \frac{1}{14 \cdot (1 + z)^2} + \frac{2}{5 \cdot (1 + z)^2} - \frac{1}{2}.$$  \hspace{1cm} (10)

At $z \approx 4$, a billion years ago, acceleration of the universe increased, as shown in Fig. 1. \cite{Ng} Figure 1 is, if confirmed, a good verification of the Ng hypothesis, \cite{Ng} and would be a starting point to investigate the role of gravitons in cosmology. Buonanno \cite{Buonanno} assumes a much lower range of initial frequencies for relic GW. Beckwith \cite{Beckwith} obtained a reacceleration of the universe as given in Fig. 1. The contribution of a low rest mass for four-dimensional gravitons, as given in Eq. (10) leads to reacceleration of the expansion of the universe a billion years ago. That is, for a redshift slightly smaller than .5. We will state what is needed to explain, in part, Fig. 1.

### 4. Reconciling Graviton Impact and Graviton Generation

The key is to consider the following, namely Eq. (4), Eq. (9), and if $\rho_{DE} = \rho$, \cite{Planck}

$$3m_{\text{Planck}}^2 H^2 = \rho_{DE} = \rho = 3m_{\text{Planck}}^2 \left\{ \left[ \frac{\kappa^2}{3} \left( \frac{\rho + \rho^2}{2 \lambda} \right) \right] \left[ \frac{\Lambda}{3a^2} + \frac{m^2}{a^2} - K \right] \right\}.$$  \hspace{1cm} (11)
Leading to
\[
\left[ \frac{\alpha}{(\text{Planck-length})^6} \right] \approx \frac{16}{3} c_1^4 - \frac{3}{8 \pi G} \cdot \frac{k^2}{a^2} \cdot \frac{\dot{\varphi}^2}{c_2},
\]
and also satisfying \( V \approx \frac{c_2}{r^\alpha} \) for designated \( r \) values, \(-1 \leq \omega \leq 1\) for the DE equation of state,
\[
\omega = \frac{\dot{\phi}^2 - 2V(\phi)}{\dot{\phi}^2 + 2V(\phi)} \approx \frac{\dot{\phi}^2 - 2V_0 \exp \left(-\sqrt{\frac{2}{m \text{Planck}}} \phi \right)}{\dot{\phi}^2 + 2V_0 \exp \left(-\sqrt{\frac{2}{m \text{Planck}}} \phi \right)},
\]
and
\[
V_0 \exp \left(-\sqrt{\frac{2}{m \text{Planck}}} \phi \right) \leftrightarrow V \approx \frac{c_2}{r^\alpha}.
\]

We would have restricted versions of \( \alpha \) with this identification. The idea would be if say early gravitons are released by this mechanism, \(^3\) we could eventually come up with a polynomial reconstruction for an inflaton, \( \phi \) which would be commensurate with both Eq. (12) and a description of say early universe black holes (micro sized) shedding relic gravitons. \(^3\)

5. Conclusions

To put it mildly, we are bridging between the initial and second physics realms as to graviton physics and cosmology. This in turn means keeping in mind the following. \(^2\) The diagram \(^14\) gives the relation between GW frequency and GW energy density for different cosmological models. And link Beckwith with Li et al. \(^1,3,4\) and see how they compare with LIGO. \(^14\) That is, we refer you to the figure \(^14\) showing the relation between GW frequency and GW energy density for different cosmological models. Then, we should try to reconcile if is there a way to link \( \phi \) of Eq. (1) with \( \varphi_k \) of Eq. (3) and Eq. (15)
\[
V_0 \exp \left(-\sqrt{\frac{2}{m \text{Planck}}} \phi \right) \leftrightarrow V \approx \frac{c_2}{r^\alpha}.
\]

By using \(-1 \leq \omega \leq 1\) of Eq. (1) with the physics of the situation outlined in Eq. (15) and finding \( \phi \) of Eq. (15) with \( \varphi_k \) of Eq. (3), we hope to eventually reach a final
theory of the evolution of DE and, in doing so, explain the state of gravitons released by initial micro black holes,\textsuperscript{3,4} with the physics given in Fig. 1, which represents gravitons as a form of DE, reaccelerating the universe from one billion years ago.

6. Now for a Very Important Final Insight from Ng, Using the Idea of Holographic Foam Cosmology

We examine two formulas\textsuperscript{15} p. 77 for a cosmic density function, and entropy defined in Eq. (16), with $R_H$ being a Hubble radius, $l_{\text{Planck}}$ being a Planck radius, and entropy $\approx (R_Hl_{\text{Planck}})^2 \rightarrow n$ (graviton count)

$$\rho_{\text{Cosmic}} = \frac{3}{8\pi} (R_Hl_{\text{Planck}})^{-2} \approx \left( \frac{H}{l_{\text{Planck}}} \right)^2. \quad (16)$$

If $\rho_{\text{Cosmic}} \propto \rho_{\text{DE}} \approx \rho$, can $R_H$ be defined rigorously?

As of today, we have the Hubble volume approximately equal to $10^{31}$ cubic light years, approximately the cube of the radius, of Eq. (16), but how this Hubble radius evolves may have much to do with the evolution of dark energy. This is an important detail to work out. Furthermore, in line with Eq. (16), we have another line of inquiry to pursue: If $\rho_{\text{DE}} \approx \rho$ and

$$\rho \approx \frac{\hbar k_{\text{Planck}}^4}{16\pi^2} \approx \frac{\hbar}{16\pi^2} \left[ \frac{k_{\text{Planck}}^4 = \left( \frac{2\pi^2}{\hbar} \right)^4}{16\pi^2} \right] \approx 10^{123} \rho_{\text{observed}}. \quad (17)$$

reset $\Lambda$ to $\Lambda_{\text{initial}} = 10^{123} \Lambda$, so that

$$\rho \approx \frac{\hbar k_{\text{Planck}}^4}{16\pi^2} \approx \frac{\hbar}{16\pi^2} \left[ \frac{k_{\text{Planck}}^4 = \left( \frac{2\pi}{\Lambda_{\text{initial}}} \right)^4}{16\pi^2} \right] \approx \rho_{\text{observed}}. \quad (18)$$

Key to this would be, perhaps, putting Eq. (17) initially into Eq. (16). If this is feasible or not needs to be explored. It could though be part of a new gravitons–DE tapestry. A possible issue is, do we have, after formation of DE density, some sort of invariance of this dark-energy density value, say after the electroweak era?
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A naive five-dimensional model simultaneously explains dark energy and the flat rotation curves of galaxies and enhanced gravitational lensing usually attributed to dark matter. An additional (fifth) dimension is invoked which corresponds to the radius of curvature of four-dimensional space-time and does not represent a degree of freedom of motion. The universe so modeled has two modes of expansion: that of three-dimensional space and that of the fifth dimension itself, where the latter has the characteristics partly of space and partly of time. The boundary between four-dimensional space-time and the fifth dimension is modeled by contours along which energy is conserved. The model is able to reproduce: (i) the observed relationship between distance modulus and red shift for Type 1a supernovae; (ii) the Tully-Fisher relationship; and (iii) gravitational lensing effects beyond General Relativity for galaxies and clusters of galaxies.
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1. Introduction

A discrepancy exists between the observed extent of gravitating matter in the universe and that inferred from galaxy rotation curves, galaxy cluster dynamics, gravitational lensing and simulations of evolution of the universe. The existence of abundant unobserved (or dark) matter has been proposed by many cosmologists to account for this discrepancy, although to date dark matter has not been directly detected. Observations concerning the luminosity distance of Type 1a supernovae, their red shift and the rate of expected Hubble expansion of the universe have led to the conclusion that the expansion has been accelerating since about six billion years ago. This has led many to propose that dark energy permeates the universe, counteracting the decelerating effect of gravity. However, to date, the source of dark energy has not been identified.

It is the purpose of this paper to show that a universe comprised of five rather than four large-scale dimensions and without the assumed presence of dark matter and dark energy, could account for these same observations concerning galaxies, clusters of galaxies and the expansion rate of the universe. The possibility of additional dimensions of space-time has, of course, long been under discussion within theoretical physics. However, the distinctive features of the dimension considered in this paper include its large scale and its hybrid character, being partly like space and partly like time.
2. A Fifth Large Scale Dimension

We consider a naive model universe in which three-dimensional space, \( s(x, y, z) \), is isotropic, closed and expanding. The radius of curvature in this universe is given the symbol, \( r \), and dimensions of length and is defined to be orthogonal to the three space dimensions, \( s \), and time, \( t \). If Newton’s Second Law can be extended to five dimensions, then energy propagating (at the speed of light, \( c \), through three-dimensional space that is closed and forming the “surface volume” of a four-dimensional hyper-sphere of radius \( r \), will experience a virtual acceleration \( a_r \) (1) acting in the direction of \( r \) increasing. It is assumed to be fundamental that energy is conserved within four-dimensional space-time, notwithstanding that it is embedded within five dimensions.

\[
a_r = \frac{c^2}{r}.
\]

3. Angular Velocity Vectors in 5 Dimensions

An axial vector, \( \Omega \), representing angular velocity is aligned normal to the plane of rotation \( xy \) of the rotating body it describes. However, the direction of \( \Omega \) can lie anywhere in the \( zr \) plane, as both dimension \( z \) and the additional dimension, \( r \), are orthogonal to the \( xy \) plane. Consequently, more information is required to define uniquely the orientation of \( \Omega \) within a five-dimensional framework.

![Fig. 1. Axial vector (\( \Omega \)), its orientation in 5 dimensions and resolved magnitude in 4 dimensions.](image)

This additional information comes from including the influence of the additional acceleration \( a_r \) (defined above) on the rotating body, which defines the orientation \( \theta \) of the angular velocity vector \( \Omega \) in the \( zr \) plane (Fig. 1). The centrifugal acceleration, \( a_s' \), experienced by the rotating body within a five-dimensional framework is given by (2), where: \( \tan \theta = a_s / a_r \); \( a_s \) is the four-dimensional centrifugal acceleration of the body; and \( v_{tan} \) is the tangential velocity of the body about its centre of rotation. The possibility of forces arising from an additional dimension and perturbing dynamics observed within four dimensions has been previously identified by Wesson.\(^{12}\)

\[
a_s' = \Omega (\sin \theta + i \cos \theta) v_{tan}.
\]
This five-dimensional analysis of rotational motion ultimately leads to the derivation of (3) and so to the Tully-Fisher relationship and predictions of flat rotation curves for certain types of galaxies, without the need for dark matter to be assumed, where $M$ is the baryonic mass of the galaxy and $G$ is the gravitational constant. However, consistent with observations, this analysis does not predict any departure from the expected four-dimensional Newtonian behaviour for stars at the fringe of galaxies, as regards their motion normal to their planes of rotation, nor their motion radially from the centre of the galaxy.\textsuperscript{15,16}

$$|a_r GM| = v_{\text{tan}}^4.$$  \hspace{1cm} (3)

Comparing the parameters predicted by this analysis with those reported by Stark\textsuperscript{17} and McGaugh\textsuperscript{18} places values for $a_r$ in the range $1.2 - 1.9 \times 10^{-10} \text{ ms}^{-2}$ which is also consistent with values for the MOND constant, $a_0$, reported by Milgrom.\textsuperscript{19,20} From (1), the implied range of values for $r$ is $4.7 - 7.5 \times 10^{26} \text{ m}$. A steady increase in $r$ with cosmological time, described in section 5, implies a steadily reducing value for $a_r$.

4. Gravitational Lensing

The principle of energy conservation along contours that define the boundary between four-dimensional space-time, $s, t$ and the fifth dimension, $r$, can be used to generate the Lorentz contraction formula of Special Relativity and the dilation formula of General Relativity, as they apply to the dimension $r$. The latter is shown in (4) where $r_u$ is the value for $r$ remote from gravitational fields.

$$r = r_u \left(1 - \frac{2GM}{sc^2}\right)^{1/2}.$$ \hspace{1cm} (4)

In five dimensions, the acceleration, $a$, experienced by a beam of light propagating through a gravitational field (generated by mass $M$) is given by (5), where $g$ is the gravitational acceleration.

$$a = g + \left(\frac{c}{r} \wedge \dot{r}\right).$$ \hspace{1cm} (5)

Considering only the real term in (2), the induced angular rate of perturbation of the beam of light, $\dot{\epsilon}$, can be written as in (6), where the relevant gradient $\tan \theta = g/a_r$ and the tangential velocity is the speed of light, $c$.

$$\dot{\epsilon} = \frac{a}{c \sin \theta}.$$ \hspace{1cm} (6)

Integration along the path of the beam of light in five dimensions yields the expected expression (7) of General Relativity for the angular deflection, $\Delta \epsilon$, of the beam of light, where $s$ is the impact parameter; however, with an additional term that accounts for enhanced lensing effects at the fringes of galaxies and galaxy clusters.

$$\Delta \epsilon = \frac{4GM}{sc^2 f(\sin \theta)}.$$ \hspace{1cm} (7)
Whereas for the Sun, $f(\sin \theta) = 1$ as $g >> a_\tau$ at the impact parameter, for galaxies and clusters of galaxies $g < a_\tau$ and, correspondingly $f(\sin \theta) < 1$ leading to lensing effects that are beyond GR expectation (7). The distribution of matter within the lensing system determines the local profile of $\sin \theta$ and could, in principle, give rise to a centre of lensing which did not coincide with the centre of mass of the system. This would be relevant to consideration of lensing observed for the bullet cluster and similar systems.\(^{21}\)

5. The Expansion of Space

If matter is assumed on a large scale to be evenly spread across the universe, it is possible to derive from (4) an expression for the background value for $r$, given the symbol $r_b$, of the form $r_b = f(r_u, G, \rho, H, c)$ where $\rho$ is the baryonic mass density of the universe (a value of $4.2 \times 10^{-28}$ kgm$^{-3}$ has been used for the current era\(^{22}\)) and $H$ is the Hubble horizon. The derivatives of $r_b$ show how a universe defined in five dimensions (rather than four) has two modes of expansion: the first concerns the expansion of three-dimensional space at a constant value of the fifth-dimensional parameter $r_b$; and the second concerns the expansion of space due to increases in the parameter $r_b$ itself. Accordingly, in five dimensions Hubble’s constant can be decomposed into two terms, referred to respectively as $H_3$ and $H_5$, whose values can be shown to contribute to a Hubble constant of value $68.1$ km$s^{-1}$Mpc$^{-1},^{23,24}$ as follows: $H_3 = 66.5$ km$s^{-1}$Mpc$^{-1}$ and $H_5 = 1.6$ km$s^{-1}$Mpc$^{-1}$. The competing effects of these two modes of expansion can give rise to either an accelerating or decelerating expansion of the universe, within a five-dimensional framework.

Moreover, the conservation of energy at the boundary between four-dimensional space-time and the fifth dimension must necessarily impose an important constraint on the second derivative of $r_b$, shown in (8), and values for these two terms can be independently derived\(^{25}\) and shown to satisfy

$$\frac{c^2}{r_b} + \ddot{r}_b = 0. \tag{8}$$

The balance between accelerations directed in three-dimensional space and those directed in the fifth dimension determines the gradient of contours $r(s)$ which define the boundary between four-dimensional space-time and the fifth dimension. This condition of balance (or equilibrium) between different accelerations can, alternatively, be thought of as defining a “surface tension” within the contour at the boundary between four-dimensional space-time the fifth dimension, which in $(x,y,z,r)$ dimensions become branes. This approach to the determination of the local curvature of space-time suggests a more than coincidental basis for the rubber sheet analogy of General Relativity.

Finally, we use the five-dimensional model described in this paper to calculate the relationship between distance modulus, $\mu$ and red shift, $z$ for Type 1a SN and compare this with currently available observational data from
The results of this fit are shown in Fig 2. The residuals trend indicates that the model slightly over-estimates $\mu$ at lower red shift and, correspondingly, under-estimates it for larger $z$. This kind of residuals trend may be an artefact of the way the data are calibrated for the absorption of light by inter-stellar gas. The relative evolution of the terms $H_3$ and $H_5$ in the model (see above) predict a point of inflection in the rate of expansion of the universe circa 6 billion years ago, but from an accelerating to a decelerating expansion. That is, the reverse of what has been deduced from fitting the SN data to four-dimensional models. The five-dimensional model does not indicate the presence of an unaccounted accelerating expansion of the universe, which has been taken to indicate the presence of dark energy.

![Fig. 2. Type 1a SN luminosity distance modulus ($\mu$) vs red shift, $z$, comparison between observation and five-dimensional model predictions.](http://supernova.lbl.gov/Union/Union2.html)

6. Conclusion

If five-dimensional effects are taken into account, then predictions can be made for orbital dynamics within galaxies, the gravitational lensing of galaxies and galaxy clusters, and the relationship between distance modulus and red shift for Type 1a SN, which are consistent with observations, without the need to introduce dark matter or dark energy. The additional dimension introduced in this analysis has characteristics both of space dimensions (e.g. being a radius of curvature and a
distance parameter within vector algebra) and a time dimension (e.g. being neither a degree of freedom of motion nor being directly observable).
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1. Introduction

In this manuscript, we will try to find if quantum gravity can introduce additional fields besides metric. We will discuss this with reference to the construction of covariant derivative operator in quantum gravity. We have earlier found it is a perceptive alternative to use affine connections more general than metric compatible affine connections in quantum gravity. General affine connections introduce additional fields in the theory that can be useful to explain cosmological observations and can introduce new effects. These fields are non-localized similar to dark energy and inflation. In this article, we have considered a simple case with symmetric Ricci tensor. Corresponding affine connections are symmetric and introduce only two massless scalar fields. One of these gives a stress tensor with opposite sign to the sources of Einstein’s equation in the classical theory when we state the equation using the Levi-Civita connections. This means we have a source with negative stress tensor in the familiar Einstein equation. These scalar fields can be possible candidates for dark energy and inflation. These two fields break strict local Minkowski structure of spacetime. Global splitting of spacetime into space and time no longer remains exact in such spaces. This is an important issue in quantum gravity. Finding the particle interpretations and other possible interactions of the above fields are non-trivial problems without local Minkowski structure. However, experiments suggest that such effects are very small in the present universe and the corresponding scalars mentioned above are also small. Their effects can be observed in large scale phenomena like the present cosmic acceleration. This is also consistent with the smallness of the parameters like the cosmological constant required to explain dark energy in some models mentioned at the beginning. The effects of these fields
will be large in the quantum gravity domain. We note that vacuum fluctuations of these fields can also be useful in cosmology.

2. General Affine Connections and Scalar Fields

In this section, we will consider applications of the potential formalism of the Palatini theory discussed in to introduce finite on shell non-metricity. General affine connections are given by: \( \Gamma^\alpha_{\mu\nu} + \tilde{C}^\alpha_{\mu\nu} \), where \( \Gamma^\alpha_{\mu\nu} \) is the Levi-Civita connections and \( \tilde{C}^\alpha_{\mu\nu} \) is symmetric in the lower indices and the sources do not couple with these fields. We consider symmetric Ricci tensors only. This is the most relevant case when we consider semiclassical and classical limits of quantum gravity. This example will introduce two massless scalar fields. One of them will contribute a negative stress tensor to Einstein’s equation in the semiclassical or classical theories. We will use the geometrized units in the following where, \( G = c = 1 \). We have discussed earlier that we can introduce non-metricity by defining the affine connections to be compatible with a symmetric covariant field:

\[
b_{\mu\nu} = g_{\mu\nu} + a_{\mu\nu} \; ; \; a_{\mu\nu} \neq kg_{\mu\nu},\]

where \( k \) is a constant including zero. Such a set of affine connections give a symmetric Ricci tensor. We now break \( a_{\mu\nu} \) into a trace and a traceless part:

\[
a_{\mu\nu}(x) = \Phi(x)g_{\mu\nu} + \bar{a}_{\mu\nu}(x); \quad \Phi(x) = \frac{a(x)}{4} \tag{1}
\]

Where, \( \Phi \) is a scalar field, \( a(x) \) is the trace of \( a_{\mu\nu} \) and \( \bar{a}_{\mu\nu} \) is trace-free. We can express corresponding \( \tilde{C}^\alpha_{\mu\nu} \) in the following way:

\[
\tilde{C}^\alpha_{\mu\nu} = \delta^\alpha_\mu \nabla'_\nu [\ln(1 + \phi)] - \frac{1}{2} g_{\mu\nu} \nabla'\alpha [\ln(1 + \phi)] + E^\alpha_{\mu\nu} \tag{2}
\]

The first two terms in the r.h.s gives the contribution of the trace part of \( b_{\mu\nu} \) given by: \( (g_{\mu\nu} + \Phi(x)g_{\mu\nu}) \). A further contraction of the third term in the covariant indices leads to the following expression for a general \( a_{\mu\nu} \):

\[
\tilde{C}^\alpha_{\mu\nu} = \delta^\alpha_\mu \nabla'_\nu [\ln(1 + \phi)] - \frac{1}{2} g_{\mu\nu} \nabla'\alpha [\ln(1 + \phi)] + g_{\mu\nu} \nabla'\Psi + g_{\mu\nu} E^\alpha + \bar{E}^\alpha_{\mu\nu}. \tag{3}
\]

Where, \( E^\alpha \) is a vector field which is not a gradient and \( \bar{E}^\alpha_{\mu\nu} \) is traceless in the lower indices. \( \Phi \) gives the trace-scalar of \( a_{\mu\nu} \). The scalar \( \Psi \) is also expected. In the Minkowski space, we have a spin zero boson associated with \( \bar{a}_{\mu\nu} \) in addition to a spin one boson and a spin two boson. We will discuss this aspect further below Eq. (14). We now consider the simplest cases of Eq. (3). We first consider the case where the traceless part of \( a_{\mu\nu} \) vanish and which introduces a scalar field only:

\[
b_{\mu\nu} = g_{\mu\nu} + \Phi(x)g_{\mu\nu} = \chi(x)g_{\mu\nu} \tag{4}
\]
We use affine connections that are compatible with $b_{\mu\nu}$ which is conformal to metric. In this case, $\tilde{C}_{\alpha\mu\nu}$ and the modified curvature scalar are given by the following expressions:\footnote{1}{4}

$$\tilde{C}_{\alpha\mu\nu} = \delta_{(\alpha}^{\gamma} \nabla'_{\nu)[ln(1 + \Phi)] - \frac{1}{2} g_{\mu\nu} \nabla'^{\gamma}[ln(1 + \Phi)]$$

$$\mathcal{R} = \mathcal{R}' - \frac{3}{2} \frac{1}{(1 + \Phi)^2} (\nabla'\Phi)^2$$

Here $(\nabla'\Phi)^2 = (\nabla'_\mu \Phi)(\nabla'^\mu \Phi)$, is the norm of the gradient of $\Phi$ and the primed quantities are evaluated using the Levi-Civita connections. For small $\Phi (<< 1)$, we have the following modification of the r.h.s of Einstein’s equation where covariant derivatives are evaluated using the Levi-Civita connections:\footnote{5}{4}

$$\nabla'_\alpha \nabla'^\kappa \chi + \frac{1}{\chi} (\nabla'\chi)^2 = 0 \approx \nabla'_\alpha \nabla'^\kappa \Phi + (\nabla'\Phi)^2$$

$$G'_{\mu\alpha} = 8\pi P'_{\mu\alpha} + \frac{3}{2\chi^2} [(\nabla'_\mu \chi)(\nabla'^{\alpha} \chi) - \frac{1}{2} g_{\mu\alpha} (\nabla'\chi)^2]$$

$$\approx 8\pi P'_{\mu\alpha} + \frac{3}{2} [(\nabla'_\mu \Phi)(\nabla'^{\alpha} \Phi) - \frac{1}{2} g_{\mu\alpha} (\nabla'\Phi)^2]$$

$$\approx 8\pi [P'_{\mu\alpha} + \frac{3}{16\pi} P'_{\mu\alpha}(\Phi)]$$

Where, we have considered terms upto second order in $\Phi$. $P'_{\mu\alpha}$ is the stress tensor of ordinary matter. $P'_{\mu\alpha}(\Phi)$ is the stress tensor of an ordinary massless scalar field. Both $\chi$ and $\Phi$ are massless. We find that the scalar field $\Phi$ behaves like a massless scalar field with its stress tensor coming as a source term in Einstein’s equation. This field can be useful to explain inflation. We can modify the metric-affine action by adding potential term for $\chi$ or $\Phi$. To ensure non-metricity, we have the following condition:

$$\nabla_\mu g_{\alpha\beta} = - g_{\mu(\alpha} \nabla'_\beta)[ln(1 + \Phi)] \neq 0$$

This is a mild condition. In the present case, matter fields do not couple with $\Phi$. The only observable effect of $\Phi$ is to produce a massless scalar field stress tensor in Einstein’s equation. We now consider the other case where only $\Psi$ is finite:

$$\tilde{C}_{\alpha\mu\nu} = g_{\mu\nu} \nabla'^{\alpha} \Psi$$

We have the following expressions for different quantities:

$$\mathcal{R}_{\mu\alpha} = R'_{\mu\alpha} + g_{\mu\alpha} (\nabla'\Psi)^2 - (\nabla'_\mu \Psi)(\nabla'^{\alpha} \Psi)$$

$$\mathcal{R} = R' + 3(\nabla'\Psi)^2$$
We now solve the corresponding extremization problem and obtain the following set of equations:

\[ \nabla'_{\kappa} \nabla'^{\kappa} \Psi = 0 \]  
(10)

\[ G'_{\mu\alpha} = 8\pi P'_{\mu\alpha} - 3[(\nabla'_{\mu} \Psi)(\nabla'_\alpha \Psi) - \frac{1}{2}g_{\mu\alpha}(\nabla'\Psi)^2] \]

\[ = 8\pi [P'_{\mu\alpha} - \frac{3}{8\pi} P'_{\mu\alpha}(\Psi)] \]

Where, \( P'_{\mu\alpha} \) is the stress-tensor of ordinary sources and \( P'_{\mu\alpha}(\Psi) \) is the stress-tensor of the massless scalar field \( \Psi \). This stress tensor satisfy all the energy and pressure conditions that the stress-tensor of a massless scalar field satisfies but it comes with an opposite sign in the r.h.s of Einstein’s equation, when we state the equation using the Levi-Civita connections. Thus, the effect of \( \Psi \) introduced to generalize the Levi-Civita connections, is to contribute a negative massless scalar field stress tensor to the sources of the Einstein equation obtained from the Einstein-Hilbert action formalism. This gives us an alternate way to explain effects that dark energy is proposed for. Negative stress-tensor is also important in Hoyle-Narlikar theory of gravity and also in wormhole and warp drive. In this case, we can not generate the cosmological constant with ordinary massless scalar field \( \Psi \) for which the energy density is positive definite. We have the following expression for non-metricity:

\[ \nabla_\mu g_{\alpha\beta} = -2g_{\mu(\alpha} \nabla'_{\beta)} \Psi \]  
(11)

This expression is similar to the non-metricity obtained for \( \Phi \) apart from a factor of 2. We now consider the case when both \((\Psi, \Phi)\) are present. \( \tilde{C}'_{\alpha\mu\nu} \) is given by the following expression:

\[ \tilde{C}'_{\alpha\mu\nu} = \delta^{\alpha}_{(\mu} \nabla'_{\nu)}[\ln(1+\Phi)] - \frac{1}{2}g_{\mu\nu} \nabla'\alpha[\ln(1+\Phi)] + g_{\mu\nu} \nabla'\alpha \Psi \]  
(12)

We obtain the following expression for the modified curvature scalar:

\[ R' = R' - \frac{3}{2} \frac{1}{(1+\Phi)^2} \nabla'\Phi^2 + 3(\nabla'\Psi)^2 + \frac{3}{(1+\Phi)}[(\nabla'_{\mu} \Phi)(\nabla'_{\nu} \Psi)] \]  
(13)

We have the following generalization of Einstein’s equation:

\[ \nabla'_{\kappa} \nabla'^{\kappa} \Psi + \frac{1}{2(1+\Phi)} \nabla'_{\kappa} \nabla'^{\kappa} \Phi = 0 \]  
(14)

\[ 3 \frac{1}{2} \nabla'_{\kappa} \nabla'^{\kappa} \Phi + \frac{1}{(1+\Phi)}(\nabla'\Phi)^2 - (\nabla'_\kappa \Psi)(\nabla'^{\kappa} \Phi) = 0 \]

\[ G'_{\mu\alpha} = 8\pi [P'_{\mu\alpha} + \frac{3}{16\pi} P'_{\mu\alpha}(\Phi) - \frac{3}{8\pi} P'_{\mu\alpha}(\Psi) - \frac{3}{8\pi} P'_{\mu\alpha}(\Psi, \Phi)] \]

\[ P'_{\mu\alpha}(\Psi, \Phi) = \frac{1}{(1+\Phi)}[(\nabla'_{(\mu} \Psi)(\nabla'_{\alpha)} \Phi) - \frac{1}{2}g_{\mu\alpha}(\nabla'\psi \Psi)(\nabla'\Phi)] \]
The first two equations are the equations for $\Psi$ and $\Phi$ respectively. We find that coupling of $\Psi$ with $\Phi$ gives another contribution to source stress tensor which can be positive or negative. This is again important for dark energy research.

We now briefly discuss the geometrical significance of $(\Psi, \Phi)$ and corresponding non-metricities given by Eqs. (7,11). We define the the non-metricity tensor by:

$$Q_{\mu\alpha\beta} = -\nabla_\mu g_{\alpha\beta} = g_{\mu(\alpha} \nabla^\alpha g_{\beta)} \ln (1 + \Phi); \quad 2g_{\mu(\alpha} \nabla^\alpha g_{\beta)} \Psi \quad (15)$$

Both $\Psi$ and $\Phi$ can be present in the manifold when non-metricity is required. We can split $Q_{\mu\alpha\beta}$ into a trace $Q_\mu$ and traceless part $\bar{Q}$ in the last two indices:

$$Q_{\mu\alpha\beta} = Q_\mu g_{\alpha\beta} + \bar{Q}_{\mu\alpha\beta} \quad (16)$$

Both trace and traceless parts of $Q_{\mu\alpha\beta}$ are finite for the above cases. Corresponding connections do not preserve the light cone under parallel transport and we no longer have the local Minkowski structure of spacetime. Thus, we can not have exact $(3 + 1)$ -splitting of the underlying manifold into space and time. We find that departure from local Minkowski geometry can give new fields like dark matter, dark energy and inflation not found ordinarily. A few examples of non-metric affine connections with vanishing $\bar{Q}$, that are local gauge theories for the Weyl group (Poincare group plus dilatation), are discussed in the references given at the footnote 24 of Ref. 3. We can have finite or vanishing torsion in such theories. These theories preserve the light cone under parallel transport and are locally Minkowski due to the reparameterization invariance of geodesics.

The scalar fields $(\Psi, \Phi)$ are purely quantum gravitational in origin. They are kinematically required in quantum gravity. In this domain, $Q_{\mu\alpha\beta}$ can not vanish due to the arguments given in Sect. III. $(\Psi, \Phi)$ are finite everywhere and hence, they are non-localized similar to dark energy and inflation. They break the local Minkowski structure of spacetime, and are not present in the matter-gravity coupling part of the semiclassical theory of quantum gravity which presently is locally Lorentz invariant quantum field theory in curved spaces. It is unexpected that any significant coupling between $(\Psi, \Phi)$ and ordinary matter like fermions, present in the full quantum theory, will be lost in the semiclassical limit. Thus, we assume that $(\Psi, \Phi)$ can be present without corresponding sources from ordinary matter. They contribute non-trivially to the source stress tensor of Einstein’s equation and are possible candidates for dark energy and inflation. Dark energy is non-localized, have negative pressure and is primarily observed by their gravitational effects. These make $\Psi$ a possible candidate for dark energy. $\Phi$ can be a possible candidate for inflation. The amount of dark energy is much higher than ordinary matter and $(\Psi, \Phi)$ need not to have ordinary matter with finite hypermomentum as their sources. A complete theory of quantum gravity will illuminate this issue further. $(\Psi, \Phi)$ are in line with other scalars introduced similarly, like the dilaton. Observed local Lorentz invariance in many experiments indicate that $(\Psi, \Phi)$ are presently very small. This can explain the smallness of parameters like the cosmological constant required to explain present cosmological acceleration in some models. With $(\Psi, \Phi)$ being small
and non-localized, their effects are usually observed in large scale phenomena and are not much significant in small scale astrophysics like that of the Solar system. This is another characteristic aspect of dark energy. Quantum fluctuations in \((\Psi, \Phi)\), including vacuum fluctuations, can also be useful to explain different cosmological eras. \((\Psi, \Phi)\) will be coupled with each other when we include both of them. This is given by Eq. (14). When required, we can include \(E^\alpha, \tilde{E}^\alpha_{\mu\nu}, q_{\mu\nu}\) and torsion potentials to explain different cosmological observations. A related problem is to find out possible interactions and particle interpretations of fields that correspond to different representations of the Lorentz group when the local Minkowski structure of spacetime is broken strongly. This will happen in the quantum gravitational domain. This will be important to understand the relations between the complete set of fields including ordinary matter and gauge fields. We can continue to describe gauge theories by potentials. This is consistent with the Palatini formalism, since the potentials are analogous to connections in the geometric theory of gauge fields.
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We consider a model based on p-form kinetic Lagrangians in the context of dark energy. The Lagrangian of the model is built with kinetic terms of the field strength for each p-form coupled to a scalar field $\phi$ through a kinetic function. We assume that this scalar field is responsible for the present accelerated expansion of the Universe. Since we are interested in cosmological applications, we specialize the analysis to a 4-dimensional case, using an anisotropic space-time. By studying the dynamical equations, we investigate the evolution of the dark energy density parameter, the effective equation of state and the shear induced by the anisotropic configuration.
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1. Motivation

The predictions coming from the inflationary paradigm 1, 2 had been successfully confirmed with measures of the fluctuations in temperature of the Cosmic Microwave Background (CMB), and probes in the Large Scale Structure (LSS) of the Universe, with a significantly increase of precision during the last decades. In its simple form, based on a single scalar field (the inflaton) with a slow-roll potential, inflation predicts a statistical Gaussian distribution function and an isotropic power spectrum. However, some anomalies present in current data, need models beyond the standard slow-roll description in order to be fully addressed. These anomalies are related with statistical anisotropies and signals of parity violation 3.

One simple attempt relies in the inclusion of vector fields (or 1-forms), due to the intrinsic preferred directions they dictate. Models which couples a Maxwell kinetic term and a scalar field as $f(\phi)F^{\mu \nu} F_{\mu \nu}$ with $F_{\mu \nu}$ the field strenght of a vector field $A_{\mu}$, had been studied in the context of inflation 4, as well as modifications like $\phi F_{\mu \nu} \tilde{F}^{\mu \nu}$ with $\tilde{F}$ the dual of $F$ 5. With the same spirit, the anisotropic spectrum of models including terms as $H_{\mu \nu \sigma} H^{\mu \nu \sigma}$ being $H_{\mu \nu \sigma}$ the corresponding field strength of a 2-form field $B_{\mu \nu}$, had been considered 6.

Besides the applications to cosmic inflation, general p-forms had potential interest to explain the current acceleration of the Universe. In particular, anisotropic dark energy coming from a quintessence field $\phi$ coupled to a vector field were studied in Ref. 7. A similar analysis was carried out in Ref. 8, but this time using the field strength of a 2-form coupled to the scalar $\phi$. In both references, possible scenarios
where dark energy domination era is plausible after radiation and matter epochs, were found. We can go further the standard approach of Maxwell-like terms of the p-forms and allow for couplings between them, as in Ref. 9, where this construction was made. The aim of this short paper is to begin studying the cosmological consequences of coupled p-forms. We will focus in the case of a 4-dimensional space-time and will consider the effect of a combination of a 1-form and a 2-form fields coupled to a kinetic function of the quintessence field.

2. p-form-scalar model

We will consider the standard Lagrangian for a scalar field composed by its kinetic term and a potential $V(\phi)$ as:

$$\mathcal{L}_\phi = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + V(\phi).$$  \hspace{1cm} (1)

For the p-form sector we start with basic definitions. Given a p-form $A_{\mu_1,\mu_2,\ldots,\mu_p}$, its dynamics is introduced by the field strength $F_{\mu_1,\mu_2,\ldots,\mu_p+1} \equiv \partial_{[\mu_1} A_{\mu_2,\mu_3,\ldots,\mu_p+1]}$. In this simple case, the Lagrangian that we are going to construct will be built out of the appropriate combinations of the field strengths of the p-forms, coupled to the scalar field $\phi$ through arbitrary functions $f(\phi)$. In four dimensions, only two terms remain 9, thus the Lagrangian simply reads$^b$

$$\mathcal{L}_{p}(\phi, A_p) = f^2(\phi) \left( \frac{1}{4} F_{1,\mu_1,\mu_2} F_{1}^{\mu_1,\mu_2} + \frac{1}{12} F_{2,\mu_1,\mu_2,\mu_3} F_{2}^{\mu_1,\mu_2,\mu_3} \right).$$ \hspace{1cm} (2)

Assuming standard gravity, the action of our model can be written as

$$S_p = \int d^4x \sqrt{-g} \left[ \frac{M_p^2}{2} R - \mathcal{L}_\phi - \mathcal{L}_{p}(\phi, A_p) \right],$$ \hspace{1cm} (3)

where $M_p$ the Planck mass and $R$ the Ricci scalar.

3. Background equations

The Einstein equations could be written as

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 8\pi G (T^m_{\mu\nu} + T^\phi_{\mu\nu} + T^p_{\mu\nu}),$$ \hspace{1cm} (4)

where we split the energy momentum tensor, $T_{\mu\nu}$, in three parts: $T^\phi_{\mu\nu}$, $T^p_{\mu\nu}$ and $T^m_{\mu\nu}$, representing the contributions of the scalar field, the p-forms and the standard

$^a$In 4 dimensions there is a non-vanishing coupling term between a 1-form and a 2-form, which can support anisotropic inflation 10. We leave the study of these term in the context of dark energy for a forthcoming publication.

$^b$The coupling functions $f_i(\phi)$ for each p-form are in general different. Here we assume them equal just for simplicity.
matter, respectively.

\[ T^\phi_{\mu
u} = \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu
u} \partial_\sigma \phi \partial^\sigma \phi - g_{\mu
u} V(\phi), \]

\[ T^\phi_{\mu
u} = f^2 \left[ F_{\nu \gamma} F^\gamma_{\mu} + F_2^{\alpha \beta} \partial_\alpha F_2^{\beta \mu} - g_{\mu
u} \left( \frac{1}{4} F_1^2 + \frac{1}{12} F_2^2 \right) \right], \]

with the shorthand notation \( F_1^2 \equiv F_{\mu_1 \mu_2} F^{\mu_1 \mu_2} \) and \( F_2^2 \equiv F_{\mu_1 \mu_2 \rho \sigma} F^{\mu_1 \mu_2 \rho \sigma} \). For the matter sector we assume a perfect fluid contribution \( T^\rho_{\mu\nu} = \text{diag}(\rho_f, p_f, p_f, p_f) \) with \( \rho_f \) the energy density and \( p_f \) the pressure. Taking into account the Lagrangian of the scalar field \( \mathcal{L}_\phi \) given in eq. (1), variation w.r.t. \( \phi \) gives

\[ \Box \phi - V_\phi + 2 f f_{\phi \phi} (F_1^2 + F_2^2) = 0, \]

with \( f_{\phi \phi} \equiv \frac{d^2 f(\phi)}{d\phi^2} \). In which follows, we will use the gauge freedom \( A_0 = \partial^\mu A_4 = 0 \), to choose the vector field along the \( x \) direction \( A_1 = A_1(t) dx \), and the 2-form along the plane \( y - z \), this is \( A_2 = A_2(t) dy \wedge dz \). Thus, due to the rotational symmetry of \( A_1 \mu_1 \) and \( A_2 \mu_1 \mu_2 \) we use a Bianchi I metric:

\[ ds^2 = -dt^2 + e^{2\alpha(t)} \left[ e^{-4\sigma(t)} dx^2 + e^{2\sigma(t)} (dy^2 + dz^2) \right], \]

being \( e^\alpha \equiv a \), with \( a \) the scale factor, and \( \sigma \) the spatial shear. The equation of motion (e.o.m) for the fields \( A_1 \) and \( A_2 \) are

\[ \ddot{A}_1 + \left( \frac{2 f'}{f} \dot{\phi} + \dot{\alpha} + 4\dot{\sigma} \right) A_1 = 0, \quad \ddot{A}_2 + \left( \frac{2 f'}{f} \dot{\phi} - (\dot{\alpha} + 4\dot{\sigma}) \right) A_2 = 0, \]

the solutions are simply

\[ \ddot{A}_1 = \tilde{p}_1 f(\phi)^{-2} e^{-\alpha - 4\sigma}, \quad \ddot{A}_2 = \tilde{p}_2 f(\phi)^{-2} e^{\alpha + 4\sigma}, \]

with \( \tilde{p}_1 \) and \( \tilde{p}_2 \) integration constants. If we define the energy densities of the \( p \)-forms as

\[ \rho_1 = \frac{f^2}{2} e^{-2\alpha + 4\sigma} \ddot{A}_1^2, \quad \rho_2 = \frac{f^2}{2} e^{-4\alpha - 4\sigma} \ddot{A}_2^2, \]

the Friedmann equations, coming from eq. (4), and the e.o.m for the scalar field could be written as

\[ \ddot{\alpha} = \ddot{\phi} + \frac{1}{3 M_{\text{pl}}^2} \left[ \rho_m + \rho_r + \frac{1}{2} \dot{\phi}^2 + V(\phi) + \rho_1 + \rho_2 \right], \]

\[ \ddot{\alpha} = -3 \dot{\alpha}^2 + \frac{1}{M_{\text{pl}}^2} \left[ \frac{\rho_m}{2} + \frac{\rho_r}{3} + V(\phi) + \frac{1}{3} \rho_1 + \frac{2}{3} \rho_2 \right], \]

\[ \ddot{\sigma} = -3 \dot{\sigma}^2 + \frac{1}{M_{\text{pl}}^2} \left[ \frac{2}{3} \rho_1 - \frac{2}{3} \rho_2 \right], \]

\[ \ddot{\phi} = -3 \dot{\phi}^2 - V_\phi + \frac{2 f}{f} (\rho_1 + \rho_2), \]

where we take into account contributions of non-relativistic matter and radiation.
4. Cosmological dynamics

Let us introduce the following dimensionless quantities

\[ \Sigma \equiv \frac{\dot{\phi}}{\alpha}, \quad X \equiv \frac{\phi}{\sqrt{6M_p H}}, \quad Y \equiv \frac{\sqrt{\Sigma}}{\sqrt{3M_p H}}, \quad \Omega_m \equiv \frac{\rho_m}{3M_p^2 H^2}, \quad \Omega_r \equiv \frac{\rho_r}{3M_p^2 H^2}, \]

where \( H \equiv \dot{\alpha}. \) Thus, eq. (12) can be written as \( \Omega_m = 1 - \Sigma^2 - \Omega_{DE} - \Omega_r, \) where \( \Omega_{DE} \equiv X^2 + Y^2 + \Omega_1 + \Omega_2, \) is the dark energy density parameter. The effective equation of state (e.o.s.) is defined as \( w_{eff} \equiv -1 - \frac{\dot{H}}{H^2}, \) where the ratio \( \frac{\dot{H}}{H^2} \) can be computed from eq. (13) as

\[ \frac{\dot{H}}{H^2} = -\frac{1}{2} \left( 3 + 3X^2 - 3Y^2 + 3\Sigma^2 + \Omega_1 - \Omega_2 + \Omega_r \right). \]

In addition, we define the dark energy density and pressure as

\[ \rho_{DE} = \frac{\dot{\phi}}{2} + V(\phi) + \rho_1 + \rho_2 + 3M_p^2 H^2 \Sigma^2, \quad p_{DE} = \frac{\dot{\phi}}{2} - V(\phi) + \frac{\rho_1}{3} + \frac{\rho_2}{3} + 3M_p^2 H^2 \Sigma^2. \]

The e.o.s for dark energy becomes

\[ w_{DE} \equiv \frac{p_{DE}}{\rho_{DE}} = \frac{3(X^2 - Y^2 + \Sigma^2) + \Omega_1 - \Omega_2}{3(X^2 + Y^2 + \Sigma^2 + \Omega_1 + \Omega_2)}. \]

In order to get a closed system of equations, it is necessary to define explicitly the form of the potential \( V(\phi) \) and the coupling function \( f(\phi). \) We choose them to be of exponential type \( V(\phi) \propto e^{-\lambda \phi}, \ f(\phi) \propto e^{-\mu \phi}, \) where \( \lambda \) and \( \mu \) are dimensionless constants 7, 8. Thus, by differentiating w.r.t. the number of e-folds \( N \equiv \ln a \) each one of the variables given in eq. (16) and eq. (17) we find

\[ \Sigma' = \frac{\Sigma}{2} \left( 3X^2 - 3Y^2 + 3\Sigma^2 - 3 + \Omega_1 - \Omega_2 + \Omega_r \right) + 2\Omega_1 - 2\Omega_2, \]

\[ X' = \frac{3X}{2} \left( X^2 - Y^2 + \Sigma^2 - 1 + \Omega_1 - \Omega_2 + \Omega_r \right) - \sqrt{6} \left( \rho_1 (\Omega_1 + \Omega_2) - \frac{\lambda Y^2}{2} \right), \]

\[ Y' = \frac{Y}{2} \left( 3X^2 - 3Y^2 + 3\Sigma^2 + 3 + \Omega_1 - \Omega_2 + \Omega_r - \sqrt{6} \lambda X \right), \]

\[ \Omega_1' = \Omega_1 \left( 3X^2 - 3Y^2 + 3\Sigma^2 + 4\Sigma - 1 + 2\sqrt{6} \mu X + \Omega_1 - \Omega_2 + \Omega_r \right), \]

\[ \Omega_2' = \Omega_2 \left( 3X^2 - 3Y^2 + 3\Sigma^2 + 4\Sigma + 1 + 2\sqrt{6} \mu X + \Omega_1 - \Omega_2 + \Omega_r \right), \]

\[ \Omega_r' = \Omega_r \left( 3X^2 - 3Y^2 + 3\Sigma^2 - 1 + \Omega_1 - \Omega_2 + \Omega_r \right). \]

Instead of the standard analysis of critical points and stability for the previous autonomous system, we decide to make numerical integrations of the equations to obtain a general behavior of the solutions. A complete analysis of this system goes
Fig. 1. (a) Evolution of $\Omega_{\text{DE}}, \Omega_r, \Omega_m, w_{\text{DE}}$, and $w_{\text{eff}}$ versus $z+1$ for $\lambda = \mu = 10$, with the initial conditions $X = 10^{-13}$, $Y = 10^{-14}$, $\Sigma = 0$, $\Omega_1 = 10^{-7}$, $\Omega_2 = 10^{-10}$, and $\Omega_r = 0.99996$ at the redshift $z = 7.9 \times 10^7$. (b) Evolution of $-\Sigma$, $\Omega_1$ and $\Omega_2$ versus $z+1$ for $\lambda = \mu = 10$ with the same set of initial conditions as figure (a).

Beyond this short paper and is left for a forthcoming work. In Fig. 1 we shown the numerical integration of the set of eqs. (22) to (27) where the couplings constants were fixed to be $\lambda = \mu = 10$. Typically, we search for a transition from radiation dominance, to matter dominance, and finllay reach an epoch dominated by dark energy today. In terms of effective equation of state $w_{\text{eff}}$ those transitions are of the type $w_{\text{eff}} \sim \frac{1}{2} \rightarrow w_{\text{eff}} \sim 0 \rightarrow w_{\text{eff}} \leq -\frac{1}{3}$, as we can see in Fig. 1a, where the sequence is observed in terms of the density parameters. For large redshifts the radiation dominates and start to decrease at an approximate redshift of $z \sim 3000$ to a matter dominated epoch ($\Omega_m \sim 1$), as expected. The evolution of the shear $\Sigma$ and the density parameters $\Omega_1$ and $\Omega_2$ are shown in Fig. 1b. The contribution of the 2-form always dominate over the 1-form, except for the initial condition at high redshift ($\sim 10^7$); the shear increases until a constant value in the present time. In contrast with the case presented in Ref. 8, where only the 2-form is considered, $w_{\text{eff}}$ and $w_{\text{DE}}$ we will not reach the asymptotic value $\sim -1$. Nevertheless, we check numerically by evolving $w_{\text{DE}}$ with different (larger) values of the coupling $\mu$, that this value is realized.

As we anticipated, a complete analysis including the stability of fixed points of the autonomous system, will be presented in a future work, where we also want to elucidate the effect of a non-vanishing coupling between the 1- and 2-form fields.
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In order to reconcile the quantum mechanics and general relativity, the equivalence principle of quantum gravity is introduced for extending the equivalence principle of general relativity to the observer frames of reference which are in quantum mechanical motions. The equivalence principle of quantum gravity is that the laws of physics must be of such a nature that they apply to systems of reference in any kind of motions, both classical and quantum mechanical. Under such principle, the quantum gravity should be formulated in the quantum space-time-matter space with local conformal symmetry and the mathematical expressions for the cosmological constant as well as the masses of fundamental particles can be found by the theory.
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1. Introduction

It is well known that the two main pillars of modern physics, the general relativity (GR) and quantum mechanics (QM), are fundamentally inconsistent with each other. In order to reconcile the QM and GR, the equivalence principle of quantum gravity is introduced for extending the equivalence principle of GR to the observer frames of reference which are in quantum mechanical motions. The equivalence principle of quantum gravity is that the laws of physics must be of such a nature that they apply to systems of reference in any kind of motions, both classical and quantum mechanical. That means the quantum state of a particle is relative to the observer frame of reference which can also be itself in a quantum mechanical state. Under the principle, the quantum gravity should be formulated in the quantum space-time-matter (QSTM) space with local conformal symmetry. It was also expected that the ultimate theory of quantum gravity would explain the cosmological constant problem.

2. Quantum space-time-matter geometry

In relativity, the space and time are defined by the coordinate system established by measuring-rods and synchronised clocks, which are in classical motions and their measuring results correspond to the points in the 4-dimensional spacetime coordinate system. However, the measuring-rods and clocks themselves are subject to the quantum uncertainty as well as quantum mechanical motions. Therefore, the spacetime cannot simply be a 4-dimensional coordinate system with spacetime points but should be associated with the quantum states of measuring-rods and clocks specified
by their state parameters. The quantum state of the measuring-rod and clock, that is the quantum state of the spacetime by definition, can be defined as $|−→ x, Δ−→ x⟩$, where $−→ x$ is the classical spacetime vector and $Δ−→ x$ is the associated uncertainty. As the quantum uncertainties depends upon the energy scales, the modified definition of spacetime should therefore be observation energy scale dependent. The quantum state $|α⟩$ of a particle can be projected to such quantum spacetime state to become a wavefunction $φ(−→ x, Δ−→ x)$ as $φ(−→ x, Δ−→ x) = ⟨−→ x, Δ−→ x|α⟩$. Furthermore, the particle quantum state can be observed in another quantum spacetime state $|−→ y, Δ−→ y⟩$ which can be expressed in general as linear combination of the eigenstate of $|−→ x, Δ−→ x⟩$. The transformation can be expressed as

$$⟨−→ y, Δ−→ y|α⟩ = ∫ ⟨−→ y, Δ−→ y|−→ x, Δ−→ x⟩⟨−→ x, Δ−→ x|α⟩$$

The integration sign denotes the summation or integration of all the possible eigenstates of $|−→ x, Δ−→ x⟩$. Actually, such notation can be omitted by identifying the operator $|−→ x, Δ−→ x⟩⟨−→ x, Δ−→ x|$ as the internal index of the summation or integration as analogous to the Einstein’s convention.

For introducing the geometrical concept to QM and the equivalence principle of quantum gravity in quantum gravity, the spacetime should be merged with matter together to become the QSTM space with local conformal symmetry under the Weyl like geometry. As a consequence, all the physical laws apply not just to the frames of reference in any kind of classical motion as in GR but also the same in the reference frames in quantum mechanical motions as well. It implies that the general physical laws of nature are required to be expressed by equations which hold good for all systems of quantum spacetime states which are covariant under the transformation in Eq (1) and the quantum mechanical motion is relative in nature. The QSTM state $|Ψ⟩$ is the combination of the quantum state of particle and spacetime as $|Ψ⟩ = |φ⟩|−→ x, Δ−→ x⟩$. The length of a general small line element $dL$ can be defined in a small region of QSTM space as the inner product of $δ|Ψ⟩$ as

$$dL^2 = δ|Ψ⟩ · δ|Ψ⟩ = δ(|φ⟩|−→ x, Δ−→ x⟩) · δ(|φ⟩|−→ x, Δ−→ x⟩)$$

where the inner product can be defined as the usual inner product used for quantum mechanical states and thus $dL^2$ has a real value. Let us also introduce the operator $δ|−→ x, Δ−→ x⟩$, which can extract the spacetime length from the quantum spacetime state, for small changes on spacetime state with the property as

$$δ|−→ x, Δ−→ x⟩ = δ|−→ x, Δ−→ x⟩$$

When there is no local mixing between the quantum matter particle state and the quantum spacetime state, another line element $dl$ can be defined in the QSTM
space and when expressing it in generalised coordinates $\xi^m_\mu$ in the QSTM space gives

$$dl^2 = \delta \langle \phi | \delta \frac{\tilde{\Delta} \delta | \phi \rangle \cdot \delta \langle \phi | \delta \frac{\tilde{\Delta} \delta | \phi \rangle = G^{\mu \nu}_{\mu \nu} d\xi^\mu_m d\xi^n_n \tag{4}$$

where $G^{\mu \nu}_{\mu \nu}$ is the combined metric of the QSTM space and the extracted spacetime length and the index $\mu$ and $\nu$ are the usual spacetime indexes in GR while $m$ and $n$ are the indexes associated with the quantum spacetime and matter states. Such formulation works well on discrete eigenstates as well as continuous eigenstates. Let us define the local conformal operator $\Omega$ on the QSTM state as

$$\delta \langle \Psi | \rightarrow \Omega \delta \langle \Psi | \tag{5}$$

By using the closest admissible action in Weyl geometry analogous to the Einstein’s action for local conformal symmetry

$$S = \int \mathcal{R}^2 \sqrt{-G} d^p \xi \tag{5}$$

where $\mathcal{R}$ is the curvature scalar defined for $G^{\mu \nu}_{\mu \nu}$ with the QSTM and $p$ is the total number of dimensions of it. It is a generalized action of quantum gravity in the formulation of the QSTM space. The variation of the action under a suitable local conformal transformation with imposing the gauge $\mathcal{R} \sim 4 \Lambda$ for fixing the scale of the QSTM space, where $\Lambda$ is a constant, gives

$$S = \int \left( \mathcal{R} - 2 \Lambda \right) \sqrt{-G} d^p \xi \tag{6}$$

In the special case that the QSTM space is a flat space and, for simplicity, assuming that the matter field is a scalar field, the Eq (4) can be written as

$$dl^2 = \left( \phi^2 \mathcal{g}((\Delta x)_{\mu \nu}) \right) dx^\mu dx^\nu \tag{7}$$

where $\left( \phi^2 \mathcal{g}((\Delta x)_{\mu \nu}) \right)$ is the quantum probability weighted spacetime metric, which is specified with measurement uncertainty, combined with the matter field. Also, for a flat space, the metric $G^{\mu \nu}_{\mu \nu}$ does not vary with $\xi_m$ and the action can then be expressed in terms of $\mathcal{g}_{\mu \nu}$ and $\phi$ with variation on spacetime as

$$S = \int \left( \phi^2 \mathcal{R} - 2 \Lambda \phi^4 + 6 (\partial \phi)^2 \right) \sqrt{-\mathcal{g}} d^4 x \tag{8}$$

Aligning the term $(\partial \phi)^2$ as the kinetic term of the $\phi$ field gives

$$S' = \int \left( \frac{1}{12} \phi^2 \mathcal{R} - \frac{1}{6} \Lambda \phi^4 + \frac{1}{2} (\partial \phi)^2 \right) \sqrt{-\mathcal{g}} d^4 x \tag{9}$$

If $\mathcal{R}$ is a constant, the spontaneous symmetry breaking (SSB) on the $\phi$ field gives the relation $\mathcal{R}/4 \Lambda = \phi_0^2$. Defining the conformal operator $\omega$, which is associated with the change of scale of observation, in the spacetime on the metric and scalar field as $\mathcal{g}_{\mu \nu} \rightarrow \omega^2 \mathcal{g}_{\mu \nu}$ and $\phi \rightarrow \omega^{-1} \phi$. The action in Eq (9) is invariant under
such conformal transformation. The quantum gravity therefore possesses a double conformal structures. This point is very crucial as it allows the change scale in one degree of freedom and then compensate by the other to make the physical laws invariant.

3. Particle masses and cosmological constant

Considering a shift field \( h \) around the minimum of the potential as \( \phi = \phi_0 \) with an energy scale \( \phi_0^2 = 6m'^2 \) in the SSB of the action in Eq (9), the equation becomes

\[
S = \int \left( \frac{1}{2} m'^2 \mathcal{R} - 3\Lambda m'^4 - \frac{1}{2} (\partial h)^2 + \frac{1}{2} \mathcal{R} h^2 + \ldots \right) \sqrt{-g} d^4 x
\]  
(10)

Under the change the scale of observation by applying conformal transformation on the spacetime as \( g_{\mu\nu} \rightarrow (m'/M_p)^2 g_{\mu\nu} \) and \( \phi \rightarrow (m'/M_p)^{-1} \phi \), where the mass scale \( M_p \) is the reduced Planck mass, the equation can be expressed as

\[
S = \int \left( \frac{1}{2} M_p^2 \mathcal{R} - 3\Lambda M_p^4 - \frac{1}{2} (\partial h')^2 + \frac{1}{2} \mathcal{R} h'^2 + \ldots \right) \sqrt{-\mathcal{R}} d^4 x
\]  
(11)

The term \( \mathcal{R} h'^2 \) acts as the mass term of the excitation field \( h' \). Since \( \mathcal{R} \) is the conformal transformation of the term related to the vacuum energy of spacetime in empty space and since \( \mathcal{R} \sqrt{-g} \) should be transformed as \( \sqrt{-\mathcal{R}} \) and therefore \( \mathcal{R} \) should be equal to \( (m'/M_p)^2 \mathcal{R} \) which is the particle squared mass term. That imply the existence of a particle with mass \( (m'/M_p) \mathcal{R}^2 \). We can change the observer frame of reference for observing such particle due to the double conformal symmetry and this will lead to the change on the broken scale. Recalling that the scale of the QSTM space is fixed by the gauge \( \mathcal{R} \sim 4\Lambda \) and let the factor for the associated scale change is \( \Omega^4 \), the scale of \( \Lambda \) is therefore changed as \( \Lambda \rightarrow \Omega^4 \Lambda \). The scale change of \( \Lambda \) implies that the SSB condition \( \mathcal{R} \sqrt{-g} = \phi_0^2 \) requires to be varied so that the mass value \( (m'/M_p) \mathcal{R}^2 \) in Eq (11) of the said particle will be changed also. As the mass value is determined by the ratio \( \mathcal{R} \sqrt{-g}/\phi^2 \) and under the change of scale for Eq (11) following the conformal transformation \( \omega \) on the spacetime and matter field induce the transformation as

\[
\frac{\Omega^4 \mathcal{R} \sqrt{-g}}{\phi^2} \rightarrow \frac{\omega^4 \Omega^4 \mathcal{R} \sqrt{-g}}{\phi^2}
\]  
(12)

Therefore, for keeping the mass unchanged through the change of observer frame of reference requires that \( \omega = 1/\Omega \). The structure of the QSTM space under broken symmetry can be explored by repeatedly performing the above processes of changing observer frame such that in every changed frame the mass of the particle are still equal to \( m'/M_p \), although the \( M_p \) varies with the transformed frame of reference. A set of scale factors can be found for the QSTM space scale

\[
(\Omega)^{2n} = \left( \frac{m'}{M_p} \right)^2 \Rightarrow \Omega = \left( \frac{m'}{M_p} \right)^{\frac{1}{n}}
\]  
(13)
where $n$ is the number of the said transformation to achieve the mass factor $m'/M_p$ in a frame. Suppose $m'/M_p \sim 10^{-15}$, that is $m' = 2.435\, TeV$, and since the particle mass $m_i$ is equal to $\Omega m_i \overline{R}^2$, if $\overline{R}^2 = 10\, TeV$, a set of mass values can be found and compared with the lepton masses data of the Particle Data Group\(^7\) as $m_1 = 10^{-15} \overline{R}^2 = 0.01\, eV \sim m_{\nu}$; $m_2 = 3.16 \times 10^{-8} \overline{R}^2 = 316.23\, keV \sim m_{\mu}$; $m_3 = 10^{-5} \overline{R}^2 = 100\, MeV \sim m_{\tau}$; $m_4 = 1.778 \times 10^{-3} \overline{R}^2 = 1.778\, GeV \sim m_{\tau}$, where $m_{\nu}$, $m_{\mu}$, $m_{\tau}$ are respectively the mass of neutrinos, electron, muon and tau lepton. The actual neutrino masses might not necessary be degenerate as the radiative corrections is not considered in the above calculation. The $m_2$ state is of the order of the electron mass and the difference could be due to the radiative correction to the QED vacuum. The $m_3$ state is equal to the muon mass up to about 5 percent and the $m_4$ state is even equal to the tau lepton mass up to only about 0.06 percent. For the mass states with $n > 4$, for instance, the mass value of $m_5$ state is consistent with the dark matter candidate with a mass of 10 GeV as proposed by some researchers\(^8\). In extending the argument to half-integer value of $n$, $m_{4.5} = 4.64\, GeV$ and $m_{8.5} = 171.9\, GeV$. The values are very close to the mass values of bottom and top quarks. That means the half integer values of $n$ may correspond to the quark masses. However, due to the QCD vacuum, the calculated values for the lighter quark masses would have greater discrepancy with the actual current quark masses.

As the Eq. (9) and Eq. (11) is related by the conformal transformation of spacetime and the matter field and the SSB which is determined by the observation scale. In fact, the Eq (9) resembles the following action of the Higgs potential when $\overline{R}$ is a constant in one hand

$$S' = \int \left( \frac{1}{2} \mu^2 \phi^2 - \frac{1}{4} \lambda \phi^4 + \frac{1}{2} (\partial \phi)^2 \right) \sqrt{-g} d^4 x \quad (14)$$

On the other hand, it can become the action of gravitational field coupled to matter field after the local conformal transformation and SSB as discussed above. Comparing the coefficients between the Eq (9) and Eq (14) gives $\overline{R}/12 = \mu^2/2$ and $\Lambda/6 = \lambda/4$. Furthermore, by comparing Equation (11) with the gravitational action and eliminating $\Lambda$ in the above equations, we get $3\lambda M_p^2 = \Lambda_{cc}$ and $\Lambda_{cc} = 4.5\lambda M_p^2$, where $\Lambda_{cc}$ is the cosmological constant. If then applying a conformal transformation on the QSTM space metric to change the observer frame of reference, under the same factor as the one in obtaining the fundamental particle masses with $n = 2$, and since the cosmological constant transforms as the square of the metric, that is conformal factor $\Omega^4$, with respect to the conformal factor of $\Omega^2$ on the metric, we have

$$\Omega = \left( \frac{m'}{M_p} \right)^2 \Rightarrow \Lambda_{cc} = 4.5 \lambda M_p^2 \left( \frac{m'}{M_p} \right)^4 \quad (15)$$

By putting $\lambda = 0.258$ which is based on the 125 GeV Higgs particle mass and 246 GeV electroweak VEV value, we get $\Lambda_{cc} = 6.49 \times 10^{-66} eV^2$. Such calculated...
cosmological constant value is in very good agreement with the observation value of $4.33 \times 10^{-66} eV^2$ of Planck CMB probe when connecting to the fundamental particle masses.

4. Discussions and conclusions

The theory of quantum gravity is formulated in the QSTM space with local conformal symmetry under the equivalence principle of quantum gravity. The QSTM space possesses a double conformal symmetry geometrical structure. Different exponent $n$ values of the associated conformal factor $\Omega = (m'/M_p)$ gives the fundamental particle mass values and the observed cosmological constant value with very good agreement. It indicates that the fundamental particle masses and the cosmological constant are related in the theory. Furthermore, the above mass formula allows the existence of some mass states that are so far not experimentally observed that might provide new opportunities for discussing the nature of such mass states.
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In this work, we study the $F(R)$ gravity with $f$-essence for the flat and homogeneous Friedman-Robertson-Walker universe. For this model, we have presented the point-like Lagrangian and the corresponding field equations. To describe the dynamics of the universe, we have investigated some cosmological solutions for $K$, $F$ and $h$ functions. It is shown that these solutions describe the late time accelerated expansion of the Universe.
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1. Introduction

To theoretically investigate the accelerated expansion of the Universe, many alternative gravity theories have been proposed. One of these theories is $F(R)$ gravity, where $R$ is a Ricci scalar\(^1\)-\(^3\). In this theory, the Einstein-Hilbert action is generalized to action for $F(R)$, i.e. as arbitrary function of $R$. On the other hand, it is known that higher degrees of $R$ in the Einstein-Hilbert action can lead to an inflation effect accelerated expansion in the early stages of the Universe\(^4\). Each form of $F(R)$ generates a new cosmological model. So it is important that this theory be tested for compliance not only with cosmological, but also with other requirements, such as stability of solutions.

As one of the other modifications in modern cosmological theory, is additional fermions fields (Dirac or spinor fields) are considered, such candidates for inflation or dark energy have been studied in the works\(^5\),\(^6\). Some cosmological model with fermion field in teleparallel gravity studied in works\(^7\),\(^8\). And in the work\(^9\) were study the cosmic expansion from boson and fermion fields. Generalized fermion fields were considered in\(^10\) and known as $f$-essence. In work\(^11\) was considered some cosmological model in $F(T)$ gravity with $f$-essence. Starobinsky model with $f$-essence was considered in work\(^12\).

This paper organizing as following: In Sect. 2 we review $F(R)$ gravity. In Sect. 3 we consider the generalization of $F(R)$ gravity with $f$-essence and derived field equations. In Sect. 4 we apply Noether symmetry to find the form of $F(R)$ gravity, coupling function and potential. The cosmological solutions are investigated in Sect. 5.

The signature of space-time metric used is $(−,+,+,+)$ and units have been chosen so that $8\pi G = c = \hbar = k = 1$. 
2. $F(R)$ gravity

For four dimensions space-time, the action in $F(R)$ gravity with matter is written as

$$S = \int d^4x \sqrt{-g} \left[ F(R) + L_m \right]$$

(1)

where $g = \det(g_{ik})$ is the determinant of the metric tensor matrix, $F(R)$ is a differentiable function of the Ricci scalar $R$, $L_m$ is the matter Lagrangian and for our case $8\pi G = 1$. Variation of the action (1) with respect to metric tensor $g_{ik}$ yields following field equations

$$F'(R)R_{ik} - \frac{1}{2} g_{ik} F(R) - \nabla^i \nabla_k F'(R) + g_{ik} \square F'(R) = k T_{ik}$$

(2)

where the prime a symbol means differentiation with respect to $R$ and $R_{ik}$ is a Riemann curvature tensor and $k$ is a coupling constant in gravitational units. Also, here $\square = \nabla^i \nabla_k$ with $\nabla_k$ is a covariant derivative. Here $T_{\mu\nu}$ is the energy-momentum tensor and write this as

$$T_{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta (\sqrt{-g} L_m)}{\delta g_{\mu\nu}} = g_{\mu\nu} L_m - \frac{1}{2} \frac{\partial L_m}{\partial g_{\mu\nu}}.$$  

(3)

3. $F(R)$ gravity with $f$-essence

Action for model with a generalized fermionic field that is non-minimally coupled to gravity in the framework of $F(R)$ gravity written as

$$S = \int d^4x \sqrt{-g} \left\{ h(u) F(R) + 2K(Y, u) \right\},$$

(4)

where $F$ is some function of the scalar Ricci $R$, $K$ is the Lagrangian density of the fermionic field, $u = \bar{\psi} \psi$ where $\psi$ and $\bar{\psi} = \psi^\dagger \gamma^0$ denote the fermion field and its adjoint, respectively, the dagger represents complex conjugation, $h(u)$ is generic function, representing the coupling with gravity and fermionic field.

The canonical kinetic term has the form

$$Y = \frac{1}{2} \left[ \bar{\psi} \Gamma^\mu \psi - (D_\mu \bar{\psi}) \Gamma^\mu \psi \right],$$

(5)

where $\Gamma^\mu = e_\rho^\mu \gamma^\rho$ are the generalized Dirac-Pauli matrices satisfying the Clifford algebra $\{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu}$, where the braces denote the anti-commutation relation, the covariant derivatives $e_\mu^a$ are given by

$$D_\mu \psi = \partial_\mu \psi - \Omega_\mu \psi, \quad D_\mu \bar{\psi} = \partial_\mu \bar{\psi} + \bar{\psi} \Omega_\mu.$$  

Above, the fermionic connection $\Omega_\mu$ is defined by

$$\Omega_\mu = -\frac{1}{4} g_{\rho\sigma} \left[ \Gamma^\rho_{\mu\delta} - e^\rho_\mu e^\delta_\rho \right] \Gamma^\sigma \Gamma^\delta,$$

with $\Gamma^\rho_{\mu\delta}$ denoting the Christoffel symbols.
We will consider the flat, homogeneous and isotropic Fridmann-Robertson-Walker (FRW) metric in the following form:

\[ ds^2 = -dt^2 + a^2(t) \left( dx^2 + dy^2 + dz^2 \right), \]

where \( a(t) \) is the scale factor of the Universe. Then for this metric we can define the following form

\[ \sqrt{-g} = a^3, \quad R = 6 \left( \frac{\ddot{a}}{a} + \frac{\dot{a}^2}{a^2} \right), \quad Y = 0.5i \left( \dot{\psi}^0 \psi - \dot{\psi}^0 \dot{\psi} \right). \]

where the dot represents differentiation with respect to time \( t \). For the FRW metric (6) the point-like Lagrangian we can write the following form

\[ L = a^3 h F - a^3 h RF_R - 6a\dot{a}^2 h F_R - 6a^2 \dot{a} h F_R h' \dot{a} - 6a^2 \dot{a} h F_R R_{RR} + 2a^3 K. \]

here the spinor field depends only on time and the prime denotes the derivative with respect to the bilinear function \( u \). Then for the action (4) and of the metric (6) the equations of motion are defined as

\[
3 \dot{a} \dot{R} F_{RR} + \left( 3 \frac{\dot{a}^2}{a^2} + 3 \frac{\dot{a} \dot{h}}{a \ h} - \frac{1}{2} R \right) F_R + \frac{1}{2} F = \frac{1}{h} \rho_f, \tag{8}
\]

\[
F_{RRR} \ddot{R}^2 + \left[ \ddot{R} + 2 \left( \frac{\dddot{a}}{a} + \frac{\dot{h}}{h} \dot{R} \right) \frac{\dot{R}}{F_R} + \left( 2 \frac{\dddot{a}}{a} + \frac{\dot{h}^2}{h^2} + \frac{\dddot{h}}{h \ h} + 2 \frac{\dot{h}}{a h} - \frac{1}{2} \dddot{R} \right) \frac{\dot{R}}{F_R} \right] F_R + \frac{1}{2} F = -\frac{1}{h} \rho_f, \tag{9}
\]

\[
K_Y \dot{\psi} + \frac{1}{2} \left( 3 \frac{\dddot{a}}{a} K_Y + K_Y \right) \dot{\psi} - iK_u \dot{\psi}^0 + \frac{1}{2} \left[ \left( R - 6 \frac{\dddot{a}}{a} - 6 \frac{\dot{h}^2}{a^2} \right) h' \psi^0 - 6 \frac{\dot{a}}{a} \left( h' \right) \psi_\gamma^0 + 6 \frac{\dot{a}}{a} \left( h' \right) \psi \dot{\gamma}^0 \right] F_R - \frac{i}{2} F h' \dot{\psi}^0 \psi = 0, \tag{10}
\]

\[
K_Y \dot{\psi} + \frac{1}{2} \left( 3 \frac{\dddot{a}}{a} K_Y + K_Y \right) \dot{\psi} + iK_u \dot{\psi}^0 - \frac{i}{2} \left[ \left( R - 6 \frac{\dddot{a}}{a} - 6 \frac{\dot{h}^2}{a^2} \right) h' \psi^0 - 6 \frac{\dot{a}}{a} \left( h' \right) \psi_\gamma^0 + 6 \frac{\dot{a}}{a} \left( h' \right) \psi \dot{\gamma}^0 \right] F_R + \frac{i}{2} F h' \dot{\psi}^0 \psi = 0. \tag{11}
\]

where \( \rho_f = V \) is the energy density and \( p_f = Y K_Y - K \) is the pressure of the fermion field. In the following section we will use the Noether symmetry approach for find form function \( F(R) \), the coupling function \( h(u) \) and function \( K(Y, u) \).
4. The Noether symmetries approach

One can express the Lagrangian for metric (6) in terms of the components of the spinor field \( \psi = (\psi_1, \psi_2, \psi_3, \psi_4)^T \) and its adjoint \( \bar{\psi} = (\psi_1^\dagger, \psi_2^\dagger, -\psi_3, -\psi_4^\dagger) \), the point-like Lagrangian (7), we can rewritten as follows

\[
L = a^3 h F - a^3 h RF_R - 6a^2 h F_R - 6a^2 \hat{a} F_R h' \bar{\psi}_i \psi_i - 6a^2 \hat{a} F_R h' \bar{\psi}_i^\dagger \psi_i - 6a^2 \hat{a} h \bar{R} F_{RR} + 2a^3 K. \tag{12}
\]

The symmetry an important role in physics because it is directly associated with the conservation laws of a dynamical system. First used the Noether symmetry approach in cosmology models and gravitational theories in the works\(^{13,14} \). This approach tells us that Lie derivative of the Lagrangian function \( L \) with respect to a given vector field \( X \) vanishes, i.e.

\[
XL = 0. \tag{13}
\]

A vector field \( X \) for the Lagrangian (12) is given by

\[
X = \alpha \frac{\partial}{\partial a} + \beta \frac{\partial}{\partial R} + \hat{\alpha} \frac{\partial}{\partial \hat{a}} + \hat{\beta} \frac{\partial}{\partial \hat{R}} + \sum_{j=0}^{3} \left( \eta_j \frac{\partial}{\partial \psi_j} + \bar{\eta}_j \frac{\partial}{\partial \bar{\psi}_j} + \chi_j \frac{\partial}{\partial \bar{\psi}_j^\dagger} + \bar{\chi}_j \frac{\partial}{\partial \psi_j} \right), \tag{14}
\]

Here

\[
\hat{\alpha} = \frac{\partial \alpha}{\partial \hat{a}} \hat{a} + \frac{\partial \alpha}{\partial \hat{R}} \hat{R} + \sum_{j=0}^{3} \left( \frac{\partial \alpha}{\partial \psi_j} \psi_j + \frac{\partial \alpha}{\partial \bar{\psi}_j} \bar{\psi}_j \right), \tag{15}
\]

\[
\hat{\beta} = \frac{\partial \beta}{\partial \hat{a}} \hat{a} + \frac{\partial \beta}{\partial \hat{R}} \hat{R} + \sum_{j=0}^{3} \left( \frac{\partial \beta}{\partial \psi_j} \psi_j + \frac{\partial \beta}{\partial \bar{\psi}_j} \bar{\psi}_j \right), \tag{16}
\]

\[
\bar{\eta}_j = \frac{\partial \bar{\eta}_j}{\partial \hat{a}} \hat{a} + \frac{\partial \bar{\eta}_j}{\partial \hat{R}} \hat{R} + \sum_{j=0}^{3} \left( \frac{\partial \bar{\eta}_j}{\partial \psi_j} \psi_j + \frac{\partial \bar{\eta}_j}{\partial \bar{\psi}_j} \bar{\psi}_j \right), \tag{17}
\]

\[
\bar{\chi}_j = \frac{\partial \bar{\chi}_j}{\partial \hat{a}} \hat{a} + \frac{\partial \bar{\chi}_j}{\partial \hat{R}} \hat{R} + \sum_{j=0}^{3} \left( \frac{\partial \bar{\chi}_j}{\partial \psi_j} \psi_j + \frac{\partial \bar{\chi}_j}{\partial \bar{\psi}_j} \bar{\psi}_j \right), \tag{18}
\]

where \( \alpha, \beta, \eta_j \) and \( \chi_j \) are unknown functions of the variables \( a, R, \psi_j \) and \( \psi_j^\dagger \). Then we can written at the following system of differential equations as

\[
a F_R + \beta a F_{RR} + 2a F_R \frac{\partial \alpha}{\partial a} + a^2 F_{RR} \frac{\partial \beta}{\partial a} + a F_R \frac{h_a}{h} \sum_{i=0}^{3} \left( \epsilon_i \eta_j \psi_i^\dagger + \epsilon_i \chi_j \psi_i \right) + a^2 F_R \frac{h_a}{h} \sum_{i=0}^{3} \left( \frac{\partial \eta_i}{\partial a} \psi_i^\dagger + \frac{\partial \chi_i}{\partial a} \psi_i \right) = 0, \tag{19}
\]

\[-6a^2 h F_{RR} \frac{\partial \alpha}{\partial R} = 0, \quad -6a^2 F_R h_a \psi_j \frac{\partial \alpha}{\partial \psi_j} = 0, \quad -6a^2 F_R h_a \psi_j \frac{\partial \psi_j}{\partial \psi_j} = 0, \tag{20}
\]
$$2\alpha F_{RR} + \beta a F_{RRR} + a F_{RR} \frac{\partial \alpha}{\partial a} + 2 F_{R} \frac{\partial \alpha}{\partial R} + a F_{RR} \frac{\partial \beta}{\partial R} + a F_{RR} \frac{h_{u}}{h} \sum_{i=0}^{3} (\psi_{i}^{\dagger} \psi_{i} + \psi_{i} \psi_{i}^{\dagger}) +$$
$$+ a F_{R} \frac{h_{u}}{h} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial R} \psi_{i} + \frac{\partial h_{u}}{\partial \psi_{i}^{\dagger}} \psi_{i} \right) = 0, \quad (21)$$

$$\left(2\alpha F_{R} + \beta a F_{RR} + a F_{R} \frac{\partial \alpha}{\partial a}\right) h_{u} \psi_{i}^{\dagger} + a F_{R} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{i}^{\dagger}} \chi_{i}^{\dagger} + \frac{\partial h_{u}}{\partial \psi_{i}} \chi_{i} \right) \psi_{i}^{\dagger} + a F R \chi_{i} h_{u} +$$
$$+ 2 h_{R} \frac{\partial \alpha}{\partial \psi_{j}^{\dagger}} + a h_{RR} \frac{\partial \beta}{\partial \psi_{j}} + a F_{R} h_{u} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{j}^{\dagger}} \psi_{i} + \frac{\partial h_{u}}{\partial \psi_{j}} \psi_{i} \right) = 0, \quad (22)$$

$$\left(2\alpha F_{R} + \beta a F_{RR} + a F_{R} \frac{\partial \alpha}{\partial a}\right) h_{u} \psi_{i} + a F_{R} \sum_{i=0}^{3} \left( \eta_{i} \frac{\partial h_{u}}{\partial \psi_{i}^{\dagger}} + \chi_{i}^{\dagger} \frac{\partial h_{u}}{\partial \psi_{i}} \right) \psi_{i} + a F R \eta_{i} h_{u} +$$
$$+ 2 h_{R} \frac{\partial \alpha}{\partial \psi_{i}^{\dagger}} + a h_{RR} \frac{\partial \beta}{\partial \psi_{i}} + a F_{R} h_{u} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{i}^{\dagger}} \psi_{i} + \frac{\partial h_{u}}{\partial \psi_{i}} \psi_{i} \right) = 0, \quad (23)$$

$$\sum_{i=0}^{3} \left( F_{R} h_{u} \psi_{i} \frac{\partial \alpha}{\partial R} + h_{RR} \frac{\partial \alpha}{\partial \psi_{i}} \right) = 0, \quad \sum_{i=0}^{3} \left( F_{R} h_{u} \psi_{i} \frac{\partial \alpha}{\partial R} + h_{RR} \frac{\partial \alpha}{\partial \psi_{i}} \right) = 0, \quad (24)$$

$$\sum_{i=0}^{3} \left( \frac{\partial \alpha}{\partial \psi_{j}^{\dagger}} \psi_{i} + \frac{\partial \alpha}{\partial \psi_{j}} \psi_{i} \right) = 0, \quad \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{j}^{\dagger}} \chi_{i}^{\dagger} + \frac{\partial h_{u}}{\partial \psi_{j}} \chi_{i} \right) \psi_{i} = 0, \quad \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{j}^{\dagger}} \psi_{i} + \frac{\partial h_{u}}{\partial \psi_{j}} \psi_{i} \right) = 0, \quad (25)$$

$$3 \alpha \psi_{j}^{\dagger} + a \chi_{j} + \frac{3}{a} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{j}^{\dagger}} \chi_{i}^{\dagger} - \frac{\partial h_{u}}{\partial \psi_{j}} \chi_{i} \right) = 0, \quad (26)$$

$$3 \alpha \psi_{j} + a \eta_{j} - \frac{3}{a} \sum_{i=0}^{3} \left( \frac{\partial h_{u}}{\partial \psi_{j}^{\dagger}} \psi_{i}^{\dagger} - \frac{\partial h_{u}}{\partial \psi_{j}} \psi_{i} \right) = 0, \quad (27)$$

$$3 \alpha (F - RF_{R}) - \beta a RF_{RR} + a \frac{h_{u}}{h} (F - RF_{R}) \sum_{i=0}^{3} \left( \psi_{i}^{\dagger} \psi_{i} + \psi_{i} \psi_{i}^{\dagger} \right) = 0, \quad (28)$$

$$3 \alpha (K - Y K_{Y}) + a K_{u} \sum_{i=0}^{3} \left( \psi_{i}^{\dagger} \psi_{i} + \psi_{i} \psi_{i}^{\dagger} \right) = 0. \quad (29)$$

After some mathematical calculations, we find the following particular solutions for the generators as

$$\alpha = \alpha_{0} a^{\frac{1}{2}}, \quad (30)$$
\[ \beta = 2\alpha_0 a^{-\frac{4}{3}} R, \]  
(31)

\[ \eta_j = -\left(\frac{3}{2}\alpha_0 a^{-\frac{4}{3}} + \epsilon_j \eta_0\right) \psi_j, \]  
(32)

\[ \chi_j = -\left(\frac{3}{2}\alpha_0 a^{-\frac{4}{3}} - \epsilon_j \eta_0\right) \psi_j^\dagger, \]  
(33)

where \(\alpha_0\) and \(\eta_0\) are some constant of integration. And find the functions \(h\), \(K\) and \(F\) the following form

\[ h = h_0 u^{\frac{4}{3}} \]  
(34)

\[ K = K_0 (Y - \nu u) \]  
(35)

\[ F = C_1 R, \]  
(36)

where \(h_0\), \(K_0\), \((\nu)\) and \(C_1\) are a integrable constant.

5. Cosmological solutions

In previous section we reconstructed the forms of \(h\), \(K\) and \(F\) by using Noether symmetry. Now we’re ready to solve equations of motion and find exact cosmological solutions. As a first step, we need to substitute the solutions (34), (35) and (36) in the field equations (10), (11). Then, we have

\[ \ddot{u} + 3 \frac{\dot{a}}{a} u = 0, \]  
(37)

so that

\[ u = \frac{u_0}{a^3} \]  
(38)

where \(u_0\) is an integration constant.

If we put the equations (34)-(36) in equation (8), we find

\[ \dot{a} = a_0 a. \]  
(39)

Solution of differential equation

\[ a(t) = C_2 e^{a_0 t}, \]  
(40)

where \(C_2\) is a constant of integration and \(a_0\) is

\[ a_0 = \frac{\nu}{2 h_0 u^{\frac{4}{3}} C_1}. \]  
(41)

The Hubble parameter is

\[ H = \frac{\dot{a}}{a} = a_0 C_2, \]  
(42)
Also, we find the energy density and pressure in these form
\[ \rho = 3H^2 = 3(a_0 C_2)^2, \]  
\[ p = -3H^2 - 2\dot{H} = -3(a_0 C_2)^2. \]

For our model the equation of state parameter can be define as
\[ \omega = \frac{p}{\rho} = -1. \]

We conclude that the fermionic field behaves as dark energy.

6. Conclusions
In this paper we investigated $F(R)$ gravity with $f$-essence for Friedman-Robertson-Walker space-time metric. For this model, we have derived the point-like Lagrangian and the corresponding field equations. By using Noether symmetry approach we obtained solutions for $K$, $F$ and $h$ functions. By substitute these expressions we have some cosmological solutions. It is shown that this solutions describe the late time accelerated expansion of the Universe.
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1. Introduction

Cosmological observations indicate that our Universe has two acceleration phases: early-time inflation and late-time cosmic acceleration so called dark energy.\(^1,2\) To describe these phenomena has been proposed several alternative models of gravity as $f(R)$ gravity, $f(T)$ gravity, Gauss-Bonnet gravity, massive gravity, scalar-tensor gravity and so on. All these theories assume as theoretical candidates to explain all evolution of Universe.

To modify usual curvature formulation of general relativity (GR), one starts by the replaces the Ricci scalar $R$ in the Einstein Hilbert action by arbitrary functions of it. However, alternatively one can use torsional general relativity, namely the so called teleparallel equivalent of general relativity (TEGR). In teleparallel gravity the gravitational field is described not by the curvature tensor but by the torsion, namely the torsion scalar $T$. Hence, similarly to the $f(R)$ extension of GR, one can construct the $f(T)$ extension of TEGR.\(^3,4\)

In cosmological framework symmetry technique like Noether symmetry,\(^5\) Lie symmetry,\(^6\) Hojman symmetry\(^7\) has revealed a useful tool in order to examine exact solutions. Also exact cosmological solutions of the Dirac (fermion) equation in curved space-time are useful tools in examine the physical behavior of particles in the particular space-time. These solutions have considerable importance in cosmology. In the 3D theory the exact solutions of the Dirac equations have been recently found for various potentials in the flat and curved space-time.

One of the first works on gravity in (2+1) dimensions appeared in the literature.\(^8\) Recently, the three dimensional gravity have also gained considerable importance. The (2+1) dimensional gravity has similar properties as the (3+1) dimensional theories of gravity. In 3D gravity Riemann tensor is reduced to the Ricci tensor in the (2+1) dimensions. It is more simple case than the (3+1) dimensional gravity.
Therefore, the (2+1) dimensional gravity is assume as toy model for a regular Einstein theory in (3+1) dimensions. Additionally, the (2+1) Dirac equations is less complicated than the (3+1) Dirac equation. The (3+1) Dirac equation includes the Dirac matrices and the Dirac spinors with the four components. However, in (2+1) dimensions, the Dirac matrices are reduced to Pauli matrices. In\textsuperscript{9,10,11} has been studied Dirac equations in framework of (2+1) dimensional Einstein-Hilbert and teleparallel gravity by Noether gauge symmetry approach, respectively. The aim of this study is to find exact solutions of the Dirac equation in a (2+1) dimensional $f(T)$ contracting and expanding curved space-time via Noether symmetry.

The structure of this paper organizing as following. In Sect. 2 we find field equations for $f(T)$ gravity which non-minimally coupled to fermionic fields in (2+1) dimensions. In Sect. 3 we apply Noether symmetry approach to find the form of $f(T)$ gravity, coupling function and the self-interaction potential. The cosmological solution is considered in Sect. 4.

The signature of metric used is $(+, -, -)$ and units have been chosen so that $8\pi G = c = \hbar = k = 1$.

2. Action and field equations

We start by writing the action in the framework of the (2+1) dimensional $f(T)$ gravity non-minimally coupled with Dirac field,

$$S = \int d^3x [h(u)f(T) + \frac{1}{2}\left(\bar{\psi}\sigma^\mu(D_\mu\psi) - (D_\mu\bar{\psi})\sigma^\mu(x)\psi\right) - V(u)],$$

(1)

where the $h(u)$ and $V(u)$ are the coupling functions and the self-interaction potential, respectively. These scalar functions depend on only function of a bilinear Dirac field $u = \bar{\psi}\psi$. Bilinear field $u$ is a quantity, where $\bar{\psi}$ is the adjoint of the Dirac field $\psi$, which $\bar{\psi} = \psi^\dagger \sigma^3$.

The (2+1) dimensional FRW spacetime background that is spatially flat, homogeneous and isotropic universe,

$$ds^2 = dt^2 - a^2(t)[dx^2 + dy^2],$$

(2)

where $a(t)$ is the scale factor of the universe. Using the metric (2), the torsion scalar becomes

$$T = -2\frac{\dot{a}^2}{a^2}.$$  

(3)

Based on metric (2) we rewrite action (1) as

$$S = \int d^3x \left[h(u)f(T) - \frac{a^2}{2}\left(\bar{\psi}\sigma^3\dot{\psi} - \dot{\bar{\psi}}\sigma^3\psi\right) - V(u)\right].$$

(4)

By using Lagrange multiplier

$$S = \int d^3x \left[h(u)f(T) + \lambda \left(T + 2\left(\frac{\dot{a}^2}{a^2}\right)\right) - \frac{a^2}{2}\left(\bar{\psi}\sigma^3\dot{\psi} - \dot{\bar{\psi}}\sigma^3\psi\right) - V(u)\right].$$

(5)
The variation of this action with respect to $T$ gives us
\[ \lambda = hf_T. \] (6)

By substitute (6) to above action we have
\[ S = \int d^3x e \left[ h(u)f(T) + hf_T \left( T + 2\left( \frac{\ddot{u}^2}{a^2} \right) \right) - \frac{\omega^2}{2} \left( \dot{\psi}^2 - \ddot{\psi}^2 - \dot{\bar{\psi}}^2 + \ddot{\bar{\psi}}^2 \right) - V(u) \right]. \] (7)

Considering the background (2), it is possible to obtain the point-like Lagrangian
\[ L = a^2 hf_T T - a^2 hf + 2\ddot{a}^2 hf_T - \frac{\omega^2}{2} \left( \ddot{\psi}^2 - \ddot{\bar{\psi}}^2 - \dot{\psi}^2 + \dot{\bar{\psi}}^2 \right) + a^2 V. \] (8)

Equation of motion for fermion fields and its adjoint $\bar{\psi}$ and $\bar{\psi}$, respectively as
\[ \dot{\psi} + H \psi + iV' \sigma^3 \psi + 2Hf h' \sigma^3 \psi + if_T T h' \sigma^3 \psi - ifh' \sigma^3 \psi = 0 \] (9)
\[ \dot{\bar{\psi}} - H \bar{\psi} - iV' \bar{\sigma^3} \bar{\psi} - 2Hf h' \sigma^3 \bar{\psi} - if_T T h' \sigma^3 \bar{\psi} + ifh' \sigma^3 \bar{\psi} = 0. \] (10)

On the other hand, from the point-like Lagrangian (8) and by considering the Dirac’s equations, we find the acceleration equation for $a$ from the Euler-Lagrange equation as
\[ \ddot{a} = - \frac{p_T}{2hf_T} \] (11)

and Hamiltonian constraint (energy condition) corresponding to Lagrangian $L$ defined by
\[ E_L = \frac{\partial L}{\partial \dot{a}} \ddot{a} + \frac{\partial L}{\partial \ddot{T}} \dddot{T} + \frac{\partial L}{\partial \dot{\psi}} \dot{\psi} + \frac{\partial L}{\partial \bar{\psi}} \bar{\psi} - L. \] (12)

By substituting (8) into (12) with the energy condition, we obtain
\[ H^2 = \frac{\rho_T}{2hf_T}. \] (13)

In the acceleration and Friedmann equations, $\rho_T$ and $p_T$ are the effective energy density and pressure of the fermion (spinor) field, respectively, so that they have the following forms
\[ \rho_T = hf_T T - hf + V, \] (14)
\[ p_T = 2h'\dot{u}H f_T - 8hf_T T H^2 \dot{H} - (fh' - if_T T h' + 2f_T h' H^2 - V') u + hf - hf_T T - V. \] (15)

In order to solve the field equations we have to determine a form for the coupling function and the potential density of the theory. To do this, in the following section we will use the Noether symmetry approach.
3. Noether symmetry

The existence of Noether symmetries lead to a specific form of coupling function and the self-interaction potential, which they are important for obtaining the exact solutions of the fields equations. Noether symmetry approach tells us that Lie derivative of the Lagrangian with respect to a given vector field $X$ vanishes, i.e.

$$\mathcal{L}_X L = 0. \quad (16)$$

Letting the spinor field $\psi = (\psi_1, \psi_2)^T$ and its adjoint, $\bar{\psi} = \psi^\dagger \sigma^3$, the point-like Lagrangian (14) is reduced to the following

$$L = a^2 h f_T T - a^2 h f + 2a^2 h f_T - \frac{3a^2}{2} \left[ \sum_{i=1}^{2} (\psi_i^\dagger \dot{\psi}_i - \dot{\psi}_i^\dagger \psi_i) \right] + a^2 V. \quad (17)$$

Hence the Noether condition (16) and requiring the coefficients of $\dot{a}^2, \dot{a} T, \dot{a} \psi_j, \dot{a} \bar{\psi}_j, \dot{T}, \dot{\psi}_j$ and $\dot{\psi}_j^\dagger$ to be zero, leads to the system of equations. Further, by solve this system of equations analytically, we can get solution for $\alpha$ as

$$\alpha(a) = \alpha_0 a^k \quad (18)$$

and solution for $f(T)$ as

$$f(T) = f_0 T \frac{3\pi^2}{160}. \quad (19)$$

Generators $\nu$ and $\delta$ defined as

$$\nu_j = - (\alpha_0 a^{k-1} + \epsilon_j \nu_0) \psi_j, \quad (20)$$

$$\delta_j = - (\alpha_0 a^{k-1} - \epsilon_j \nu_0) \bar{\psi}_j^\dagger. \quad (21)$$

Coupling function and potential written as

$$h = h_0 u^s, \quad (22)$$

$$V = V_0 u, \quad (23)$$

where $h_0$ and $V_0$ are an integration constants.

For Noether symmetry the first integral or conserved quantity (Noether charge) defined as

$$Q = \xi^j \frac{\partial L}{\partial \dot{q}_j} = 4a h f_T \dot{a} = \text{const.} \quad (24)$$

Here $\xi^j$ is some symmetry generators, $q^j$ is variables.

In the next section we will search cosmological solutions of the field equations using the obtained coupling functions $h(u)$ and potential $V(u)$.
4. Cosmological solutions

To find the time evolution of the scale factor, \( a(t) \), firstly, we need to know the form of bilinear function, \( u \). Thus, we insert the coupling function \( h \) given by (22) in the fermionic equations (9) and in its adjoint (10) we can get

\[
\dot{u} + 2 \frac{\dot{a}}{a} u = 0. \tag{25}
\]

Then, the form of the bilinear function is calculated as

\[
u = \frac{u_0}{a^2}, \tag{26}\]

where \( u_0 \) is a constant of integration.

From the above solution, the acceleration and Friedmann equations become only a function of the cosmic scale factor. Using the potential (23) in the Friedmann equation together with the equation (14), the time evolution of the scale factor can be easily calculated as

\[
\dot{a} = a_0 a^{2 + 2k \frac{1 - s}{3s - 2}}, \quad \text{where} \quad a_0 = \frac{v^{\frac{1}{3k - s}}}{{h_0 F_0^\frac{1}{2}(k + 1)(k + 1)}} \frac{u_0}{\sqrt{2}}, \quad v = \frac{V_0}{h_0 F_0} \left( \frac{k + 1}{3s - k - 3} \right) \tag{27}\]

The general solution of the equation is

\[
a(t) = (tv - ntv + c_1)^{-\frac{1}{n}}, \quad \text{where} \quad n = \frac{2sk - s - 2k}{3s - 2} \tag{28}\]

In Fig. 1. shows the dependence of scale factor \( a \) on cosmic time \( t \). For our model in order to describe the accelerated expansion of the Universe, it is necessary that \( 0 < n < 1 \).
5. Conclusion
In this paper, we have investigated a model with a fermionic field that is non-minimally coupled to gravity in the framework of $f(T)$ gravity in (2+1) dimensions. By using the Noether symmetry approach we determined form of the potential and coupled function as function of bilinear $u$. We also find scale factor for our model. Our result shown that fermion field may considered as source of dark energy in framework $f(T)$ gravity.
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We perform a forecast analysis on the ability of future baryonic acoustic oscillation (BAO) and cosmic microwave background (CMB) experiments in constraining 3 specific interacting dark energy models using the well known Fisher-matrix formalism. In addition to a future ground-based CMB experiment, we consider a Euclid-like experiment, which is supposed to put tight constraints on the dark sector parameters. In the interacting dark energy scenario, a coupling between dark matter and dark energy modifies the conservation equations such that the fluid equations for both constituents are conserved as the total energy density of the dark sector. In this context, we consider three phenomenological models which have been deeply investigated in literature in the past years. We find that the combination of both CMB and BAO can break degeneracies among the parameters for every studied model. We found powerful constraints on, for example, the coupling constant when comparing it with present limits for two of the models, and their future statistical 3-σ bounds could potentially exclude the null interaction for the combination of probes that is considered.
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1. Introduction

Considering the standard cosmological model, the dark energy assumes its simplest form as the cosmological constant $\Lambda$, leading to the so-called $\Lambda$CDM model. Despite of successfully explaining the observations [1], the the standard model faces some difficulties, especially in the dark sector. The dark matter particles are far from detection, and its physics is still unknown. The cosmological constant theoretical predictions estimate the value of a vacuum energy density orders of magnitude larger than its actual observed value. In addition, the present values of the dark matter and dark energy densities are at the same order of magnitude even though they do not share the same cosmological evolutionary behavior, problem known as cosmic coincidence [2]. To overcome some of these problems, models where dark matter and dark energy interact started to be considered, becoming very useful to alleviate this coincidence problem. An interacting dark matter and dark energy scenario would affect the overall evolution of the universe and its expansion history, thus observationally distinguishable from the $\Lambda$CDM model. The interaction can then be constrained by the data, becoming a testable theory for the universe. The present observations, however, are not able to confidently distinguish between these alternative interacting dark energy models and the $\Lambda$CDM. Our goal is to test the ability of future experiments to constraint the interacting dark energy models described in the next section.
2. The interacting dark energy models

In the standard cosmological model the energy density of radiation, baryons, cold dark matter and dark energy is conserved separately, for each component. Conversely, in an interacting dark energy model, the fluid equations for the dark energy and dark matter are not conserved individually, but together as the total energy density of the dark sector such that \( \dot{\rho}_{\text{DM}} + 3H\rho_{\text{DM}} = +Q \) and \( \dot{\rho}_{\text{DE}} + 3H(1 + \omega_{\text{DE}})\rho_{\text{DE}} = -Q \), where \( H \) is the Hubble parameter, \( \rho_{\text{DM}} \) and \( \rho_{\text{DE}} \) are the energy densities for dark matter and dark energy, respectively, and \( \omega_{\text{DE}} = P_{\text{DE}}/\rho_{\text{DE}} \) is the dark energy EoS. \( Q \) represents the interaction kernel that can be written phenomenologically as \( Q = 3H(\xi_1\rho_{\text{DM}} + \xi_2\rho_{\text{DE}}) \), being the coupling coefficients (\( \xi_1 \) and \( \xi_2 \)) constants to be determined by observations [4, 5]. The energy flow from dark energy to dark matter is defined by \( Q > 0 \), and the opposite for \( Q < 0 \). Considering the stability of the model (see, for instance, [6]), two choices are made: The first, \( \xi_1 = 0 \) and \( \xi_2 \neq 0 \), satisfying a constant dark energy EoS within the range \(-1 < \omega_{\text{DE}} < 1\) (described as model 1), or \( \omega_{\text{DE}} < -1 \) (model 2). The second, \( \xi_2 = 0 \) and \( \xi_1 \neq 0 \) for \( \omega_{\text{DE}} < -1 \) (model 3). For all three models, the other components follow the standard conservation equations. For a review on the topic refer to [7].

3. The fisher formalism

The BAO is an important observable currently used to constrain the cosmological parameters, more efficiently in combination with other probes, such as the CMB. The information stored in the BAO can precisely determine the Hubble parameter \( H(z) \) and the angular diameter distance \( D_a(z) \) as a function of the redshift, which subsequently enables the calculation of the dark energy parameters constraints (for details on this methodology see [8]). The energy densities for dark matter and dark energy for the models considered here can be found in [9]. For the matter power spectrum obtained from galaxy surveys the Fisher matrix is given by [11]

\[
F_{ij} = \int_{-1}^{1} \int_{k_{\text{min}}}^{k_{\text{max}}} \frac{\partial \ln P(k, \mu)}{\partial p_i} \frac{\partial \ln P(k, \mu)}{\partial p_j} V_{\text{eff}}(k, \mu) \frac{2\pi k^2 dk d\mu}{(2\pi)^3},
\]

being \( V_{\text{eff}} \) the effective volume of the survey. We present the expected cosmological implications of the BAO measurements for an Euclid-like survey (for specifications on Euclid, see, for example, [12]).

Furthermore, we use the CMB information as a second probe to forecast the parameters of the interacting dark energy models described here. We do not consider

---

\[a\]The matter power spectrum was generated using a modified version of CAMB software package [10].
the primordial $B$-mode contribution. We then construct the Fisher matrix for the CMB temperature anisotropy and polarization [13].

$$F_{ij} = \sum_l \sum_X \frac{\partial C^N_{lX}}{\partial \theta_i} (C_{lX})^{-1} \frac{\partial C^Y_{lY}}{\partial \theta_j},$$

being $C^N_l$ the power in the $l$-th multipole, $X$ stands for $TT$ (temperature), $EE$ (E-mode polarization), $TE$ (temperature and E-mode polarization cross-correlation) and $(C_{lX})^{-1}$ the covariance matrix. For the definition and the elements of the covariance matrix refer to [13]. We consider the Advanced Atacama Cosmology telescope (ACTadv) instrumental setup as described in [14]. The ACTadv is supposed to obtain precise measurements of the CMB small-scale polarization, which can lead on probing alternative cosmological models.

4. Results and conclusions

We combine the Fisher matrices for the BAO and CMB future measurements from Euclid and ACTadv surveys, respectively. The marginalized error for the dark energy EoS in model 1 improves drastically for the combined analysis, being $\sigma(\omega) = 0.026$ for Euclid, $\sigma(\omega) = 0.028$ for the ACTadv and $\sigma(\omega) = 0.0044$ for their combination: an improvement by a factor of $\sim 6$ when compared with each individual probe. The constraint on the dark matter density improves by a factor of $\sim 3$ for the combined analysis ($\sigma(h^2\Omega_c) = 0.00053$), compared with Euclid alone ($\sigma(h^2\Omega_c) = 0.0017$). A similar improvement occurs for the coupling constant, where we find $\sigma(\xi_2) = 0.0037$ for Euclid alone and $\sigma(\xi_2) = 0.0019$ for ACTadv + Euclid. Such stringent constraint would exclude the null interaction correspondent to the $\Lambda$CDM model with high confidence. Present constraints on $h^2\Omega_c$, $\omega$ and $\xi_2$ for a combination of probes (Planck+BAO+SNIa+H0) show $h^2\Omega_c = 0.0792^{+0.0348}_{-0.0166}$, $\omega = -0.9191^{+0.0222}_{-0.0850}$ and $\xi_2 = -0.1107^{+0.0850}_{-0.0506}$ [3]. The constraints on model 1 from the present datasets are affected by the degeneracies among the parameters, more evident between $h^2\Omega_c$ and $\xi_2$. It is clear by our analysis that Euclid information can help break the degeneracies between these parameters, therefore providing stringent constraints on $h^2\Omega_c$, $\omega$ and $\xi_2$. As an example, we show the Fisher contours on the dark sector parameters for model 1 in Figure 1.

The same occurs for model 2. The combined result leads to stringent constraints on $\sigma(h^2\Omega_c)$, $\sigma(\omega)$ and $\sigma(\xi_2)$, the latter being $\xi_2 = 0.03798 \pm 0.00310$ at 1σ. A zero positive interaction is excluded by [3] with $\xi_2 = 0.02047^{+0.00565}_{-0.00667}$ at 1σ. The future combination of ACTadv and Euclid-like surveys would be able to improve this constraint by a factor of $\sim 2$.

As for model 3, degeneracies between the dark sector parameters do not play such an important role compared with models 1 and 2. However, the significance on the $\xi_1$ constraint is low at the current observational stage, being $\xi_1 = 0.0007127^{+0.0006256}_{-0.000633}$ at 1σ, considering a combination of probes: Planck, SNIa, BAO, $H_0$ [3]. We found $\xi_2 = 0.0007273 \pm 0.00034$ (ACTadv + Euclid), which does not improve the actual
best constraint. For this model, a combination of other probes is still needed in order to tighten the present limits.

It is well known the advantages of combining different observational probes in constraining cosmological parameters, and its implication to interacting dark energy models has been widely addressed. In our context, for models 1 and 2, stringent constraints were found in the dark sector parameters for the combined probes, especially for the coupling constant, being the $1 - \sigma$ bound of $\xi_2 = -0.0929 \pm 0.0019$ and $\xi_2 = 0.03798 \pm 0.00310$, respectively. Future CMB and BAO experiments combined, such as presented here, would be able to exclude the null interaction with more than $3\sigma$ C.L. (for the full reference on these results refer to [16]). The present dataset and the future CMB information alone are affected by degeneracies that can be broken by the addition of Euclid BAO measurements, thus tighten the constraints on the dark sector cosmological parameters, and enabling a deeper discussion on these interacting dark energy scenarios. Conversely, the constraint on the coupling constant for model 3 is not improved by the combination of future CMB and BAO information compared with its constraint derived by present dataset. Extra information is still necessary for probing this model.
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By using a cosmographic analysis of the redshift data of type Ia supernovae, we are able to get the expansion of the scale factor, obtaining the current values of the Hubble, deceleration, jerk and snap parameters. Our data is then used to compare the fitness of various proposed alternative cosmological models. Since our method assumes only the validity of general relativity at the cosmic scale, along with the isotropy and homogeneity of the universe, they are very useful for comparison between different cosmological models, including the fitness of ΛCDM model. Our method is based on the order expansion of the scale factor present in the FRW metric and using a Monte Carlo integration to find the best fit order parameters of the scale factor to reproduce the observed data, we make use of parallel paradigm to improve the computational time behind the model. We find the known result of an accelerated expansion of the universe. With access to better measurements of type Ia supernovae redshifts and more data, the cosmographic results will be significantly improved.
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1. Introduction

Although there is almost complete agreement on the accelerated expansion of the universe1, ΛCDM being the most favored cosmological model by the current data, there is no consensus to the current specific value of this decelerated expansion and to whether or not this model is still prevalent in the future2. The decelerated expansion q0 is the parameter indicating the current rate of acceleration of the expansion of the universe. Therefore, it is the first indicator of the fitness of any cosmological model, so a precise determination of its value is necessary for the diagnostic of any cosmological model. There recently have been plenty of research but there is no consensus for its current value3.

We obtain the expansion terms of the scale factor in the FRW line element to test different cosmological models. We compare the expected value of the apparent magnitude in terms of the measured redshift to each supernova with the measured value of its apparent magnitude. This comparison is made by means of a likelihood ratio test to find the current values of the coefficients in the expansion of the factor scale that best fit the measured data.

Our interest is in comparing the results from our analysis with proposed cosmological models (as in ref. 4 and ref. 5). Even though cosmographic analysis has been previously studied (as in ref. 6 and ref. 7), we are performing the analysis using parallel computing what permits to make the expansion to higher orders than the
usuals. We found that some results have significant changes when calculations are improved and how the cosmography works as a framework to assess cosmological models.

2. Friedmann-Robertson-Walker and cosmography

2.1. Friedmann-Robertson-Walker

The line element for all the homogeneous and isotropic models of the universe is the Friedmann-Robertson-Walker metric, shown in (1). Where $a(t)$ is the expansion factor of the universe, which gives us the rate at which the universe is expanding. This value depends on the content and matter-energy densities for the universe and it is theoretically found using the Friedmann equation, which is obtained from Einstein’s field equations. The constant $k$ is only determined by its sign, if $k < 0$ the universe is said to be open and the spatial hypersurfaces have negative constant curvature, if $k > 0$ the universe is said to be closed and spatial hypersurfaces have positive constant curvature, for $k = 0$ the universe is said to be flat with the spatial hypersurfaces being Euclidean with curved spacetimes.

$$ds^2 = c^2dt^2 - a(t)^2 \left[ \frac{dr^2}{(1-kr^2)} + r^2(d\theta^2 + \sin^2 \theta d\phi^2) \right]$$

2.2. Cosmographic analysis

We proceed by using a cosmographic approach to determine the value of cosmological parameters. We seek to make a comparison of the measured values of the apparent magnitude ($m$) of the supernovae with the expected values given its measured redshift ($z$). The apparent magnitude is given by (2) in terms of the luminosity distance ($d_L$) and the absolute magnitude ($M$) which is known for supernovae to constant. Since the luminosity distance (3) is given in terms of the physical distance ($r_0$) between the source signal and the observer and the measured $z$ we need to express $r_0$ in terms of the measured redshift. We do this by using the null geodesic in FRW and the cosmographic redshift. By the null geodesic we have:

$$m = 5 \log \frac{d_L}{10} + M$$

$$d_L = (1+z)r_0a_0$$

$$-c \int_{t_0}^{t} \frac{dt}{R(t)} = f(r_0) = \int_{r_0}^{0} \frac{dr}{\sqrt{(1-kr^2)}}$$

Where: $f(r_0) = \begin{cases} -\sin^{-1}(r_0) & (k = +1) \\ -r_0 & (k = 0) \\ -\sinh^{-1}(r_0) & (k = -1) \end{cases}$
We expand the scale factor in FRW:

$$R(t) = R(t_0) \left[ 1 + H_0(t - t_0) - \frac{1}{2!} q_0 H_0^2 (t - t_0)^2 + \frac{1}{3!} j_0 H_0^3 (t - t_0)^3 + \frac{1}{4!} s_0 H_0^4 (t - t_0)^4 + \cdots \right]$$

and using the cosmological redshift relation with the scale factor expansion we obtain the flight time from the source to us ($T \equiv t_0 - t_*$ where $t_*$ is the time at which the signal was emitted) as a function of the measured redshift.

$$z + 1 = \frac{R(t_0)}{R(t_*)}$$

Numerically inverting:

$$T \left( \frac{z}{H_0} \right)^{-1} = 1 - \left[ 1 + \frac{q_0}{2} \right] z + \left[ 1 + q_0 + \frac{q_0^2}{2} - \frac{j_0}{6} \right] z^2 - \left[ 1 + \frac{3}{2} j_0 (1 + q_0) + \frac{5}{8} j_0^2 - \frac{1}{2} j_0 - \frac{5}{12} j_0 j_0 - \frac{s_0}{24} \right] z^3 + \cdots$$

We solve the left side integral in eq. 4 with the expansion of the scale factor and substitute $T$ in terms of $z$ as found above. Therefore we are able to use the luminosity distance in terms of the redshift, to which we then employ a marginal likelihood ratio analysis in order to find the best fit values for the cosmological parameters. We are then able to use this data (from ref. 6) to compare with any cosmological model.

![Graphs](image.png)

**Fig. 1.** Here are the results of our cosmographic analysis. (a) The Hubble parameter (b) The deceleration parameter.

In figure 1 (a), we are showing the results for the Hubble parameter for two orders of expansion. It is visible how when the order is higher the average is lower than the usual value, for 5 order we found $\langle H \rangle = 100 \langle h_0 \rangle = 67$ and for 100 order is $\langle H \rangle = 47$. The figure 1 (b) shows the deceleration parameter which in agreement with recent results is negative: $\langle q_0 \rangle = -0.48$. 
3. Comparison of different models

We compare our obtained factor scale with two different theoretically proposed cosmological models. The first one\(^4\) proposes the gravitational constant \((G)\) and the cosmological constant \((\Lambda)\) are not constants but instead functions of time. With the standard Friedmann equations derivation and proposing they relate to each other by \(G\rho = \frac{n\Lambda}{8\pi}\) with \(\rho\) the density of the perfect fluid and \(n\) a constant, there are two possible scale factors and deceleration parameters:

- **Case A**: \(n \neq 0\)
  \[
  a(t) = (nt + C_1)^\frac{1}{n} \tag{5}
  \]
  \[
  q = n - 1 \tag{6}
  \]

- **Case B**: \(n = 0\)
  \[
  a(t) = C_2 e^{\Lambda t} \tag{7}
  \]
  \[
  q = -1 \tag{8}
  \]

The second one\(^5\) proposes measuring the average expansion rate in a universe in which a set of spherically symmetric sub-regions expand in an accelerated way, **Average Expansion Rate Approximation (AvERA)**. It has the appeal that it conclusively resolves the tension between the measured values of the **Hubble constant** but the great drawback is that it is difficult to match with the homogeneity observed in the CMB.

We plot them in figure 2 with our obtained results to see how they compare to each other. We see that although one has several parameters to adjust to get greater similarity with our results can be more closely approximated by Case A of the given model, Case B is an exponential, so it starts at the value one and never approximates the rest of the curves.

![Fig. 2. Comparison of different models with the cosmographic result.](image-url)
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Scalar fields which are favorite among the possible candidates for the dark energy usually have degenerate minima at ±φ_{min}. In the presented work, we discuss a two Higgs doublet model with the non-degenerate vacuum named inert uplifted double well type two-Higgs doublet model (UDW-2HDM) for the dark energy. It is shown that when the both Higgs doublets lie in their respective true minima then one Higgs doublet can cause the current accelerated expansion of the Universe.
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1. Introduction

Modeling the accelerated expansion of the Universe which is also in agreement with at least the standard model of the Particle Physics is a very hot question. We in this context earlier showed that the Higgs field(s) of the inert doublet model (IDM) and the general two Higgs doublet model (2HDM) can provide the current accelerated expansion of the Universe. In this short work we show that a new kind of two Higgs doublet model where both the Higgs vacuums are non-degenerate can also be used for dark energy modeling. We call this model to be uplifted double well two Higgs doublet model (UDW-2HDM). We in this short review give the very brief review and the results with necessary model information. The complete full length paper will be submitted to an ISI indexed journal later.

2. Uplifted double well two-Higgs double model

The Lagrangian which describes any model in Particle Physics is

\[ \mathcal{L} = \mathcal{L}_{SM}^{gfv} + \mathcal{L}_Y + T_H - V_H, \]

where \( \mathcal{L}_{SM}^{gfv} \) is the SU_{C}(3)⊗SU_{L}(2)⊗U_{Y}(1) SM interaction of the fermions and gauge bosons (force carriers), \( \mathcal{L}_Y \) is the Yukawa interaction of fermions with the Higgs field(s), \( T_H \) is the kinetic term of the Higgs field and \( V_H \) is the potential of the Higgs field. The last two terms form the Higgs Lagrangian \( \mathcal{L}_H \). In UDW-2HDM

\[ T_H = (D_{1\mu}\phi_1)^\dagger(D_{1\mu}\phi_1) + (D_{2\mu}\phi_2)^\dagger(D_{2\mu}\phi_2) + [\chi(D_{1\mu}\phi_1)^\dagger(D_{2\mu}\phi_2) + \chi^*(D_{2\mu}\phi_2)^\dagger(D_{1\mu}\phi_1)], \]

and

\[ V_H = \rho_1 \exp(\Lambda_1 m_{11}^2 (\phi_1 - \phi_{1\text{u}})^\dagger (\phi_1 - \phi_{1\text{u}})) \\
+ \rho_3 \exp(\frac{1}{2} \Lambda_3 \lambda_1((\phi_1 - \phi_{1\text{u}})^\dagger (\phi_1 - \phi_{1\text{u}}))^2) \\
+ \rho_2 \exp(\Lambda_2 m_{22}^2 (\phi_2 - \phi_{2\text{u}})^\dagger (\phi_2 - \phi_{2\text{u}})) \\
+ \rho_4 \exp(\frac{1}{2} \Lambda_4 \lambda_2((\phi_2 - \phi_{2\text{u}})^\dagger (\phi_2 - \phi_{2\text{u}}))^2) \\
+ \lambda_3 (\phi_1^\dagger \phi_1)(\phi_2^\dagger \phi_2) + \lambda_4 (\phi_1^\dagger \phi_2)(\phi_2^\dagger \phi_1) + \left[ m_{12}^2 (\phi_1^\dagger \phi_2) + \frac{\lambda_5}{2} (\phi_1^\dagger \phi_2)^2 \\
+ \lambda_6 (\phi_1^\dagger \phi_1)(\phi_1^\dagger \phi_2) + \lambda_7 (\phi_2^\dagger \phi_2)(\phi_2^\dagger \phi_2) + \text{h.c.} \right], \tag{3} \]

where

\[ D_{\mu} = \partial_\mu + i \frac{g_0}{2} \sigma_\mu W^i + i \frac{g_0'}{2} B_\mu, \quad p = 1 \text{ or } 2, \]

\[ \phi_i = \begin{bmatrix} \phi_i^+ \\ \eta_i + i \chi_i + \nu_i \end{bmatrix}, \quad \phi_{1\text{u}} = \begin{bmatrix} 0 \\ \tau_i \end{bmatrix} \quad \text{and} \quad \phi_i^\dagger = \begin{bmatrix} \phi_i^- & \eta_i - i \chi_i + \nu_i \end{bmatrix}. \]

The Higgs fields \( \phi_i^+ \), \( \phi_i^- \), \( \eta_i \) and \( \chi_i \) are hermitian (\( \phi_i^\pm \) are charged whereas the others are neutral), \( \nu_i \) is the VEV of the doublet \( \phi_i \), \( \phi_{1\text{u}} \) in the potential is the true minimum of the field \( \phi_i \). The shape of the UDW-2HDM Higgs potential is shown in fig. 1.

![V(\phi)](image)

Fig. 1. The uplifted double well potential

The \( Z_2 \) symmetry (\( \phi \to -\phi \)) is very important in determining the stability of the Higgs fields. There are two types of \( Z_2 \) symmetry breaking: 1) soft; and 2) hard. The term containing \( m_{12}^2 \) describes the soft \( Z_2 \) symmetry breaking, whereas the terms containing \( \lambda_6 \) and \( \lambda_7 \) describe the hard \( Z_2 \) symmetry breaking. In the absence of these terms along with no cross kinetic term i.e. \( \chi = 0 \), the UDW-2HDM’s Higgs Lagrangian has a perfect \( Z_2 \) symmetry.
φ

The most general solution of the conditions (4) is

\[ u \]

\[ u \]

\[ u \]

The extrema of the potential are found by taking

\[ \frac{\partial V_H}{\partial \phi_1} \bigg|_{\phi_1=\langle \phi_1 \rangle} = \frac{\partial V_H}{\partial \phi_1} \bigg|_{\phi_1'=\langle \phi_1' \rangle} = 0 \quad \text{and} \quad \frac{\partial V_H}{\partial \phi_2} \bigg|_{\phi_2=\langle \phi_2 \rangle} = \frac{\partial V_H}{\partial \phi_2} \bigg|_{\phi_2'=\langle \phi_2' \rangle} = 0. \quad (4) \]

We must remember that now \( \nu^2 = \nu_1^2 + |\nu_2|^2 + u^2 \), where \( \nu = 1/\sqrt{2} G_f \) is the VeV of the Higgs field in the SM. For a nonzero \( u \), the “charged” type dark energy is obtained, which obviously is not the case. For this reason, choose \( u = 0 \). Solving eq. (4) for the potential truncated to the forth power of field gives

\[ \rho_1 \Lambda_1 m^2_{11} (\nu_1 - \tau_1) + \rho_1 \Lambda^2_{11} m^2_{11} (\nu_1 - \tau_1)^2 + \rho_3 \Lambda_3 \lambda_1 \nu_1 (\nu_1^2 - \tau_1^2) + m^2_{12} \nu_2 \]

\[ + \left( \lambda_3 + \lambda_4 + \lambda_5 \right) \nu_1 \nu_2^2 + (\lambda_6 + 2\lambda_6) \nu_1^2 \nu_2 + \nu_2 \phi^2 = 0, \quad (5) \]

\[ \rho_2 \Lambda_2 m^2_{22} (\nu_2 - \tau_2) + \rho_2 \Lambda^2_{22} m^2_{22} (\nu_2 - \tau_2)^2 + \rho_4 \Lambda_4 \lambda_2 \nu_2 (\nu_2^2 - \tau_2^2) + m^2_{12} \nu_1 \]

\[ + \left( \lambda_3 + \lambda_4 + \lambda_5 \right) \nu_2^2 \nu_1 + \lambda_6 \nu_1^2 + (2\lambda_6 + \lambda_6^* \nu_1 \nu_2^2 = 0. \quad (6) \]

Imposing the \( Z_2 \) symmetry \( (\chi = 0, \ m^2_{12} = 0, \ \lambda_6 = 0, \ \lambda_7 = 0) \), which makes the lightest Higgs field is stable, on eqs. (5, 6) with \( \lambda_3 + \lambda_4 + \lambda_5 = 0 \) we get four solutions for \( \nu_1 \) and \( \nu_2 \), which are

\[ \nu_1 = \tau_1, \quad \nu_2 = \tau_2; \]

\[ \nu_1 = \tau_1, \quad \nu_2 = 2 \frac{m^4_{12} \Lambda^2_2 \nu_2 \tau_1 - \lambda_2 \Lambda_4 \nu_4 \tau_2 - \sqrt{\Xi_1}}{2 (m^4_{12} \Lambda^2_2 \nu_2 + \lambda_2 \Lambda_4 \nu_4)}; \quad (7) \]

\[ \nu_1 = 2 \frac{m^2_{11} \Lambda^2_1 \rho_1 \tau_1 - \lambda_1 \Lambda_3 \rho_3 \tau_1 - \sqrt{\Xi_2}}{2 (m^4_{11} \Lambda^2_1 \rho_1 + \lambda_1 \Lambda_3 \rho_3)}, \quad \nu_2 = \tau_2; \quad (8) \]

\[ \nu_1 = 2 \frac{m^2_{11} \Lambda^2_1 \rho_1 \tau_1 - \lambda_1 \Lambda_3 \rho_3 \tau_1 - \sqrt{\Xi_2}}{2 (m^4_{11} \Lambda^2_1 \rho_1 + \lambda_1 \Lambda_3 \rho_3)}, \quad \nu_2 = 2 \frac{m^4_{12} \Lambda^2_2 \rho_2 \tau_2 - \lambda_2 \Lambda_4 \nu_4 \tau_2 - \sqrt{\Xi_2}}{2 (m^4_{12} \Lambda^2_2 \rho_2 + \lambda_2 \Lambda_4 \nu_4)}; \quad (9) \]

where

\[ \Xi_1 = -2m^6_{11} \Lambda^2_1 \rho_1^2 - 4m^2_{11} \lambda_1 \Lambda_1 \Lambda_3 \rho_3 \rho_1 - 8m^4_{11} \lambda_1 \Lambda^2_1 \Lambda_1 \Lambda_1 \rho_1 \rho_3 \tau_1^2 + \lambda_1^2 \Lambda^2_1 \rho_1^2 \tau_1^2, \]

\[ \Xi_2 = -2m^6_{22} \Lambda^2_2 \rho_2^2 - 4m^2_{11} \lambda_2 \Lambda_2 \Lambda_4 \rho_2 \rho_4 - 8m^4_{12} \lambda_2 \Lambda^2_2 \Lambda_2 \rho_2 \rho_4 \tau_1^2 + \lambda_2^2 \Lambda^2_2 \rho_2^2 \tau_1^2. \]

If we choose \( \tau_2 = 0 \) then the fields \( \phi_1 \) and \( \chi_1 \) become Goldstone bosons and the other fields become physical. With \( \tau_2 = 0 \), the Yukawa interactions are described by the interaction of \( \phi_1 \) with fermions (as \( \phi_2 \) does not couple to fermions but appears in loops). This scenario makes the lightest field of \( \phi_2 \) stable.

\[ ^a \text{With } \lambda_3 + \lambda_4 + \lambda_5 \neq 0 \text{ the solution to the VeV contain complex part.} \]
3. Higgs fields as dark energy

For the field $\phi_2$ to be the dark energy field, we need to solve the Euler-Lagrange equations in FRW flat, $(k)$, Universe, ($\sqrt{-g} = a(t)^3$), which for the fields $\phi_2$, $\eta_2$ and $\chi_2$ are

$$\ddot{\eta}_2 + \frac{3}{a} \dot{\eta}_2 + \frac{1}{2} \eta_2 \left( \nu^2 (\lambda_3 + \lambda_4 + \lambda_5) + 2m_{22}^2 \Lambda_Z \rho_2 e^{m_{22}^2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 2 \right) + \lambda_2 \dot{\Lambda}_Z e^{\lambda_2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 8 \right) \eta_2 = 0, \tag{11}$$

$$\ddot{\chi}_2 + \frac{3}{a} \dot{\chi}_2 + \frac{1}{2} \chi_2 \left( \nu^2 (\lambda_3 + \lambda_4 - \lambda_5) + 2m_{22}^2 \Lambda_Z \rho_2 e^{m_{22}^2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 2 \right) + \lambda_2 \dot{\Lambda}_Z e^{\lambda_2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 8 \right) \chi_2 = 0, \tag{12}$$

$$\ddot{\phi}_2 + \frac{3}{a} \dot{\phi}_2 + \phi_2 \left( \nu^2 (\lambda_3 + 2m_{22}^2 \Lambda_Z \rho_2 e^{m_{22}^2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 2 \right) + \lambda_2 \dot{\Lambda}_Z e^{\lambda_2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 8 \right) \chi_2 = 0. \tag{13}$$

where $c$ is $+$ or $-$. The energy density and pressure after expansion of UDW-2HDM Higgs Lagrangian for physical fields become

$$\rho_{DE}/P_{DE} = \frac{1}{2} \chi_2^2 + \frac{1}{2} \eta_2^2 + \frac{1}{2} \phi_2^2 \left( \rho_1 + \rho_3 + \frac{1}{2} \nu^2 \chi_2^2 + \frac{1}{4} \nu^2 (\lambda_3 + \lambda_4 + \lambda_5) \eta_2^2 \right) + \frac{1}{4} \nu^2 (\lambda_3 + \lambda_4 - \lambda_5) \chi_2^2 + \rho_2 e^{m_{22}^2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 2 \right) + \lambda_2 \dot{\Lambda}_Z e^{\lambda_2 \Lambda_Z} (\chi_2^2 + \eta_2^2 + 2\phi_2^2) / 8 \right). \tag{14}$$

The initial conditions used are $\eta_{2ini} = M_P$, $\chi_{2ini} = M_P$, $\phi_{2ini} = 0$, $\chi_{2ini} = 0$, $\phi_{2ini} = 0$. The masses of the Higgs bosons in the analysis are taken to be $m_{\eta_2} = m_{\chi_2} = 1.0247 \times 10^{-59}$ GeV, the charged Higgs mass is arbitrary. The solution of the eqs. (11, 12, 13) along with Friedmann equations is shown below in the graphs.

During the initial stages $Z \gg 1$, the evolution of the Higgs fields, $\eta_2$, $\chi_2$ and $\phi_2$, is frozen, and acts as a negligibly small vacuum energy component with $\omega = -1$. As time proceeds the Higgs fields begin to evolve towards the minimum of the potential, the energy density in the Higgs fields starts to dominate cosmologically. During the evolution, $\omega_{Higgs}$ starts to increase and becomes $> -1$ as shown in fig. 2. In the very late (future) Universe ($Z \ll 0$), the fields come to rest at the minimum of the potential and a period with $\omega = -1$ is re-achieved to give an accelerating Universe similar to a pure cosmological constant.

As discussed before, the Higgs field stability is provided by imposing $Z_2$ symmetry. The lightest Higgs fields, $\eta_2$ and $\chi_2$, do not decay into any other Higgs field...
(since these fields are lighter than the SM-like and charged Higgs) or into fermions (since they do not couple to them at tree level).

Note that the initial conditions for the charged field took the dark energy (vacuum) not to be charged. Since it does not contribute to relic density, this does not mean that it can not exist, it can appear in the loop process.

4. Conclusion

In the work presented, we assumed that dark energy is actually some scalar field which is present as the Higgs in a model where the potential has the non-degenerate vacua, we called this model uplifted double well two-Higgs doublet model (UDW-2HDM).

We found that if the present Universe is described by the true vacua of UDW-2HDM then the component fields of the second doublet $\phi_2$ (which acts as the inert doublet) can be one possible candidate for the dark energy. As the present contribution of the dark energy to the critical energy density is about 0.7, this value is obtained by taking the mass of the CP-even field’s mass small ($O(10^{-59})$GeV). The most important thing is that with the initial conditions set, the mass of the charged ($\phi_2^\pm$) field becomes arbitrary. Hence this model will fit for any value of mass of $\phi_2^\pm$. One also needs to keep in mind that the values of masses were chosen arbitrarily so as to get dark energy relic density $\approx 0.7$. Changing the values of the masses, the relic density does not change much.

It should also be mentioned that if we remove the $Z_2$ symmetry, the second Higgs doublet does not remain inert. Thus in the case of $Z_2$ violation (soft or hard), the CP-even Higgs fields will mix by an angle $\beta$. In that case a new parameter ($\beta$) will arise in the theory. Obtaining a dark energy candidate in that model will require fine tuning in the Yukawa interactions in such a way that either the dark energy field does not couple or couple very weakly with the fermions.
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We find that having the scale factor close to zero due to a given magnetic field value in an early-universe magnetic field affects how we would interpret Mukhanov’s chapter on self-reproduction of the universe. A stronger early-universe magnetic field suggests a greater likelihood of production of about 20 new domains of size \( \frac{1}{H} \), with \( H \) the early-universe Hubble constant per Planck time interval in evolution. Fluctuations in the Hubble expansion parameter, \( H \), may affect structure. Finally, \( \alpha \) in a gravitational potential is proportional to \( r^{-\alpha} \). This adjustment affects the three-body problem.

1. Introduction

Part 1: We examine how a scale factor is affected by the NLED paradigm, also linked to self-reproduction,\(^1\) another way to outline how this affects the evolution of density in the early universe. Next, after having done this, we give a description of an equation for setting the value of \( \alpha \) in a gravitational potential proportional to \( r^{-\alpha} \). This \( \alpha \) has real and complex values, unlike the Newtonian real value.

Part 2: We summarize what this has to do with possible revisions of the three-body problem\(^2\) with a particular mention as to how this affects astrophysics.\(^2\) (p. 141)

2. How a Scale Factor Is Affected by the NLED Paradigm

First we look at structure formation, mainly self-reproduction of inhomogeneity in terms of early-universe conditions.\(^1\) In this, the starting point is the meme of chaotic inflation. That is, inflation generated by a potential:\(^1,3\)

\[
V_{\text{potential}} \sim \phi^2. \tag{1}
\]

In this, one can look at a scalar field at the end of (chaotic) inflation,\(^1\) with an amplitude given by \( \phi_i \) for the initial value of the inflaton such that

\[
\delta \phi_{\text{Max}} \sim m \cdot \phi_i^2, \tag{2}
\]

where \( m \) will be determined by NLED inputs to be brought up later. In terms of the initial inflaton, inhomogeneities do not form if the initial inflaton is bounded:\(^1\)

\[
m^{-1} > \phi_i > m^{-\frac{1}{2}}. \tag{3}
\]

This leads to (low?) inflation-generated inhomogeneity in space–time. Inflation is eternal\(^1,3\) if there is only the inequality

\[
\phi_i > m^{-\frac{1}{2}}. \tag{4}
\]
2.1. NLED Applied to Eq. (4) Plus Details of Structure Formation

We examine the following treatment of mass with this as our starting point. If $l_{\text{Planck}}$ is the Planck length and $\alpha > 0$, then

$$m \sim 10^\alpha \cdot l_{\text{Planck}}^3 \cdot \rho_{\text{density}}.$$  \hspace{1cm} (5)

Then we can consider the following formulation of density. If we do not wish to consider a rotating universe, then Camara et al.\textsuperscript{4} has an expression as to density, with a $B$-field contribution to density, and we also can used the Weinberg result\textsuperscript{5} of scaling density with one over the fourth power of a scale factor, which we will remark upon in the general section, as well as the Corda and Mosquera Cuesta result\textsuperscript{6} for density is for a star, whereas the Camarade et al. result\textsuperscript{4} is for a universe). In addition, Corda and Mosquera Cuesta\textsuperscript{6} use quintessential density to falsify the null energy condition of a Penrose theorem.\textsuperscript{7} With further details of what Penrose was trying to do as to this issue of GR,\textsuperscript{8} and to answer how to violate the null-energy condition, one should go to\textsuperscript{6} for quintessential density defined, with the constant in Eq. (4) greater than zero. Then in both the massive star and the early universe, this density result is applicable.

$$\rho_\gamma = \frac{16}{3} \cdot c_1 \cdot B^4.$$  \hspace{1cm} (6)

Keeping in mind what was said as to choices of what to do about density, and its relationship to Eq. (5), we then can reference structure formation as follows.\textsuperscript{1} Look at how a Hubble parameter changes with respect to cosmic evolution. It changes with respect to $H_{\text{today}}$ being the Hubble parameter in the recent era, and the scale factor $\alpha$, with this scale factor being directly responsive to changes in density.\textsuperscript{5} That is, $\rho \sim \alpha^{-4}$. In the next section, we examine how to vary the scale factor cited in Eq. (7).\textsuperscript{4} In this section, we note of what the scale factor does\textsuperscript{4} to the Hubble parameter given in Eq. (7), and then in the section afterwards review a possible reconciliation of how Eq. (6) and Eq. (7) define early-universe parameters.

To understand, we consider what happens to the Hubble parameter:

$$H \sim \frac{H_{\text{today}}}{a^{\frac{1}{2}}}. $$  \hspace{1cm} (7)

If Eq. (4) holds,\textsuperscript{1} then inhomogeneous patches of space–time appear in a causal region of space–time for which

$$\text{Causal–domain} \sim H^{-1} \sim \frac{a^{\frac{1}{2}}}{H_{\text{today}}}. $$  \hspace{1cm} (8)

Furthermore, about 20 such domains are created in a Hubble time interval $\Delta t_H \propto H^{-1}$.\textsuperscript{1} As a function of say $10^\alpha$ times Planck time, for a domain size given by Eq. (8) and this requires then a clear statement as to how the scale factor changes\textsuperscript{4} and reconciling the density expressions given in Eq. (6) and Eq. (7).
2.2. Nonzero Initial Universe Radius from Nonlinear Space–Time

We assert a scaled parameter \( \lambda, \) \( a_0, \) and \( \alpha_0. \) For the sake of argument, we will set \( a_0 \propto \sqrt{t_{\text{Planck}}} \), with \( t_{\text{Planck}} \sim 10^{-44} \) s. Also, \( \lambda \) is a cosmological “constant” parameter described later as quintessence: \(^{4,9}\)

\[
\alpha_0 = \sqrt{\frac{4\pi G}{3\mu_0 c}} B_0, \quad \text{and} \quad \lambda = \frac{\Lambda c^2}{3}.
\]  

(9)

Then if, initially, Eq. (9) is large, due to a very large \( \Lambda \) the time \( 4 \) (Eq. 53) is such that, even though there is an expanding and contracting universe, the key time parameter may be set to \( t_{\text{min}} \approx t_0 \equiv t_{\text{Planck}} \sim 10^{-44} \) s. Whenever one sees the coefficient like the magnetic field, with the small 0 subscript, for large values of \( \Lambda, \) this should be the initial coefficient at the beginning of space–time which helps us make sense of the nonzero but tiny minimum scale factor.\(^1\)

\[
a_{\text{min}} = a_0 \cdot \left( \frac{\alpha_0}{2\lambda} \sqrt{a_0^2 + 32\lambda \mu_0 \omega B_0^2 - \alpha_0} \right)^{\frac{1}{4}}.
\]  

(10)

The minimum time most likely means, due to large \( \Lambda \) that Eq. (10) is of the order of about \( 10^{-55}, \) 33 orders of magnitude smaller than the square root of Planck time. We next will be justifying the relative size of the \( \Lambda. \)

2.3. An NLED Large, Varying \( \Lambda \) and Early-Universe Scale Factor

Dispite the temperature variation\(^9\) for the cosmological Hubble parameter, we can set \( \Lambda(t) \sim H_{\text{inflation}}^2. \) In short, we obtain its equivalence with \( \Lambda_{\text{Max}} \sim c_2 T \beta^3. \) Then, comparing Eq. (6) and Eq. (7) leads to the following constraints.

\[
(\rho \sim a^{-4})^{-1} \sim a^4 \sim \frac{16}{3} c_1 \cdot B^4 \sim \left( \frac{a_0^4}{2\lambda} \sqrt{a_0^2 \lambda \mu_0 \omega B_0^2 - \alpha_0} \right)^{\frac{1}{4}}.
\]  

(11)

Equation (11) suggests a large \( B \) field in Eq. (11). Note that\(^{10}\)

\[
\frac{\Delta H}{H} \sim \Omega_{m}^{2} h^2 \Delta R \sim 10^{-5}.
\]  

(12)

Here, if there is a flat universe\(^{11}\) and taking \( H^2 = \frac{8\pi}{3} \rho \) and using the magnetic field’s relation to density,\(^{12,16}\) then the number of operations, \( n, \)

\[
n \sim \rho_{\text{crit}} \times t^4 \sim \left( \frac{t}{t_p} \right)^2 \rho_{\text{crit}} \sim \frac{1}{t^2} \propto \rho_{\gamma} = \frac{16}{3} c_1 \cdot B^4
\]  

\[
\Rightarrow n \sim \left( \frac{t}{t_p} \right)^2 \frac{1}{B^8} \sim \frac{1}{t_p B^4} \sim \frac{1}{B^4}.
\]  

(13)

Adding Lloyd’s treatment of information,\(^{12}\) we estimate an early-universe fluctuation at, if we have a baseline number for initial (expansion) value of the Hubble
parameters, $H_{\text{baseline}}$. This is a starting point for an expanding universe with $n^{12}$ as an initial function of entropy. So then, we may see in the CMBR

$$\Delta H_{\text{thermal}} \sim h_{\text{baseline}} \cdot n^{3} \cdot 10^{-5} \cdot \sqrt{\frac{t}{t_{\text{Planck}}}}. \quad (14)$$

In Eq. (15)–(16), with $H$ given by Eq. (16) and, as in Adamek et al., such an initial function of fluctuations in $H$, may lead to the issue that opened our discussion. Equation (14) may give some insight as to the fluctuations in Adamek et al. (Fig. 2)

3. The Problem of $\alpha \propto r^{-\alpha}$ in a Gravitational Potential

To review this, we use the following treatment of the Klein–Gordon equation:

$$\ddot{\varphi} + 3H\dot{\varphi} + \frac{k^2}{a^2}\varphi = 0, \quad \varphi \approx \frac{H}{\sqrt{2k}} \left(1 + \frac{1}{\kappa} \right) e^{-i k \tau}, \quad \text{and} \quad \tau = -\frac{e^{-n_1}}{H}. \quad (15)$$

Here, $k$ is the wave number and $H$ is constant in the early universe. Thus $k = \frac{\pi}{a}$, with $\lambda$ proportional to the “width” of a would-be preuniverse “bubble” in place of a singularity. Also, one would have for a constant $H$, during this time,

$$H = \sqrt{\frac{8 \pi G}{3} \cdot \rho - \frac{\kappa}{a^2}} = \sqrt{\frac{8 \pi G}{3} \cdot \sqrt{\rho - \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2}}} \approx \sqrt{\frac{8 \pi G}{3} \cdot \sqrt{V(\varphi) - \frac{\varphi^2}{2}}}$$

$$\Leftrightarrow \frac{\varphi^2}{2} = \left( \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} + V(\varphi) \right) - \rho, \quad (16)$$

where $\rho$ is energy density and $\kappa$ is curvature. Chaotic inflation uses $V(\varphi) \approx \frac{k^2}{a^2} \cdot \varphi^2$, the time derivative is $\frac{d}{d\tau}$, and $\varphi = \varphi_k$:

$$\frac{\dot{\varphi}^2}{2} = \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} + \frac{k^2}{a^2} \cdot \dot{\varphi}^2 - \rho = \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} + \frac{k^2}{a^2} \cdot \varphi_k^2 - \frac{16}{3} \cdot c_1 \cdot B^4 \approx \Delta E. \quad (17)$$

The last term of Eq. (17) states that, if we apply it to the Pre-Planckian-to-Planckian regime, there will be a change in the energy. We call this shift in energy equivalent to a change in kinetic energy, and then reference the Virial theorem:

$$\left\langle \psi \left| \Delta E \approx \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} + \frac{k^2}{a^2} \varphi_k^2 - \frac{16}{3} \cdot c_1 B^4 \right| \psi \right\rangle \approx \left\langle \psi \left| r \cdot \Delta \left( V_{PE} \approx \frac{c_2}{r^4} \right) \right| \psi \right\rangle, \quad (18)$$

where $V_{PE}$ is potential energy. In Pre-Planckian–Planckian space–time, we approximate, in the instant before time is initialized, the mean-value theorem for the computed values of both Eq. (17) and (18) with our results:

$$\frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} + \frac{k^2}{a^2} \varphi_k^2 - \frac{16}{3} \cdot c_1 B^4 \approx -\frac{\alpha}{r^n} \Rightarrow \frac{\alpha}{r^n} \approx \frac{16}{3} \cdot c_1 B^4 - \frac{3}{8 \pi G} \cdot \frac{\kappa}{a^2} - \frac{k^2}{a^2} \varphi_k^2. \quad (19)$$

Here, the magnetic field is determined by $B$, the scale factor $a$ (Eq. (12)), and $\varphi_k$ (Eq. (19)). $\alpha$ is no longer strictly real and is influenced by the complex $\varphi_k$. We next conclude with how the three-body problem, and in fact other experimental science could be impacted by Eq. (19). This merits scrutiny of the Lagrangian equilateral
triangle\(^2\) (p. 134) and possible orbits from the three-body problem.\(^{17}\) (p. 15) Here, we consider both in terms of KAM theory,\(^{2,15}\) a highly restricted set of equations:

When the system is slightly perturbed most of the invariant tori are not destroyed but only slightly shifted in the phase space. This has important implications on stability of orbits in the general and restricted three body problem. The proof of the KAM theorem by Moser [1962] and Arnold [1963] also demonstrated that convergent power series solutions exist for the three-body (as well as for the \(n\)-body) problem. The KAM theorem seems to be very useful for studying the global stability in the three-body problem [Robutel, 1993a, Montgomery, 2001, Simó, 2002]; however, some of its applications are limited only to small masses of the third body.\(^{17}\) (p. 15)

The limitation of KAM theory is that, most of the time, we have that the KAM results require a third body to be low mass, a classic dynamic-system result.

4. Conclusion

Via careful use of Eq. (19), we must remove dependence upon third-mass size, and examine if this can still recover much of the stability analysis. Later, this question in terms of a serious application of the value of Eq. (19) will be pursued. Second, orbital changes in encounters with planets is a restricted three-body problem,\(^2\) (p. 154) frequently used as to the interaction of say comets (comparatively small mass) with planets circulating the Sun, where we have two “massive” masses, and the third body. This could be used to show how the hyperbolic trajectory of a minor mass object (comet) is impacted in a simple solar-system model. We hope that, by judicious investigation of the arguments given for Eq. (19), the restrictions as to the smallness of the third mass may be partly ameliorated. If this is done, and it will require through investigations, then a template as to how to reliably simulate \(N\) bodies interacting may be a doable problem. To do this, one must investigate if the classical KAM problem may be generalized beyond its present restrictions.
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Calculations of the flux power spectrum of the Lyman $\alpha$ forest are performed as a means to quantify the possible effects of time-dependent dark energy. We use a parameterized version of the time-dependent dark energy equation of state consistent with the Planck analysis. We have run high-resolution, large-scale cosmological simulation with a modified version of the publicly available SPH code GADGET-2. These simulations were used to extract synthetic Lyman $\alpha$ forest spectra. These were then used to simulate the flux power spectrum at various observed quasar redshifts. We conclude that the effect of time-dependent dark energy on the flux power spectrum is of marginal statistical significance compared to the intrinsic cosmic variance.
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1. Introduction
The origin of the present cosmic acceleration remains a mystery. Within the dark energy paradigm several time-dependent models have been proposed as the physical mechanism for cosmic acceleration.\(^1\) The simplest model is that of a cosmological constant. Another possibility, however, is a self-coupled, slowly evolving scalar field that manifests as either a cosmic quintessence\(^2\) or k-essence\(^3\). The empirical difference between the cosmological constant and all other dark energy models is that the energy density of the later can vary in time. Hence, discriminating between various dark energy models can be made by observing how the dark energy changes in time.

Current observational constraints on time-dependent dark energy, however, are quite weak\(^4\). In the work described here\(^5\) we consider using the Lyman-$\alpha$ forest as a means to constrain the time evolution of dark energy. The motivation for using the Lyman-$\alpha$ forest is that the effects of dark energy, should be most apparent on the morphology of voids in the cosmic web.\(^6\)\(^-\)\(^12\) The absorbers responsible for the Lyman-$\alpha$ forest should reside primarily in the clusters and filaments.\(^13\)\(^,\)\(^14\) Along the line of sight to distant quasars these absorbers will be separated by the voids. As such, the separation of these absorbers in redshift space should act as a tracer of the evolution of the voids.\(^15\) Hence, the flux power spectrum acts as a proxy for the matter power spectrum and should contain complementary information about how each dark energy model affects the expansion of the universe. Thus, studying the Lyman-$\alpha$ forest could be an independent approach to searches based on the SNIa redshift-distance relation, the CMB, BAO, ISW, and gravitational lensing, and one that has received comparatively little attention in the literature.
2. Simulations

Previously Ref. [15] considered the effects on the Lyman-\(\alpha\) forest from various values of cosmological constant in the context of a semi-analytic treatment of the Lyman-\(\alpha\) forest. In Ref. [5] we expanded upon that work by making use of high-resolution N-body simulations, from which we extracted synthetic Lyman-\(\alpha\) spectra. Moreover, we have explored dynamical models of dark energy.

Our simulations were run with the publicly available smoothed-particle-hydrodynamics (SPH) code GADGET-2, modified to work with dynamical dark energy. Simulating the Lyman-\(\alpha\) forest requires a very high resolution. It has been suggested that a resolution of \(\approx 40 \, h^{-1}\) kpc in a box of size \(L \approx 40 \, h^{-1}\) Mpc is needed to adequately resolve the structure of the Lyman-\(\alpha\) forest and achieve convergence in the power spectrum. With these requirements in mind, we simulated 1024\(^3\) dark matter particles in a box of length 40 \(h^{-1}\) comoving Mpc.

Due to the high resolution requirements of our simulations, we evolve a distribution of only dark matter particles out of consideration for the total run-time. This is justified because in the low-density, mildly non-linear environments typically responsible for the Lyman-\(\alpha\) forest, the baryon distribution largely follows that of the dark matter on large scales. Additionally, the effects of non-linear baryonic physics, such as galactic winds, have been shown to be small at large scales where the effects of dark energy should be most prominent.

Our cosmological parameters are those given in Ref. [21]. Other simulation parameters are given in Ref. [5]. We ran five simulations both with a cosmological constant and with various dynamical dark energy where \(w(a)\) is the linear slope of the dark energy equation of state with redshift. The dynamical models were chosen such that their parameters were as close to the edges of the allowed 95% confidence range for the \((w_0, w_a)\) parameter space given in the Planck analysis. We chose points at the fringes of the allowed parameter space since these models should produce flux power spectra with the largest differences between them. The only exception to this is model DE2-40-1024, \((w_0, w_a) = (-1.1, 1.3)\) which was deliberately chosen from the region of the \((w_0, w_a)\) parameter space that is outside the bounds permitted by Planck’s marginalized posteriors. This was done for two reasons: first, we wanted to determine if very extreme values the dark energy parameters were capable of producing a distinct signature in the flux power spectrum of the Lyman-\(\alpha\) forest, and second, we were interested in whether or not the flux power spectrum provided constraints on the dark energy parameter space that were in accord with the results determined from other observational probes. The values of \(w_0\) and \(w_a\) that we used are \((w_0, w_a) = (-1.0, 0.0), (0.0, -3.0), (-1.1, 1.3), (-2.0, 0.0), (-2.0, 2.0)\).

Each of our simulations was started from the same initial conditions and evolved from \(z = 49\) to \(z = 2.2\). Our initial conditions were generated using the publicly available second-order Lagrangian perturbation theory code 2LPTIC. We generated snapshots of each simulation for quasars located at observed redshifts of \(z = 4.2, 3.8, 3.0, 2.7\), and \(z = 2.2\) as described in Ref. [5]. Our simulations
required on the order of ≈ 10 days on 72 processors to run. Following this, the post-processing took on the order of one week per snapshot, with the majority of the time (about four or five days) being devoted to halo-finding.

3. Implementation of Dynamical Dark Energy

The publicly available version of GADGET-2 assumes that dark energy arises from the cosmological constant. However, we make use of the parameterization given in 5. Nevertheless, modifying GADGET-2 to include the effects of dynamical dark energy was relatively straightforward. Calculating a synthetic spectrum requires knowledge of the densities, temperatures, and HI neutral fractions for each of the simulation particles. Since these are not properties of dark matter particles in GADGET-2, and we ran dark matter only simulations, we calculated these quantities in post-processing. Details of the GADGET calculations and the extraction of the Lyman-α spectra are given in Ref. [5].

The absorption in the Lyman-α forest serves as a way of mapping out the large-scale structure between the observer and the distance source quasar. Thus, the flux power spectrum serves as a proxy for the power spectrum of the underlying matter field that gives rise to the absorption in the Lyman-α forest. Since the matter power spectrum is a measure of the density amplitudes as a function of scale, and these amplitudes depend upon the expansion history of the universe, we can, in principle, use the flux power spectrum to discriminate between dark energy models.

Following Ref. [23], we do not analyze the flux directly but instead consider the quantity:

\[ F_p = \frac{e^{-\tau}}{\langle e^{-\tau} \rangle} - 1. \]  

(1)

\( F_p \) is used in place of \( F \) because \( F \) is sensitive to changes in the mean flux \( \langle e^{-\tau} \rangle \). We then take the Fourier transform of \( F_p \) using the publicly available package FFTW3\(^a\) to calculate the power spectrum. That is, the power spectrum is constructed from the Fourier transform of \( F_p \), which we denote \( F_{p,k} \),

\[ P_{F_p}(k) = |F_{p,k}|^2. \]  

(2)

We normalize the spectrum by dividing out the total counts within each bin of frequency \( k \). The frequencies are found via:

\[ k_i = \frac{2\pi i}{T}, \]  

(3)

where \( i \) indicates the bin index and \( T \) is the period. For discrete Fourier Transforms (DFTs), the signal is assumed to be periodic over the range in which there is data, so the period is simply the length of the spectrum in velocity space.

\(^a\)http://www.fftw.org/
4. Results

Using the procedure described in Ref. [5], we extract one-thousand synthetic spectra for each model at each redshift. This pool of spectra was then used to calculate an average power spectrum for each dark energy model at each redshift, along with errors. Figure 1 shows the spectrum through the center of the simulation volume for each of our dark energy models. These are offset from one another for visual clarity. All of the spectra, save for the DE2-40-1024 model, are nearly identical to one another.

Fig. 1. The synthetic spectrum through the center of the simulation volume for each of our dark energy models at $z = 3.00$. This figure highlights the fact that the spectrum for each of our dark energy models, save for DE2-40-1024 (magenta), are all nearly identical to one another. Each spectrum is offset from the others for reasons of visual clarity.

In order to calculate an average power spectrum at each redshift, we bootstrap a sample of eight-hundred synthetic Lyman-$\alpha$ forest spectra from our pool of one-thousand. The process described in Ref. [5] is then applied to this bootstrapped sample in order to calculate one instance of the power spectrum. This process is then repeated one thousand times to generate one thousand instances of the power spectrum. These instances are then averaged on a $k$-by-$k$ basis in order to obtain a mean value of $P$ for each $k$ along with a standard deviation, which we take to be the errors on our simulated power spectra.

We applied a $k$-sample Anderson-Darling (AD) test to analyze the statistical significance of the differences among power spectra. This test places more emphasis on the tails of the distribution. Since dark energy is a large-scale phenomenon, we expect the differences between power spectra to be greatest on the largest scales (smallest $k$). The key feature of the AD test is the fact that it is distribution-free. This is because the underlying distribution function giving rise to the power spectrum is unknown. With no $a$ priori reason to prefer one distribution function over any other, a reasonable place to start is to assume a Gaussian distribution, though we would not necessarily expect this to be the case given that cosmic structure is not normally distributed.
In summary, his work has explored whether the flux power spectrum of the Lyman-α forest can be used as a probe of time-dependent dark energy. We extracted synthetic Lyman-α forest spectra from high-resolution N-body simulations and used these to calculate the flux power spectrum. We used five different dark energy models, including the cosmological constant and four dynamical, parameterized dark energy models. These models were chosen from the \((w_0, w_a)\) posterior distributions as determined by Planck. In particular, of the four dynamical dark energy models we employed, three of them were chosen to lie at the fringes of this posterior, while the fourth was deliberately chosen to lie outside of the 95% C.L. bounds determined by Planck to serve as an extreme example from which we might discern an effect on the power spectrum.

Based our pool of synthetic Lyman-α forest spectra, we calculated an average power spectrum for each dark energy model at each redshift. We used k-sample Anderson-Darling test, which shows that there are only marginal differences between the power spectra. Thus, the effects of dark energy on the Lyman-α forest are less significant than the probes based upon the baryonic physics in the IGM. This implies that it is challenging to discriminate among dark-energy models based upon the power spectrum of the Lyman-α forest.
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Hubble trouble or Hubble bubble?
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The recent analysis of low-redshift supernovae (SN) has increased the apparent tension between the value of $H_0$ estimated from low and high redshift observations such as the cosmic microwave background (CMB) radiation. At the same time other observations have provided evidence of the existence of local radial inhomogeneities extending in different directions up to a redshift of about 0.07. About 40% of the Cepheids used for SN calibration are directly affected because are located along the directions of these inhomogeneities. We compute with different methods the effects of these inhomogeneities on the low-redshift luminosity and angular diameter distance using an exact solution of the Einstein’s equations, linear perturbation theory and a low-redshift expansion. We confirm that at low redshift the dominant effect is the non relativist Doppler redshift correction, which is proportional to the volume averaged density contrast and to the comoving distance from the center. We derive a new simple formula relating directly the luminosity distance to the monopole of the density contrast, which does not involve any metric perturbation. We then use it to develop a new inversion method to reconstruct the monopole of the density field from the deviations of the redshift uncorrected observed luminosity distance respect to the $\Lambda CDM$ prediction based on cosmological parameters obtained from large scale observations.

The inversion method confirms the existence of inhomogeneities whose effects were not previously taken into account because the 2M++ density field maps used to obtain the peculiar velocity for redshift correction were for $z \leq 0.06$, which is not a sufficiently large scale to detect the presence of inhomogeneities extending up to $z = 0.07$. The inhomogeneity does not affect the high redshift luminosity distance because the volume averaged density contrast tends to zero asymptotically, making the value of $H_0^{CMB}$ obtained from CMB observations insensitive to any local structure. The inversion method can provide a unique tool to reconstruct the density field at high redshift where only SN data is available, and in particular to normalize correctly the density field respect to the average large scale density of the Universe.

Keywords: Luminosity distance; inversion method; Hubble parameter.

1. Introduction

The recent analysis of low-redshift supernovae (SN) luminosity distance measurements have given an estimate of the the Hubble parameter $73.24 \pm 1.74$ km s$^{-1}$ Mpc$^{-1}$ which is more than 9% larger than the one obtained from CMB data $66.93 \pm 0.62$ km s$^{-1}$ Mpc$^{-1}$. The difference is significant at about 3.4$\sigma$ confidence level, making it a discrepancy which is definitely worth investigating and cannot be easily attributed to a statistical fluke. On the other hand there is evidence from luminosity density observations that the radial density profile is not homogeneous in certain directions. In one direction, corresponding to subregion 3 in $\delta$, the radial profile is underdense up to about 300 Mpc/h.

In order to check the effects of local inhomogeneities on the luminosity distance and that redshift correction is sufficiently accurate we compute the full relativistic effects on the luminosity distance using an exact solution of the Einstein’s equations and compare to results obtained using linear perturbations theory and a low-redshift
expansion. In the perturbative limit we obtain a formula relating directly the density field to the luminosity distance, showing that the effects are proportional to the volume average of the density field, not to the local value of the density contrast. This explains naturally why large scale observations are not affected by low redshift inhomogeneities, since their volume average is negligible on large scales.

We use this formula to derive a new inversion method to obtain the density contrast from redshift uncorrected observed luminosity distance observation. The method gives a value of the density contrast in subregion 3 in agreement with observations. Note that no assumption about a large void extending in all directions is made, and only the radial inhomogeneity in subregion 3 is considered, but since about 40% of the Cepheids are affected by this inhomogeneity, the entire analysis can be affected even if the local Universe is homogeneous in other directions.

![Graph](image)

**Fig. 1.** The peculiar velocity associated to an inhomogeneity profile as the one shown in the upper panel of fig. 2 is plotted in units of the speed of light $c$ as a function of redshift. As can be seen the effect reaches its peak around the hedge of the inhomogeneity and is then asymptotically suppressed due to volume averaging.

Due to the insensitivity of high redshift luminosity distance to local structure, we argue that any local deviation from the theoretical prediction of a FRW model based on cosmological parameters estimated using large scale observations such as the CMB radiation, should be considered an evidence of local structures with a size larger than the depth of the density maps used to apply redshift correction to observational data.

The inversion method we developed could be hence particularly useful to reconstruct the density field from SN luminosity distance observations on scales where galaxy surveys data is not available, not just to resolve the $H_0$ tension.

**2. Effects of inhomogeneities on the luminosity distance**

Unless differently specified, we use a system of units in which $8\pi G = c = 1$. The effects of inhomogeneities on the angular diameter distance were calculated to first
Fig. 2. The fractional difference of the luminosity distance $\Delta D_L/D_L$ and the local Hubble parameter $\Delta H/H_0$ are plotted as a function of the redshift for a compensated (top) inhomogeneity such as the one studied in 6 and an uncompensated (bottom) void. For $\Delta D/D$ the effects of the inhomogeneity are computed with a non-perturbative approach using a LTB metric (red line) and are in good agreement with the approximation (black line) given in eq. (11), confirming that $k_v$ in eq. (9) produces the dominant effect at low redshift. The relative fractional difference $\Delta H/H$ is computed with eq. (14) (black line) and with eq. (12) (dashed line). For the compensated case the difference is particularly important since eq. (12) would predict a negative variation, while eq. (14) gives the correct sign, in agreement with the results of a local fitting procedure. The volume averaged fractional density contrast $\delta$ defined in eq. 6 is plotted with a black line and the local density contrast $\delta$ with a dashed line.

order in perturbation theory in $z$ and to second order in $\delta$. The results in the Newton gauge can be written in this form 9,10

\[ D_A(z) = \overline{D}_A(z) [1 - k(z)] , \]  

(1)
where $D_A(z)$ is the diameter distance for a homogeneous Universe. The convergence $k(z) = \sum k_i(z)$ is the sum of different terms among which the most important ones are

$$k(z) \approx k_\delta(z) + k_v(z),$$

$$k_v = \left[ 1 - \frac{1}{a e H e} \right] v_e \cdot n + \frac{1}{a e H e} v_o \cdot n,$$

$$k_\delta = \frac{3}{2} H_0^2 \Omega_m \int_{\chi_e}^{\chi_o} \frac{\delta(\chi) \chi' - \chi}{a e \chi e} d\chi,$$

where $\chi$ is the comoving distance, we are denoting respectively with a lower-script $e$ or $o$ any quantity evaluated at the point of emission of the photons or at the observer, and the unit vector $n$ is in the direction of propagation from the emitter to the observer. The term $k_\delta$ is known as the gravitational lensing magnification, while $k_v$ is due to the peculiar velocities. The other $k_i$ terms are related to the line of sight integral of the gravitational potential and its time derivatives, such as the integrated Sachs-Wolf effect for example, and are sub-dominant at low-redshift.

We will show later using both an exact solution of the Einstein’s equations and a low-redshift Taylor expansion that the most important term is $k_v$.

3. Peculiar velocity and density maps

In the Newtonian limit the peculiar velocity field can be related to the density field by integrating the Euler’s equation

$$v(\chi) = \frac{afH}{4\pi} \int_{R_{Max}}^{R_{Max}} \delta(\chi') \frac{\chi' - \chi}{|\chi'|^3} d^3 \chi'.$$

$R_{Max}$ corresponds to $z < 0.06$, which is less than the size of the local inhomogeneity, $z \approx 0.07$. While the redshift correction method is quite precise at low redshift as we will show later, the velocity field they obtain is missing the peculiar velocity component due to the local void which can be obtained only by integrating eq. (5) over scales larger than the size of the void. The correct background density value $\rho$ entering the definition of the fractional density contrast $\delta = \delta \rho / \rho$ should be the volume average of the density $\rho$ on a scale larger than the void size, otherwise the underdensity of the void respect to the rest of the Universe will not be taken into account.

Density maps for $z < 0.06$ cover regions inside the void and cannot be used to find the relative density difference respect to the outside region, located at $z > 0.07$. In other words if we only consider density maps for $z < 0.06$ we cannot detect the presence of the local void, while extending the analysis to a higher redshift range gives $\delta \approx -0.5$ inside the void. It turns out that the component of the peculiar velocity due to the void is crucial to explain the apparent tension in the $H_0$ estimation.
4. Perturbative monopole correction

The peculiar velocity associated to a spherically symmetric inhomogeneity can be obtained in the Newtonian limit as

\[ v(\chi) = -\frac{1}{3} afH \bar{\delta}(\chi) \chi, \]  

(6)

where \( \bar{\delta} \) is the density contrast averaged over the sphere of comoving radius \( \chi \), it has been assumed that the density contrast can be factorized as the product of a space and a time dependent function as \( \delta = A(x)D(t) \), and \( f = \frac{1}{\pi H^2} \) is the growth factor. The negative sign in front of eq. (6) implies that for an underdensity the velocity is directed outward from the center, which is what we intuitively would expect since the region outside the void is denser. From the above equation we can see that the monopole component of the peculiar velocity is zero for a central observer, implying that the observer velocity is not affected by the monopole component of the local structure. Since the effects of the inhomogeneity depends on \( \bar{\delta}(z) \), they extend slightly beyond the edge of the void, because the volume averaged density contrast does not go to zero immediately after it.

Eq. (6) is used to plot in fig. 1 the peculiar velocity as function of the red-shift inside an inhomogeneity with a density profile given in fig. 2. As expected the velocity is zero at the center, reaches its pick at the edge of the inhomogeneity and tends asymptotically to zero due to the volume average.

Using eq. (6), and only considering the effects due to the emitter velocity \( v_e \), since, as shown in eq. (6), a spherical symmetric inhomogeneity does not affect the observer velocity, we can re-write \( k_v \) in terms of the averaged density density and get

\[ k_v = \frac{1}{3} f \bar{\delta} (aH \chi - 1). \]  

(8)

Note that we have used that \( v_e \cdot n = \frac{1}{3} f \bar{\delta} aH \chi \) because \( n \) is directed from the emitter to the observer, while in eq. (6) the unit vector is in the opposite direction, i.e the positive radial direction, since we are assuming a coordinate system centered at the observer.

5. Low redshift effects of a local inhomogeneity

At low redshift we have \( aH \chi \approx z \) and consequently only the second term in eq. (8) is important at leading order in \( z \), giving

\[ k_v(z) = -\frac{1}{3} f \bar{\delta}(z). \]  

(9)

In the case of \( k_\delta \) we can also perform a low-redshift expansion and assuming \( \bar{\delta} = \delta_c + \delta_1 z + .., \) the leading order term is

\[ k_\delta = \frac{3}{4} \Omega_m \delta_c z^2, \]  

(10)
which is a second order term which can be safely neglected at low redshift.

Now that we know that the dominant contribution at low redshift is \( k_v \), we can compute the leading order correction to the angular diameter distance

\[
D_A(z) = D_L(z) = D_L(z) \left[ 1 + \frac{1}{3} f \delta(z) \right].
\] (11)

In the above equation we have used that at leading order in redshift the reciprocity relation

\[
D_L(z) = (1 + z)^2 D_A(z)
\]

implies that \( D_L(z) = D_A(z) \).

As shown in fig. 2 eq. (11) is in very good agreement with the results obtained from the calculation of the full relativistic effects of the inhomogeneity using the LTB solution, confirming that the approximations used to derive eq. (11) are well justified.

\[
\frac{\Delta H}{H_0} = -\frac{1}{3} f \delta.
\] (12)

\[
H_0^{loc} = H_0 + \Delta H(z), \quad H_0 = \lim_{z \to 0} \frac{z}{D_L(z)}
\] (13)

\[
\frac{\Delta H(z)}{H_0} = \frac{\Delta D_L(z)}{D_L(z)} = -\frac{1}{3} f \delta(z)
\] (14)
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We investigate the relativistic corrections to the standard model of formation of large scale structures. In matter domination and in the Poisson gauge, we use the weak-field approximation which allows to keep compact expressions even for the one-loop bispectrum. Whereas in the Newtonian limit, the choice of gauge is marginally important as all gauge coincides, when relativistic corrections are taken into account, it matters as a change of gauge may induce a change of gravitational potential and introduce fictitious modes in the final result for the power spectrum. It is precisely what happens in the example presented in this talk as the equivalence principle is not fulfilled in the Poisson gauge and the cancellation of the IR divergence at one-loop does not occur. We will discuss how other choices of gauge may solve this issue.
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1. Introduction

Most of the large scale structures observables can be computed within a Newtonian approximation (see Ref. 1 for a review). On the large scales, at early enough time, the universe is in the linear regime and all gauges coincide with the Newtonian one. On the small scales, local processes for the formation of structures happen and gravity is well described by Newton’s theory. However, reporting on Ref. 2, we argue that a proper calculation of the one-loop bispectrum requires to take into account relativistic corrections. Unlike the power spectrum which depends only on one Fourier mode by translation and rotation invariances, the bispectrum couples the scales and therefore could get non-linear relativistic corrections that requires to go beyond the Newtonian gauge. We will present some steps toward calculating the one-loop bispectrum. In section 2, we present a weak field scheme which allows to keep the leading relevant relativistic corrections for cosmological spacetimes. In section 3, we describe the equations of motions for the dark matter perturbations and we solve them using perturbation theory. We present our results for the bispectrum in section 4 and finally present some further subtleties of this calculation and conclude in section 5.

2. Weak field approximation

The task of computing relativistic corrections in full GR is quite challenging even at second order, see eg. Refs. 3–5. However, on cosmological scales, gravity is

\*It is possible to consider triangle configurations that have one large scale and two small scales: the so-called squeezed limit.
weak and to obtain reliable results, one does not need to consider the full GR. Mathematically, the weak field approximation relies on the fact that the root mean square of the velocity of dark matter perturbations is small: \( v \sim 10^{-3} \) and furthermore the gravitational potential is also small \( \phi \sim 10^{-5} \). This allows to tread those two quantities perturbatively in the equation of motion. We note however that to derive the equations of motion of section 3, nothing is assumed regarding the density contrast of the dark matter field: \( \delta \sim 1 \) can happen in the small scales, at shell-crossing. A more systematic description of the weak field approximation can be found in table 1 of Ref. 2 and in the text around it.

3. Equations of motion

The metric we consider reads:

\[
\text{ds}^2 = -(1 + 2\phi)dt^2 + 2\omega_i dx^i dt + a(t)^2 [(1 - 2\psi)\delta_{ij} + h_{ij}] dx^i dx^j,
\]

where we considered two gravitational potentials \( \phi \) and \( \psi \), frame dragging effects \( \omega \) and gravitational waves \( h_{ij} \). Applying the weak field scheme of section 2 and calculating the first two moments of the Boltzmann equation, supplemented by the Einstein equations, one finds:

\[
\dot{\delta}_R + \theta_R = - \int_{k_1, k_2} \alpha(k_1, k_2) (\theta_R(k_1)\delta_N(k_2) + \theta_N(k_1)\delta_R(k_2)) + S_\theta[\delta_N],
\]

\[
\dot{\theta}_R + 2H\theta_R + \frac{3}{2} H^2 \delta_R = -2 \int_{k_1, k_2} \beta(k_1, k_2) \theta_N(k_1)\theta_R(k_2) + S_\theta[\delta_N].
\]

We have split the dynamical quantities \( (\delta, \theta \equiv \partial_i v^i) \) between a Newtonian part and a relativistic part, denoted by superscripts \( N \) and \( R \). The left hand sides of these equations describe the linear terms, an expression for the relativistic sources is given in appendix C of Ref. 2. The standard kernels \( \alpha \) and \( \beta \) describes usual non-linearities terms.

To solve Eqs. (2)-(3), we perform perturbation theory in the usual sense (see eg. Ref. 9) and expand the dark matter fields in powers of the linear density contrast \( \delta_l \). This allows to define Newtonian kernels \( F_n \) together with their relativistic counterparts \( F_n^R \):

\[
\delta(k, t) = \sum_{n=1}^{\infty} a^n(t) \int_{k_1, \ldots, k_n} \left[ F_n(k_1, \ldots, k_n) + a^2(t)H^2(t)F_n^R(k_1, \ldots, k_n) \right] \delta_l(k_1) \ldots \delta_l(k_n).
\]

In appendix D of Ref. 2, expressions for the kernel up to \( n = 4 \) are presented in two gauges of interest: Poisson and synchronous-comoving.

4. Results

After solving the equations of motion, we are in position to present our main results: a plot of the bispectrum defined as

\[
\langle \delta(k_1, t)\delta(k_2, t)\delta(k_3, t) \rangle = (2\pi)^3 \delta_D(k_1 + k_2 + k_3)B(k_1, k_2, k_3, t).
\]
Fig. 1. In the squeezed configuration: \( B(k_1, k_1, k) \), one-loop corrections to the linear bispectrum in Poisson gauge, with \( k_1 = 0.1 \ h \ Mpc^{-1} \). Doted lines denotes a negative contribution. The qualitative reasoning discussed in the introduction holds and indeed relativistic corrections are important at large scales (small \( k \)) in squeezed configurations. Observe even that the relativistic one-loop results become larger than the tree-level Newtonian results and the perturbation theory breaks down in the IR. In purple, we ploted a signal that could come from primordial non-gaussianities with \( f_{NL} = 1 \).

Those results are contrasted with a synchronous gauge in Ref. 2.

5. Conclusions and perspectives

Due to lack of space, several issues were eluded in this proceeding, in particular, in section 5 of Ref. 2, some details are given about the renormalization of the background which is required in order to avoid infinities, the UV and IR behavior of the loop-integrals is also discussed there.

We have reported in this proceeding our new results on the one-loop bispectrum. We argued that taking into account GR is necessary as the bispectrum couples scales. We indeed found that the relativistic corrections becomes of the same order of magnitude than the Newtonian (linear) results.

These encouraging results invite to perform several steps in order to observe the bispectrum:

- Take into account, not only dark matter but galaxies which is done by introducing a set of bias parameters\(^{10,11} \).
• Take into account the fact that what is observed in our telescopes is a redshift and a direction in the sky and not a position and a time. To do so, one goes to redshift space and takes into account the propagation of photons in our cuspy universe: those effects are sometimes dubbed redshift space distortions\textsuperscript{12,13}.

Other interesting roads includes to more precisely model th short scales, either with effective field theory\textsuperscript{14}, resummation\textsuperscript{15} or renormalization group\textsuperscript{16} techniques. The inclusion of a cosmological constant\textsuperscript{17} $\Lambda$ is also in order opening also the door to further generalize to modified gravity scenario for cosmology.
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1. Introduction

The nature of most of the matter in the universe remains as one of the most challenging questions in modern physics. Nevertheless, observational evidence from the Cosmic Microwave Background, galaxies cluster, weakly lensing, and the Lyman-α forest agree with the predictions of the ΛCDM model. Such models contain a mixture of roughly 25% collisionless cold dark matter such as WIMPs, axions, etc. interacting through the weak and gravitational forces only, and 70% vacuum energy or quintessence, interacting through the weak and gravitational forces only, and 70% vacuum energy or quintessence. Only a fraction of the present total matter can be made of ordinary baryons has an unknown, nonbaryonic origin.

However, it is now appreciated (e.g. Ref. [5] and refs. therein) that conventional models of collisionless cold dark matter lead to problems with regard to galactic structure. They are only able to fit the observations on large scales (≫1 Mpc). In particular, high-resolution N-body simulations in these models result in a central singularity of the galactic halos and a large number of sub-halos than observed. This is called the Core–Cusp Problem. A number of other inconsistencies are discussed in Refs. [5, 8, 9, 10]. In particular, the mass density profile for CDM halos increases toward the center, scaling approximately as ρdm ∼ r^{-1}. However, many observed rotation curves of disk and dwarf spheroidal galaxies prefer a constant density profile ρdm ∼ r^{0}, as evidenced by a linearly rising circular velocity in the inner regions. This is most evident in dwarf and low surface brightness (LSB) galaxies since they are highly DM-dominated.

A possible way to avoid these problems is to hypothesize self-interacting dark matter (SIDM). Although self-interacting models lead to spherical halo centers in clusters. This is not in agreement with the inferred ellipsoidal centers indicated
by gravitational lensing\cite{15} and by Chandra observations\cite{16}.

Self-interacting dark matter models are well motivated as a model for particle dark matter. The key property of dark-matter particles is that they are non-relativistic and have have a weak scattering cross-section. The Spergel-Steinhardt model\cite{14} has motivated many follow-up studies\cite{4,17,18} to identify a dark matter particle with self interactions. Here we constrain one particular model\cite{19} with right-handed (RH) neutrinos for self-interacting dark matter based upon simulations of galactic structure. We deduce that the mass of the SIDM in this model in about an MeV. We compare numerical simulations to the observations.

The range of mass for SIDM is from $\sim$MeV with a mean free path and total cross section over mass from 0.1 cm$^2$ g$^{-1}$ to 100 cm$^2$ g$^{-1}$ can solve the core-cusp and the missing satellite problems of the ΛCDM model. In our model the cross section over mass $\sigma/m$ is in the range of 4 to 5 cm$^2$ g$^{-1}$. In large scale structure there is no difference between that of normal CDM and SIDM. However, on small scales galactic cores are consistent with all of the observational constraints. We analyze the small scale structure of the dark matter based upon the hydrodynamic simulations described in this work.

2. Model for self-interaction dark matter

The SM offers no options for dark matter. The first gauge model\cite{20} for SIDM was found in the 3-3-1 model. To keep the Higgs sector with three triplets in that model the existence of exotic leptons\cite{21–23} was proposed. The 3-3-1 models were proposed with an independent motivation. These models have the intriguing features that they are anomaly free only if the number of families $N$ is a multiple of three. If one adds the condition of QCD asymptotic freedom, which is valid only if the number of families of quarks is to be less than five, it follows that $N$ is equal to 3.

In this work we summarize the argument that the 3-3-1 model with right-handed (RH) neutrinos\cite{24} contains such self-interacting dark matter.

The main properties that a good dark matter candidate must satisfy are stability and neutrality. Therefore, one should consider the scalar sector of the model, more specifically, the neutral scalars.\cite{14}. In addition, such dark matter particles must not overpopulate the Universe. On the other hand, since our dark matter particle is not imposed arbitrarily to solve this specific problem, one must check that the necessary values of the parameters do not spoil the other bounds of the model.

Under the assumption of discrete symmetry $\chi \rightarrow -\chi$, the most general potential can then be written in the following form:\cite{25}

$$V(\eta, \rho, \chi) = \mu_1^2 \eta^+ \eta + \mu_2^2 \rho^+ \rho + \mu_3^2 \chi^+ \chi + \lambda_1 (\eta^+ \eta)^2 + \lambda_2 (\rho^+ \rho)^2 + \lambda_3 (\chi^+ \chi)^2$$

$$+ (\eta^+ \eta)(\lambda_4 (\rho^+ \rho) + \lambda_5 (\chi^+ \chi)) + \lambda_6 (\rho^+ \rho)(\chi^+ \chi) + \lambda_7 (\rho^+ \eta)(\eta^+ \rho)$$

$$+ \lambda_8 (\chi^+ \eta)(\eta^+ \chi) + \lambda_9 (\rho^+ \chi)(\chi^+ \rho) + \lambda_{10} (\chi^+ \eta + \eta^+ \chi)^2.$$  \hfill (1)

Next one can write the expansion of the scalar fields which acquire a VEV:

$$\eta^0 = \frac{1}{\sqrt{2}} (v + \xi_\eta + i\zeta_\eta); \quad \rho^0 = \frac{1}{\sqrt{2}} (u + \xi_\rho + i\zeta_\rho); \quad \chi^0 = \frac{1}{\sqrt{2}} (w + \xi_\chi + i\zeta_\chi).$$  \hfill (2)
For the prime neutral fields which do not have a VEV, one finds analogously:

$$\eta^o = \frac{1}{\sqrt{2}} (\xi'_\eta + i\zeta'_\eta) ; \chi^o = \frac{1}{\sqrt{2}} (\xi'_\chi + i\zeta'_\chi).$$

To satisfy the requirements of stability and neutrality, one can go to the scalar sector of the model, more specifically to the neutral scalars. One must then whether any of them can be stable and are self-interacting. In addition, such a dark matter particle must freeze out at the correct cosmic abundance. One can check through a direct calculation by employing the relevant Lagrangians that the Higgs scalar $h_0$ and $H_0^3$ can satisfy these criteria. Remarkably, they do not interact directly with any SM field except for the standard Higgs $H_0^1$. However, $h_0$ must be favored, since it is easier to obtain a large scattering cross section.

In contrast to the singlet models of Refs. 4, 18, 28, 29, 26, 27, where an extra symmetry must be imposed to account the stability of the dark matter, the decay of the $h_0$ scalar is automatically forbidden in all orders of perturbative expansion. This is because this scalar comes from the triplet $\chi$, that induces the spontaneous symmetry breaking of the 3-3-1 model to the standard model. Therefore, the SM fermions and the standard gauge bosons cannot couple with $h_0$. Also, the $h_0$ scalar comes from the imaginary part of the Higgs triplet $\chi$. The imaginary parts of $\eta$ and $\rho$ are pure massless Goldstone bosons. Thus, there are no physical scalar fields which can mix with $h_0$ and the only interactions of $h_0$ come from the scalar potential. If $v \sim u \sim (100 \sim 200)$ GeV and $-1 \leq a_5 \sim a_6 \leq 1$, the $h_0$ can interact only weakly with ordinary matter through the Higgs boson of the standard model $H_0^1$. The relevant quartic interaction for scattering is thus $h_0^4h_0^4H_0^4H_0^4$.

3. Structure formation in a SIDM Universe

In the work of Lan and Long, it was deduced that the mass range for the dark matter is from 4.7 MeV to 29 MeV. Our dark matter is non-relativistic with decoupling temperature ~ 1 eV. Dark matter does not interact with any particles in the standard model except Higgs Boson, so one need not deal with any collision terms. The self-interacting dark matter in the 3-3-1 model of Ref. [19] is non-relativistic driving the decoupling era with a decoupling temperature about 1 eV. So we have $g_{\mu\nu}P^\mu P^\nu = m^2$, where $m$ is the mass of the dark matter particles, $g_{\mu\nu}$ is the full metric tensor, and $P^\mu = \sqrt{q^2 + m^2q^2(1 - \phi)}$. We can define the energy $q = \sqrt{(p^2 + m^2)}$, where $p$ the is magnitude of momentum.

If one defines $\beta = n_h/T^3$ in the radiation dominated era one write the evolution Boltzmann Equation as

$$\frac{d\beta}{dT} = -\frac{\Gamma \beta}{KT^3} = -\frac{\alpha}{8\pi^3Kem_1/T} \left( \frac{\Theta}{T^2} \right)^2$$

where $K^2 = 4\pi^3 g(T)/45m^2_{Pl}$ and $\beta = \frac{n_h}{T^3}$ are parameters of thermal equilibrium and $m_{Pl}$ is the Planck mass. We take $T = m_1$ so that the cosmic density of the $h_0.$
scalar is
\[ \Omega_h = 2g(T_\gamma)T_\gamma^3 \frac{m_h \beta}{\rho_c g(T)} \]  
\[ (5) \]
where \( T_\gamma = 2.4 \times 10^{-4} \) eV is the present photon temperature, \( g(T_\gamma) = 2 \) is the photon degree of freedom and \( \rho_c = 7.5 \times 10^{-47} h^2 \), with \( h = 0.71 \), being the critical density of the Universe. Let us take \( m_h = 7.75 \) MeV, \( v = 174 \) GeV, \( a_5 = 0.65 \), \(-a_6 = 0.38 \) (actually in our calculations, we have used a better precision for \( a_5 \) and \( a_6 \)) and \( m_1 = 150 \) GeV. Thus, from we obtain \( \Omega_h = 0.3 \). Therefore, without imposing any new fields or symmetries, the 3-3-1 model possesses a scalar field that can satisfy all the properties required for the self-interacting dark matter and does not overpopulate the Universe.

4. Constraint with CMB and galaxy simulation
We have simulated of the formation of a dwarf galaxy of \( 10^{10} M_\odot \) halos of self interacting dark matter (SIDM) with cross section over mass in the range \( \sigma/m = 3.7 \) to \( 5.2 \) cm\(^2\) g\(^{-1}\). We used a cosmological model with parameters \( \Omega_\Lambda = 0.734 \), \( \Omega_m = 0.266 \), \( \Omega_b = 0.0449 \), \( n_s = 0.963 \), \( h = 0.71 \), \( \sigma_8 = 0.801 \) (Komatsu et al. 2011). We start with isolated halo galaxies with a stellar mass of \( M_{\text{star}} = 1.4 \times 10^{11} M_\odot \) and temperature \( T = 10^4 \) K with in a box size of \( 50 \) Mpc\(^{-1}\).

Figure 1 shows an example of our inferred SIDM radial profile for a best fit of \( \sigma/m = 4 \) cm\(^2\) g\(^{-1}\). It shows a flattening toward the center as required by observation.

![Fig. 1. Galaxy profile calculated with (blue line) and without (red line) SIDM from a fit to the numerical simulations.](image)
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This brief review covers recent results on searches for dark matter in collider experiments, as well as from direct and indirect detection observatories. It focuses on generic searches for dark matter signatures at the LHC, e.g. mono-X, dijets, etc. Recently observed astrophysical signals that may provide hints of dark matter are also discussed.
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1. Introduction

Dark matter (DM) still remains one of the most puzzling and fascinating mysteries in Fundamental Physics nowadays. The quest for unveiling its nature encompasses Cosmology, Astroparticle and Particle Physics. Observations over the past decades — obtained by combining a variety of astrophysical data, such as type-Ia supernovae, cosmic microwave background (CMB), baryon oscillations and weak lensing data — indicate that most of our Universe energy budget consists of unknown entities: \( \sim 27\% \) is dark matter and \( \sim 68\% \) is dark energy,\(^1\) a form of ground-state energy.

2. DM Candidates

Weakly interacting massive particles (WIMPs) are the leading class of candidates for cold DM (CDM). They are thermal relics from Big Bang and the measured relic density implies that the DM annihilation cross section is of the same order as the one characterising the weak interaction scale, constituting the so-called “WIMP miracle”. Specific theoretical models may provide naturally a DM particle, such as supersymmetry (SUSY), extra dimensions and little Higgs models.

Other non-WIMP possibilities to explain the DM observations are superWIMPs (gravitinos, axinos), axions, (sterile) neutrinos, fuzzy CDM, Q-balls, WIMPzillas and macroscopic objects, such as primordial black holes.\(^2\) New paradigms are continuously being proposed, partly as a result of interplay with observations. For instance, self-interacting DM has been proposed to ameliorate observed tensions between \( N \)-body simulations of collisionless CDM and astrophysical observations on galactic scales: cusp-vs-core problem, too-big-to-fail problem, missing-satellite problem, diversity problem.\(^3-5\)

3. Direct Detection

Direct detection (DD) of DM involves the observation of elastic scattering of WIMP off nuclei. It is sensitive to the WIMP mass \( m_\chi \) and the cross section \( \sigma_\chi \)-nucleon-
A low-energy threshold in the WIMP-induced recoils is required for an efficient DD experiment, as well as reliable shielding of the detector from radioactive sources and cosmic backgrounds. The background suppression relies on the ability to distinguish nuclear recoils against other possible processes, such as electrons and α-particles. Lastly, stable detector operation during annual and diurnal modulation is required.

The use of different targets safeguards against nuclei-related systematic uncertainties. Liquid noble gases, such as Xenon and Argon, offer sensitivity over the widest WIMP-mass range from 5 GeV to 1 TeV (Darkside, DARWIN, DEAP3600, LUX, LZ, Panda-X, XENON). The (oldest) technology of cryogenic crystals presents new innovations and covers \( m_\chi \sim 1 - 10 \) GeV (CRESST, EDELWEISS, Super-CDMS). Alternative targets with unique properties include NaI crystals and bubble chambers (ANAIS, COSINE, DAMA/LIBRA, SABRE, PICO). A recent review of DD concepts and status is given in Ref. 6.

No signal of dark matter in direct detection has been observed so far. The only persisting “anomaly” over several years is the annually modulating signal observed by DAMA/LIBRA, a massive array of low-background NaI(Tl) crystals installed in the Gran Sasso underground laboratory. This modulation has been seen in various phases of the detector and its period and phase are consistent with the expectation from the standard DM halo model.\(^7\)

As the sensitivity in cross section lowers, it reaches the so-called “neutrino floor”, i.e. where the (irreducible) neutrino-flux background becomes dominant. Some DM models, e.g. SUSY or Composite Higgs\(^8\) models, are still viable in regions of the \( \sigma_\chi-nucleon \sim \sigma_\chi \) plane. Some caveats apply to the DD results. The astrophysical uncertainties on the local DM density and DM velocity distribution are typically large. On the particle physics side, the way DM interacts with the detector is only partially known, while other nuclear-physics uncertainties may be considerable.

### 4. Indirect Detection

In the indirect detection (ID) of DM, the focus is on the DM-particle decay or annihilation products in the galactic centre, dwarf galaxies, etc. Several probes are used as messengers, such as neutrinos, photons, antiprotons, and positrons. This class of observations may distinguish among different WIMP candidates: neutralinos, KK states, etc. Detection and analysis techniques used in ID and results are detailed in Ref. 9. Several hints of DM annihilation have been observed in data over the years frequently being attributed to astrophysical origin. Here, we outline two recent observations: excess of GeV gamma rays and the 21-cm signal line.

A spatially extended excess of \( \sim 1 - 3 \) GeV \( \gamma \) rays from the region surrounding the Galactic Center has been identified, consistent with the emission expected from annihilating dark matter. High resolution \( \gamma \)-ray maps, such as the one shown in Fig. 1, render the excess robust and highly statistically significant, with a spectrum, angular distribution, and overall normalisation that is in good agreement with that predicted by simple annihilating \( 36 - 51 \) GeV DM particle annihilating to \( bb \).\(^10\)
The Experiment to Detect the Global EoR Signature (EDGES) is a radio-telescope for detection of hydrogen signatures from the Epoch of Reionisation (EoR), soon after the formation of the first stars and galaxies. The Collaboration reported the observation of an unexpectedly deep absorption in the radio background at 78 MHz, shown in Fig. 2, based on their low-band instruments and interpreted it as a redshifted 21-cm line. It is unlikely that radiation from stars and stellar remnants to account for this discrepancy. Cooling of gas as a result of interactions between dark matter and baryons seems to explain the observed amplitude.

5. Searches at the LHC

The ATLAS and CMS experiments have embarked upon searches for signals of DM produced at the LHC early on during data taking. Theoretical models, such as supersymmetry or theories with extra-dimensions provide a natural DM candidate, hence searches targeting these models implicitly cover dark matter, too. Since the candidate is only weakly interacting with matter, the common feature among these analyses is the requirement for large missing momentum \( E_{\text{miss}} \). These models offer definite predictions, however they are characterised by a large number of parameters and this approach is profoundly model dependent.

The first generic approach towards DM searches involved the deployment of effective field theories (EFTs), extensively used in Run 1 (2010–2012). In this method, the interaction between DM and Standard Model (SM) particles is described by effective operators. It is clearly less model independent, yet it is only valid for low-momentum transfers \( Q^2 \ll M^2_{\text{med}} \), where \( M_{\text{med}} \) is the mediator mass.

A third approach extensively followed in Run 2 (2015–2018) assumes simplified topologies where the DM and SM particles interact via a mediator \((Z', H)\). Its
advantage is that it covers features of a whole class of models and remains valid at high energies. In addition, it is described by a relatively small number of free parameters, namely the mediator and DM masses $M_{\text{med}}$ and $m_\chi$ and the mediator couplings to SM and DM particles $g_{\text{SM}}$ and $g_{\text{DM}}$, respectively.

Concerning the final states, DM cannot be directly observed at the LHC, however DM-pair production can be detected via the presence of an imbalance in measured transverse momenta of visible particles. The DM pair may only give rise to large $E_T^{\text{miss}}$, if it recoils to an energetic particle $X$, hence the so-called mono-$X$ searches, where $X$ is a jet, a photon, a top, a (hadronically or leptonically decaying) $W/Z$ boson. When $X = H(\rightarrow b\bar{b}, \gamma\gamma, \tau\tau)$ coupled to DM through a BSM effective vertex, it provides a direct probe of the DM–SM coupling. Additionally, the associated production of DM with $t\bar{t}$ and $b\bar{b}$ pairs is considered.

In addition to the dedicated analyses for DM, constraints can be extracted from recasting searches for heavy resonances. For an assumed $Z'$ mediator, the final states can be two quarks ("dijet"), two Higgs bosons ($\rightarrow b\bar{b}, \tau\tau$), $H\gamma \rightarrow b\bar{b}\gamma$. Such searches are only sensitive to the mediator–SM particle coupling, e.g. the mediator–quark coupling in the case of dijet resonances. A wide range of mediator masses are covered with these analyses with/without jet/.$\gamma/W$ initial state radiation.

The complementarity between the results from DM direct detection and related LHC searches is shown in Fig. 3. CMS limits do not include relic-density constraints and their relative importance strongly depend on the chosen coupling and model

Fig. 3. CMS DM exclusion limits at 90% CL in the $m_\text{DM} - \sigma_{\text{SI}}$ plane for a vector mediator, Dirac DM and couplings $g_q = 0.25$ and $g_{\text{DM}} = 1.0$ compared with the XENON1T, LUX, PandaX-II, CDMSLite, CDEX and CRESST-II limits, which constitute the strongest constraints in the shown mass range. From Ref. 29.
scenario. Therefore, the shown CMS exclusion regions in this plot are not applicable to other choices of coupling values or models.

6. Summary

Signals of dark matter are sought after in direct and indirect detection and in production in colliders. Additional constraints are obtained from cosmological observations on its nature (thermal/non-thermal, super/sub/relativistic, etc.) and on its relic density. Some still unexplained evidence in DD and ID are under investigation taking into account additional systematic uncertainties that matter–DM interactions may hinder and the strong dependence of the ID & DD results interpretation on astrophysical assumptions. In parallel, the LHC experiments search for DM in a variety of channels following different approaches and strategies characterised by high dependency on theoretical models and/or assumptions. Some approaches provide access to the mediator nature than to DM itself, rendering a possible signal difficult to be assigned to DM. The quest for dark matter continues in all fronts.
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We consider the impact of dynamical dark energy (DDE) in the possible solution of the existing tensions in the $\Lambda$CDM. We test both interacting and non-interacting DE models with dark matter (DM). Among the former, the running vacuum model (RVM) interacting with DM appears as a favored option. The non-interacting scalar field model based on the potential $V \sim \phi^{-\alpha}$, and the generic XCDM parametrization, also provide consistent signs of DDE. The important novelty of our analysis with respect to the existing ones in the literature is that we use the matter bispectrum, together with the power spectrum. Using a complete and updated set of cosmological observations on SNIa+BAO+$H(z)$+LSS+CMB, we find that the crucial triad BAO+LSS+CMB (i.e. baryonic acoustic oscillations, large scale structure formation data and the cosmic microwave background) provide the bulk of the signal. The bispectrum data is instrumental to get hold of the DDE signal, as our analysis shows. If the bispectrum is not included, the DDE signal could not be currently perceived at a significant confidence level.
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1. Introduction

The cosmological constant problem in the context of quantum field theory (QFT) is well known. Already in the standard model of particle physics the value of the vacuum energy density $\rho_{\Lambda}$ is predicted to be some 55 orders of magnitude higher than the measured value, $\rho_{\Lambda} \sim 10^{-47}$ GeV$^4$ see Refs. 1–5. Rather than attempting to solve this problem here, we adopt a pragmatic point of view and consider the possibility to test whether the vacuum energy, and in general the dark energy (DE), is dynamical or not in the light of the current observations. This might help to shed some light not only on how to cure the CC-problem eventually, but also on how to solve some of the existing tensions between the $\Lambda$CDM model and observations, like the $H_0$-tension (the mismatch between the Planck measurements of $H_0$ and the local measurements based on the distance ladder approach)$^6$–$^8$ and the $\sigma_8$-tension, which is described in terms of the combined observable $f(z)\sigma_8(z)$, where $f(z)$ is the linear growth rate and $\sigma_8(z)$ is the RMS matter fluctuation on scales of $R_8 = 8h^{-1}$ Mpc at redshift $z$. The corresponding prediction of the $\Lambda$CDM is known to be exceedingly large and hence the description of the LSS data is poorly accounted for by the concordance model.$^9$,$^{10}$ In the following we briefly review how dynamical dark energy (DDE) can lend a helping hand on trying to solve some of these problems, although the evidence of DDE (or lack of it) varies significantly if taking different
Fig. 1. Likelihood contours for the three DVMs (3)-(5) in the \((\Omega_\text{m}, \nu_i)\) plane up to 5\(\sigma\) c.l. after marginalizing over the rest of the fitting parameters. Use is made of SNIa+BAO+\(H(z)+\)LSS data and compressed CMB Planck 2015 data. The \(\Lambda\)CDM \((\nu_i \equiv 0)\) appears disfavored in front of the DVMs. In particular, the RVM and the \(Q_{\text{dm}}\) are favored at \(\sim 3\sigma\) c.l. See Ref. 14 for details on the SNIa+BAO+\(H(z)+\)LSS+CMB data used in our fit. We note, in particular, that bispectrum data is also included.  20studies in the literature, see Refs. 11–17 and the more recent analyses 18, 19 and references therein.

2. Cosmology beyond \(\Lambda = \text{const.}\)

The Friedmann and acceleration equations when the vacuum evolves with the cosmic expansion, \(\rho_\Lambda = \rho_\Lambda(t)\) can be written formally similar to the standard case when \(\rho_\Lambda = \text{const.}\) If we focus on flat FLRW metric, the field equations that incorporate vacuum dynamics read

\[
3H^2 = 8\pi G (\rho_m + \rho_\Lambda(t)), \quad 2\dot{H} + 3H^2 = -8\pi G (w_m \rho_m + w_\Lambda \rho_\Lambda(t)),
\]

(1)

where \(w_m = 1/3, 0\) for relativistic and nonrelativistic matter, and \(w_\Lambda = -1\) for the vacuum (irrespective of its time evolution). Hereafter we assume \(w_\Lambda = -1 - \epsilon\) \((|\epsilon| \ll 1)\), i.e. for quasivacuum models. The total matter density \(\rho_m\) involves the contributions from baryons and cold dark matter (DM): \(\rho_m = \rho_b + \rho_{\text{dm}}\). We assume that the DM component is the only one that interacts with vacuum, whilst radiation and baryons are taken to be self-conserved, hence \(\rho_r(a) = \rho_0 r a^{-4}\) and \(\rho_b(a) = \rho_0 b a^{-3}\), where the superscript zero denotes the current values. The DM component, instead, exchanges energy with the vacuum, and the local conservation law reads

\[
\dot{\rho}_{\text{dm}} + 3H \rho_{\text{dm}} = Q, \quad \dot{\rho}_\Lambda = -Q.
\]

(2)

The form of the source function \(Q\) depends on the assumptions made on the dynamical vacuum model (DVM). Let us consider three model possibilities, one is the “running vacuum model” (RVM) — see Refs. 3–5. and references therein — and the other two are called the \(Q_{\text{dm}}\) and \(Q_\Lambda\) models, whose names bear relation to the
structure of the interaction source. For convenience they can also be labeled I, II and III:

Model I (RVM): \[ Q = \nu H(3\rho_m + 4\rho_r) \] (3)
Model II \((Q_{dm})\): \[ Q_{dm} = 3\nu_{dm} H \rho_{dm} \] (4)
Model III \((Q_\Lambda)\): \[ Q_\Lambda = 3\nu_\Lambda H \rho_\Lambda . \] (5)

Each model is characterized by a (dimensionless) coupling parameter \(\nu_i = \nu, \nu_{dm}, \nu_\Lambda\) in the interaction source, to be fitted to the observational data. In the RVM case, the source function \(Q\) in (3) can be derived from the following vacuum energy density:

\[ \rho_\Lambda(H) = \frac{3}{8\pi G} \left( c_0 + \nu H^2 \right) , \] (6)

which can be motivated in QFT, see Ref. 3.\(^a\) The other two models do not possess an analogous property and therefore are more ad hoc. The additive constant \(c_0\) in (6) is fixed by the boundary condition \(\rho_\Lambda(H = H_0) = \rho_\Lambda^0\), where \(H_0\) is the current Hubble rate and \(\rho_\Lambda^0\) is the present measured value for \(\rho_\Lambda\). The dimensionless parameter \(\nu\) encodes the dynamics of the vacuum and can be related with the \(\beta\)-function of the \(\rho_\Lambda\)-running.\(^3\) Therefore we naturally expect \(|\nu| << 1\) in QFT. Here we will treat \(\nu\) as a free parameter of the RVM and, as indicated, it will be fitted to the data.

In Fig. 1 we display the fitting results on the \((\Omega_m, \nu_i)\)-planes for the three models I, II and III (corresponding to \(\nu_i = \nu, \nu_{dm}, \nu_\Lambda\)), where \(\Omega_m\) is the usual matter parameter at present. In Fig. 2 we can better appraise the impact of the various data sources on these contour plots in the specific case of the RVM, see Ref. 14 for details. The DDE option \((\nu \neq 0, \text{actually } \nu > 0)\) is clearly favored in the last plot when we combine the crucial triad of BAO+LSS+CMB data.

3. Analytical solution of the dynamical vacuum models

One can solve Models I, II and III analytically in terms of the scale factor.\(^{14}\) The DM density in the case of the RVM (Model I) as a function of the scale factor is

\[ \rho_{dm}^{(I)} = \rho_{dm}^0 a^{-3(1-\nu)} + \rho_b^0 \left( a^{-3(1-\nu)} - a^{-3} \right) - \frac{4\nu \rho_b^0}{3} \left( a^{-4} - a^{-3(1-\nu)} \right) \] (7)

and that of the vacuum energy density reads

\[ \rho_\Lambda^{(I)} = \frac{\rho_\Lambda^0}{1-\nu} \left[ \rho_b^0 \left( a^{-3(1-\nu)} - 1 \right) + \rho_r^0 \left( \frac{(1-\nu) a^{-4} + 4\nu a^{-3(1-\nu)}}{1+3\nu} - 1 \right) \right] . \] (8)

The total matter density is just the sum of the conserved baryonic and radiation densities and the above DM density. As can be easily checked, for \(\nu \to 0\) we recover the corresponding results for the \(\Lambda CDM\), as it should.

\(^a\)The structure of the vacuum energy density in the running vacuum model can also be motivated from the effective behavior of the power-law solutions of Brans-Dicke gravity, see Ref. 21.
Fig. 2. Contour lines for the RVM by considering the effect of only BAO, LSS and CMB in all the possible pairings. Same data as in Fig. 1. Remarkably the simultaneous combination of these three observables is able to capture signs of running vacuum at a confidence level of $\gtrsim 3\sigma$.

For Model II:

$$\rho^{(II)}_{dm}(a) = \rho_0^{dm} a^{-3(1-\nu_{dm})}$$

(9)

and

$$\rho^{(II)}_{\Lambda}(a) = \rho_0^{\Lambda} + \frac{\nu_{dm}\rho_0^{dm}}{1-\nu_{dm}} \left(a^{-3(1-\nu_{dm})} - 1\right).$$

(10)

And for Model III:

$$\rho^{(III)}_{dm}(a) = \rho_0^{dm} a^{-3} + \frac{\nu_{\Lambda}\rho_0^{\Lambda}}{1-\nu_{\Lambda}} \left(a^{-3\nu_{\Lambda}} - a^{-3}\right)$$

(11)

and

$$\rho^{(III)}_{\Lambda}(a) = \rho_0^{\Lambda} a^{-3\nu_{\Lambda}}.$$  

(12)

Let us also briefly consider the simplest parametrization for DDE, namely the XCDM,\textsuperscript{22} in which the DE density as a function of the scale factor is simply given by $\rho_X(a) = \rho_{X0} a^{-3(1+w_0)}$, with $\rho_{X0} = \rho_{\Lambda0}$. Here $w_0$ is the (constant) EoS parameter. Last, but not least, we also study a scalar field model, denoted as $\phi$CDM. In this type of models the DE has a well-defined local Lagrangian description in terms
of a scalar field. Taking $\phi$ dimensionless the energy density and pressure read

$$
\rho_\phi = \frac{M_P^2}{16\pi} \left( \frac{\dot{\phi}^2}{2} + V(\phi) \right),
$$

$$
p_\phi = \frac{M_P^2}{16\pi} \left( \frac{\dot{\phi}^2}{2} - V(\phi) \right),
$$

(13)

where $M_P$ is the Planck mass, which in natural units takes the value $M_P = 1/\sqrt{G} = 1.2211 \times 10^{19}$ GeV. Note that in our conventions $V(\phi)$ has dimension 2 in natural units. The scalar field satisfies the Klein-Gordon equation in the context of the FLRW metric

$$
\ddot{\phi} + 3H \dot{\phi} + \frac{\partial V(\phi)}{\partial \phi} = 0.
$$

Here, as a particular case, we consider the original quintessence potential by Peebles and Ratra:

$$
V(\phi) = \frac{1}{2} \kappa M_P^2 \phi^{-\alpha},
$$

(14)

where $\kappa$ and $\alpha$ are dimensionless. The parameter $\alpha$ should be positive and sufficiently small so that $V(\phi)$ can mimic approximately a CC slowly decreasing with time, such that it can eventually surface (near our time) over the rapidly decaying matter density. In Fig. 3 we can see the corresponding contour lines for both the XCDM and $\phi$CDM, using SNIa+BAO+$H(z)$+LSS data (including the bispectrum component for the LSS+BAO data from Ref. 20) and compressed CMB Planck 2018 likelihood. The DDE option is consistently favored in both cases since $w_0 > -1$ (for the XCDM) and $\alpha > 0$ (for the $\phi$CDM) at $\lesssim 3\sigma$ c.l. after marginalizing over $\Omega_m$\footnote{We should point out that a similar level of evidence is obtained using Planck 2015 data with full (i.e. non-compressed) CMB likelihood, see Ref. 18 for details.}. Failure of including the bispectrum component (which seems to be particularly sensitive to the dynamics of the DE) may explain why other recent analyses on interacting vacuum and $\phi$CDM could not trace signs of DDE, see e.g., Refs. 16, 17.
4. Dealing with the tensions through vacuum dynamics

As indicated in the introduction, one of the persisting tensions with the ΛCDM is the discrepancy between the Planck value of the Hubble parameter $H_0$ obtained from the CMB anisotropies, and the local HST measurement (based on distance ladder estimates from Cepheids). The latter reads $H_0 = 73.24 \pm 1.74$ km/s/Mpc (referred to as R16) and $H_0 = 73.48 \pm 1.66$ km/s/Mpc (R18). In contrast, the CMB value is $H_0 = 67.51 \pm 0.64$ km/s/Mpc, as extracted from Planck 2015 TT,TE,EE+lowP+lensing data, or $H_0 = 66.93 \pm 0.62$ km/s/Mpc, based on Planck 2015 TT,TE,EE+SIMlow data. In both cases there is a tension above 3σ c.l. with respect to the local measurement. This controversial situation has stimulated a lot of discussion in the literature. For instance, in Ref. 24 the phantom DE option is exploited as a means to solve the tension. In contrast, in Ref. 12 it is proposed that vacuum and quasivacuum dynamics support the Planck measurement of $H_0$ against the local measurement with no need of phantom behavior. A similar conclusion is reached with the XCDM and $\phi$CDM models studied here. In addition, a variety of model-independent approaches such as the Inverse Distance Ladder method or the Multi-Task Gaussian Process as well as other techniques (e.g., the Weighted Polynomial Regression) do also support a lower value of $H_0$ in the ballpark of Planck CMB measurements and hence in full consistency with DDE.

The $H_0$-tension is closely connected with another type of problem, which is the role played by the LSS data, namely the data on $f(z)\sigma_8(z)$. There seems to be no way at present to correctly account for both the CMB and the LSS data within
the ΛCDM. This new pitfall is at the root of the so-called $\sigma_8$-tension, one of the most intriguing phenomenological problems of the ΛCDM. The problem has been dealt with in the literature from a variety of points of view, see e.g., Refs. 27, 28. Here we will focus once more on the possibility of DDE.

In the presence of interacting vacuum the perturbations equations of the ΛCDM must be modified appropriately. The detailed analysis of these matters performed in the mentioned references provides the basis for a possible solution to the $\sigma_8$-tension within the RVM. In Fig. 4, we present the likelihood contours in the $(H_0, \sigma_8(0))$-plane. In the left plot we show the situation when the local $H_0$ value R16 is included in the fit, whereas in the right plot we show the case when that local value is not included. The plots for the more updated R18 value would be almost indistinguishable from the R16 ones. From Fig. 4 we can see that in order to reach the R16 neighborhood the contours should be extended beyond the $5\sigma$ c.l., which would lead to a too large value of $\sigma_8(0)$ for the RVM. One can also show that it would lead to a too low value of $\Omega_m$.

Notice that $H_0$ and $\sigma_8(0)$ are positively correlated in the RVM (i.e. $H_0$ increases/decreases when $\sigma_8(0)$ increases/decreases, respectively), whilst they are anticorrelated in the ΛCDM ($H_0$ increases when $\sigma_8(0)$ decreases, and vice versa). The simultaneous $H_0$ and $\sigma_8(0)$ tensions could only be resolved simultaneously if the contours are extended well beyond $5\sigma$ at the expense of values of $\Omega_m$ below 0.27. However, this does not seem to be the most likely solution. Vacuum dynamics offers a better scenario. The opposite correlation feature with respect to the ΛCDM allows e.g., the RVM to improve the LSS fit in the region where both $H_0$ and $\sigma_8(0)$ are smaller than the respective ΛCDM values (cf. Fig. 4). This explains why the Planck range for $H_0$ is clearly preferred by the RVM, as it allows a much better description of the LSS data. One can also derive similar conclusions using the XCDM and φCDM, see Ref. 18, where again a positive correlation between $H_0$ and $\sigma_8(0)$ is found and the LSS tension can then be relaxed in the range of Planck values of $H_0$.

5. Conclusions

We have analyzed the ability of dynamical dark energy (DDE) models to fit the overall cosmological observations as compared to the ΛCDM. We find that there is non-negligible evidence that these models are more favored. Furthermore, DDE is capable of smoothing out the LSS tensions of the concordance model with the data, and they favor the (lower) Planck value of $H_0$ over the local one.
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Tests of Pauli Exclusion Principle as a new frontier of quantum gravity phenomenology

Andrea Addazi

Department of Physics & Center for Field Theory and Particle Physics, Fudan University, 200433 Shanghai, China
*E-mail: andrea.addazi@lngs.infn.it

Pauli Exclusion Principle violating transitions in atoms and nuclei are predicted from many models of non-commutative space-time, such as \( \theta \)-Poincaré theory. Exclusion sensitivity curves from DAMA/LIBRA and BOREXINO are so powerful to exclude many non-commutative space-time models until the Planck energy scale. A new frontier of quantum gravity phenomenology is opened, inspiring future underground projects with a higher sensitivity then current experiments.
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The Pauli Exclusion Principle (PEP) states that no any electrons, or other identical fermions, can be in the same quantum mechanical state [1]. On the basis of it, electrons organize themself in the well known tower of atomic levels, as similarly nucleons in nuclei. A state with two electrons with the same aligned spins on the same orbital level is prohibited. Therefore, PEP is directly connected to the same anthropic existence since related to atomic and nuclei matter stability. However, the anthropic argument is not the only reason of PEP in Nature: such a principle emerges out from the Spin Statistic Theorem (SST) of relativistic quantum field theory – defining the quantum statistical properties of bosons (integer spins) and fermions (1/2 spin).

Many examples, in which the SST is effectively violated, can be found in many exotic new condensed matter materials, where, of course, pseudo-particle fields propagate in a non-Lorentz invariant background. Typical pseudo-particle excitations found in superconductors, dubbed anyons, have a mix fermionic/bosonic statistics not described by standard Bose-Einstein and Fermi-Dirac distributions. Inspired by such a rich phenomenology in materials, it is highly not obvious that electron creation/annihilation operators would obey to the same quantum mechanical anti-commutation rules at energies close to the Planck quantum gravity scale. Such an issue may be intimately connected with the Nature of Space and Time as well as Quantum Gravity UV completion. Indeed, the SST is formulated on the basis of Lorentz invariance, locality and microcausality. If one of these principles is violated or deformed, any particle fields may exhibit energy dependent anyonic statistics. Possible effects of high energy Lorentz symmetry deformations, such as in many cases the PEPV, can be probed with high accuracy, competitive with panckian
suppressions! Non-commutative space-time models, such as $\theta$-Poincaré, provide examples of theories which substitute or deform the Lorentz invariance. Quantum field theories can be reformulated in many non-commutative frameworks through the redefinition of product rules such as the Moyal plane model for $\theta$-Poincaré [2, 3, 4]. Non-commutative space-time theories like $\theta$-Poincaré typically predict a energy scale dependent deformation of the co-algebra which percolates on a deformation of commutator and anticommutator relations for fields creation/annihilation operators. The energy scales entering in quantum gravity corrections are depending from the specific models and they can be related to the particle masses, kinetic energy of PEP violating energy transitions of the specific process considered. The predicted energy dependence can be parametrized as $(\bar{E}/\Lambda)^k$, where $\bar{E}$ is typically $<< \Lambda$ in every realistic non-commutative quantum gravity models and in every processes in underground experiments. Such a factor corrects the creation/annihilation commutators as (for boson) $[a_i, a_j]^E,\Lambda,k = a_i a_j^\dagger - [1 + \eta(\bar{E}/\Lambda)^k/2 + O(\bar{E}/\Lambda)^{k+1})]a_i a_j^\dagger = \delta_{ij}$, where $\eta = \pm 1$ just determines the sign of the quantum gravity correction. It is worth to note that for $\Lambda \rightarrow \infty$, the (anti)commutator just reduces to the standard model one. In non-commutative space-time models, the scale $\Lambda$ is related to the non-commutative critical energy scale. Around (lenght) $\simeq \Lambda^{-1}$, space-time coordinates start to fully exhibit a non-commutative nature as $[x_\mu, x_\nu] = i\Lambda^{-2}\theta_{\mu\nu}$, where $\theta_{\mu\nu}$ is a fully antisymmetric tensor. Once again, one can check that for $\Lambda \rightarrow \infty$, standard commutative space-time coordinates are re-obtained. The deformation of the spin statistics can be directly related to transition rate processes. Indeed the decay width of a single nucleon transition to an ith already filled state, $\Gamma_i$, can be expressed as $\Gamma_i = (\bar{E}/\Lambda)^k \Gamma_i^{(0)}$ where $\Gamma_i^{(0)}$ is the width of the corresponding PEP preserving transition in all possible final states. More generically, there can also be an angular dependence of the processes that here we ignore but are fully considered in Refs. [3, 4].

Considering the comparison between the best constrains from DAMA/LIBRA and BOREXINO, we infer very strong bounds on the $(k, \Lambda)$ parameter space (see Fig. 1 and Ref. [2]). As we can see from Fig.1, both DAMA/LIBRA [8] and BOREXINO [9] are able to exclude corrections up to the order $(\bar{E}/\Lambda)^2$ until the Planck energy scale, i.e. the case of $\Lambda \simeq M_{Pl}$ and $k = 2$ is excluded. Such high precision measures can be achieved by virtue of an extremely low backgrounds in the 10MeV-range, of both the experiments, as well as a large statistical sample for increasing the limits on PEPV transition time scale. It is also worth to note that exotic scenarios where $\Lambda \simeq 10 \div 100$TeV are ruled out at practically every order of k-power series. From the theoretical side, non-commutative space-time models are highly motivated in both string theory and loop quantum gravity frameworks and this may be not a coincidence but a matter of a hidden duality between the two theories [5, 6, 7]. On the other hand, alternatives for quantum gravity phenomenology from gravitational waves seem to be much less realistic, as discussed in Ref. [10]. In a certain class of models, the non-commutativity of space-time may also be related
Fig. 1. The best $(k, \Lambda)$ contour parameter limits from DAMA and BOREXINO are displayed.

to non-associativity of quantum mechanics, which can be highly constrained from atomic and space physics [11]. It is worth to remark that, from the phenomenological side, VIP-2 experiment, using atomic techniques and not nuclear process measures such as in the case of BOREXINO, provides important alternative tests of other PEPV processes which do not destabilize nuclei [12].
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The DAMA/LIBRA experiment has been collecting data deep underground in the Gran Sasso National Laboratory (LNGS) in its phase2 to further investigate the Dark Matter (DM) particles of the Galactic halo. The first data release of DAMA/LIBRA–phase2 corresponds to 6 full annual cycles for an exposure of 1.13 ton × yr. The data confirm the evidence of a signal that meets all the requirements of the model independent DM annual modulation signature at 9.5 σ C.L. in the energy region (1-6) keV. Considering the previous data collected by DAMA/NaI and by DAMA/LIBRA–phase1 in 2-6 keV, the achieved C.L. for the full exposure (2.46 ton × yr) is 12.9 σ.
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1. The DAMA/LIBRA–phase2

The DAMA/LIBRA experiment has been carried out with the aim to investigate the DM particles in the Galaxy by exploiting the DM annual modulation signature. The detector consists of 25 ultra low background NaI(Tl) detectors for an exposed mass of about 250 kg. It is the successor of the pioneer DAMA/NaI set-up1–13 and it has been taking data in two phases: the first one, called DAMA/LIBRA-phase1114–30 and the present DAMA/LIBRA-phase230–32. This last phase is the result of an upgrade of the experiment in which all the photomultipliers (PMTs) were replaced by second generation Hamamatsu R6233MOD PMTs, having higher quantum efficiency and lower background with respect to those used in phase119,33. The commissioning of the experiment was successfully performed in 2011, allowing the achievement of the software energy threshold at 1 keV.

The DM annual modulation signature is due to the Earth’s revolution around the Sun which is moving in the Galaxy. Because of the Earth and Sun velocities
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composition in the Galactic frame, a larger flux of DM particles crossing the Earth is expected around \( \simeq 2 \) June, while a smaller one is expected around \( \simeq 2 \) December. The DM signal must satisfy simultaneously many requirements: the rate must contain a component modulated as a cosine function (1), with period of one year (2), and phase peaked around \( \simeq 2 \) June (3); this modulation should be present only in a well-defined low energy range, where DM particle induced events can be present (4); it applies only to those events in which just one detector of many actually “fires” (single-hit events), since the DM particle multi-interaction probability is negligible (5); in the region of maximal sensitivity the modulation amplitude must be \( \simeq 7\% \) for usually adopted halo distributions, but it can be larger (even up to \( \simeq 30\% \)) for some cases (6). Many DM candidates, interaction types and scenarios can be explored. Only systematic effects or side reactions accounting for the measured modulation amplitude and satisfying all the peculiarities of the signature could mimic it, but none is available\(^1\text{,}^3\text{–}^5\text{,}^14\text{–}^17\text{,}^20\text{,}^24\text{,}^25\text{,}^30\). 

2. The results

The commissioning of DAMA/LIBRA–phase2 occurred in 2011 and that year was dedicated to preliminary studies\(^19\); the full annual cycles of DAMA/LIBRA–phase2 considered for the DM annual modulation analysis are six (exposure of 1.13 ton×yr). The cumulative exposure, including the former DAMA/NaI and DAMA/LIBRA–phase1, is 2.46 ton×yr. The same procedures already adopted for the DAMA/LIBRA–phase1\(^1\text{,}^14\text{–}^17\) have also been exploited in the analysis of DAMA/LIBRA–phase2\(^30\text{–}^32\).

Many analyses have been performed on the data to study the peculiarities expected from the DM annual modulation signature. Here just some results and examples will be reported. More details have been addressed in Ref. 30–32. As example, in Figure 1 the residual rates of the single-hit scintillation events measured in the former DAMA/LIBRA–phase1 and the new DAMA/LIBRA–phase2 are reported; the data are from 2 keV, the software energy threshold of DAMA/LIBRA–phase1, up to 6 keV. The residual rates are calculated from the measured rate of the single-hit events after subtracting the unmodulated part (see e.g. Refs. 1,4,5,15–17). The null modulation hypothesis is rejected at very high C.L. by \( \chi^2 \) test: \( \chi^2/d.o.f. = 199.3/102 \), corresponding to a P-value = \( 2.9 \times 10^{-8} \). The residual rates versus time for 1 keV energy threshold are reported in Ref. 30–32. The single-hit residual rates shown in Figure 1 and those of DAMA/NaI have been fitted with the function: \( A \cos(\omega(t - t_0)) \), considering a period \( T = \frac{2\pi}{\omega} = 1 \) yr and a phase \( t_0 = 152.5 \) day (June 2\textsuperscript{nd}) as expected by the DM annual modulation signature. The \( \chi^2/d.o.f. \) is equal to 113.8/138 and a modulation amplitude \( A = (0.0102 \pm 0.0008) \) cpd/kg/keV is obtained\(^30\). If the period and the phase of the signal are kept free in the fit, the achieved C.L. for the full exposure (2.46 ton × yr) is 12.9 \( \sigma \); the modulation amplitude of the single-hit scintillation events is: \( (0.0103 \pm 0.0008) \) cpd/kg/keV, the measured phase is \( (145 \pm 5) \) days and the measured period is \( (0.999 \pm 0.001) \) yr, all these values are well in agreement with those expected for DM particles.
The DAMA/LIBRA–phase2 data confirm the evidence of a signal satisfying all the requirements of the model independent DM annual modulation signature. No systematics or side reactions have been found able to mimic the exploited DM signature (i.e. to account for the whole measured modulation amplitude and to simultaneously satisfy all the requirements of the signature).

Other analyses, not shown here, exclude the presence of any background modulation in the energy regions above 6 keV. For example, the measured rate integrated above 90 keV, \(R_{90}\), as a function of the time has been analysed\(^1,17,30\); similar conclusion are also obtained considering data in other energy regions.

Among other performed analyses, a further investigation on DAMA/LIBRA–phase2 data was done – as in the previous DAMA/NaI and DAMA/LIBRA–phase1 experiments\(^1,5,15–17\) – by applying to the multiple-hit residual rate\(^a\) the same hardware and software procedures used to acquire and to analyse the single-hit ones. Since the probability that a DM particle interacts in more than one detector is negligible, a DM signal is expected only in the single-hit residual rate. Therefore, by comparing single-hit and multiple-hit results is equivalent to compare the cases of DM particles beam-on and beam-off. In this way a further test is possible on the background behaviour in the same energy range in which the positive effect is observed. Figure 2 shows the residual rates of the single-hit scintillation events of DAMA/LIBRA–phase2, as collected in a single cycle, and the residual rates of the multiple-hit events, in the (1–6) keV energy range. A clear modulation, satisfying all the peculiarities of the DM annual modulation signature, is present in the single-hit events, while the fitted modulation amplitude for the multiple-hit residual rate is well compatible with zero: \((0.0004 \pm 0.0004) \text{ cpd/kg/keV}\). Thus, again evidence of annual modulation with the proper peculiarities of the exploited signature is present in the single-hit residuals (events class to which the DM particle induced events belong), while it is absent in the multiple-hit residual rate (event class to which only background events belong).

\(^a\)Multiple-hit is an event with a deposition of energy in coincidence in more than one detector.
In conclusion, no background that can mimic the exploited DM signature, simultaneously accounting for the measured modulation amplitude and satisfying all the peculiarities of the signature, has been found or suggested by anyone throughout some decades thus far (see e.g. in Ref. 1,14–17,20,25,30).

The annual modulation measured at low energy can also be highlighted by studying as a function of energy the modulation amplitude, $S_m$, obtained by analyzing the events with the maximum likelihood method and fixing $T = 1$ yr and $t_0 = 152.5$ day. The modulation amplitudes as a function of the energy for the whole data sets: DAMA/NaI, DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2 (total exposure 2.46 ton×yr) are plotted in Figure 3; the data below 2 keV refer only to the DAMA/LIBRA–phase2 exposure (1.13 ton×yr). It can be deduced that positive signal is present in the (1–6) keV energy range, while $S_m$ values compatible with zero are present just above. All this confirms the previous analyses. The test of the hypothesis that the $S_m$ values in the (6–14) keV energy range have random fluctuations around zero yields $\chi^2$ equal to 19.0 for 16 d.o.f. (upper tail probability of 27%).

Considering some remarks recently appeared in literature, any hypothetical effect due to environmental He diffusion inside the PMTs can be excluded, e.g., by considering the following arguments: i) the PMTs are kept in HP nitrogen 5.5 atmosphere the gas being continuously fluxed through the apparatus ($\simeq$ 250 liters / hour); thus no helium accumulation process can take place (typical characteristic time for accumulation of helium in PMTs through glass, considering the permeability of materials is $\simeq$ 1 year). An estimation of helium concentration within the DAMA shield is less than $5 \times 10^{-11}$ ppm; thus any hypothetical effect due to He-correlated events is negligible; ii) any migration of helium into PMT would cause their irreversible continuous degradation which would be clearly seen over time and this is not observed in the DAMA data, e.g. the Dark Noise of the PMTs goes from 40 to 500 Hz and tends to improve over time on the contrary of what it is expected by He migration inside PMTs; iii) the PMTs used in DAMA/LIBRA–phase2 and DAMA/LIBRA–phase1 are different with different voltage values on the first dynode; this should have produced different modulation amplitudes in the two phases; this has not been observed.
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Fig. 3. Modulation amplitudes, $S_m$, for the whole data sets: DAMA/NaI, DAMA/LIBRA–phase1 and DAMA/LIBRA–phase2 (total exposure 2.46 ton×yr) above 2 keV; below 2 keV only the DAMA/LIBRA-phase2 exposure (1.13 ton × yr) is available and used. The energy bin $\Delta E$ is 0.5 keV. A modulation is evident in the lowest energy interval, and only $S_m$’s compatible with zero are present just above. In particular, the $S_m$ have random fluctuations around zero in (6–20) keV energy region with $\chi^2$ equal to 42.6 for 28 d.o.f. (upper tail probability of 4%); see text for comments.

For the case of (6–20) keV energy interval $\chi^2/d.o.f. = 42.6/28$ (upper tail probability of 4%). The obtained $\chi^2$ value is rather large due mainly to two data points, whose centroids are at 16.75 and 18.25 keV, far away from the (1–6) keV energy interval. The P-values obtained by excluding only the first and either the two points are 11% and 25%.

As already done for the other data releases, the observed annual modulation effect has been verified to be well distributed in all the 25 detectors. No modulation has been found in any possible source of systematics or side reactions; therefore, cautious upper limits on possible contributions to the DAMA/LIBRA measured modulation amplitude have been obtained (see Ref. 3–5,15–17,20,25). They do not account for the measured modulation amplitudes, and also are not able to simultaneously satisfy all the many requirements of the signature. Similar analyses were also performed for the DAMA/NaI data.

3. Conclusions

The long-standing annual-modulation evidence observed by the DAMA is model-independent and it can be compatible with a wide set of DM scenarios. Preliminary results recently reported by other experiments using NaI(Tl) detectors have not enough sensitivity to be comparable with the annual modulation evidence reported by DAMA. They require longer data taking and further developments. Both the negative results and all the possible positive hints, achieved so far in the field, can be compatible with the DAMA result in many scenarios.

To efficiently disentangle among at least some of the many possible candidates and scenarios the lowering of the energy threshold below 1 keV is important. In this context related R&D’s have been founded and are in progress.
References

Investigation of rare processes with high purity germanium detectors

Matthias Laubenstein*

*Istituto Nazionale di Fisica Nucleare, Laboratori Nazionali del Gran Sasso
Via G. Acitelli 22, I-67100 Assergi (AQ), Italy
*E-mail: matthias.laubenstein@lngs.infn.it

The exceptional sensitivity and high resolution of high purity germanium detectors in gamma-ray spectrometry and their use in underground laboratories has increasing application because of the important science and technology that they allow to be studied. In fundamental physics their application is focussed on rare phenomena, e.g. double beta decay, rare nuclear decays and Dark Matter search. In the past years there has been a growing number of underground measurements also in other fields such as environmental monitoring, surveillance of nuclear activities, benchmarking of other physical techniques, Life Science and material selection for equipment which require materials with extremely low levels of radioactivity. This report describes the state of the art in underground gamma-ray spectrometry with high purity germanium detectors. Various applications in underground laboratories are presented.
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1. Introduction

In the underground laboratories all over the world many experiments are probing different aspects of the standard model of particle physics and beyond to very high precision. Especially two fields of phenomena in the low energy region are explored, the investigation of the nature of dark matter search on the one hand, and of the neutrino on the other. The exceptional sensitivity and high resolution of high purity germanium detectors makes them a natural candidate for being used as detector. Over the last decade there have been at least seven collaborations in the field of Dark Matter search (CDEX-10\textsuperscript{2}, CDMS\textsuperscript{3}, COGENT\textsuperscript{4}, EDELWEISS\textsuperscript{5}, MALBEK\textsuperscript{6}, SuperCDMS\textsuperscript{7}, and TEXONO\textsuperscript{8}) and five in the field of neutrino studies, especially checking whether it is a Majorana particle or not and its mass by searching for the neutrinoless double beta decay ($0\nu\beta\beta$ decay) (GERDA\textsuperscript{9}, LEGEND\textsuperscript{10}, and MAJORANA\textsuperscript{11}) and measuring the coherent elastic neutrino-nucleus scattering (COHERENT\textsuperscript{12}, and CONUS\textsuperscript{13}). The dark matter experiments are searching directly for interactions of Dark Matter particle candidates (nuclear recoils) and for possible oscillations of this signal if present. The experiments searching for the $0\nu\beta\beta$ decay in the isotope $^{76}$Ge have achieved exceptionally low background levels and the next generation of experiments will be able to explore completely the region of inverted mass hierarchy for neutrinos.

Nevertheless, there is a growing number of underground measurements also in other fields such as environmental monitoring, surveillance of nuclear activities, benchmarking of other physical techniques, Life Science and material selection...
for equipment which require materials with extremely low levels of radioactivity. Various applications in underground laboratories will be presented in the following.

2. Ultra low-level gamma-ray spectrometry

In this paper the acronym ULGS stands for ultra low-level gamma-ray spectrometry. This means that additional measures (such as using a muon shield or an underground laboratory) have been taken compared to low-level gamma-ray spectrometry, where a detector and shield made from selected radio pure materials are used.\(^{14}\) When performing ULGS with an active shield (or “veto counter” or “muon shield”), one gains a lot above ground and at shallow depth laboratories.\(^{15}\) It is, however, not possible to avoid the cosmogenic activation of detector and shield so a muon shield can not completely substitute an underground location.\(^{16}\)

The Italian Institute for Nuclear Physics (INFN) performs ULGS in the laboratory STELLA (STELLA is the acronym for SubTerranean Low-Level Assay)\(^{17}\), which is located in the underground laboratories of the Gran Sasso National Laboratory (LNGS) at a depth of 1400 m (3800 m of water equivalent). Since from the beginning in the late 1970s material selection was done for the LNGS in its construction phase in order to select the most radio pure construction materials available at that time (1979), and later on for the experiments that were installed at the LNGS searching for very rare events under conditions of cosmic silence, i.e. in the absence of cosmic rays. The definite ULGS work started in 1990 in small scale with three high purity germanium (HPGe) detectors as an exploratory research project.\(^{18}\) The usefulness of the technique led to an increase of the capacity. For the moment there are 15 HPGe-detectors in STELLA. A wide range of measurements are necessary, which led to the decision of equipping the laboratory with general purpose detectors rather than detectors specialised for a specific type of measurements. The non routine character of the work makes calculation of the detection efficiency for many types of samples a requirement. Reference samples are used whenever possible, but the general rule is that the efficiency is calculated using the Monte Carlo code Geant4.\(^ {19,20}\)

3. Applications

Several interesting developments in the use of underground gamma-ray spectrometry have arisen in recent years. As described before the major achievements were in the field of fundamental physics and double beta decay in particular. As the benefits of the technique became clearer to a wider community the number of applications has grown. The examples that follow illustrate the versatility of the technique.

3.1. Small samples

For special investigations the amount of available material can be very small (only few grams). A lot can be gained using ULGS where the background is negligible
in order to extract valuable information. At the LNGS meteorite samples of few grams were measured to give important information about the exposure history of meteorite falls\textsuperscript{21} or to verify that the investigated specimen was really originating from a fresh meteorite fall and belonged to a group of other samples already measured\textsuperscript{22}. Furthermore also for material screening it has become ever more important to measure extremely small samples (surface mounted electronics, Silicon photomultipliers etc). The use of ULGS gives the possibility to screen even either single components\textsuperscript{17} or larger sets of very small samples to improve the sensitivity on the single component reaching levels below $\mu$Bq per piece.

3.2. Physics measurements

The extremely low background in ULGS combined with the use of ultra pure or extremely purified materials\textsuperscript{23}, is a very good opportunity to look for rare decays in several radionuclides of interest. At the LNGS in the past years new decays to excited levels of radioactive isotopes were discovered. It started with the discovery\textsuperscript{24} of the $^{115}$In decay to the first excited level of $^{115}$Sn, which was later again investigated with better accuracy\textsuperscript{25}. Further experiments on this decay are in progress to investigate possible effects due to its very low Q value of the matrix in which the $^{115}$In is implemented. Later on in a similar way the $\alpha$ decay of $^{190}$Pt to the first excited level of $^{186}$Os was detected\textsuperscript{26}. Higher precision measurements are currently in progress. Finally very recently the decay of $^{50}$V was remeasured, aiming at the detection of the $\beta$ decay branch. Unfortunately, only the electron capture decay branch was confirmed and remeasured with high precision, whereas for the $\beta$ decay only a lower limit could be determined\textsuperscript{27}, now reaching almost the theoretical predictions\textsuperscript{28}.

3.3. Method validation

For LNGS as well as for other physics institutes it is essential to have alternative analytical techniques in order to either resolve issues or disputes relating to measurements or to do more comprehensive measurements on the whole natural decay chains of $^{238}$U and $^{232}$Th, considering parent nuclides and later on the daughter nuclides, in order to look for secular equilibrium through out the decay chains. LNGS could confirm that ULGS and ICP-MS gave the same results in many different matrices down to very low concentrations.\textsuperscript{29}

3.4. Radiopurity studies

In order to benefit from the reduction of the background induced by cosmic rays in underground laboratories, it is essential that all materials used for constructing a detector and its shield are radio pure. STELLA has contributed to radiopurity studies for all large and small scale detectors for rare events located at the LNGS. (e.g. BOREXINO neutrino detector\textsuperscript{30}, GERDA\textsuperscript{31} and CUORE\textsuperscript{32} detectors for double beta decay, XENON1T\textsuperscript{33,34} detector for dark matter search).
3.5. Activation

Activated samples are most suitable samples for measurement using ULGS. The reason for this is that very often there is no interference from other radionuclides that increase the detection limit for the radionuclide of interest. This fortunate situation is either due to the fact that the activated material was selectively chosen beforehand, like in the case of flux monitors in nuclear reactors\(^\text{35}\), or like in the case of environmental sampling after an incident involving neutron irradiation outside a controlled area\(^\text{36}\). Another example of ULGS measurements of activated samples involves solving discrepancies between model calculations and measurements of activation induced by the A-bomb in 1945. Komura et al. could solve the problem with \(^{152}\text{Eu}\) in granite by using the Ogoya underground laboratory\(^\text{37}\) and Gasparro et al. showed that older measurements of \(^{60}\text{Co}\) in steel could be significantly too high\(^\text{38}\).

4. Conclusions

The LNGS of the INFN host the underground ultra-low background facility STELLA. Its primary mission is to perform the material screening for the fundamental physics experiments installed in the underground laboratories. The ultra-low background of the detector systems allow for detecting extremely low radioactivity levels in materials down to the \(\mu\text{Bq kg}^{-1}\) level. The exceptional sensitivity and high resolution of high purity germanium detectors in gamma-ray spectrometry and their use in underground laboratories has increasing application in other fields of science. A growing number of underground measurements is done in fields such as environmental monitoring, surveillance of nuclear activities, benchmarking, Life Science and material selection for experiments, which require materials with extremely low levels of radioactivity. In the future it is envisaged to further increase the performance of the ULGS systems carefully selecting the materials. Moreover, there might be further developments including using underground production and storage of Ge-crystals, transfer the technology developed for fundamental physics experiments to screening detector systems, and for special applications to use special coincidence techniques. Nevertheless for the HPGe-detectors acting as all-purpose work horses it is important to keep the system simple in order to minimise the labour cost for analyses. In the future new interesting applications making use of ULGS could turn up.
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We study the dynamical stability of self-gravitating systems in presence of anisotropy. In particular, we introduce a stability criterion, in terms of the adiabatic local index, that generalizes the stability condition \(< \gamma > \geq 4/3\) of the isotropic regime. Also, we discuss some applications of the criterion.
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1. Introduction
The object of this work consists in the study of the dynamical stability in self-gravitating systems, through the deduction of a stability criterion. In particular, our aim is to obtain a criterion that extends the validity of the stability condition \(< \gamma > \geq 4/3\) to the anisotropic systems.

In Sec. 2 we briefly deduce the stability criterion in Newtonian gravity whereas, in Sec. 3, we discuss some applications of the criterion in order to quantitatively check how much the presence of the anisotropy can affect the onset of the instability. In Sec. 4 we draw some conclusions.

2. Stability criterion in Newtonian gravity
In Newtonian gravity the pulsation equation writes (see Ref. 1)

\[
\frac{\partial^2 \xi}{\partial t^2} + \frac{4 \xi P_r'}{\rho} \left[ \frac{\gamma_r P_r}{r^2} \xi' + \frac{6(P_r - P_t)\xi}{r^2 \rho} + \frac{2(P_r - P_t)\xi'}{r^2 \rho} + \frac{2(\gamma_t P_t - \gamma_r P_r)(r^2 \xi')'}{r^2 \rho} \right] = 0
\]

where \(P_r\) and \(P_t\) are the radial and tangential components of the pressure tensor, respectively, \(\rho\) the density, \(r\) the radial coordinate, \(\xi\) the Lagrangian displacement. The adiabatic local indexes \(\gamma_r\) and \(\gamma_t\), along the radial and the transverse components, are given by

\[
\gamma_r = \frac{\rho}{P_r} \left( \frac{\partial P_r}{\partial P} \right)_S \quad \text{and} \quad \gamma_t = \frac{\rho}{P_t} \left( \frac{\partial P_t}{\partial P} \right)_S,
\]

where the subscript \(S\) indicates that the derivatives are performed by keeping the entropy constant. Developing the calculations\(^2\), we easily get the stability criterion

\[
\mathcal{Q} = \frac{\int_0^R (\gamma_r P_r + 2 \gamma_t P_t) r^2 dr}{\int_0^R (P_r + 2 P_t) r^2 dr} \geq \frac{4}{3}.
\]

In the isotropic limit the foregoing expression reduces to \(\mathcal{Q} = < \gamma > \geq 4/3\).
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Fig. 1. **Left panel:** representation of the function $Q = Q(n)$ [see Eq. (3)], for $N = 2$, $L = 0$, $β = −10^{-3}$ (black line), 0 (red line) and $10^{-3}$ (green line). The plot shows that an unstable configuration in the isotropic limit can become stable if $β < 0$. Vice versa, when $β > 0$, a stable configuration in the isotropic limit can become unstable. **Right panel:** Critical value of the polytropic exponent $n_c$ as a function of the anisotropy parameter $β$, for $L = 0$, 1 and 2.

3. Applications

3.1. Polytropes

Let us apply Eq. (3) to the study of the stability of the polytropic models advanced by Herrera & Barreto\textsuperscript{3}. Leaving out the details of the calculations\textsuperscript{2}, the anisotropic Lane-Emden equation writes

$$\frac{1}{\xi^2} \frac{d}{d\xi} \left( \xi^2 \frac{d\theta}{d\xi} \right) = -\theta^n F(\beta),$$

(4)

where $n$ is the polytropic exponent, $β$ the (dimensionless) anisotropy parameter and $F(β)$\textsuperscript{a} is given by

$$F(\beta) = 1 - \frac{\beta}{\xi^2 \theta^n} \frac{d}{d\xi} \left[ f(\xi) \xi^{N+1} \right].$$

(5)

In the foregoing expression, the exponent $N$ and the function $f$ depend on the model. In the following, we consider $f(\xi) = (1 + \xi)^L$ (with $L \in \mathbb{R}$). The isotropic Lane-Emden equation is recovered for $β = 0$ (implying $F = 1$).

In Fig. 1 (left panel) we have represented the $Q$-factor [see Eq. (3)] as a function of the polytropic exponent $n$. The diagram shows dissimilar behaviors according to the sign of the anisotropy parameter $β$.

\textsuperscript{a}To keep the decreasing behavior of $θ$, we require that $F(β) > 0$. This condition allows an upper limit for the anisotropy parameter $β$ (see Ref. 2).
If $\beta < 0$, which corresponds to the radial anisotropy (i.e. $P_t < P_r$, see Ref. 2), we observe a tendency towards the stability because the critical value $n_c$ of the polytropic exponent for the onset of the instability is larger than $n = 3$. On the other hand, for $\beta > 0$, which corresponds to the tangential anisotropy (i.e. $P_t > P_r$), we observe that the rising of the dynamical instability is favored (from the plot, we note that $n_c < 3$).

In the right panel of Fig. 1 we have represented $n_c$ as a function of $\beta$, for three values of the exponent $L$. The plot shows that $n_c > 3$ for $\beta < 0$, in confirmation of the fact that the (presence of) radial anisotropy leads the system to the stability. If $\beta > 0$, by contrast, we find $n_c < 3$, in confirmation of the fact that the tangential anisotropy favors the rising of the instability.

### 3.2. Anisotropic stars

In this section we consider two models, advanced by Dev & Gleiser\textsuperscript{5}, conceived as deviations from the homogeneous model (i.e. $\rho = \rho_0$). In formulae

\begin{align}
    P_t &= P_r + C \rho r^2, \\
    P_t &= P_r (1 + C \rho r^2).
\end{align}

In the foregoing expressions, $C$ estimates the strength of the anisotropy and can be both positive and negative, \textit{a priori}. Similarly to the case of polytropes, $C > 0$ corresponds to the tangential anisotropy and $C < 0$ to the radial anisotropy. Integrating the equilibrium equations by using Eqs. (6a) and (6b), we obtain\textsuperscript{5}

\begin{align}
    P_r &= \rho_0^2 \left( \frac{2\pi G}{3} - C \right) (R^2 - r^2), \\
    P_r &= \frac{2\pi G \rho_0}{3C} \left[ 1 - e^{C \rho_0 (r^2 - R^2)} \right].
\end{align}

In the previous equations, $R$ and $G$ represent the radius of the star and the gravitational constant, respectively. Concerning the stability, for the ansatz (6a)-(7a), Eq. (3) yields $Q = 2 > 4/3$, showing that the system is dynamically stable. For the ansatz (6b)-(7b), conversely, we find a more interesting situation. Eq. (3), indeed, takes the form

\begin{equation}
    Q = 1 + \frac{5}{2 x^2} - \frac{15}{4 x^4} + \frac{15 D_+(x)}{4 x^5} \geq \frac{4}{3},
\end{equation}

where $x = R \sqrt{C \rho_0}$ and $D_+(x)$ is the Dawson function. In the limit $x \to 0$, Eq. (8) reduces to $Q = 2 > 4/3$ that corresponds to the case previously analyzed. On the other hand, for $x \to +\infty$, we obtain $Q = 1 < 4/3$ that corresponds to a loss of stability. Consequently, we expect to find a critical value of $x$ allowing the separation between stable and unstable configurations.

\textsuperscript{b}$n = 3$ corresponds to the critical value in the isotropic case.
Fig. 2. Representation of the function \( Q = Q(x) \), where \( x \) is defined as \( x = \sqrt{\frac{C}{\rho_0}} \). The plot shows the existence of a critical value \( x = \bar{x} \), corresponding to the onset of the dynamical instability. Numerically we find \( \bar{x} = 2.39 \) or, equivalently, \( \bar{C} = 5.73/\rho_0 R^2 \).

In Fig. 2 we have represented Eq. (8) and, as we see, the existence of this critical value is confirmed. Numerically, we find that dynamical instability sets in if \( x \geq \bar{x} = 2.39 \), i.e. if \( C \geq \bar{C} = 5.73/\rho_0 R^2 \). It is interesting to notice that the stability of the star, rather than the anisotropy parameter, depends on the central density.

3.3. Degenerate fermionic configurations

In this section we focus on the degenerate fermionic configurations, a particular case of a more general study carried out in Ref. 6. The equation of state (EOS), in a parametric form, is

\[
\rho = \frac{4\pi gm^4 \sigma^3}{3h^3} \sqrt{W^3} \left( 1 + \frac{2r_a^2}{5r_a^2} W \right),
\]

\[
P_r = \frac{4\pi gm^4 \sigma^5}{15h^3} \sqrt{W^5} \left( 1 + \frac{2r_a^2}{7r_a^2} W \right),
\]

\[
P_t = \frac{4\pi gm^4 \sigma^5}{15h^3} \sqrt{W^5} \left( 1 + \frac{4r_a^2}{17r_a^2} W \right).
\]

In the foregoing expressions, \( W \) is the cutoff energy (Fermi energy in this case), \( r_a \) the anisotropy radius, \( \sigma \) the velocity dispersion and the other symbols have their usual meaning. The adiabatic local indexes \( \gamma_r \) and \( \gamma_t \) are given by

\[
\gamma_r = \frac{5r_a^2 + 2r_a^2 W}{7r_a^2 + 2r_a^2 W} \frac{8r_a^2 + 7W(5r_a^2 + 2r_a^2 W)}{8r_a^2 + 5W(3r_a^2 + 2r_a^2 W)},
\]

\[
\gamma_t = \frac{5r_a^2 + 2r_a^2 W}{7r_a^2 + 4r_a^2 W} \frac{16r_a^2 + 7W(5r_a^2 + 4r_a^2 W)}{8r_a^2 + 5W(3r_a^2 + 2r_a^2 W)}.
\]
Fig. 3. Values of $a_*$ as a function of the central density $W_0$ [see Eq. (9a)]. The plot shows that, for a given value of $a$ (horizontal lines), there exists a critical value of the central density $W_0^c$ such that dynamical instabilities set in. For $a = 0.5$ (red line) we see that $W_0^c >> 1$ (the system is isotropic and thus stable) whereas, for $a = 0.1$ (green line), we find $W_0^c = 3.89$ and for $a = 0.01$ (blue line) we have $W_0^c = 3.89 \times 10^{-4}$. This shows that $W_0^c \rightarrow 0$ for $a \rightarrow 0$ (the system is unstable).

where $W' = dW/dr$. In the isotropic limit $r_a \rightarrow +\infty$ the foregoing expressions yield $\gamma_t = \gamma_r = 5/3$. Consequently, according to Eq. (3), we get $Q = 5/3 > 4/3$ confirming that, in the isotropic limit, degenerate fermionic configurations are stable\textsuperscript{6}. Things change in the fully anisotropic regime $r_a \rightarrow 0$: we have indeed

$$\gamma_t = \gamma_r = \frac{4 + 7y}{4 + 5y}, \quad \text{where} \quad y = \frac{d \log(W)}{d \log(r)},$$

(11)

As the reader can see, if $-4/5 < y < -4/7$, $\gamma_r$ and $\gamma_t$ are negative. In these conditions, the speed of the two sound waves along the radial and the tangential axis, given by

$$c_{sr} = \sqrt{\frac{\gamma_r P_r}{\rho}}, \quad c_{st} = \sqrt{\frac{\gamma_t P_t}{\rho}},$$

(12)

become a complex number: the configuration, therefore, is unstable. This feature is a consequence of the trend of density and pressure profiles, which have become “hollow”\textsuperscript{6}. Hollow configurations are characterized by the presence of a maximum achieved far from the center. Consequently, the profile is monotonic increasing until the maximum and monotonic decreasing from the maximum until the boundary.

A profile is hollow (and thus unstable) if, for a given value of $W_0$, the value of the anisotropy radius $r_a$ is below a critical one. To get this critical value, we compute

\textsuperscript{6}We can also show that the EOS can be written as $P_t = P_r = P = K \rho^{5/3}$. This is the EOS of a polytrope of index $n = 3/2$ that, as it is known, represents a stable configuration (being $n = 3/2 < 3$).
\[ d^2 \rho / dr^2 = 0 \text{ at the center and solve for } a. \] Defining the anisotropy parameter as \[ a = r_a / r_0 \] (\( r_0 \) is a scaling length\(^6 \)) and indicating by \( a_* \) the critical value, we have
\[ a_* = \left. \frac{r_a}{r_0} \right|_{\text{critical}} = \frac{\sqrt{W_0}}{2\pi \sqrt{5}}. \] (13)

In Fig. 3 we have represented the function \( a_* = a_*(W_0) \). According to the plot, degenerate fermionic configurations are stable if, for a given value of \( W_0 \), \( a > a_* \) and unstable if \( a \leq a_* \).

4. Concluding remarks

In this work we have studied the dynamical stability of anisotropic self-gravitating systems. The analysis carried out has shown that, according to the type of anisotropy, the onset of the instability is modified.

In prevalence of radial anisotropy (\( P_r > P_t \)), we have observed that the systems have the tendency to evolve towards stable configurations. Unstable configurations in the isotropic limit (\( P_r = P_t \)) can become stable. In prevalence of tangential anisotropy (\( P_r < P_t \)), by contrast, we have observed that the rising of the instability is favored. Stable configurations in the isotropic limit can become unstable.

In Ref. 2 we have studied the stability of other systems, such as Elliptical Galaxies.

We think that the stability criterion introduced and applied in this work represents a powerful tool for the study of the dynamical stability of a large class of astrophysical systems. The extension of the criterion to General Relativity and other applications will be addressed to forthcoming publications.
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1. Introduction

The object of this work, intendend as a résumé of a previous publication¹, is to describe the occurrence of the gravitational phase transition that the Fermi gas at non-zero temperature experiences, in a general relativistic framework.

As it is known, gravitational phase transitions have been investigated since early ’70s, when Hertel & Thirring⁵ have shown the non-equivalence of statistical ensembles. Several steps forward have been made by Padmanabhan⁷ and Chavanis³ (for a detailed review see Ref. 4 and references therein) who have shown the occurrence of the phase transition in several systems (e.g. hard spheres,...).

In the case of fermions³, when the system is cooled down below a critical temperature, a condensed phase emerges and the initial gaseous configuration evolves towards this condensed configuration.

Bilić & Viollier² firstly studied the occurrence of the gravitational phase transition in General Relativity (hereafter GR): however, they focused their attention only on a particular case. For this reason, in this work, we complete their previous investigations by describing the most general case.

The paper is organized as follows. In Sec. 2 we present the main equations. In Secs. 3 and 4 we discuss the occurrence of the phase transition in the canonical and microcanonical ensembles, respectively. In Sec. 5, finally, we draw some conclusions.
2. Theoretical framework

We consider a (static) self-gravitating fermionic gas, formed by \( N \) particles of mass \( m \) at a temperature \( T \neq 0 \) and placed within a spherical box of dimension \( R \). The equilibrium equations are given by

\[
\frac{d\Phi}{dr} = -\frac{2G(\Phi + 1)(M_r c^2 + 4\pi P r^3)}{\frac{r^2}{c^2}} \left( 1 - \frac{2GM_r}{rc^2} \right)^{-1},
\]

\[
\frac{dM_r}{dr} = \frac{4\pi \epsilon r^2}{c^2}.
\]

with the conditions \( \Phi(0) = \Phi_0 \) and \( M_r(0) = 0 \). In the previous equations, \( \Phi \) corresponds to the gravitational potential, \( M_r \) represents the mass-energy contained within a sphere placed at distance \( r < R \) from the center of the system (\( \epsilon \) and \( P \) are the mass-energy density and the pressure, respectively). The particle number \( N \) is given by

\[
N = N(\Phi_0) = \int_0^R 4\pi n r^2 \left( 1 - \frac{2GM_r}{rc^2} \right)^{-1/2} dr,
\]

being \( n = \rho/m \) the particle number density (\( \rho \) is the rest mass density). The thermodynamic analysis is performed by means of the caloric curve \( T = T(E) \). To this purpose, we define the following variables

\[
\Lambda = -\frac{E_b R}{GN^2 m^2} = \frac{(Nm - M) R c^2}{GN^2 m^2}, \quad \eta = \frac{GNm^2}{k_B TR}.
\]

3. Canonical instabilities

In this Section we discuss the case of the canonical ensemble. In Fig. 1 we have represented the occurrence of the phase transition for \( R = 15 R_{OV} \) and \( N = 0.7277 N_{OV} \) (left panel) and \( R = 15 R_{OV} \) and \( N = 1.0012 N_{OV} \) (right panel).

In both cases the system exhibits a phase transition because we observe the coexistence, at the same (transition) temperature (\( \eta_t = 1.5722 \) in the first case and \( \eta_t = 1.3315 \) in the second one), of several states identified by the points \( P_1, P_2, P_3 \) and \( P_4 \). The plots present different colors according to the stability of the solutions (black and green lines corresponding to stable states, red lines corresponding to unstable states). Let us consider the case \( N < N_{OV} \) first.

\*In this work we neglect the contribution of the other interactions that, in a more realistic situation, fermions certainly feel.

\*For the details concerning the numerical procedure used to get the caloric curve see Ref. 1.

\*\( R_{OV} \) and \( N_{OV} \) are the values of the radius and of the particle number at the Oppenheimer-Volkoff limit. Numerically we have \( R_{OV} = 9.162 \) km and \( N_{OV} = 8.752 \times 10^{56} \) particles.
Fig. 1. Equilibrium phase diagrams for fermionic systems in GR. $\eta_t$ corresponds to the transition temperature. **Left Panel:** At the temperature $\eta_c$, the system evolves from the gaseous (black line) to the condensed phase (green line). The gravitational collapse is prevented by Pauli’s exclusion principle. At the temperature $\eta_*$, the system evolves from the condensed phase to the gaseous one. The gravitational explosion is halted by the box. **Right Panel:** The condensed phase collapses towards a Black Hole at the temperature $\eta'_c$.

Fig. 2. Free energy as a function of the normalized inverse temperature $\eta$. **Left Panel:** The phase transition is identified by the intersection point between the gaseous (black full line) and the condensed branch (green full line). **Right Panel:** The intersection point between the gaseous and the condensed phase is missing; the phase transition is thus suppressed (the crossing point concerns unstable states).

Points $P_1$ represent the gaseous phase (black line): they are global minima of free energy (thus stable) for $\eta < \eta_t$ and local minima of free energy (thus metastable\(^\text{d}\)) for $\eta > \eta_t$. When the temperature exceeds the critical value $\eta_c$, the gaseous phase undergoes a collapse and forms a compact object (condensed phase, green line, points $P_3$) containing all the mass. The stability of the solutions $P_3$ is inverted with respect to that of the solutions $P_1$. Consequently, the compact object represents

\(^\text{d}\)The lifetime of metastable states can be longer than the age of the Universe. This implies that the phase transition does not occur in practice. However, metastable states can play a central role in astrophysics.\(^4\)
a stable configuration (it is a global minimum of free energy). We refer to this compact object as “fermion ball”.

The condensed phase, similar to the gaseous one, evolves too. For $\eta < \eta_*$, indeed, the condensed undergoes an explosion (halted by the box). Points $P_2$, by contrast, correspond to unstable physical solutions (they are saddle points). Moreover, in this region of the diagram, the specific heat is negative (because $d\eta/d\Lambda < 0$).

Let us now turn our attention to the case $N > N_{OV}$ (right panel of Fig. 1). The difference, with respect to the former case, is represented by the presence of a second collapse (of general relativistic origin) at the temperature $\eta'_c$. In this case, the condensed phase undergoes a second collapse towards a Black Hole.

The temperature $\eta'_c$, which is a decreasing function of $N$, allows an upper limit for the extension of the condensed phase. The theory identifies a critical value of $N$, namely that corresponding to the extinction of the condensed phase and to the suppression of the phase transition$^1$.

The reason of this phenomenon is shown in Fig. 2. The left panel plots the free energy as a function of the (reverse) normalized temperature, for $N = 1.0012 N_{OV}$. The phase transition is identified by the intersection point between the gaseous and the condensed phase. The right panel shows the case $N = 1.0226 N_{OV}$. As we see, the plot does not display any intersection point between the two phases, implying that the phase transition is suppressed.

4. Microcanonical instabilities

Let us now discuss the microcanonical ensemble. In Fig. 3 we study the occurrence of the phase transition for $R = 179 R_{OV}$ and $N = 3.2620 N_{OV}$ (left panel) and $R = 179 R_{OV}$ and $N = 4.2657 N_{OV}$ (right panel). Similar to the canonical ensemble, the left panel of Fig. 3 shows the occurrence of the phase transition because of the coexistence, at the same (transition) energy $\Lambda_t = -0.025$, of several states identified by the points $P_1$, $P_2$, $P_3$ and $P_4$.

Points $P_1$ represent the gaseous phase (black line): they are global entropy maxima (thus stable) for $\Lambda < \Lambda_t$ and local entropy maxima (thus metastable) for $\Lambda > \Lambda_t$. When the energy exceeds the critical value $\Lambda_c$, the gaseous phase undergoes a collapse and forms a compact object (condensed phase, green line, points $P_3$) containing a fraction ($\sim 1/4$) of the total mass and surrounded by an atmosphere.

The stability of the solutions $P_3$ is inverted with respect to that of the solutions $P_1$. Consequently, the compact object represents a stable configuration (it is a global entropy maximum). We refer to this compact object as “fermion ball”.

The condensed phase, similar to the gaseous one, evolves too. For $\Lambda < \Lambda_*$, it undergoes an explosion (halted by the box). Analogous to the canonical ensemble, points $P_2$ are unstable saddle points. In this region of the diagram the specific heat is negative (because $d\eta/d\Lambda < 0$).
Fig. 3. Equilibrium phase diagrams for fermionic systems in GR. **Left Panel:** A phase transition from the gaseous to the condensed phase occurs at the energy $\Lambda_t$. At the energy $\Lambda_c$ the system evolves from the gaseous to the condensed phase. The gravitational collapse is prevented by quantum degeneracy. At the energy $\Lambda_\ast$ the system evolves from the condensed to the gaseous phase. The gravitational explosion is halted by the box. At the energy $\Lambda_{\ast\ast}$ the system collapses towards a Black Hole. **Right Panel:** The phase transition is suppressed.

Fig. 4. Entropy as a function of the normalized energy $\Lambda$. **Left Panel:** The phase transition is identified by the intersection point between the gaseous (black full line) and the condensed branch (green full line). **Right Panel:** The intersection point between the gaseous and the condensed phase is missing, so the phase transition is suppressed (the crossing point concerns unstable states).

The novelty with respect to the non-relativistic regime\(^3\) is the presence of a second collapse, occurring at the critical energy $\Lambda_{\ast\ast}$. The existence of this critical energy allows an upper limit to the extension of the condensed phase and, as a consequence, the suppression of the phase transition\(^1\).

To better understand this phenomenon we have represented, in Fig. 4, the entropy as a function of the normalized energy $\Lambda$. The left panel shows the occurrence of the phase transition, because of the presence of a crossing point between the gaseous and the condensed phase. The right panel of Fig. 4, by contrast, does not display any crossing point between the two phases and the phase transition is thus suppressed (Fig. 3 plots the caloric curve associated).
5. Concluding remarks

In this work we have studied the nature of phase transitions of the Fermi gas in a general relativistic framework. The model takes both quantum mechanics and GR into account. As we have seen, the occurrence of the phase transition depends on the values of \( N \) and \( R \).

In the main paper\(^1\) we have determined two critical values of the cavity radius, namely the canonical critical radius \( R_{CCP} = 3.57 \, R_{OV} \) and the microcanonical critical radius \( R_{MCP} = 27.4 \, R_{OV} \). If \( R < R_{CCP} \), the system does not experience any phase transition whereas, if \( R_{CCP} \leq R < R_{MCP} \), the system experiences the canonical phase transition. If \( R \geq R_{MCP} \), both types of phase transition occur.

In Sec. 3 we have considered the case of the canonical phase transition. We have seen that, for \( N < N_{OV} \), the result is similar to that obtained in the non-relativistic regime\(^3\). The result of the phase transition is, indeed, the formation of a compact object containing all the mass of the initial configuration. Things change when we consider the case \( N \geq N_{OV} \), because the system exhibits a second collapse at the temperature \( \eta'_c \). The result of this collapse is a Black Hole. However, if the value of \( N \) is above a critical one (see Ref. 1), the phase transition is suppressed.

In Sec. 4 we have considered the case of the microcanonical phase transition. Similar to the canonical ensemble, the system exhibits a second collapse (at the energy \( \Lambda''_c \)) towards a Black Hole. Analogous to the canonical ensemble, we observe the phenomenon of the suppression of the phase transition.

The results obtained in this work call for further investigations. For example, the microcanonical phase transitions may be related to the onset of red-giant structure or to the Supernova phenomenon. Furthermore, to check the robustness of the model and have a first “experimental” proof of the occurrence of the phase transition, it would be interesting to perform \( N \)-body simulations in GR. This could represent a new challenge for Numerical Relativity.
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The formation of large scale structures in the universe can be described in terms of a Schrödinger-Poisson system. This fact is justified showing that the Schrödinger-Poisson equations can be obtained as the large $N$ limit of a Newtonian $N$-body system, that, in the cosmological context, describes the evolution of dark matter halos. This result is based on the Nelson stochastic quantization, and on the Calogero conjecture. The relevance of this finding for the study of LSS is discussed.
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1. Introduction

It is widely accepted that the formation of large scale structures (LSS) in the universe, as superclusters, sheets and filaments\(^1\), is shaped by collisionless Dark Matter\(^2\) (DM), see\(^3\) for an historical review. In the standard Λ-CDM cosmological model\(^4\), DM is assumed to be constituted of unknown particle species that interact (almost) only gravitationally, and DM is described as a cold fluid at cosmological scales. In facts, Cold Dark Matter (CDM) is in agreement with all cosmological data, including LSS\(^1\), CMB\(^5\), lensing\(^6\), BAO\(^7\), and Supernovae\(^8\). Even though DM particles are still elusive, there are currently many DM candidates, and the search for DM particles is an open issue\(^9\).

At cosmological scales above 100 $Mpc$, CDM is successfully described as a pressureless dust fluid; but this approximation fails at smaller scales. Since, at such smaller scales, the typical velocities are non-relativistic, the Newtonian limit of the Einstein equations is sufficient to describe the time evolution of massive bodies within the universe. Indeed, CDM can be described as a classical $N$-body system, in which the individual particles represent huge agglomerates of mass $M$ of elementary dark matter particles of mass $m \ll M$.

The first and most natural way to treat this $N$-body system is to resort to numerical simulations\(^10\)–\(^14\). Such simulations show that, if the mass $M$ is much smaller than the mass scale of the structures that we want to characterize, the exact value of $M$ does not affect the LSS formation. For instance, the MILLENNIUM
simulation\textsuperscript{10} was carried out tracing the evolution of $N \sim 10^{10}$ identical particles of mass $M \simeq 10^9 M_\odot$, where $M_\odot \simeq 2 \times 10^{30} Kg$ is the solar mass. Although the choice $M \simeq 10^9 M_\odot$ in the $N$-body simulations is fit for purpose, it is still arbitrary. However, an indication on the plausibility of this value for DM halos comes from scalar field DM models\textsuperscript{15}.

In alternative, one can describe the $N$-body dynamics statistically, by means of the phase space distribution of the bodies $f(t, x, p)$, where the evolution of $f(t, x, p)$ is given by the Boltzmann equation. Furthermore, in the case of LSS formation, $N$ is large and collisions are suppressed, so that the Boltzmann equation reduces to a Vlasov equation\textsuperscript{16}.

2. The Schrödinger method

The so called Schrödinger method (ScM) has been proposed\textsuperscript{17–32} as a numerical double of the $N$-body system describing the dynamics of CDM at large cosmological scales. The ScM is based on the hypothesis that, it is possible to associate to the $N$-body system a wave function $\psi$, such that the mass density of the system is given by $\rho = M_N |\psi|^2$. Such a wave function $\psi$ obeys the coupled Schrödinger-Poisson equations (SPEs)

\begin{align}
\imath \hbar \partial_t \psi &= -\frac{\hbar^2}{2a(t)M} \Delta \psi + MV \psi, \\
\Delta V &= 4\pi G \rho,
\end{align}

where $V$ is the Newtonian potential, $\rho$ is the DM density, $M$ is the mass of the DM halos, $a(t)$ is a scale factor introduced to take into account the expansion of the universe, and $\hbar$ is a free parameter. The Newtonian potential $V$ is determined through the Poisson equation in (1). The form of the DM density used to run cosmological simulations in\textsuperscript{17–32} is $\rho = (M |\psi|^2 - \rho_{\text{crit}})/a(t)$, where $\rho_{\text{crit}}$ is a parameter representing a comoving critical density of the universe, although some authors assume $\rho_{\text{crit}} = 0$, so that the SPEs reduce to the Schrödinger-Newton equation\textsuperscript{33}. However, since we are not interested in discussing the explicit form of the DM density, we will use the generic expression $\rho$. Furthermore, here we are only focused on the validity of the ScM approach, and this is not related to the expansion of the universe, thus hereafter we set $a(t) = 1$.

The SPEs can be viewed as the non-relativistic limit of the Klein-Gordon and Dirac equations. In this case $\hbar$ coincides with the Planck constant $\sim 10^{-34} J \cdot s$, and numerical solutions of the SPEs point towards ultralight DM particles of mass $m \sim 10^{-23} eV$. However, when the SPEs is interpreted as a numerical double of the $N$-body system of DM halos, $M$ is huge and $\hbar$ is merely a free parameter chosen at will, that determines the phase space resolution in the ScM. To ensure the match with $N$-body simulations one must require $\hbar/M \sim 10^{-4} Mpc \cdot c$, so that $\hbar$ is huge comparison with the Planck constant.
2.1. The Nelson stochastic quantization and the Calogero conjecture

The agreement between the numerical simulations of DM dynamics based on the $N$-body Newtonian systems (when the bodies have the mass of DM halos, and $\hbar$ is a free parameter) and those based on the SPEs, is usually accepted as an empirical fact. However, a deeper view on the relation between the ScM and the $N$-body DM system has been recently proposed in, where it has been argued that the SPEs can be obtained as the large $N$ limit of the Newtonian $N$-body system. This result is based on the so called Nelson stochastic quantization and on the Calogero conjecture, as resumed below.

To begin with, let us recall briefly the basis of the Nelson stochastic quantization. Let us consider the classical trajectory of a particle by

$$M \ddot{x} = -\nabla \phi + \vec{B}(t)$$

where $-\nabla \phi$ represents all the conservative forces, and $\vec{B}(t)$ is a random force with zero mean, representing a small random noise.

Nelson has shown that, under these hypothesis, the motion of the particle can be described by means of a stochastic process, and the probability distribution $f(x)$ of the particle can be expressed as $f(x) = |\psi|^2$, in terms of a wave function $\psi$ satisfying the Schrödinger equation

$$i \hbar \frac{\partial}{\partial t} \psi = -\frac{\hbar^2}{2M} \Delta \psi + \phi \psi.$$  \hspace{1cm} (3)

In this picture the quantum behavior of the dynamics of the particle is induced by the random field $\vec{B}(t)$.

At this point, one can question about the nature of the random force $\vec{B}(t)$. One possibility, conjectured by Calogero, is that, in an $N$-body system with Newtonian interactions, $\vec{B}(t)$ is the resultant of the gravitational interactions of each particle with all the other particles, and its random behavior comes from the fact that the classical dynamics of a $N$-body system is chaotic. Exploiting this idea, Calogero has shown that the order of magnitude of the induced Planck constant is

$$\hbar \sim M^{5/3} G^{1/2} (N/ <\rho>)^{1/6},$$  \hspace{1cm} (4)

where $N$ and $M$ are the number and the mass of the bodies, $<\rho>$ is the average density of the system, and $G$ the gravitational constant.

Indeed, due to the mechanism conjectured by Calogero, any particle in the $N$-body system undergoes a stochastic gravitational noise due to the classical gravitational interaction with all the other particles, which plays the role of the stochastic random noise $\vec{B}(t)$ in (2). Thus, the dynamics of each particle of the system can be described in terms of a wavefunction $\psi$ solution of (3), where $\hbar$ is given by (4).

At that point, one can express the wavefunction of the entire system using the Hartree-Fock approximation, so that the number density of the $N$-body system will be $n(x) = N |\psi|^2$. This is the analog of the derivation of the famous Gross-Pitaevskii
equation 38 for a Bose-Einstein condensate by means of the Hartree-Fock approximation, see 39. Finally, the potential in (3) is \( \phi = MV \), where \( V \) is the gravitational potential solution of the Poisson equation \( \Delta V = 4\pi G \rho \), where \( \rho = M n(x) \). Therefore, based on these arguments, one understands why the dynamics of an \( N \)-body system in the large \( N \) limit is well described by the SPEs (1).

Since the dynamics of DM at large scales is described by huge agglomerates of DM halos interacting via Newtonian potentials, the hypothesis at the basis of the Nelson quantization and of the Calogero conjecture are satisfied. This implies that the evolution of DM can be described statistically by means of the SPEs. The stochastic background responsible for the Nelson quantization is given, as in the Calogero conjecture, by the gravitational interaction between the DM halos, and its stochastic character is due to the chaotic behavior of the \( N \)-body dynamics. This explains the equivalence of numerical simulations of DM dynamics based on SPEs and \( N \)-body systems.

What is more, the Calogero conjecture also allows to estimate the order of magnitude of the effective Planck constant in (1). In facts, there is perfect agreement between the empirical value of \( \hbar \) used in SPEs, and that obtained by Calogero estimate (4). For instance, in the case of the Millennium simulation 10, the \( N \)-body problem is solved for \( N \simeq 10^{10} \) particles of mass \( M \simeq 10^9 M_{\odot} \) where \( M_{\odot} \simeq 2 \times 10^{30} Kg \) is the solar mass. Using \( < \rho > \simeq 3H_0^2/8\pi G \simeq 4 \times 10^{-26} Kg/m^3 \), where \( H_0 \simeq h^{-1} \times 100 \times km/sMpc \), and \( h \simeq 0.73 \) is the Hubble constant, equation (4) gives \( h \simeq 2 \times 10^{66} Kg m^2/s \). This value corresponds to a ratio \( h/M \simeq 10^{-4} Mpc \) in the range of values used in numerical simulations, e.g. \( h/M \sim 10^{-4} Mpc \) in 28,30 or \( h/M \sim 10^{-6} Mpc \) in 29,31.

3. Conclusions

In conclusion, the validity of the Schrödinger method as \( N \)-body double stays in the fact that the \( N \)-body dynamics is well described in terms of the SPEs in the large \( N \) limit. This is due to the the stochastic quantization induced by the random gravitational background produced by the \( N \) bodies, as in the Calogero conjecture. When applied to LSS formation, this gives a further argument in support of the validity of the Schrödinger method for the DM dynamics at cosmological scales. Moreover, this derivation of the SPEs is the first known realistic application of the Nelson quantization and of the Calogero conjecture.
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I outline a kinetic theory model of gravitational collapse due to a small perturbation. This model produces a pattern of entropy destruction in a spherical core around the perturbation, and entropy creation in a surrounding halo. Core–halo patterns are ubiquitous in the astrophysics of gravitational collapse, and are found here without any of the prior assumptions of such a pattern usually made in analytical models. Motivated by this analysis, I outline a possible scheme for identifying structure formation via data from observations or a simulation. This might aid exploration of hierarchical structure formation, supplementing the usual density–based methods for highlighting astrophysical and cosmological structure at various scales.
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1. Introduction and Motivation

Many astrophysical contexts see gravitational collapse leading to structure formation. A simple model of gravitational collapse can be constructed based on the virial theorem, with an artificial division between a central core and surrounding halo. Entropy rises within the halo, with at least a relative entropy decrease in the shrinking core. If we further assume that the core’s density profile decreases with its radius $R$, then its phase space volume varies like $R^{3/2}$ and it is easily seen that there is an absolute fall in entropy within the core.

Note that there may, at least in principle, be two distinguishable entropy–related effects: entropy transport from one volume element to another; and entropy creation/destruction. The distinction is somewhat arbitrary in the artificial virial theorem model just discussed. In kinetic theory treatments however, entropy creation is separately identifiable, and arises only from collisional effects.

This note is based on a full account in Ref. 2. I outline how to construct a kinetic theory model of gravitational collapse allowing analytical description of entropy creation (Sec. 2). A core–halo pattern emerges as a result (Sec. 3). This suggests an approach to identifying structure in simulations and observations (Sec. 4).

2. Outline of the Model

The model consists of a small central perturbation to an underlying uniform distribution of self–gravitating particles. Via the well–known “Jeans swindle,” a system with a finite number of particles $N$ in a bounded volume can be used to model a uniform arrangement of particles which is unbounded in extent, and so stable if unperturbed. The perturbation evolves under truncated zeroth and first order BBGKY equations for the evolution of the distribution function (DF) and the correlation function. Write $f_0$, $f_1$ for the underlying and perturbation DFs, similarly $g_0$, $g_1$ for the
correlation functions, and set $a_{1,2}$ to be $N$ times the acceleration of a particle at $1 = (x_1, v_1)$ due to a particle at $2 = (x_2, v_2)$. The full first order equation for the DF’s evolution is

$$\frac{\partial f_1(1)}{\partial t} + v_1 \cdot \frac{\partial f_1(1)}{\partial x_1} + \int a_{1,2} f_1(2) d(2) \cdot \frac{\partial f_0(1)}{\partial v_1} = -\frac{1}{N} \frac{\partial}{\partial v_1} \int a_{1,2} g_1(1,2) d(2),$$

where the right-hand side gives the “collisional” effects of two-body interactions.

Both $f_0$ and $f_1$ are assumed to have initial Maxwellian velocity distributions, with parameter $\sigma$, and a typical scale for the system is then given by the “Jeans wave number,” $k_J = \sqrt{4\pi G m n / \sigma}$, where $m$ is the (identical) mass of each particle, $n$ is the average number density, and $G$ is Newton’s gravitational constant. The model is valid for the beginning of gravitational collapse — the initial period during which the perturbation remains small.

The entropy creation rate comes entirely from collisional effects, and its density at $x_1$ is

$$\left(\frac{\partial S_{acg}}{\partial t}\right)_{creation} = \int \ln[f(1)] \frac{\partial}{\partial v_1} \cdot \int a_{1,2} g(1,2) d(2) d^3v_1,$$

where $f = f_0 + f_1$ and $g = g_0 + g_1$. It is useful to coarse grain the entropy, both because it enables progress to be made with analytical calculations, and because identification of structure typically implies focusing on only a range of scales.

The approach of Ref. 2 coarse grains by choosing a parameter $\beta \ll 1$, and then in applying Eq. (2) considering only wave numbers $k < \beta k_J$. Furthermore, Ref. 2 focuses on only the “asymptotically dominant” part of the DF, correlation, and entropy creation — the part that soon comes to grow fastest.

### 3. Result: a Core–Halo Pattern

I briefly describe the approach of Ref. 2 to calculating the resulting asymptotically–dominant coarse–grained (acg) entropy creation rate, and in particular its dependence on the distance $r$ from the initial central perturbation. Let $S_{acg}^c$ be the acg entropy created within a sphere of radius $r$ in the time $t$ since the initial perturbation was introduced. For large $N$, Eq. (1)’s collisional term is highly suppressed, and, at leading order in $1/N$, we can ignore it in calculating the contribution of the DF to the first order correlation equation. The resulting equations can then be solved to give, to leading order in $1/N$, perturbation size $\epsilon$, and $\beta$,

$$\frac{\partial^2 S_{acg}^c}{\partial t \partial r} = \frac{2k_J^2 \sigma}{9\pi^2 \beta} \left(\frac{\epsilon N}{n\beta}\right)^2 S_{acg}^c(k_J \beta r),$$

with $B = 4\pi/(k_J \beta)^3$ being the volume of a sphere associated with the coarse–graining scale, and $S_{acg}^c$ is a function shown in Fig. 1. Note that Eq. (3) shows the entropy creation rate’s “shell density”, expressing the entropy creation on a shell of radius $r$ around the initial perturbation.
Entropy destruction occurs in a “core” around the central perturbation, with, at leading order, equal (see Ref. 2) and opposite entropy creation in a “halo” extending for a finite radius beyond that core, as shown in Fig. 1. The physical scale for the core–halo pattern depends on the coarse–graining parameter $\beta$: the coarser the graining, the bigger the pattern's physical scale. Entropy destruction (resp. creation) corresponds to collisional relaxation (resp. “de–relaxation”) of the perturbation.

A core–halo pattern of gravitational collapse, well known from simulations and observations, is generally set “by hand” in analytical models. As far as the author has been able to determine, this is the first time an analytical kinetic theory model has produced a core–halo pattern.

4. Structure Formation in Simulations and Observations

It is well known that the Universe has a multi–scale hierarchical structure, in which core–halo patterns are ubiquitous. The identification of observed or simulated astrophysical structure typically involves considering features of especially high or low densities, in physical space, or phase space. There is no unambiguous definition of structure in this context, which can result in different methods giving different results — for example, in identifying sub–haloes near the centre of dark matter haloes (see Ref. 4), in major halo mergers (see Ref. 5) and in classifying elements of the cosmic web (see Ref. 6). This suggests that complementary methods for identifying structure, or structure formation, may be helpful.

Given data from observations or a simulation, the above analysis suggests we might construct a coarse–grained particle DF and correlation function, which then could give the entropy creation rate from Eq. (2). The pattern of coarse–grained
entropy creation might then give a way to identify structure formation, presumably associated with volumes of relatively lower entropy creation.

A key step is extracting a correlation function from the data. There are various methods for doing this.\textsuperscript{7} At least in the kinetic theory model of Sec. 2, the correlation between two particles is small compared with their joint DF. In calculating correlation functions from data, this would imply a need to identify the difference between two quantities of relatively similar size.\textsuperscript{7}

This means that robust identification of entropy creation, and hence structure formation, may need rather precise data. The outlook for data of sufficient precision is perhaps encouraging with the development of ever more powerful computer simulations, and the availability of detailed phase space observations from, for example, \textit{Gaia}.\textsuperscript{8}
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Contrary to Cartesian vortexes, Newtonian point masses do not have internal structures and inside thermal energies. The Hamilton kinetic energy demonstrates independent variables for ordered translations and Umov’s inside heat-chaos. The sum of these indivisible energies obeys the Lorentz transformations, while their difference drives adaptive self-organization of mechanical systems. The simplified Newtonian model with one consolidated degree of freedom for energies of order and chaos can be replaced by the Cartesian world paradigm. The latter can be learned quantitatively in high and higher schools due to Umov’s thermomechanics for inertial heat and de Broglie’s thermodynamics of the isolated particle.
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1. Umov’s inertial heat

It is almost impossible to understand the nonlocal laws of quantum mechanics when primary education is based on Newton’s point masses in empty space, and not on continuous distributions of Cartesian matter-extensions. High school students should learn the basic principles of Descartes and Newton alternatives before they begin formal calculations in the simplest approximation of point mechanical bodies. At the very beginning it is important to understand that “no theory is completely correct”, and “experiments can only falsify theories, not confirm them”.

In particular, the Newton model erroneously supports independent conservations of mass and energy, while Einstein’s relativistic formalism requires only a single conservation of energy, including thermal parts. Teachers of physics should also not conceal Kuhn’s metaphysical ideas, such as “Einstein’s theory is not merely a more complex version of Newton’s (point masses)” and “there is no coherent direction of ontological development”.

Cartesian mechanics of ‘matter-extension’ was developed by Nikolay Umov quantitatively for the slow transfer of continuous energy densities long before the Lorentz transformations and Special Relativity. In 1873, Umov assigned to each mass the inside energy variable $kmc^2$ and pioneered in the inertial properties of heat after light emission/absorption. The modern relativistic theory can specify the Umov kinematic coefficient $k$ as the Fitzgerald-Lorentz contraction.
factor $\sqrt{1 - \beta^2} \Rightarrow k$. That time Umov estimated this variable for nonrelativistic ($\beta^2 \equiv v^2/c^2 \ll 1$) energy flows as $1/2 \leq k = (1 - 0.5\beta^2) \leq 1$. Today it is clear that the Umov’s inside energy corresponds to the Lagrange function $L = -mc^2\sqrt{1 - \beta^2}$ in the full Hamilton energy $E \equiv -L + \mathbf{v} \cdot \mathbf{P} = mc^2/\sqrt{1 - \beta^2}$. The latter does not vanish in the co-moving frame of references, $E_o \equiv mc^2 \neq 0$, and obeys the Lorentz transformation rules,

$$E_o = E - \mathbf{vP}/\sqrt{1 - \beta^2}, \quad \mathbf{P}_o = \mathbf{P} - E\mathbf{v}/\sqrt{1 - \beta^2} = 0.$$  

Hence the Hamiltonian structure of kinetic energies,

$$E = E_o\sqrt{1 - \beta^2} + \mathbf{vP} = E_o\sqrt{1 - \beta^2} + \frac{\beta^2E_o}{\sqrt{1 - \beta^2}} \equiv \frac{E_o}{\sqrt{1 - \beta^2}}.$$  

has two virtual (immeasurable) parts of different origins. The first part, $E_o\sqrt{1 - \beta^2}$, is the Lagrange (1788) - Umov (1873) energy of inside heat-chaos and the second part, $\mathbf{vP}$, is the Hamilton (1833) energy of ordered spatial translations. Changes of the sum of this kinetic energy can be measured in practice. Newtonian mechanics with one degree of freedom for the summary kinetic energy (2) is well formulated for direct tests and mathematical descriptions of ‘how’ bodies move. But mechanics without inside degrees of freedom never explains ‘why’ free bodies move (or gravitate) in their closed system and ‘what’ burned Hiroshima.

In Umovian mechanics of inertial heat, the inside energy variable $E_o\sqrt{1 - \beta^2}$ decreases with increasing Hamilton energy of ordered translations $\mathbf{vP} = \beta^2E_o/\sqrt{1 - \beta^2}$. From our Cartesian point of view, every gravitating body tends to a relativistic equipartition of its kinetic energies of inside chaos and external translational order. The principle of equipartition of relativistic kinetic energies behind the observed mechanical motion \(^4\) forms the non-Newtonian ontology of thermomechanics and frees Einstein’s adaptive dynamics from the thermal death problem.

Internal heat or latent degree of kinematic freedom cannot be reasonably introduced by the point mass model. Consequently, the inside variable fundamentally distinguishes the Cartesian paradigm of ‘matter-extension’ from the empty space concept of Newton\(^5\). Indeed, the point particle of Newton has only kinematic degrees of freedom for spatial translations, while the continuous Cartesian vortex contains elementary internal energy even in the co-moving system. Planck-Lane relativistic cooling $Q(\beta^2) = E_o\sqrt{1 - \beta^2} \approx (mc^2 - mv^2/2 - mv^4/8c^2 - ...) \approx (E_o - E_o\sqrt{1 - \beta^2}/\sqrt{1 - \beta^2} \approx (mv^2 + mv^4/2c^2 + ...) \approx H(\beta^2) + L(\beta^2) = E_o/\sqrt{1 - \beta^2} - E_o\sqrt{1 - \beta^2} \approx (mv^2 + mv^4/2c^2 + ...) \approx H(\beta^2) + L(\beta^2) \approx (mv^2 + mv^4/2c^2 + ...)$ due to ordered translations reiterate together pro-Newtonian changes $\Delta(Q(\beta^2) + p_i\mathbf{v}^i) = \Delta(mv^2/2 + 3mv^4/8c^2 + ...)$ of the summary kinetic energy at the low speed limit of Cartesian transport.

2. Cartesian interpretation of relativistic thermomechanics

The slow spatial motion of a Cartesian extended body is primarily the energy transfer of the volume integral, $Q_o(1 - \beta^2/2)$, over ordered densities of Umov’s
inside chaos. The concomitant fraction of the translational kinetic energy $Q_o\beta^2$ is considered a small correction of inside thermal chaos due to the ordered spatial movement of chaotic densities. The Cartesian transport of two competing energies from chaos and order formally corresponds to the Newtonian transport of constant mass $Q_o/2c^2$ plus one variable energy $Q_o\beta^2/2$. Newton had no idea about the inside degree of kinematic freedom and modeled measurable changes $[Q_o(1 - \beta^2/2) + Q_o\beta^2] - Q_o = Q_o\beta^2/2$ of the total kinetic energy through one constant coefficient $Q_o/2c^2 \equiv m/2$.

It is important to teach that the kinematic cooling of Umov-Planck-Laue $Q/Q_o = \sqrt{1 - \beta^2} \approx 1 - \beta^2/2$ of mechanical bodies coincides with a decrease in the frequency-energy $\hbar\omega/\hbar\omega_o = \sqrt{1 - \beta^2} \approx 1 - \beta^2/2$ of a quantum particle in wave dynamics. This cooling originates from the kinematic time dilation in the Lorentz transformations. Therefore, Cartesian thermomechanics of non-empty space with the inside heat-chaos of Umov, relativistic dynamics of the rest mass-energy of Einstein, the particle-wave dualism of quantum mechanics and the thermodynamics of the isolated particle of de Broglie have the common temporological nature. Such coherent convergence of nonlocal Cartesian mechanics with quantum mechanics of elementary material distributions encourages high school teachers to discuss Umov’s thermomechanics of inertial inside energies in parallel with the Newtonian simplifications of reality. High and higher schools should start teaching inside variables of the Hamilton energy in the available nonrelativistic and relativistic terms. Then students can be prepared to understand the spatial transport of quantum energy and accept the $\hbar$-randomness of the nonlocal Cartesian world.
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Science educators have to move beyond traditional content-focused instruction to teach concepts of Einsteinian physics. This work presents a design-based research project that introduced general relativity (GR) to upper secondary school students in Norway. The educational approach invited students to explore the historical development and philosophical aspects of GR within a digital learning environment. Results based on focus group interviews show that students were particularly motivated by such an approach because it emphasised the cultural and social relevance of physics and it linked GR to their previous knowledge of physics. Employing history and philosophy of science in the service of physics education can serve as a successful approach to making GR more accessible to young learners.
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1. Context and Background

Few scientific discoveries have had a bigger impact on our understanding of the universe than GR. Einstein’s revolutionary theory of gravity did not only herald a new scientific age but fostered a new interest in the philosophy of space and time as well. Yet, despite its scientific, philosophical, and technological importance, GR and other topics of Einsteinian Physics lack from most school curricula around the world. This work presents a design-based research project that introduced GR to upper secondary physics students in Norway. The educational approach invited students to explore the historic development and philosophic aspects of GR within a digital learning environment. Research suggests that history and philosophy of science (HPS) can be fruitful in teaching and learning of physics: HPS perspectives can foster awareness of the nature of science and they help to promote deeper understanding of scientific ideas. This work aims to study how such approaches might foster understanding of and motivation for GR.

2. History and Philosophy in General Relativity Education

Science educators promote the use of HPS as a fruitful teaching strategy in learning domains where students have to fundamentally revise their understanding of space and time. This strategy can be traced back to Einstein who was guided by the wish to understand the intrinsic value of physics when developing his theories of relativity: The physicist wished for the human mind to understand the reality of nature. Indeed, by presenting a new view towards space, time, and gravity, GR invites students to view reality from a new philosophical viewpoint. This philosophic
perspective can be complemented with historic approaches to teaching physics. According to Einstein, knowledge of the history of physics is important because it emphasises connections between a new theory and its rich environment:

To use a comparison, we could say that creating a new theory is not like destroying an old barn and erecting a skyscraper in its place. It is rather like climbing a mountain, gaining new and wider views, discovering unexpected connections between our starting point and its rich environment. But the point from which we started out still exists and can be seen, although it appears smaller and forms a tiny part of our broad view gained by the mastery of the obstacles on our adventurous way up.  

In the next sections, this work explores how HPS can inform teaching and learning of GR in upper secondary schools. This exploration is guided by the following research question: **How can a historic and philosophic approach to teaching and learning of Einsteinian Physics foster understanding of and motivation for GR?**

### 3. Theoretical Framework and Methodology

To bridge the gap between educational research and the reality of physics classrooms, methods of design-based research informed the design and development of a digital learning environment about GR. The goal was to find workable ways of making GR accessible at the upper secondary school level. In line with the iterative nature of the design-based research framework, two rounds of field studies were conducted - one in spring 2016 and one in spring 2017. In total, eleven physics classes in five upper secondary schools in Norway participated in the trials. To gain insight into students’ experiences with the digital learning resources, the author of this paper conducted seven semi-structured focus group interviews with 5 to 8 participants per group and 46 students (18-19 years) in total. The teachers chose the students to allow for a balance of gender and to include both stronger and weaker students. The interviews were based on an interview guide that included the design of the learning activities, the use of history and philosophy, and challenges and motivation in the learning domain of GR. The interviews were transcribed and analysed using thematic analysis. The themes of the thematic analysis focused on the use of history and philosophy; the individual codes unpacked students’ motivation, interests, and challenges.

### 4. Results and Design Examples

In the focus group interviews, students expressed their curiosity towards learning about GR at the high school level and without advanced calculations. Students had a general expectation that the topic would be difficult and they showed respect towards Einstein’s achievement. At the same time, they were looking forward to
learning more about relativistic ideas such as gravitational waves that they had encountered in popular culture and in the news before. Generally, the findings show that students approved of an HPS approach in GR education. Four factors turned out be particularly motivating or insightful for the participating students:

1. Einstein is a popular figure in contemporary culture and students mentioned repeatedly that they enjoyed learning more about Einstein. The learning environment presented Einstein as a real person who struggled to find a new theory of gravity. Being able to follow some of these struggles helped students to identify with Einstein. One student in the interview expressed that relating to Einstein’s reasoning helped him to understand GR more qualitatively:

   **Student**: You got into the same reasoning that made Einstein and his friend, it’s the same that got into the thoughts of them that resonate within me a bit as well. That you could use this knowledge in a somehow different way than to calculate.

2. Physics was presented as an important part of our cultural heritage with social relevance for our daily lives. Students liked to get a broader and more comprehensive perspective on physics and to make connections to the society as a whole. In particular, they appreciated to learn that physics is an ongoing endeavour and that physicists do not have answers to everything.

3. Students learned that physics was a modern field that has more to offer than just textbook knowledge. Many students appreciated these insights into perspectives of modern researchers as the following excerpt shows:

   **Interviewer**: So do you feel you have learned something?  
   **Student**: Yes, I think it was really nice that you got, like, the perspective of recent scientists who made their new discoveries so that you get a bit more recent perspectives. Because it is a bit easy to think that physics is just somehow in the book at school.

4. Finally, the historic contextualisation helped students to link new ideas in GR to their knowledge of classical physics and to their previous experiences. Students appreciated to be able to follow the reasoning that led to GR; this presentation helped them to understand why a theory actually works as the following excerpt from an interview illustrates:

   **Interviewer**: So you mentioned this historic approach. [...] What do the others think about it?  
   **Student 1**: I think it was good.  
   **Student 2**: But that it became clear why it is like that. And it is good that they explained how they ended up there, why it is actually like that.
Student 3: Yes, it gets maybe easier to make connections. Or the theories up to
now, if you get, somehow, you know a bit about the history and what happened
before. And you get something you think - because you think the history is
fascinating - you make better connections this way than just getting the theory
or the formula straight into your face without any evidence for understanding
why it came out like that.

Student 4: And if you also learn about how they reached this, then it can be
easier to understand why it actually works.

The findings from the focus group interviews informed revisions of the learning
environment that took place over the course of two consecutive years in 2016
and 2017. These revisions led to a series of activities that draw on historic
events and philosophic questions (Figures 1-3). The learning environment General Relativity is accessible at the Norwegian open-access learning platform Viten:
www.viten.no/relativity

![Gravitational bending of light observed](image)

Fig. 1. The learning environment contrasts the first experimental confirmation of GR to the recent breakthrough in gravitational wave astronomy. Students get to explore the gravitational bending of light observed during the solar eclipse in 1919 and they can move between newspaper headlines from 1919 and 2016.

5. Discussion and Conclusion

Science educators have to move beyond traditional content-focused instruction to
Teach concepts of Einsteinian physics. This work explored how perspectives of history and philosophy of science can inform teaching and learning of GR at the upper secondary school level. Specifically, this work presented a design-based research project that invited students to explore the historic development and philosophic aspects of GR within a digital learning environment. Previous research suggests
Fig. 2. Newton felt uncomfortable with the mysterious force of gravity that exhibits the principle of action at a distance. In a letter to a colleague, Newton called the gravitational force a ‘great absurdity’.

Fig. 3. In a discussion task, students are asked to discuss the epistemological implications of Einstein’s and Newton’s interpretation of gravity.

that HPS approaches can be an effective way to help students revise their understanding of space and time in line with relativistic ideas\textsuperscript{4,9}. Findings of this study shift the focus away from novel conceptualisations of space and time towards more personal and societal aspects of GR: Guided by the question of how an HPS approach to teaching and learning of GR might foster understanding of and motivation for GR, the findings show that students were motivated by the presentation of Einstein as a real and struggling person instead of an all-knowing genius. Moreover, students appreciated perspectives that emphasised the cultural and social relevance of physics. Being able to gain insights into modern researchers’ perspectives and seeing that there are still many unresolved questions in physics was another motivating factor. HPS perspectives did not only foster motivation among students; the historic contextualisation of GR helped students to link relativistic concepts to their previous knowledge of physics. The findings thus support an observation by Einstein that awareness of the history of physics can facilitate deeper understanding of physics\textsuperscript{6}. In conclusion, the findings of this work suggests that employing history
and philosophy of science in the service of physics education can serve as a successful approach to making GR more accessible to learners at the upper secondary school level.
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As a matter of fact, modern physics is not taught in the majority of secondary schools; however, recent researches suggest that there are several advantages in introducing modern physics early in school. This is, for instance, the approach of the Einstein-First project. In the context of this approach, we report here some preliminary results of an intervention in the first year of Italian secondary school.
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1. Introduction

Einstein’s theory of General Relativity (GR) has had a renewed popularity due to recent discoveries, such as the observations of gravitational waves signals by interferometers\(^1\), which also proved the existence of black holes, and the reconstruction of a black hole shadow\(^2\). These discoveries have had a widespread impact on the non-specialist public: indeed, they have been presented as “events” by the scientific community, and the results have been shared with great success in the media. These scientific events testify a renewed interest in science which could perhaps stimulate new enrollments in Science, Technology, Engineering and Mathematics (STEM) subjects: as a matter of fact (see e.g. Refs. 3, 4, 5) recent analyses show a decline of interest among students in these disciplines. The detection of gravitational waves required an enormous scientific endeavour in order to build and operate the interferometers such LIGO and VIRGO; the detection process exploits the quantum behavior of light and, consequently, we may say that these discoveries are a beautiful example where the two great theories of XX century are used together to discover the ultimate secrets of Nature. Notwithstanding the great interest in the new discoveries also among teenagers, who have a privileged and frequent access to the internet and social media, we notice that modern physics, i.e. Quantum Mechanics (QM) and GR are usually out of school curricula, except for some outline in the last year of secondary schools. The Italian education system makes no exception: in fact, in the syllabi for secondary school\(^a\) the word “Einstein” appears just one time, in the syllabus of schools leaving qualification in scientific studies, while the word “quantum mechanics” is totally absent: the syllabus ends with the “wave nature of light, as postulated by De Broglie” and the “uncertainty principle”. As a consequence, the great majority of students are completely unaware of the physical principles on which are based not only the recent discoveries but also their

\(^a\)Indicazioni Nazionali, MIUR (2010): https://tinyurl.com/indicazioni-nazionali
mobile phones and tablets. Teaching modern physics in view of its application in technology could help to motivate students: on one hand, this is important to face the decline in STEM enrollment and, on the other hand, this can help to shorten the distance between citizens and science, in order to have more awareness in political choices connected with scientific issues. Recent research has suggested that it is possible and also effective to introduce modern physics early in schools: the Einsten-First project\textsuperscript{6–8} aims at introducing the basic ideas of modern physics from an early age, i.e. starting from primary school. The introduction of the language and the concepts of modern understanding of space, time, matter and radiation at early age could prevent conceptual conflicts between Newtonian physics and Euclidean geometry, that are commonly taught at school, and the completely different world view of modern physics. According to the latter, Euclidean geometry is just a good approximation in regions where the space-time curvature is small; similarly, space and time are quite different from the absolute entities of Newtonian physics, but they are woven into the fabric of space-time, which is a “living” thing according to the famous J.A. Wheeler quotation: spacetime tells matter how to move, matter tells spacetime how to curve. So, if the concepts of modern physics can be learnt from an early age, there will be no conflict associated to the transition from the classical to the modern paradigm of physics. Moreover, an early introduction of the fundamental ideas of modern physics can help also those students that will not study modern physics at secondary or tertiary level to have an understanding of the physics principles which current technology is based on. Of course, this new approach does not suggest to completely abandon the paradigm of classical physics, because it is important to understand many phenomena; it is rather suggested that classical physics can be introduced after learning the modern physics paradigm or, at least, its language and basic concepts. This paper reports the results of a short intervention, according to the approach of the Einstein-first project, in the first year of Italian secondary school, aimed at introducing some basic ideas of GR.

2. The context and the intervention

The intervention involved students in the first year of “ITES Russell-Moro” in Torino, a secondary school leaving qualification in economics. Students in this school are taught science (physics, Earth science, biology and chemistry) during the first two years only. In particular, physics is taught during the first year and its curriculum includes Newtonian mechanics, thermology and electricity. Modern physics is completely out of the syllabus, so that students leave this school without any knowledge of the XX century physics and its applications. In particular, 46 students, aged 14-16, from three classes took part in the intervention. It is important to emphasize that during the year, students were not taught Newton law of gravitational interaction: they only studied weight as a force. The development of the intervention, which consisted in four 1-hour lessons during four days for each class, is described in details below.
DAY 1. Students were asked to answer a pre intervention questionnaire, which is an Italian translation of the one already used by the Einstein-First collaboration in the interventions described in\cite{6,8}; we just removed questions about the quantum nature of matter and light, since these subjects were not discussed during the intervention. The key ideas we focused on are the non-Euclidean features of geometry, that are important to describe the current model of space-time, and the way distant bodies interact. The relevant questions are:

Q1: Can parallel lines ever meet? Circle Yes or No. Please give reasons for your answer.
Q2: Can the sum of the angles in a triangle be different from 180 degrees? Circle Yes or No. Please give reasons for your answer.

After compiling the questionnaire, students were asked to measure the perimeter and the sum of the internal angles of triangles on a sheet of paper (see Figure 1, left).

DAY 2. Students were asked to draw triangles on the surface of balloons (using sticky tape to draw “straight” lines) and, then, to measure their perimeter and the sum of internal angles (see Figure 1, right). Moreover, they had to draw a plot of the sum of internal angles as a function of the perimeter.

DAY 3. Students were involved in activities at the “space-time simulator”. Actually, models and analogies prove useful to introduce the concepts of modern physics and they are developed and successfully tested by the Einstein-First project. In particular, the space-time simulator is a table with a stretch lycra sheet, which
creates a visual representation of the curvature of space-time in presence of masses (see Figure 2). Using steel or billiard balls, the simulator allows to visualize the connection between mass and curvature. A ball moves along a straight line if no other masses are present on the sheet, while its path is curved in presence of other masses: in analogy, a mass move along a geodesic in space-time, that is a straight line if space-time is flat; in presence of other masses the ball moves along a curved geodesic. Moreover, it is manifest that the lycra sheet deformation is proportional to the masses on it. The simulator allows to visualize the action at distance between masses, which is explained in terms of curvature (see Figure 3). In summary, the space-time simulator enables to perform numerous experiments that simulate what is observed in the Universe, such as, for instance, planetary motion, tidal effects, gravitational deflection of light. Indeed, what is really visualised is the interplay between masses and the lycra sheet deformation, which can be described in terms of spatial curvature. Accordingly, the space-time simulator might be misleading, since in the Universe curvature is refereed both to the space and time dimensions. For instance, free fall in curved space-time can be explained as a consequence of the warping of time (see Ref. 9 and references therein). That being said, in our intervention the space-time simulator was used as an analogy, and it proved useful to emphasize the non Euclidean features of surfaces.

Fig. 3. The space-time simulator and action at distance: the simulator can be used to simulate action at distance, since moving one ball over the lycra sheet provokes a deformation and, hence, the motion of the other ball.

**DAY 4.** After a brief summary of the activities performed, with emphasis on the common idea linking them (curvature of surfaces) and a short description of the analogy with what really happens in the Universe (planetary motion, tidal effects, gravitational deflection of light), students were asked to answer the post intervention questionnaire. In the latter we added a question, motivated by the experiments performed at the space-time simulator (see Figure 3):

QX: The gravitational attraction force is effective only when the two bodies are close to each other. Circle Yes or No. Please give reasons for your answer.

**3. Analysis of the results**

In Figure 4 we report the analysis of the answers to the questions Q1 and Q2. As for Q1 “Can parallel lines ever meet?”, before the intervention all students answered
NO, which is an expected result: Euclidean geometry is based on the parallel postulate and students are taught that two lines are parallel if they never meet. However, during the intervention students experimented that things are quite different if the surface is curved, such as on a balloon; furthermore, the analogy with what happens on the surface of the Earth was discussed during the intervention. After the intervention, the number of students who answered YES is about 95%; it is relevant that in the reasons they mentioned the role of the surface: “on curved surfaces, such as the Earth, they can meet”. Things are quite similar for Q2 “Can the sum of the angles in a triangle be different from 180 degrees?” Before the intervention about the 79% of students answered that the sum cannot be different from 180 degrees; 9% said that the sum can be different and the rest (12%) did not answer. In this case, the percentage of students who said that the sum needs to be 180 is lower than 100% reported in Q1: we have to consider that perhaps some of them did not remember this rule of Euclidean geometry. After the intervention, those who say that the sum can be different from 180 degrees are about 94%, which is similar to the result of Q1. In the motivations they say “it depends on the surface”, “it depends on the triangle”, “it depends on the perimeter”; the latter motivations rely on to fact that they analyzed the mathematical relationship between the perimeter and the sum of internal angles on the balloons. As for the extra question QX “The gravitational attraction force is effective only when the two bodies are close to each other”, 54% of the students correctly answered that bodies interact at distance; in the motivations they correctly point out that “masses influence each other even though they are not close”, thus revealing that they correctly understood the mutual character of interaction, which has been emphasized during the experiment with the space-time simulator. The other students (46%) did not believe that interaction between distant bodies is possible, notwithstanding the experiments at the space-time simulator. Actually, the ideas of secondary schools students about action at distance were investigated in the past (see e.g. Ref. 10), and evidence was found that in order to realize the abstract notion of action at distance students need a connection: for instance, between a falling object and the Earth, they consider air as a medium that creates a connection. Also, their ideas about forces acting at distance are guided by the notion of a support: for instance,
objects at rest or moving horizontally are supported by other objects, and these supports prevent them by falling. Moreover, students are not concerned with mutual interactions, rather they think of the Earth that attracts the apple, or the Sun that attracts the Earth, thus emphasizing a dominant role in the interaction: a much higher level of abstraction is needed to understand gravitation as an interaction between any two bodies at any distance in space. Indeed, there is the possibility that even though students correctly understood the experiments with two masses on the space-time simulator, they thought that, in any case, masses are not “far away” on the simulator and they were not able to generalize their observations to a more abstract situation of truly distant objects. In conclusion, in this intervention we focused on the non Euclidean features of curved surfaces and, using the space-time simulator, we described by analogy what happens in curved space-time. As a result of the intervention, the great majority of students was able to understand that the properties of Euclidean geometry are not true on curved surface. The analogue model at the space-time simulator enabled us also to introduce the concept of action at distance, which was correctly understood by more than one half of the sample. The results of the intervention are positive, if we consider the context and the students’ attitude: of course further interventions on different contexts, with a larger number of students and with more educational content are needed to evaluate the effectiveness of this approach.
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Motivating the students to study General Relativity from many points of view is a key for success in teaching GR. The risk of flattening GR to its mathematical contents is continuously present in the secondary school as well as in the undergraduate studies of Physics.
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1. Motivations: from wave optics to quantum behavior

Most of Italian students do not choose STEM curricula after school. Among the reasons there is a lack of experimental activities especially for the last year of physics in the High Schools. An approach to Quantum Physics is recommended through spectroscopy, thanks to the wave-particle behavior of the photon, the availability of a LASER and the simplicity of many diffraction experiments. This not help to understand how interference and diffraction phenomena have been studied before the advent of LASER. The Michelson Interferometer was used to study the vectorial composition of the light with the orbital Earth velocity, or the cosmic ether existence. The result was that the modulus of velocity c was conserved, while the direction followed the vectorial composition traditional rule (Andrei, et al. 2014; Sigismondi, 2008).

Nevertheless the historical process through selection rules and suspected extraterrestrial elements like Helium and Coronium is also important. Quantum Mechanics verifies the Heisenberg principle for the matter, the diffraction of light is already the Heisenberg principle for photons (Vavilov, 1959).

At the Italian Ministry for Education a course in Spectroscopy is already organized for the high school teachers http://ls-osa.uniroma3.it/documents/98 (2018) but the general vision given by the historical perspective is still lacking. The selection rules found in spectroscopy \( \Delta L, \Delta m = 0, \pm 1, \pm 2 \ldots \) were interpreted later as permitted quantum gaps, and their violations as ‘prohibited rules’ upon which many fundamental discoveries have been done (e.g. 21 cm line of neutral Hydrogen and all galactic structure). The ‘rarity’ of some transition were obtained directly from quantum mechanics density function, as tunnel effect.

2. Gravitational waves and interferometry

In General Relativity the interferometers of Michelson e Morley (1881-1887) have been adapted to gravitational waves in LIGO/VIRGO experiments using
the same principles and the same geometry. The interference of Michelson experiment http://adsabs.harvard.edu/abs/1882USNAO...1..109M (1882) and http://adsabs.harvard.edu/abs/1887SidM....6..306M (1887) was realized with white light, a situation which is different from monochromatic LASER light, and much closer with the first experiences on diffraction made by the Jesuit father Francesco Maria Grimaldi in 1648, with very tiny Fresnel shadows occurring for the interplay between Planck's black body photons distribution and Fresnel integrals for each wavelength. Similarly at Mount Wilson Observatory the interference between the stellar light received at opposite parts of the diameter of the 100 inches reflecting Hooker telescope (the technological marvel of its time) permitted the evaluation of the stellar diameter of Betelgeuse and the first stellar surface images. (S. Metchev (2013) in http://www.astro.sunysb.edu/metchev/PHY517_AST443/solar_diameter.pdf and M. Richmond http://spiff.rit.edu/richmond/occult/bessel/bessel.html (2018))

Also this interferometer can be realized and studied at school, as in 2018 at Pescara Galilei Lyceum. The utilization of Magneto Optical Filter in Gravitational Waves detection was proposed by the late Alessandro Cacciani (1937-2007) (P. Rapex, 2008).

3. Relativistic light bending

Other effects like light gravitational bending are very difficult to be observed, even if the GAIA astrometry satellite is now able to measure it at 180 degrees from the Sun and the major planets (Crosta and Mignard, 2005). The gravitational light bending can be simulated only by the analogy photon-glass ball on the elastic carpet made by lycra, with a big mass at the center. This similarity (used e.g. at Rome 3 University, Physics dept.) is not completely satisfying because of the photon is massless. The apparatus is good for showing N-body simulations with friction, to show e.g. the onset of King profiles in galactic clusters... in a few seconds, instead of billions of years.

This effect shows clearly the difference from Newtonian and Einstein gravity upon light (sir James Jeans, The Growth of Physical Sciences, 1948). Unless it is not evident form Mitchell 1780 approach of escape velocity, which gives correctly the value of Schwarzschild Radius, but considers light gravitating as matter, even if we know the photon is massless.

The great project Gravity Probe B on the Lense-Thirring effect of Earth’s frame dragging is also far from experimental level without using analogies (Ruffini and Sigismondi, 2002). The Solar figure, spherical within few parts in a million, was measured by Dicke (Damiani et al., 2007) to assess the possibility of a scalar-tensorial theory beyond Einstein and now is measured to understand the physics of solar secular variability, so important for our climate (Sigismondi, 2011 and 2005).
4. General Relativity and the view of the World

General Relativity was important to the view of the World as much as Quantum Physics. Bertrand Russell (1974) was one of the most relevant divulgators of Einstein’s theory, he contributed to spread the basis of Special and General Relativity, but the relevance of the new cosmological view of the World is left too often to the University specialistic studies, to avoid also to fall into ‘unpleasant metaphysical questions’. While right these questions can drive more students to STEM. The continuum model of the Universe has been the same at all times, in order to agree with cosmological expansion a continuum creation is required, which is not against the physical laws. This last part, being not comprised, is not present in textbooks like M. Parotto, E. L. Palmieri, il Globo Terrestre e la sua Evoluzione, Zanichelli Bologna 2017. The ‘unpleasant metaphysical questions’ are indeed more stimulating than increasing precision for saying anything about the truth [Martin Heidegger]. Russell in this respect says that ‘the consequences of Relativity are neither grandiose nor surprising as believed’ (p. 218-219). The differences between classical and relativistic physics are usually very small, and the mass of 4 weights of 1 Kg is smaller than 4 Kg, but the evidence of this effect of the equivalence of mass - binding energy in percentage four nuclei of H are lighter (0.7% less) than one nucleus of He. Russell explains that events instead of coordinates are the essence of Relativity, and the action [Energy*time] is its natural unit of measure (p. 156-7). The action which fulfilled some aesthetic, almost theological principle of symmetry with Maupertuis, Lagrange and Laplace, and become crucial in Quantum Mechanics with Planck constant in 1900 (J. Jeans, Il Cammino della Scienza, Bompiani, 1953, p. 318-328).

5. Cosmology, a new science with proper identity after Einstein

With Einstein the Physical Cosmology was born, because the Universe’s behavior was comprised as a consequence of the matter’s distribution Peebles, Principles of Physical Cosmology, 1990). The Galileian idea of same physics on the Earth and across all Universe reached in this way its maximum extent. Einstein by introducing the Cosmological Constant and later Hoyle, Bondi and Gold (Dubois and Fuefza, 2019), and finally Hawking and Hartle tried to obtain a static or stationary Universe, conceptually not different from Aristotle’s one, while Lemaitre proposed an evolutionary Universe, finding the observational proofs. The hot big bang theory was confirmed by the Cosmic Background Radiation discovery (1965) even if Zeldovich (1965) theorized a cold one, based upon Fermi energy (Aguirre, 1999).

6. Ether and eternity of the Universe from Aristotle to Hawking

The role of Cosmic Ether, object of the studies of Michelson and Morley, is now played by the Dark Energy, which behaves exactly as the Cosmological Constant, and produces an accelerating Universe. Framing philosophically the Physical
Cosmology helps the students, also the ones far from STEM, to understand the present debate on the view of our World. Comparing the theories of expanding Universe, eternal Universe, oscillating Universe with the ancient ones, made by Aristotle and object of a condemnation by Etienne Tempier bishop of Paris in 1277, is also important. Instead of blocking science this act stimulated it, because always Christianity has considered God as Creator. He is not a liar and the man can know Him from Revelation, but also from the Creation itself (as S. Thomas of Aquinus few years before Etienne Tempier taught in Paris University). ‘God does not play with dices’ used to say Einstein and this debate is nowadays extremely far from the current main stream. [Alessandro Giostra http://www.upra.org/evento/pierre-duhem-la-nascita-della-scienza-nel-mondo-occidentale-cristiano/]

The beginning of science and the possibility of confutation for a theory According to Pierre Duhem (Système du Monde, 1913-58), the act of Etienne Tempier was the starting point of the modern science. The construction of the theory, moreover, is based upon some principles, and the speed of light in vacuum-the veritable “celeritas”- cannot be surpassed. The recent (2011) debate of OPERA results in Gran Sasso National Laboratories and CERN of Geneva can be studied in this optics. Provided this frame, there are plenty of motivations to know the essence of General Relativity and its contribution to the view of our World.
Einstein did know well that only one contradictory fact on the speed of light in vacuum would destroy all General Relativity theory. This characteristic of a scientific theory is the Falschungsmöglichkeit, possibility of confutation, theorized by Karl Popper.

Nowadays we are facing more and more with dogmatic theories like the anthropogenic global warming or the OGM vs organic food with respect to human health or the gender theory on the sexual differentiation induced by the environment and the cultural background... whatever fact has an explanation pro that theory, and no disproofs are possible, and we are in a scientific, post-galileian era. This note may appear unappropriated either in a scientific congress either in the school, but the paralysis of autonomous thinking starts from the school and spread to all parts of the society. If the most influential theory of Physics is subjected naturally to the possibility of confutation, why there should be theories that cannot be falsified? A theory since Ptolemy and before is a representation of the reality, which can be changed with a better one, when it is available.

Fig. 2. The cover of “Sozein ta Phainomena” of Pierre Duhem.
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1. Introduction

Systems of ordinary differential equations frequently appear in applied sciences and engineering, and most of the time finding their solution appears a big challenge. Theory of continuous groups via Lie point symmetries provides an alternate approach for finding solutions of such systems.\textsuperscript{1–3} Finding Lie point symmetries (using Einstein summation convention)

\[ X = \xi(x, y^i) \frac{\partial}{\partial x} + \eta^i(x, y^i) \frac{\partial}{\partial y^i} \]  

of a system of $k$ second order ordinary differential equations

\[ H^a(x, y^i, \dot{y}^i, \ddot{y}^i) = 0, \quad a, i = 1, \ldots, k, \]  

means finding the general solution $\xi(x, y^i)$ and $\eta^i(x, y^i)$ of the determining equations obtained from the symmetry condition\textsuperscript{2}

\[ \dot{X}(H) = 0, \]  

where $\dot{X}$ is the extension of the symmetry operator $X$ written as

\[ \dot{X} = \xi(x, y^i) \frac{\partial}{\partial x} + \eta^i(x, y^i) \frac{\partial}{\partial y^i} + (\eta^i)'(x, y^i) \frac{\partial}{\partial \dot{y}^i} + (\eta^i)''(x, y^i) \frac{\partial}{\partial \ddot{y}^i}, \]

and $(\eta^i)'$ and $(\eta^i)''$ are obtained from the extension formula given by

\[ (\eta^i)^{(n)} = \frac{d(\eta^i)^{(n-1)}}{dx} - (y^i)^{(n-1)} \frac{dx}{dx} \]  

Determining equations obtained from eq. (3) appear as identities in the derivatives of dependent variables, thus they split into \( k \) systems of linear partial differential equations in the functions \( \xi \) and \( \eta \) which are to be solved simultaneously.

Gödel’s metric in a cylindrical coordinate system \((t, r, \phi, z)\), where \( t < \infty, 0 \leq r \leq \infty, 0 \leq \phi \leq 2\pi, -\infty < z < \infty \), given by

\[
ds^2 = a^2 \left( |dt + \sqrt{2}\sinh r d\phi|^2 - dr^2 - dz^2 - \sinh^2 r \cosh^2 rd\phi^2 \right),
\]

ascertain the geodesic equations

\[
\ddot{t} + \frac{4}{\cosh r} \dot{t} \dot{r} + \frac{2\sqrt{2}\sinh^3 r}{\cosh r} \dot{r} \dot{\phi} = 0,
\]

\[
\ddot{r} + 2\sqrt{2}\sinh r \cosh r \dot{r} \dot{\phi} - \sinh r \cosh r (1 - 2\sinh^2 r) \dot{\phi}^2 = 0,
\]

\[
\ddot{\phi} - \frac{2\sqrt{2}}{\sinh r \cosh r} \dot{t} + \frac{2}{\sinh r \cosh r} \dot{r} \dot{\phi} = 0,
\]

\[
\ddot{z} = 0,
\]

where dot over head the variables \( t, r, \phi \) and \( z \) denote the derivatives with respect to the arc length parameter \( s \). The solution of these equations have been a topic of interest to many researchers following different approaches.\(^4\text{–}^6\) The Killing vectors from these symmetries are singled out to reduce the order of the system. In the following section, the Lie point symmetries of the system are found along with the analysis of the resulting Lie algebra. In section 3 we use the Killing vectors to reduce the order of the system. The solution of the system is then achieved and a graphic representation of the geodesics is given.

2. Lie point symmetries of the geodesic system

Applying the second prolongation of the symmetry generator of the system (7) produces four determining equations, which give a system of seventy PDEs. The solution of this system then gives the components of the infinitesimal generator \( X \) which appears to be

\[
\xi = c_1 s + c_2 z + c_3,
\]

\[
\eta^1 = -\sqrt{2} \tanh r (c_4 \sin \phi - c_5 \cos \phi) + c_7,
\]

\[
\eta^2 = c_4 \cos \phi + c_5 \sin \phi,
\]

\[
\eta^3 = - \frac{2 \cosh^2 r - 1}{\sinh r \cosh r} (c_4 \sin \phi - c_5 \cos \phi) + c_6,
\]

\[
\eta^4 = c_8 s + c_9 z + c_{10}.
\]
This provides a basis of the Lie algebra given by

\[ X_1 = s \frac{\partial}{\partial s}, \quad X_2 = z \frac{\partial}{\partial s}, \quad X_3 = \frac{\partial}{\partial s}, \]

\[ X_4 = -\sqrt{2} \tanh r \sin \phi \frac{\partial}{\partial t} + \cos \phi \frac{\partial}{\partial r} - 2 \cosh^2 r - 1 \sinh r \cosh r \sin \phi \frac{\partial}{\partial \phi}, \]

\[ X_5 = \sqrt{2} \tanh r \cos \phi \frac{\partial}{\partial t} + \sin \phi \frac{\partial}{\partial r} + 2 \cosh^2 r - 1 \sinh r \cosh r \cos \phi \frac{\partial}{\partial \phi}, \]

\[ X_6 = \frac{\partial}{\partial \phi}, \quad X_7 = \frac{\partial}{\partial t}, \quad X_8 = s \frac{\partial}{\partial z}, \quad X_9 = z \frac{\partial}{\partial z}, \quad X_{10} = \frac{\partial}{\partial z}. \]  

(13)

forming a ten-dimensional Lie algebra \( L_{10} \) which is neither solvable nor nilpotent. It is trivial to identify the Nöther gauge symmetries which appear to be \( X_3, X_4, X_6, \frac{\sqrt{2}}{2} X_7, X_7, X_8, X_{10} \) in eqs. (13). The maximal solvable subalgebra is given by

\[ L_7 = \left( X_1 + X_9, \ X_1 - X_9, \ X_2, \ X_3, \ X_6 + \frac{\sqrt{2}}{2} X_7, \ X_7, \ X_{10} \right) \subset L_{10}. \]  

(14)

3. Reduction of the order of the system

One can use Cartan’s theory, according to which there exists a first integral, \( X_a \dot{x}^a \) for each symmetry generator \( X = \xi_a \partial_a \) obtained in eqs. (13) which satisfies the equations of Killing

\[ X_{a;b} + X_{b;a} = 0. \]  

(15)

It is straightforward to check that the symmetry generators \( X_i \) where \( i = 4, ..., 7, 10 \) satisfy eqs. (15). The corresponding first integrals are given by

\[ a = - \sinh r \cosh r \sin \phi \left[ 2 \sqrt{2} t + \dot{\phi}(2 \sinh^2 r - 1) \right] - \dot{r} \cos \phi, \]  

(16)

\[ b = \sinh r \cosh r \cos \phi \left[ 2 \sqrt{2} t + \dot{\phi}(2 \sinh^2 r - 1) \right] - \dot{r} \sin \phi, \]  

(17)

\[ c_1 = \sqrt{2} l \sinh^2 r + \dot{\phi} \sinh^2 r (\sinh^2 r - 1), \]  

(18)

\[ c_2 = t + \sqrt{2} \sinh^2 r \dot{\phi}, \]  

(19)

\[ c_0 = -\dot{z}, \]  

(20)

where \( a, b, c_0, c_1 \) and \( c_2 \) are arbitrary constants. The tangent vector \( \dot{x}^a \) and the associated underlying curve \( x^a(s) \) are said to be timelike if and only if \( g_{ab} \dot{x}^a \dot{x}^b > 0 \). Fixing \( g_{ab} \dot{x}^a \dot{x}^b = 1 \) yields

\[ \left( t + \sqrt{2} \sinh^2 r \dot{\phi} \right)^2 - \sinh^2 r \cosh^2 r \dot{\phi}^2 - \dot{r}^2 = 1 + c_3^2 \equiv c_3 \]  

(21)

or

\[ c_2 \dot{t} + c_1 \dot{\phi} - \dot{r}^2 = c_3. \]  

(22)

The sign of the term \( t + \sqrt{2} \sinh^2 r \dot{\phi} \) and hence of \( c_2 \) may be defined to identify the future or past directions of the tangent vector \( \dot{x}^a \). One may be interested
in exploring \( x^\alpha(s) \) which are timelike and whose tangent vector fields are future directed. Thus necessarily we require \( c_2 > 0 \), whereas \( c_3 > 0 \) from eq. (21).

Eqs. (16)-(22) give explicit expression of \( \dot{x}^\alpha \) reducing the system as

\[
\dot{t} = c_2 \left[ 1 - \frac{2 \sinh^2 r}{\cosh^2 r} \right] + \frac{\sqrt{2} c_1}{\cosh^2 r}, \tag{23a}
\]

\[
\dot{\phi} = \frac{\sqrt{2} c_2}{\cosh^2 r} - \frac{c_1}{\sinh^2 r \cosh^2 r}, \tag{23b}
\]

\[
\dot{r}^2 = c_2^2 - c_3 - \left( \frac{\sqrt{2} c_2 \sinh r}{\cosh r} - \frac{c_1}{\sinh r \cosh r} \right)^2, \tag{23c}
\]

\[
\dot{\tau} = - (a \cos \phi + b \sin \phi). \tag{23d}
\]

Using the transformation \( u = \sinh^2 r \), and letting

\[
4(c_2^2 + c_3) = \varepsilon^2, \quad \frac{(c_2^2 + 2\sqrt{2} c_1 c_2 - c_3)}{2(c_2^2 + c_3)} = \alpha, \quad \frac{c_1^2}{(c_2^2 + c_3)} = \beta^2, \tag{24}
\]

eq (23c) can be written as

\[
u^2 = -\varepsilon^2 (u^2 - \alpha u + \beta^2), \tag{25}\]

where \( c_2^2 + c_3 > 0 \) as \( c_3 > 0 \). The latter equation gives

\[u(s) = \alpha + \sqrt{\alpha^2 - \beta^2} \cos(\varepsilon s + s_0) = \sinh^2 r. \tag{26}\]

Now using eq. (26) in eqs. (23a)-(23b) after simplification one gets the time-like trajectories in the Gödel universe as

\[
(t, r, \phi, z) = \left( \sqrt{2} \tan^{-1} \left( \frac{\alpha + 1 - \sqrt{\alpha^2 - \beta^2}}{\alpha + 1 + \sqrt{\alpha^2 - \beta^2}} \tan \left( \sqrt{c_2^2 + c_3} s + \frac{s_0}{2} \right) \right) - c_2 s + t_0, \right.
\]

\[
\sinh^{-1} \sqrt{\alpha + \sqrt{\alpha^2 - \beta^2} \cos(\varepsilon s + s_0)},
\]

\[
\tan^{-1} \left( \frac{\alpha + 1 - \sqrt{\alpha^2 - \beta^2}}{\alpha + 1 + \sqrt{\alpha^2 - \beta^2}} \tan \left( \sqrt{c_2^2 + c_3} s + \frac{s_0}{2} \right) \right) + \phi_0, -c_2 z + z_0. \tag{27}\]

For specific values of the constants \( \alpha \) and \( \beta \) given in eqs. (24) one can find the extrema of \( u(s) \). Putting \( \ddot{u}(s) = 0 \) of eq. (25) gives

\[
u^2 - 2\alpha u + \beta^2 = 0, \tag{28}\]

which yields

\[u(s) = \alpha \pm \sqrt{\alpha^2 - \beta^2}. \tag{29}\]
So \( u(s) \) attains its maximum at \( u(s) = \alpha + \sqrt{\alpha^2 - \beta^2} \) and its minimum at \( u(s) = \alpha - \sqrt{\alpha^2 - \beta^2} \).

For \( c_{1,\text{min}} = -\sqrt{2}c_2 \pm \sqrt{c_2^2 + c_3}, \alpha^2 - \beta^2 = 0, \) which means that \( u(s) = \alpha \) is constant and the graph in \((u, \phi)\) plane is a circle with radius equal to \( \alpha \). In this case

\[
0 < u(s) < \frac{-1 + \sqrt{2}}{2}.
\] (30)

For \( c_1 > c_{1,\text{min}} \) the trajectories appear to be ellipses stretching and tending to be a line as \( c_1 \to \infty \). If \( c_3 \to c_2^2 \) the ellipses shrinks and tends to be a point. Figures below illustrates the above analysis.

![Fig. 1. Trajectories in \((y, \phi)\) plane with increasing \(c_1\), and \(c_2, c_3\) are fixed.](image)

![Fig. 2. (a) Trajectories with \(c_1\) and \(c_2\) are fixed, \(0 < c_3 < c_2^2\). (b) Trajectories with \(c_1\) is increasing as \(c_3 \to c_2^2\).](image)
4. Conclusion

It is known that a system of \( n \) \( k \text{-th} \)-order ODEs admitting a \( kn \)-dimensional transitive solvable Lie sub algebra, is solvable by quadratures.\(^2\) In our case the system of four coupled ODEs admits a seven dimensional solvable sub-algebra, thus this result cannot be applied for the reduction of the system. Other well known procedure is given by the Cartan theory according to which, if a system of ODEs admits a set of Killing vectors, then one obtains first integrals of the system corresponding to these Killing vectors.\(^2\) In the present situation, the Gödel’s metric serves as the Lagrangian of the system, which admits five Killing vectors and correspondingly gives five first integrals of the system given by eqs. (16)-(20). This led to a solution of the system in parametric form \( x^a(s), a = 1 \ldots 4 \) given by eq. (27). The graphs of the trajectories in \((r,\phi)\)-plane for all possible values of the parameters appearing in the solution are also given at the end.
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1. Introduction

The Jebsen-Birkhoff theorem of general relativity (GR) states that the Schwarzschild geometry is the unique vacuum, spherical, asymptotically flat solution of the Einstein equations

$$G_{ab} \equiv R_{ab} - \frac{1}{2} g_{ab} R = 0. \quad (1)$$

The theorem is no longer true if matter is present, but what if a cosmological constant $\Lambda$ is included? The Einstein equations change to $G_{ab} = -\Lambda g_{ab}$. It is straightforward to extend the proof of the Jebsen-Birkhoff theorem to this case. In particular, for $\Lambda > 0$, the Schwarzschild-de Sitter/Kottler (SdSK) geometry is the unique solution,

$$ds^2 = -\left(1 - \frac{2m}{R} - H^2 R^2\right) dT^2 + \frac{dR^2}{1 - \frac{2m}{R} - H^2 R^2} + R^2 d\Omega^2 \quad (2)$$

(where $H = \sqrt{\Lambda/3}$).

This fact is not mentioned in modern GR textbooks, even though de Sitter space is extremely important for inflationary and dark energy cosmology and, for $\Lambda < 0$, anti-de Sitter space is fundamental for string theories and the AdS/CFT correspondence. A proof of the generalized Jebsen-Birkhoff theorem for $\Lambda \neq 0$ can be found in Synge’s 1960 textbook. A recent proof in null coordinates has
appeared in\textsuperscript{3}. Complicated proofs appear in\textsuperscript{4–7}. The proof in spherical coordinates is a very simple extension of the standard textbook proof of the Jebsen-Birkhoff theorem.\textsuperscript{11} However, there is confusion in the literature: purported alternatives to SdSK have been reported, which would violate the theorem. More general solutions with FLRW “background” in the presence of matter do not seem to reduce to SdSK when the “background” becomes de Sitter. Enter modified gravity: there are claims that polytropic stars in $f(R)$ and scalar-tensor gravity cannot be matched to SdSK. If they are interesting for cosmology, these theories contain a time-dependent $\Lambda$. Perhaps SdSK is not the correct solution to match internal solutions to—the situation is unclear. It does not help if the situation is unclear even in GR, which is what we clarify here.

2. Putative Alternatives to SdSK

Here we compare putative alternative geometries to SdSK, using the areal radius as the radial coordinate.

2.1. Abbassi-Meissner proposal

It is claimed that an alternative to SdSK is the Abbassi-Meissner solution\textsuperscript{8–10}

$$ds^2 = -f(t,r)dt^2 + \frac{e^{2Ht}}{f(t,r)}dr^2 + e^{2Ht}r^2d\Omega^2_2, \quad (3)$$

where $H = \sqrt{\Lambda/3}$, $m = \text{const.}$, and

$$f(t,r) = h(t,r) + \sqrt{h^2(t,r) + H^2r^2e^{2Ht}}, \quad (4)$$

$$h(t,r) = \frac{1}{2} \left( 1 - H^2r^2e^{2Ht} - \frac{2m}{r} e^{-Ht} \right). \quad (5)$$

Let us change to the areal radius $R = e^{Ht}r$ instead of $r$, and to the new time $T$ defined by

$$dT = dt + \frac{2HrdR}{A_0 \left( A_0 + \sqrt{A_0^2 + 4H^2R^2} \right)}, \quad (6)$$

where

$$A_0(R) = 1 - \frac{2m}{R} - H^2R^2 = 2h(0,R). \quad (7)$$

The line element becomes diagonal and locally static

$$ds^2 = -A_0(R)dT^2 + \frac{2}{A_0(R) + \sqrt{A_0^2(R) + 4H^2R^2}} \left[ 1 + \frac{2H^2R^2}{A_0 \left( A_0 + \sqrt{A_0^2 + 4H^2R^2} \right)} \right] dR^2 + R^2d\Omega^2_2), \quad (8)$$

and it is clearly not SdSK. It solves the field equations $G_{ab} = -\Lambda g_{ab} + T_{ab}$ with a radial flow.\textsuperscript{11}
2.2. Non-rotating Thakurta solution

The Thakurta solution of GR\textsuperscript{12} is conformal to Kerr and describes a rotating black hole embedded in a FLRW universe. The non-rotating, spherical subcase is the late time limit of generalized McVittie solutions\textsuperscript{13} and it is also the $\omega \to \infty$ limit of a class of Brans-Dicke perfect fluid solutions describing inhomogeneous universes found by Ref. 14. The non-rotating Thakurta line element is

$$ds^2 = a^2(\eta) \left[ -\left(1 - \frac{2m}{r}\right) dt^2 + \frac{dr^2}{1 - 2m/r} + r^2 d\Omega^2_{(2)} \right]$$

$$=-\left(1 - \frac{2m}{r}\right) dt^2 + \frac{a^2 dr^2}{1 - 2m/r} + a^2 r^2 d\Omega^2_{(2)},$$

(9)

where $a(\eta)$ is the scale factor of the FLRW “background”. Changing coordinates to $(t, r) \to (T, a(t)r)$ with

$$dT = \frac{1}{F} \left( dt + \frac{HRdR}{A^2 - H^2 R^2} \right),$$

$$A(t, R) = 1 - \frac{2m}{R} = 1 - \frac{2M}{R}, \quad M \equiv ma(t),$$

(10)

(11)

the line element becomes

$$ds^2 = -\left(1 - \frac{2M}{R} - \frac{H^2 R^2}{1 - \frac{2M}{R}}\right) F^2 dT^2 + \frac{dR^2}{1 - 2M/R - \frac{H^2 R^2}{1 - \frac{2M}{R}}} + R^2 d\Omega^2_{(2)}$$

(12)

(where $F$ is an integrating factor) and it solves the field equations $G_{ab} = -\Lambda g_{ab} + q_a u_b + q_b u_a$, where $q^c$ (with $q^a u_a = 0$) describes a purely spatial radial flow.

2.3. Castelo Ferreira metric

The Castelo Ferreira line element\textsuperscript{15} is

$$ds^2 = -\left[1 - \frac{2m}{R} - H^2 R^2 \left(1 - \frac{2m}{R}\right)^\alpha\right] dt^2 + \frac{dR^2}{1 - \frac{2m}{R}} - 2HR \left(1 - \frac{2m}{R}\right)^{\frac{\alpha - 1}{\alpha}} dtdR$$

$$+ R^2 d\Omega^2_{(2)}$$

(13)

with $\alpha, m$ constants and $H = H(t)$. The coordinate change

$$dT = \frac{1}{F} \left( dt + \frac{HRdR \left(1 - \frac{2m}{R}\right)^{\frac{\alpha - 1}{\alpha}}}{1 - \frac{2m}{R} - H^2 R^2 \left(1 - \frac{2m}{R}\right)^\alpha} \right)$$

(14)

turns the line element into

$$ds^2 = -\left[1 - \frac{2m}{R} - H^2 R^2 \left(1 - \frac{2m}{R}\right)^\alpha\right] F^2 dT^2$$

$$+ \frac{dR^2}{1 - \frac{2m}{R} - H^2 R^2 \left(1 - \frac{2m}{R}\right)^\alpha} + R^2 d\Omega^2_{(2)}.$$
One can choose the background to be de Sitter space, then one obtains the non-rotating Thakurta solution if $\alpha = -1$ and the SdSK solution if $\alpha = 0$. However, the general Castelo Ferreira metric is not SdSK.

3. A Simultaneous No-Hair/Cosmic No Hair Theorem

The Jebsen-Birkhoff no-hair theorem states that the Schwarzschild solution is generic; the cosmic no-hair theorem states that de Sitter space is generic. Then, does a simultaneous no-hair/cosmic no-hair theorem exist, stating that SdSK is generic in some sense?

One can write any spherical metric as

$$ds^2 = -A^2(t, R)dt^2 + B^2(t, r)dR^2 + R^2d\Omega_{(2)}^2$$

without loss of generality. Now one needs some assumptions about the matter content. In the previous examples of putative SdSK solutions, a common ingredient was the imperfect fluid stress-energy tensor

$$T_{ab} = (P + \rho)u_au_b + Pg_{ab} + q_au_b + q_bu_a, \quad u_au^c = -1, \quad q_au^c = 0,$$

so we assume 1) this $T_{ab}$ with barotropic and constant equation of state $P = w\rho$, with $w = \text{const.};$ 2) spherical symmetry; 3) the solution of $G_{ab} = -\Lambda g_{ab} + 8\pi T_{ab}$ is asymptotically de Sitter: there is a de Sitter-like cosmological horizon of radius $R_H$ and the solution reduces to SdSK as $R \rightarrow R_H$.

The Einstein equations become

$$\frac{\dot{B}}{BR} = 4\pi T_{01},$$

$$A^2 \left( \frac{2B'}{B^2R^2} + \frac{1}{B^2R^2} + \frac{1}{R^2} \right) = \Lambda A^2 + 8\pi T_{00},$$

$$\frac{2A'}{AR} - \frac{B^2}{R^2} + \frac{1}{R^2} = -\Lambda B^2 + 8\pi T_{11},$$

$$\frac{A'B}{A} - B' - \frac{RB^2B}{A^2} + \frac{RAB'B}{A^3} - \frac{RA'B'}{A} + \frac{RA''B}{A} = \left( -\Lambda R^2 + 8\pi T_{22} \right) \frac{B^3}{R}. $$

The fluid 4-velocity and energy flux density are

$$u_\mu = (-|A|, 0, 0, 0), \quad q_\mu = (0, B^2q, 0, 0),$$

while the stress-energy tensor is

$$T_{00} = A^2\rho, \quad T_{01} = -|A|B^2q, $$

$$T_{11} = B^2P, \quad T_{22} = \frac{T_{33}}{\sin^2 \theta} = R^2P,$$

where $T_{01} > 0$ and $q < 0$ correspond to radial inflow.
In the case of inflow \( q < 0 \) we have
\[
(B^2)' = -8\pi|A|B^4Rq > 0,
\]
therefore \( B^2 = g_{11} \) increases with time. Assuming the metric coefficients to be continuous and differentiable, there are then two possibilities:

- either \( B^2(t, R) \to +\infty \) for any fixed \( R \) as \( t \to +\infty \), or
- \( B^2(t, R) \) has an horizontal asymptote as \( t \to +\infty \).

Consider the first case. The apparent horizons are located by
\[
\nabla^c R\nabla_c R = 0 \quad \leftrightarrow \quad 1/B^2 = 0.
\]
If \( B^2 \to +\infty \) as \( t \to +\infty \) or as \( t \to t_{\text{max}} \), then at late times all points of space (at any \( R < R_H \)) lie arbitrarily close to an apparent horizon. This situation is familiar in cosmology: it corresponds to a phantom universe ending in a Big Rip singularity at \( t_{\text{max}} \) and the apparent horizon shrinks around a comoving observer as the cosmic expansion super-accelerates. This phantom asymptotics contradict the assumption of de Sitter asymptotics and we discard this case.

In the other case in which \( B^2(t, R) \to B_0^2(R) \) as \( t \to +\infty \), we have \( \dot{B} \to 0 \) as \( t \to +\infty \). Then the radial flow \( q \to 0 \) as \( t \to +\infty \). Differentiate the (0,0) Einstein equation to obtain
\[
8\pi \dot{\rho} = \frac{2}{R} \left( \frac{B'}{B^3} \right) - \frac{1}{R^2} \left( \frac{1}{B^2} \right)' \to 0 \quad \text{as} \quad t \to +\infty.
\]
Then the equation of state \( P = w\rho \) yields \( \dot{P} \to 0 \) as \( t \to +\infty \). The (2,2) (or (3,3)) equation gives
\[
8\pi \dot{\rho} = \frac{2}{R} \left( \frac{A'}{AB^2} \right)' + \frac{1}{R^2} \left( \frac{1}{B^2} \right)' \approx \frac{2}{RRB^2} \left( \frac{A'}{A} \right)' \to 0
\]
as \( t \to +\infty \), then \( A^2 \) also becomes time-independent, and the metric becomes static. To make progress, use the covariant conservation equation \( \nabla^b T_{ab} = 0 \) for the imperfect fluid, obtaining
\[
\begin{align*}
&u_a u^b \nabla_b (P + \rho) + [(P + \rho) u_a + q_a] \nabla^b u_b \\
&\quad + [(P + \rho) u_b + q_b] \nabla^b u_a + \nabla_a P + u^b \nabla_b q_a + u_a \nabla^b q_b = 0.
\end{align*}
\]
Projecting onto the time direction \( u^a \) and using \( u^a \nabla_b u_a = 0 \) leads to
\[
-\dot{\rho} - (P + \rho) \nabla^b u_b + u^a q^b \nabla_b u_a + u^a u^b \nabla_b q_a - \nabla^b q_b = 0.
\]
At late times \( q^c \) and \( \dot{\rho} \) disappear from this equation, leaving \( (P + \rho) \nabla^b u_b \simeq 0 \). In general \( \nabla^b u_b \neq 0 \) (this quantity reduces to \( 3H > 0 \) for large \( r \)) and we are left with \( P + \rho \to 0 \) as \( t \to +\infty \). Either the fluid reduces to a pure \( \Lambda \) (then the vacuum uniqueness theorem for SdSK holds trivially), or else both \( \rho \) and \( P = w\rho \) become subdominant and \( \Lambda \) dominates. In this case the solution also reduces to SdSK.
In the case of outflow \( q > 0 \), one has instead \( (B^2)^* = -8\pi|A|B^4Rq < 0 \); since \( B^2 \) is bounded from below by zero and it decreases as \( t \to +\infty \), it must have an horizontal asymptote with \( B^2(t,R) \to B^2_0(R) < 0 \) as \( t \to +\infty \). Then \( \dot{B} \to 0 \) and \( q \to 0 \) and we repeat the reasoning done for \( q < 0 \) from here.

A special case is that of a perfect fluid \( q = 0 \); then \( T_{01} = 0 \) and the \((0,1)\) equation gives \( B = B(R) \). It is then straightforward to prove that it must be \( P = -\rho \) and that SdSK is the unique solution.\(^{16}\)

4. Conclusions

A generalized Jebsen-Birkhoff theorem holds for \( \Lambda \neq 0 \) but, although its proof is straightforward, it does not appear in modern GR textbooks. In particular, for \( \Lambda > 0 \), SdSK is the unique spherical vacuum solution. Putative alternatives to SdSK in this situation are either non-vacuum solutions or SdSK in disguise. Going beyond the vacuum case, we have proved a simultaneous no-hair and cosmic no-hair theorem in the presence of \( \Lambda \) and a radial purely spatial heat flow. Further generalization to other forms of matter will be pursued in the future.
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Motivated by quantum nature of gravitating black holes, higher dimensional exact solutions of conformal gravity with an abelian gauge field is obtained. It is shown that the obtained solutions can be interpreted as singular black holes.

1. Introduction

Considering the quantum effects in gravitational interaction, one may find that the higher-curvature modification of general relativity is inevitable. However, in order to have a physically ghost free theory of higher-curvature modifications, some special constraints should be applied. Fortunately, there are known higher-curvature interesting renormalizable actions with no ghosts under certain criterion. As an interesting example, we can regard the so-called Conformal Gravity (CG), which is defined by the square of the Weyl tensor $\Gamma^2$.

The CG is an interesting theory of modified general relativity with a remarkable property which is sensitive to angles, but not distances. In other words, it is invariant under local stretching of the metric which is called the Weyl transformation, $g_{\mu\nu}(x) \rightarrow \Omega^2(x)g_{\mu\nu}(x)$. It has been shown that CG is useful for constructing supergravity theories [3, 4] and can be considered as a possible UV completion of gravity [5–7]. It may be also arisen from twister-string theory with both closed strings and gauge-singlet open strings [8]. Moreover, CG can be appeared as a counterterm in $adS_5/CFT_4$ calculations [9, 10]. In addition to the motivations mentioned above, solving the dark matter and dark energy problems are two of the most important and interesting motivations of studying CG theory [7].

Since CG is renormalizable [5, 11] and the requirement of conformal invariance at the classical level leads to a renormalizable gauge theory of gravity, it seems interesting to consider black holes in CG which permits a consistent picture of black hole evaporation [12]. The first attempt to obtain the spherically symmetric black hole solutions in four dimensions has been done by Bach [13], and then, Buchdahl has considered a particular case of the conformal solutions in [14]. It is worthwhile to mention that the 4-dimensional solution of Einstein gravity is a solution of CG as well. In addition, it has been shown that the Einstein solutions can be obtained by considering suitable boundary condition on the metric in CG [15, 16].

CG can also be introduced in higher dimensions ($D > 4$), straightforwardly [17]. Nevertheless, unlike the 4-dimensional case, CG does not admit Einstein trivial
solutions in higher dimensions. This nontrivial behavior is due to the fact that in contrast to the 4-dimensional action, the Kretschmann scalar \( R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} \) contributes dynamically in the higher dimensions \([18]\). Such a nontrivial behavior motivates one to investigate higher dimensional CG black hole solutions.

The outline of this paper is as follows. In the next section, we give a brief review on neutral and charged black holes of CG in 4-dimensional spacetime. We also construct \( D \)-dimensional topological static black hole solutions of CG gravity in the presence of generalized Maxwell theory. We finish our paper with some concluding remarks.

2. Four-dimensional exact solutions

At the first step, we consider a four-dimensional conformal action as

\[
I_G = -\alpha \int d^4x \sqrt{-g} C_{\lambda\mu\nu\kappa} C^{\lambda\mu\nu\kappa},
\]

\[
\equiv -2\alpha \int d^4x \sqrt{-g} \left[ R^{\mu\nu} R_{\mu\nu} - \frac{1}{3} (R^{\alpha}_\alpha)^2 \right], \tag{1}
\]

where the Weyl conformal tensor is

\[
C_{\lambda\mu\nu\kappa} = R_{\lambda\mu\nu\kappa} + \frac{1}{6} R^\alpha_\alpha \left[ g_{\lambda\nu} g_{\mu\kappa} - g_{\lambda\kappa} g_{\mu\nu} \right] - \frac{1}{2} \left[ g_{\lambda\nu} R_{\mu\kappa} - g_{\lambda\kappa} R_{\mu\nu} - g_{\mu\nu} R_{\lambda\kappa} + g_{\mu\kappa} R_{\lambda\nu} \right]. \tag{2}
\]

Variation of action (1) with respect to the metric tensor leads to the following equation of motion

\[
W^{\mu\nu} = 2C^{\mu\lambda\nu\kappa;\lambda\kappa} - C^{\mu\lambda\nu\kappa} R_{\lambda\kappa} =
\]

\[
\frac{1}{2} g^{\mu\nu} (R^\alpha_\alpha)^{\beta;\beta} + R^{\mu\nu;\beta;\beta} - R^{\mu\beta;\nu;\beta} - R^{\nu\beta;\mu;\beta} - 2 R^{\mu\beta} R^{\nu}_{\beta}
\]

\[
+ \frac{1}{2} g^{\mu\nu} R_{\alpha\beta} R^{\alpha\beta} - \frac{2}{3} g^{\mu\nu} (R^\alpha_\alpha)^{\beta;\beta} + \frac{2}{3} (R^\alpha_\alpha)^{\mu;\nu} + \frac{2}{3} R^\alpha_\alpha R^{\mu\nu} - \frac{1}{6} g^{\mu\nu} (R^\alpha_\alpha)^2 = 0. \tag{3}
\]

It was shown that the static spherically symmetric solution of conformal gravity in four dimensions can be written as

\[
d s^2 = -f(r) d t^2 + \frac{d r^2}{f(r)} + r^2 d \Omega^2, \tag{4}
\]

where \( d \Omega^2 \) is the line element of a 2–sphere, \( S^2 \), and the metric function is \([14]\)

\[
f(r) = c_0 + \frac{d}{r} + \frac{c_0^2 - 1}{3d} r - \frac{1}{3} \Lambda r^2. \tag{5}
\]
It is clear that for nonvanishing $\Lambda$, Eq. (5) is not a solution of Einstein gravity, while as long as $\Lambda = 0$, the metric becomes identical to the Schwarzschild solution of Einstein gravity. It is worth mentioning that although $\Lambda$ plays the role of the cosmological constant, it is arisen purely as an integration constant and is not put in the action by hand. Such a constant cannot be added to the action of CG because it would introduce a length scale and hence break the conformal invariance.

In order to add an action of matter, we should take care of its conformal transformation to keep the theory be conformally invariant. Fortunately, the Lagrangian of Maxwell theory is conformal invariant in four dimensions and we can add it to the gravitational sector of conformal theory as an appropriate matter field.

So, we can consider the static charged adS solutions of conformal–$U(1)$ gravity in four dimensions [13]. The appropriate action is

$$I = \alpha \int d^4x \sqrt{-g} \left( \frac{1}{2} C^{\mu\nu\rho\sigma} C_{\mu\nu\rho\sigma} + \frac{1}{3} F^{\mu\nu} F_{\mu\nu} \right),$$

where the unusual sign in front of the Maxwell term comes from the so-called critical gravity, which is necessary to recover the Einstein gravity from conformal gravity in IR limit. The static topological solution is found in [19] the same as Eq. (5) with the following gauge potential one form

$$A = -\frac{Q}{r} dt,$$

which leads to the following metric function [19]

$$f(r) = c_0 + \frac{d}{r} + c_1 r - \frac{1}{3} \Lambda r^2. \quad (8)$$

In order to have consistent solutions, three integration constants $c_0$, $c_1$, and $d$ should obey an algebraic constraint

$$3c_1 d + \varepsilon^2 + Q^2 = c_0^2. \quad (9)$$

where $\varepsilon = 1, -1, 0$ denotes spherical, hyperbolic, and planar horizons, respectively. Therefore, the metric function takes the following compact form

$$f(r) = c_0 + \frac{d}{r} + \frac{c_0^2 - \varepsilon^2 - Q^2}{3d} r - \frac{1}{3} \Lambda r^2. \quad (10)$$

3. Higher dimensional solutions

Here, we are going to generalize the conformal action of $U(1)$-gauge/gravity coupling in higher dimensions. As we know, the Maxwell action does not enjoy the conformal invariance properties in higher dimensions, and therefore, the higher dimensional solutions in CG cannot be produced in the presence of Maxwell field (and also the other electrodynamic fields that are not conformal invariant in higher dimensions).
So, we should consider a generalization of linear Maxwell action to the case that it respects the invariance of conformal transformation. To do so, we take into account the power Maxwell nonlinear theory, which its Lagrangian is a power of Maxwell invariant, \((-F_{\mu\nu}F^{\mu\nu})^s\). It is a matter of calculation to show that the power Maxwell action enjoys the conformal invariance, for \(s = D/4\) \((D = \text{dimension of spacetime})\) [20]. In other words, it is easy to show that as long as \(s = D/4\), the energy-momentum tensor of power Maxwell invariant theory is traceless [20].

Regarding the mentioned issues, we find that the suitable action of higher dimensional conformal \(U(1)-\text{gauge/gravity action can be written as}\)

\[
I = \frac{1}{16 \pi} \int d^D x \sqrt{-g} \left( C^{\mu\nu\rho\sigma} C_{\mu\nu\rho\sigma} + \beta (-F_{\mu\nu}F_{\mu\nu})^\frac{D}{4} \right). \tag{11}
\]

Hereafter, we can regard a higher dimensional static spacetime and look for exact solutions with black hole interpretation. Variation of this action with respect to the metric tensor \(g_{\mu\nu}\) and the Faraday tensor \(F_{\mu\nu}\) leads to the following field equations

\[
E_{\rho\sigma} = \left( \nabla^\mu \nabla^\nu + \frac{1}{2} R_{\mu\nu} \right) C_{\rho\mu\nu\sigma} + \frac{\beta}{8} \left[ g_{\rho\sigma} (-F_{\mu\nu}F_{\mu\nu})^\frac{D}{4} + D (-F_{\mu\nu}F_{\mu\nu})^\frac{D-1}{4} F_{\sigma\delta} F_{\mu\nu} \right] = 0, \tag{12}
\]

\[
\partial_{\rho} \left[ \sqrt{-g} (-F_{\mu\nu}F_{\mu\nu})^\frac{D}{4} F^{\rho\sigma} \right] = 0. \tag{13}
\]

Since we are looking for topological black hole solutions of mentioned field equations, we express the metric of a \(D\)-dimensional spacetime as follows

\[
ds^2 = -f(r) dt^2 + f^{-1}(r) dr^2 + r^2 d\Sigma^2_{k,D-2}, \tag{14}\]

where \(k\) denotes spherical \((k = 1)\), hyperbolic \((k = -1)\), and planar \((k = 0)\) horizons of the \((D - 2)\)-dimensional manifold with the following line element

\[
d\Omega^2_{D-2} = d\theta_1^2 + \sum_{i=2}^{D-2} \prod_{j=1}^{i-1} \sin^2 \theta_j d\theta_i^2 \quad k = 1
\]

\[
d\Sigma^2_{k,D-2} = d\theta_1^2 + \sinh^2 \theta_1 \left( d\theta_1^2 + \sum_{i=2}^{D-2} \prod_{j=2}^{i-1} \sin^2 \theta_j d\theta_i^2 \right) \quad k = -1 \quad ,
\]

\[
dl^2_{D-2} = \sum_{i=1}^{D-2} d\theta_i^2 \quad k = 0
\]

in which \(d\Omega^2_{D-2}\) is the standard metric of a unit \((D - 2)\)-sphere, \(d\Sigma^2_{D-2}\) is the metric of a \((D - 2)\)-dimensional hyperbolic plane with unit curvature, and \(dl^2_{D-2}\) is the flat metric of \(R^{D-2}\).
Using this metric and a radial gauge potential ansatz \( A_\mu = -gr^{(2s-D+1)/(2s-1)}\delta^0_\mu \), one can find the nonzero components of the theory as follows

\[
E_{tt} = 2D_3 r^4 f(r) f^{(4)}(r) + D_3 \left[ r f'(r) + 4D_5/2 f(r) \right] r^3 f''(r) \\
+ \left[ \frac{D_3}{2} r^2 f''(r) + \left( 2D^2 D_{23/2} + 85D_{102/85} \right) f'(r) + D_3 D_4 \left( \frac{3rf'(r)}{2} + k \right) \right] r^2 f''(r) \\
- \left[ 3D_{10/3} D_3 r f'(r) + \left( 4D^2 D_{49/4} + 187D_{228/187} \right) f(r) + 5k D_3 D_{16/5} \right] r f'(r) \\
+ 2 \left( 2D^2 D_{23/2} + 84D_{99/84} \right) f''(r) - 4k \left( D^2 D_{12} + 45D_{54/45} \right) f'(r) - 2D_5^2 k^2 \\
- \frac{D_1}{2} r^4 \beta (1 - 2s) \left( \frac{\sqrt{2}g(2s - D_1)}{(2s - 1) r(D-2)/(2s-1)} \right)^{2s},
\]

(16)

\[
E_{rr} = D_3 \left[ 2f(r) - r f'(r) \right] r^3 f''(r) - D_3 \left[ \frac{r^2}{2} f''(r) - 3D_{10/3} f(r) + D_4 \left( \frac{3}{2} rf'(r) + k \right) \right] \\
\times r^2 f''(r) + D_3 \left[ 3D_{10/3} r f'(r) - 9D_{28/9} f(r) + 5k D_{16/5} \right] r f'(r) \\
+ 2D_3^2 \left[ 3f^2(r) - 4k f(r) + k^2 \right] + \frac{D_1}{2} r^4 \beta (1 - 2s) \left( \frac{\sqrt{2}g(2s - D_1)}{(2s - 1) r(D-2)/(2s-1)} \right)^{2s},
\]

(17)

\[
E_{\theta\theta} = D_3 r^4 f(r) f^{(4)}(r) + D_3 \left[ r f'(r) + 2D_5 f(r) \right] r^3 f''(r) \\
+ \left[ \frac{D_3}{2} r^2 f''(r) + \left( 2D^2 D_{13} + 52D_{66/52} \right) f'(r) + D_3 D_4 \left( \frac{3rf'(r)}{2} + k \right) \right] r^2 f''(r) \\
- \left[ 3D_{10/3} D_3 r f'(r) + \left( 2D^2 D_{29/2} + 121D_{156/121} \right) f(r) + 5k D_3 D_{16/5} \right] r f'(r) \\
+ 2 \left( D^2 D_{13} + 5I D_{63/51} \right) f''(r) - 2k \left( D^2 D_{14} + 57D_{72/57} \right) f'(r) - 2D_5^2 k^2 \\
+ \frac{D_1 D_4}{4} r^4 \beta \left( \frac{\sqrt{2}g(2s - D_1)}{(2s - 1) r(D-2)/(2s-1)} \right)^{2s},
\]

(18)

in which we used \( D = D - i \) for convenience and prime refers to \( d/dr \). However, we will use common \( D - i \) in indices and powers for clarity of equations. Solving Eqs. (16)-(18), and keeping in mind that \( s = D/4 \), we can obtain the metric function for \( D \geq 5 \) as follows

\[
f(r) = k - \frac{C_1}{r^{D-4}} - \frac{\beta \mu D^2}{C_1} r + C_2 r^2,
\]

(19)

where \( C_1 \) and \( C_2 \) are two integration constants, and \( \mu = 2^{(D-4)/4} (D_2 D_3)^{-1} \) is a dimensionful constant. Interestingly, we see that although the field equations are too complicated, the solutions are quite simple. It is noticeable to mention that the solution to \( D = 4 \) is given by (10) when we set \( \beta = -2/3 \) in (11), but it cannot be obtained by using the field equations (16)-(18). Therefore, the four-dimensional spacetime has one more integration constant compared to the other dimensions. In order to obtain a compact form of the metric function to be valid for all dimensions, one can consider a special case \( c_0 = \varepsilon \) of the four-dimensional metric function (10).
In this situation, the metric function of $D \geq 4$ is given by (19) and the field equations (16)-(18) can be used for $D = 4$ as well. We should note that since we considered a special case, $c_0 = \epsilon$, the 4-dimensional solution given in (19) is also a solution of the field equations of (6).

Having solutions at hand, we are in a position to check that these solutions can be considered as a black hole or not. To do so, we first look for the singularities of the solutions. By calculating the Kretschmann scalar

$$R^\lambda_{\tau\rho\sigma} R_{\lambda\tau\rho\sigma} = 2DD_1C_2^2 - \frac{4D_1D_2C_2\beta\mu q^{D/2}}{C_1r} + \frac{2D_2^2\beta^2\mu^2 q^D}{C_1^2r^2} + \frac{D_1D_2^2D_3C_2^2}{r^{2(D-1)}},$$

one can easily find that the metric (14) with the metric function (19) has an essential singularity at the origin $\left(\lim_{r \to 0} \left( R^\lambda_{\tau\rho\sigma} R_{\lambda\tau\rho\sigma} \right) = \infty \right)$. In addition, Fig. 1 shows that this singularity can be covered with an event horizon, and therefore, we can interpret the solution as a singular black hole.

4. Conclusions

Motivated by the importance of higher dimensional spacetime in high energy physics, we have constructed the conformal-$U(1)$ gauge/gravity black hole solutions in $D \geq 4$. Since higher-dimensional solutions in CG cannot be produced in the presence of Maxwell field (and also the other electrodynamic fields that are not conformal invariant in higher dimensions), we have used a class of nonlinear electrodynamics $(-F_{\mu\nu} F^{\mu\nu})^s$ (which enjoys the conformal invariance properties in higher dimensions as $s = D/4$) to obtain black hole solutions. In addition, we have seen that the obtained solutions enjoy an essential singularity at the origin and they can be considered as black holes.
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Quadratic Gravity is one of the modified theories of gravity; its action contains additional
terms quadratic in Riemann tensor and its contractions. We study Kundt metrics,
defined geometrically by admitting non-expanding, non-twisting and non-shearing null
geodesic congruence, in the framework of Quadratic Gravity. We examine the special
cases, namely the \(pp\)-waves and VSI spacetimes. Equations of geodesic deviation are
calculated to provide means of physical interpretation.
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1. Introduction

Despite many successes of general relativity, including the prediction of gravitational
waves that were directly detected nearly four years ago, even such brilliant theory
has its limits. Attempts to solve problems of general relativity (e.g., quantization,
inflation, dark matter and energy) involve modifying the action.\(^1\) Our focus is on
the so-called Quadratic Gravity (QG), where the action contains additional terms
that are quadratic combinations of Riemann tensor and its contractions

\[
S = \int \left( \frac{1}{\kappa} (R - 2\Lambda) + \alpha R^2 + \beta R_{ab}^2 + \gamma (R_{abcd} - 4R_{ab}^2 + R^2) \right) \sqrt{-g} \, d^4 x.
\]

The vacuum field equations derived from this action are then

\[
\frac{1}{\kappa} \left( R_{ab} - \frac{1}{2} R g_{ab} + \Lambda g_{ab} \right) + 2\alpha R \left( R_{ab} - \frac{1}{2} R g_{ab} \right) + (2\alpha + \beta) (g_{ab} \Box - \nabla_a \nabla_b) R \\
+ 2\gamma \left( R_{ab} - 2R_{abcd} \right) + R_{abcd} R_{ed} - 2R_{ac} R_{bd} - \frac{1}{4} g_{ab} (R_{de}^2 - 4R_{cd}^2 + R^2) \\
+ \beta \Box \left( R_{ab} - \frac{1}{2} R g_{ab} \right) + 2\beta \left( R_{abcd} - \frac{1}{4} g_{ab} R_{de} \right) R_{ed} = 0.
\]

We can easily see that for \(\alpha = \beta = \gamma = 0\), we get famous Einstein’s general relativity.
In general, Eq. (2) contains second order derivatives of the Ricci scalar and tensor,
which implies the fourth order derivatives of the metric. A special case of QG is
Gauss–Bonnet theory \((\alpha = 0 = \beta)\), that belongs to so called Lovelock’s gravity.\(^2\)
Our aim is to study spacetimes known in general relativity, which are defined by
purely geometrical properties independent of the specific field equations. Metric
describing such spacetimes can then be considered as an ansatz and inserted into
the QG field equations to observe restrictions on the metric functions and differences
between QG and classic general relativity.

Specific representative of such spacetimes is the Kundt family whose line element
can be written as\(^3\)-\(^5\)

\[
ds^2 = g_{pq}(u, x) \, dx^p dx^q + 2g_{up}(r, u, x) \, du \, dx^p - 2du \, dr + g_{uu}(r, u, x) \, du^2.
\]
Its geometric definition is that it admits non-expanding, non-twisting, and non-shearing null geodesic congruence. The optically privileged vector field generating the congruence is \( k = \partial_r \), where \( r \) is an affine parameter along the congruence. The spacetime is foliated by the null surfaces \( u = \text{const.} \), to which \( k \) is orthogonal (and tangential). The transverse \( (D - 2) \)-space: \( u = \text{const.} \) and \( r = \text{const.} \) is described by the metric \( g_{pq}(u, x) \), where \( x \equiv x^k, k = 2, \ldots D - 1 \) are coordinates covering the transverse space. For simplicity, we will study Kundt metrics with \( g_{uu} = 0 \), i.e., without so-called gyratons, that describe spinning null fluid.\(^6\,^7\)

To algebraically classify these spacetimes, the Weyl tensor projected on a null tetrad \( k, l, m, n \) can be employed. These (invariant) projections are called Weyl scalars. Spacetime can be classified based on the number of Weyl scalars, sorted by their boost weights, that can be set to zero. Details on the algebraic classification can be found, e.g., in Refs. 8, 9. In Table 1, we list conditions for algebraic types of the Kundt metric.\(^10\)

<table>
<thead>
<tr>
<th>Type</th>
<th>Necessary and sufficient conditions(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>II(ad)</td>
<td>( g_{uu} = -\frac{S R(u, x)}{(D^2 - 2)(D - 3)} r^2 + c(u, x) r + d(u, x) )</td>
</tr>
<tr>
<td>II(bd)</td>
<td>( S R_{pq} = \frac{1}{c C_{mpq}} g_{pq} S R )</td>
</tr>
<tr>
<td>II(ed)</td>
<td>( S R_{pq} = 0 ) and ( c_p = \frac{2}{D - 3} g^{mn} g_{[n,u][p]} )</td>
</tr>
<tr>
<td>III(a)</td>
<td>( g_{p[m,u][\nu]} = \frac{1}{D - 3} g^{\alpha s} (g_{pm} g_{s[u]\nu] - g_{pq} g_{s[u][m]} \text{)} )</td>
</tr>
<tr>
<td>III(b)</td>
<td>( g^{\alpha s} g_{[\alpha s][\nu]} + \frac{1}{2(D - 2)} S R_{pq} u = \frac{g_{pq}}{D - 2} g^{mn} (g^{\alpha s} g_{\alpha s}[m][n] + \frac{1}{2(D - 2)} S R_{mn,u} )</td>
</tr>
<tr>
<td>N</td>
<td>( \frac{1}{D - 2} g^{mn} (d_{pq} + g_{pq,u}) - \frac{1}{D - 2} g^{mn} (d_{pq} + g_{pq,u}) - \frac{1}{D - 2} g^{mn} (d_{pq} + g_{pq,u}) - \frac{1}{D - 2} g^{mn} (d_{pq} + g_{pq,u}) )</td>
</tr>
</tbody>
</table>

Note: \(^a\) The symbol “\([\ ]\)” denotes spatial covariant derivative (\( d_{pq} = d_{pq} - \Gamma^m_{pq} d_m \)).

2. Field Equations

We insert the (non-gyratonic) Kundt metric into the QG field equations and observe the conditions they impose upon the metric functions. Firstly, we look at general Kundt metric, but our main focus will be on more special cases. Results for the simpler case of the Gauss–Bonnet gravity can be found in Refs. 10, 11.

2.1. General case

The \( rr \)-component \((2\alpha + \beta) g_{uu,rrrr} = 0\) implies that either \((2\alpha + \beta) = 0\) or \( g_{uu} \) is at most cubic in \( r \), so it can be written as \( g_{uu} = a r^3 + b r^2 + c r + d \), where \( a, b, c, d \) are functions of \( u \) and the transverse coordinates \( x^k \). These functions will be constrained by the following components of the field equations.
The \( r p \)-component is \((2\alpha + \beta)g_{uu,rrrp} = 0\). For \((2\alpha + \beta) \neq 0\), it implies that \(a_{rp} = 0\), so that \(a = a(u)\).

The remaining components \((ru, pq, up, uu)\) get more complicated, and longer, therefore we will not show them here. They can be found for example in Ref. 10. The equations give relations between the functions \(a, b, c, d\) and the metric \(g_{pq}\).

### 2.2. \( pp \)-waves with constant spatial curvature

One of the most common examples of the Kundt spacetimes are plane-fronted waves with parallel rays, or \( pp \)-waves, see e.g., Ref. 12. They are defined as spacetimes admitting a covariantly constant vector field \(k = \partial_r\), which implies that the metric is \(r\)-independent. In the non-gyratonic case, we have

\[
\text{d}s^2 = g_{pq}(u, x) \text{d}x^p \text{d}x^q - 2du \text{d}r + g_{uu}(u, x) \text{d}u^2.
\]

For further simplification, we assume that the transverse space is of a constant curvature, which means that its Riemann and Ricci tensors (denoted \(S^R_{pqmn}\) and \(S^R_{pq}\)) are related to the Ricci scalar \(S^R\) by

\[
S^R_{pqmn} = \frac{S^R}{(D-3)(D-2)} (g_{pm}g_{qn} - g_{pn}g_{qm}), \quad S^R_{pq} = \frac{S^R}{D-2} g_{pq}.
\]

The \(rr\), \(rp\) and \(up\)-components of the field equations are satisfied identically. The \(ru\) and \(pq\)-components give a quadratic equation for the scalar curvature \(S^R\) with two solutions

(a) Trivial solution

\[
S^R = 0 \Rightarrow g_{pq} = \delta_{pq}, \quad \Lambda = 0.
\]

(b) Non-trivial solution

\[
S^R = -\frac{1}{2\kappa} \frac{(D-2)(D-3)}{(D-2)(D-3)\alpha + (D-4)(D-5)\gamma + (D-3)\beta} = 4\lambda_0.
\]

Since \(S^R\) is constant, necessarily \(g_{pq,u} = 0\).

For both cases (6), (7), the \(uu\)-component can be written as

\[
k\Delta g_{uu} + \beta\Delta\Delta g_{uu} = 0,
\]

where the constant \(k\) differs for the two solutions mentioned above

\[
(a) \quad k = \kappa^{-1}, \quad \text{b) } k = \frac{(D-3)\beta - 2(D-4)\gamma}{\omega R} + \frac{(D-2)(D-3)^2\beta}{2\omega^2 \kappa^2},
\]

\[
\omega \equiv (D-2)(D-3)\alpha + (D-4)(D-5)\gamma + (D-3)\beta.
\]

This means that we need to solve Helmholtz-like equation for \(g_{uu}\):

\[
\Delta g_{uu} + \frac{k}{\beta} g_{uu} = f, \quad \text{where } \quad \Delta f = 0.
\]
The vector separating geodesics in the congruence is deviation then takes the form

\[ \Psi_{2S} = \frac{SR}{(D-1)(D-2)}, \quad \Psi_{4ij} = \left[ -\frac{1}{2}g_{uu||pq} + \frac{g_{pq}}{2(D-2)} \Delta g_{au} \right] m_i^p m_j^q. \quad (11) \]

2.3. VSI spacetimes

The definition of VSI spacetimes is that all scalar curvature invariants of all orders vanish. Their (non-gyratonic) line element has the form

\[ ds^2 = \delta_{pq} dx^p dx^q - 2 du dr + (c(u, x) r + d(u, x)) du^2, \quad (12) \]

so \( g_{uu} \) is at most linear in \( r \). The \( rr, \ r p, \ r u, \ p q \)-components are satisfied identically, the only non-trivial components are \( uu \) and \( uu \). The \( uu \)-component implies \( (1/\kappa)c_p + \beta \Delta c_p = 0 \), which in general relativity \( (\beta = 0) \) restricts \( c = c(u) \).

The \( uu \)-component gives two constraints with respect to \( r \), namely

\[ \Delta \left( \frac{1}{\kappa} c + \beta \Delta c \right) = 0 \quad \text{and} \quad \Delta \left[ -\frac{1}{\kappa} d + \beta \left( 2 c - \frac{1}{\kappa} \Delta c \right) \right] = 0. \quad (13) \]

Looking at Table 1, we observe that VSI spacetimes are of type III(b) with non-zero scalar components of the Weyl tensor

\[ \Psi_{3T^1} = -m_i^p \frac{D - 3}{2(D - 2)} c_p, \quad \Psi_{4ij} = -\frac{1}{2} m_i^p m_j^q \left[ r \left( c_{||pq} - \frac{g_{pq}}{D - 2} \Delta c \right) + d_{||pq} - \frac{g_{pq}}{D - 2} \Delta d \right]. \quad (14) \]

3. Geodesic Deviation

Possible way of physical and geometrical interpretation of spacetimes is to investigate local effects of curvature on freely falling test particles.\(^{15,16}\) Such particles move along geodesics and due to the gravitational field, they can move closer or further away from each other. Let us have a geodesic congruence with central geodesic \( \gamma(\tau) \). Its tangent vector \( u \) is a four-velocity of the particle moving along geodesic. The vector separating geodesics in the congruence is \( Z \). The equation of geodesic deviation then takes the form

\[ \frac{D^2 Z^a}{d\tau^2} = R^a_{\ bcd} u^b u^c Z^d. \quad (15) \]

We choose an orthonormal frame \( e_{(a)} \) with \( e_{(0)} = u \). The round brackets denote tetrad indices. The projection of Eq. (15) on spatial tetrad vectors becomes

\[ Z^{(i)} = R^{(1)}_{\ (0)(0)(j)} Z^{(j)}, \quad i, j = 1, \ldots, D - 1. \quad (16) \]

In the Kundt case \( u = \dot{r} \partial_r + \dot{\theta} \partial_\theta + \dot{\phi} \partial_\phi \) and the vector \( e_{(1)} \) is defined as \( e_{(1)} = \sqrt{2} \dot{k} - u \), where \( \dot{k} = 1/(\sqrt{2} \dot{u}) \partial_r \). We call it longitudinal direction. The remaining vectors \( e_{(i)}, i = 2, \ldots, D - 1 \), are called transverse directions.
3.1. Geodesic deviation for pp-waves

The equations of geodesic deviations for pp-waves (with $g_{up} = 0$) are

$$\ddot{Z}^{(1)} = 0,$$

$$\ddot{Z}^{(i)} = \left( \frac{1}{2} \dot{u}^2 (g_{uu||pq} + g_{pq,uu} - \frac{1}{2} g^{os} g_{op,u} g_{sq,u}) m_i^p m_j^q \right. \right.$$

$$+ 2 \dot{u} g_{m[p,u||n]} m_i^p m_j^q \dot{x}^n - S g_{mpq} m_i^m m_j^m \dot{x}^p \dot{x}^q \right) Z^{(j)}.$$

These were calculated without any use of field equations. Due to the absence of the terms $R^{(1)}(0)(0)(0)$, the effect of the waves on particles is only transverse, i.e., in the $e^{(i)}$ directions. Unlike general relativity, the deformations caused by the waves are not always traceless. Since it is possible to choose a frame where $\dot{x}^i = 0$, the conditions for the waves to be traceless become

$$g^{pq} (g_{uu||pq} + g_{pq,uu} - \frac{1}{2} g^{os} g_{op,u} g_{sq,u}) = 0. \quad (18)$$

If we now restrict ourselves to the QG and transverse space with constant curvature, the equations simplify into

$$\ddot{Z}^{(1)} = 0,$$

$$\ddot{Z}^{(i)} = \left( \frac{1}{2} \dot{u}^2 g_{uu||pq} m_i^p m_j^q \right. \right.$$

$$+ \frac{S g}{(D-2)(D-3)} g_{pq} (\dot{x}^p \dot{x}^k m_i^q m_j^l - \dot{x}^q \dot{x}^l \delta_{ij}) \bigg) Z^{(j)}.$$

and the waves are traceless when $\Delta g_{uu} = 0$, which corresponds to the solution of general relativity. If we solve Eq. (10) for $g_{uu}$, we can insert the resulting metric component into Eq. (19).

3.2. Geodesic deviation for VSI-spacetimes

For the VSI spacetimes (12), the equations of geodesic deviation are

$$\ddot{Z}^{(1)} = \frac{1}{2} \dot{u} c_{,p} m_i^p Z^{(j)},$$

$$\ddot{Z}^{(i)} = \frac{1}{2} \dot{u} c_{,p} m_i^p Z^{(1)} + \left( \frac{1}{2} \dot{u}^2 g_{uu||pq} m_i^p m_j^q + m_i^p m_j^q \dot{u} \dot{x}^k c_{,p} g_{pq} \right) Z^{(j)}. \quad (20)$$

We can see that in general, there is a longitudinal effect due to the term $1/2 \dot{u} c_{,p}$. This would be impossible in general relativity, because of $c_{,p} = 0$.

4. Conclusion

We studied Kundt spacetime in QG by an explicit analyses of the constraints imposed by the field equations. We investigated the special cases, the pp-waves and VSI spacetimes, and obtained solutions that are not allowed in general relativity. The equations of geodesic deviation shown that the effect of pp-waves is always transverse, but generally not traceless and the VSI spacetimes cause longitudinal effect. Both effects are not possible in general relativity.
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1. Motivation and goal

Finding the ultimate theory that would describe quantum gravitational phenomena remains an open problem today. Nevertheless, theoretical arguments suggest that the geometry of quantum gravity should depart from Riemannian geometry.

One possible direction which goes beyond Riemannian geometry is the generalized geometry proposed by Ref. 1, see also Ref. 2 and Ref. 3. In generalized geometry one considers extensions of the tangent bundle over a smooth spacetime manifold; in the simplest case, the tangent bundle is extended by the cotangent bundle. From a physical perspective, we are familiar with the physics on the tangent bundle $TM$ of a manifold $M$, whose sections are vector fields which are closed under the Lie bracket and generate diffeomorphisms. In generalized geometry, there is a symmetry group $O(d,d)$, where each $d$ represents separately the rank of the tangent and cotangent bundles, and it contains not only diffeomorphisms but also 2-form gauge transformations. This highlights the relation to closed string theory, whose massless sector indeed includes the graviton and the 2-form Kalb-Ramond $B$-field.

On the other hand, double field theory (DFT) incorporates T-duality (or rather $O(d,d;\mathbb{R})$) as a manifest symmetry of a field theory which is based on a doubled space (Refs. 4, 5, 6, 7, 8). T-duality is a symmetry in string theory that relates the momentum modes of strings propagating in a compact space to their winding modes in a dual compact space. Promoting T-duality to a symmetry in field theory
comes with the cost of imposing a section condition, or strong constraint, that effectively reduces the doubled geometry to a half-slice. For instance, the standard supergravity frame in DFT is obtained by dropping all dependence on the dual winding coordinates of the doubled geometry, thus resulting in the standard low-energy action of the NS-NS (Neveu-Schwarz) sector of string theory in $d$ dimensions.

Understanding better the structure and the geometry of string duality is motivated at a conceptual level through the connections to the geometry of quantum gravity that we already mentioned, and also with regard to the implications of string theory for cosmology, where the winding modes included in DFT could play a crucial role. This is the case in the cosmological scenario of Ref. 9, which is recently explored from the point of view of DFT too, see e.g. Ref. 10.

In this contribution, our goal is to explain the mathematical structure which underlies the symmetries of double field theory. We shall show that this is an algebroid that lies in a certain precise way in between two Courant algebroids over different base manifolds. This contribution is based on Ref. 11.

### 2. Courant algebroid

A Courant algebroid is a quadruple $(E, [\cdot, \cdot]_E, \langle \cdot, \cdot \rangle, \rho)$ comprising the following, see Ref. 12.

$E \to M$ is a vector bundle over a smooth manifold $M$, equipped with a binary operation $[\cdot, \cdot]_E : \Gamma(E) \otimes \Gamma(E) \to \Gamma(E)$ on its sections, and a symmetric $C^\infty(M)$-bilinear, non-degenerate form $\langle \cdot, \cdot \rangle : \Gamma(E) \otimes \Gamma(E) \to C^\infty(M)$ which takes smooth sections of the bundle and returns a function. Finally, a bundle map $\rho : E \to TM$, called the anchor, maps from $E$ to the tangent bundle $TM$.

What turns this quadruple to a Courant algebroid is a set of five properties. The first one is a Jacobi identity

$$[[A, B]_E, C]_E + \text{cyclic} = \frac{1}{3} D \langle [A, B]_E, C \rangle + \text{cyclic},$$

which tells us that for any smooth sections $A, B, C \in \Gamma(E)$, the Jacobiator of the binary operation is exact with respect to the differential operator $D : C^\infty(M) \to \Gamma(E)$ which is defined by $\langle D f, A \rangle = \frac{1}{2} \rho(A) f$, for functions $f \in C^\infty(M)$. The second property is a Leibniz rule

$$[A, f B]_E = f [A, B]_E + (\rho(A) f) B - \langle A, B \rangle D f.$$  

Moreover, the anchor is a homomorphism of bundles, $\rho[A, B]_E = [\rho(A), \rho(B)]$, and the image of the derivation $D$ is in the kernel of the anchor, $\rho \circ D = 0$, or equivalently $\langle D f, D g \rangle = 0$. Lastly, a compatibility condition for the bracket and bilinear form, the analog of ad-invariance of the Killing form of a Lie algebra, reads as

$$\rho(C) \langle A, B \rangle = \langle [C, A]_E + D(C, A), B \rangle + \langle A, [C, B]_E + D(C, B) \rangle.$$  

When we consider the generalized tangent bundle $E = TM \oplus T^* M$, its sections are generalized vectors $V + \lambda$, formal sums of a vector $V \in \Gamma(TM)$ and 1-form
\[ V + \lambda, V' + \lambda' \] is an antisymmetric operation, an extension of the Lie bracket of vector fields which is not a Lie bracket itself, that satisfies the properties of a Courant algebroid when \( \rho = (\text{id}, 0) \). The inner product, which is the fiber-wise metric on \( E \), is

\[
\langle V + \lambda, V' + \lambda' \rangle = \frac{1}{2} (\lambda'(V) + \lambda(V')) = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ d & 0 \end{pmatrix} \begin{pmatrix} V' \\ \lambda' \end{pmatrix}.
\]

The bilinear form explicitly exhibits an indefinite \((d, d)\) signature. The \( O(d, d) \) transformations are respectively the diffeomorphisms, \( B \)-transforms and \( \beta \)-transforms,

\[
\begin{pmatrix} N & 0 \\ 0 & N^{-1}T \end{pmatrix}, \quad e^B = \begin{pmatrix} 1 & 0 \\ -B & 1 \end{pmatrix}, \quad e^\beta = \begin{pmatrix} 1 - \beta \\ 0 & 1 \end{pmatrix},
\]

where \( N \in GL(d) \), \( B \) is a 2-form and \( \beta \) is a 2-vector. The inner product is indeed invariant under the \( B \)-transform,

\[
\langle e^B(V + \lambda), e^B(V' + \lambda') \rangle = \langle V + \lambda, V' + \lambda' \rangle.
\]

More details can be found in Ref. 3.

### 3. Double field theory

In this section we give a short introduction to double field theory. It is a theory that doubles the space of coordinates: \((x^i, \tilde{x}_i)\) where \(i\) is \(d\)-dimensional, and it contains both coordinates conjugate to the momentum modes and the dual coordinates conjugate to the winding modes of closed strings. Interested readers may refer to Ref. 13 and references therein.

The double field theory action is formulated in doubled geometry (Ref. 14),

\[
S_{DFT}(H_{MN}, \Phi) = \int d^d x \ d^\tilde{x} \ e^{-2\Phi} \mathcal{R},
\]

where its Ricci scalar is given by

\[
\mathcal{R} = \frac{1}{8} H^{MN} \partial_M H^{KL} (\partial_N H_{KL} - 4 \partial_K H_{NL}) + 4 (\partial_N \Phi \partial_M H^{MN} - H^{MN} \partial_M \Phi \partial_N \Phi)
\]

\[
+ 4 H^{MN} \partial_M \partial_N \Phi - \partial_M \partial_N H^{MN},
\]

expressed in terms of the generalized metric \( H_{MN} \),

\[
H_{MN} = \begin{pmatrix} g^{ij} & -g^{ik} B_{kj} \\ B_{ik} g^{kj} g_{ij} - B_{ik} g^{kl} B_{lj} \end{pmatrix}
\]

and a scalar field \( \Phi \). The generalized metric combines the 2-form \( B \) and the Riemannian metric \( g \). We can raise or lower its indices as \( H^{MN} = \eta^{MP} \eta^{NQ} H_{PQ} \), using the \( O(d, d) \) metric \( \eta = \eta^{-1} = \begin{pmatrix} 1^d & 0 \\ 0 & 1^d \end{pmatrix} \). The scalar field \( \Phi \) in the action is
related to the dilaton $\phi$ by $e^{-2\Phi} = \sqrt{|g|} e^{-2\phi}$. Note that the capital indices are 2d-dimensional, $M,N,K,L = 1,\ldots,2d$, while $i,j,k,l = 1,\ldots,d$.

The DFT action $S_{DFT}$ reduces to the Neveu-Schwarz sector of supergravity action in $d$ dimensions,

$$ S_{NS} = \int d^d x \sqrt{|g|} e^{-2\phi} \left( R + 4 \partial_i \phi \partial^i \phi - \frac{1}{12} H_{ijk} H^{ijk} \right) , $$

(11)

where $H_{ijk}$ is the field strength of the 2-form $B$, after imposing the strong constraint, that is $\tilde{\partial}^i = \frac{\partial}{\partial X^i} = 0$ (supergravity frame). The strong constraint is inherent in DFT. It is related to the closure of the gauge transformations. DFT is therefore an $O(d,d)$-covariant formulation of the low-energy sector of string theory on a compact space. See Ref. 6 for further details.

4. An algebroid for double field theory

Now we present our proposal of an algebroid structure which is underlying DFT. The strategy we follow is to double the canonical Courant algebroid, decompose the bundle and subsequently make a suitable projection.

Consider a 2d-dimensional target space $T^*M$ with local coordinates

$$ X = (X^I, \tilde{X}_i) =: (X^i, \tilde{X}_i) , $$

(12)

where $I = 1,\ldots,2d$ and $i = 1,\ldots,d$. The generalized tangent bundle is promoted from $TM \oplus T^*M$ with $O(d,d)$ symmetry to

$$ E = T(T^*M) := T(T^*M) \oplus T^*(T^*M) $$

(13)

with $O(2d,2d)$ symmetry. The sections of the bundle are $\mathcal{A}^I$, $\mathcal{I} = 1,\ldots,4d$, where $(\mathcal{A}^I) = (\bar{\mathcal{A}}^I, \tilde{\mathcal{A}}_I) = (\bar{\mathcal{A}}^I, \tilde{\mathcal{A}}_I, \tilde{\mathcal{A}}^i)$. Here the generalized vector over the doubled target space is similarly a sum of vector and 1-form, $\mathcal{A} = \mathcal{A}_V + \mathcal{A}_F := \mathcal{A}^I \partial_I + \tilde{\mathcal{A}}_I dX^I$, where $(\partial_I) = (\partial/\partial X^I, \partial/\partial \tilde{X}_I) =: (\partial_I, \tilde{\partial}^i)$ and $(dX^I) := (dX^i, d\tilde{X}_i)$. As for the anchor $\rho^I_j$ of the bundle $E$, its components are $(\rho^I_j, \tilde{\rho}^I_j)$. With that, we can define a ‘large’ Courant algebroid: $(E, [\cdot, \cdot], \mathcal{E}, (\cdot, \cdot), \rho)$.

Before we proceed, note that the sections of the bundle in the large Courant algebroid carry a 4d-dimensional index. In order to relate to the DFT data which are 2d-dimensional, we need to resolve this excess of 2d. First we introduce a decomposition in the sections of the bundle and their corresponding basis,

$$ \bar{\mathcal{A}}^I = \frac{1}{2} (\bar{\mathcal{A}}^I \pm \eta^{IJ} \tilde{\mathcal{A}}_J) , \quad \tilde{\mathcal{A}}^I = \partial_I \pm \eta^{IJ} dX^J . $$

(14)

For the anchor components $\rho^I_j$, we define $(\rho^I_j) = \rho^I_j \pm \eta^{JK} \tilde{\rho}^J_k$. Consequently, the large generalized tangent bundle is decomposed as $E = L_+ \oplus L_-$, where $L_{\pm}$ is the bundle with the space of sections spanned by $e^I_\pm$ locally.

The DFT data are obtained from the large Courant algebroid upon a suitable projection to $L_+$. This projection,

$$ p_+: E \longrightarrow L_+ \quad (\mathcal{A}_V, \mathcal{A}_F) \longmapsto \mathcal{A}_+ := A , $$

(15)
formulation of such structures in the language of graded geometry is found in Refs. 12 and 13. An interesting

\[ \iota \] gives the following definition.

\[ \phi \]

Similarly, projecting the generalized Lie derivative of the large Courant algebroid yields the generalized Lie derivative in DFT,

\[ p_+ (L_{\phi(A)}a(B)) = (A^I \partial_I B - B^I \partial_I A^I + B^I \partial_I A^I e^I_J := L_{AB}. \]  

Let \( \rho_{\phi} : L_+ \to T(T^*M) \) be defined a DFT algebroid:

\[ (L_+, [\cdot, \cdot]_{L_+}, \langle \cdot, \cdot \rangle_{L_+} + \rho_{\phi}, \text{ such that it satisfies three properties, one related to the strong constraint, one being the compatibility condition between the C-bracket and the bilinear form, and a Leibniz rule for the C-bracket respectively,} \]

\[ \langle D_+ f, D_+ g \rangle_{L_+} = \frac{1}{4} \langle df, dg \rangle_{L_+}, \]  

\[ \rho_{\phi}(\langle \cdot, \cdot \rangle_{L_+} + \rho_{\phi}) B)_{L_+} + \langle A, [C, B] + D_+(C, B) \rangle_{L_+} \]

\[ [A, f B]_{L_+} = f \langle A, B \rangle_{L_+} + (\rho_{\phi}(A)f) B - \langle A, B \rangle_{L_+} D_+ f, \]  

for sections of the bundle \( A, B, C \in \Gamma(L_+) \) and functions \( f, g \in C^\infty(T^*M) \). The derivative \( D_+ : C^\infty(T^*M) \to \Gamma(L_+) \) is defined through \( \langle D_+ f, A \rangle_{L_+} = \frac{1}{2} \rho_{\phi}(A)f \).

More generally, a DFT algebroid is a special case of a structure called pre-DFT algebroid, which is related to the Vaisman algebroid of Ref. 15. An interesting formulation of such structures in the language of graded geometry is found in Refs. 16 and 17.

\[ ^a \text{Antisymmetrization of the generalized Lie derivatives gives the Courant bracket:} \ [A, B]_E = L_A B - L_B A. \]
5. Conclusions

Using a method of doubling-splitting-projecting, the geometric origin of DFT can be traced to a large Courant algebroid. To summarize our finding schematically,

\[
\text{Large Courant algebroid} \xrightarrow{p} \text{DFT algebroid} \quad \langle D^+_f, D^+_g \rangle_{L^+} = 0 \rightarrow \text{Courant algebroid}.
\]

Additionally in Ref. 11, we propose a DFT membrane sigma-model which describes both geometric and non-geometric fluxes of string theory, thus completing earlier proposals in Refs. 18 and 19.
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We examine length measurement in curved spacetime, based on the 1+3-splitting of a local observer frame. This situates extended objects within spacetime, in terms of a given coordinate which serves as an external reference. The radar metric is shown to coincide with the spatial projector, but these only give meaningful results on the observer’s 3-space, where they reduce to the metric. Examples from Schwarzschild spacetime are given.

1. Introduction and motivation
Recall the textbook “radial proper distance” in Schwarzschild spacetime:

\[ ds = \left( 1 - \frac{2M}{r} \right)^{-1/2} dr, \]

which follows from setting \( dt = d\theta = d\phi = 0 \) in the line element in Schwarzschild coordinates. But what is the physical motivation for choosing a slice Schwarzschild \( t = \text{const} \), rather than some other time coordinate? Special relativity stresses length is relative to the observer, so which observers measure Equation 1, and what do others measure? The claim the \( dt = 0 \) slice is “measurement by an observer at infinity” is problematic, because there are many ways to extend a local frame, or to choose a simultaneity convention between distant frames.

Consider the same procedure repeated for Gullstrand-Painlevé coordinates:

\[ ds = dr. \]

Painlevé hence concluded relativity is self-contradictory. Instead, as we shall see, these correspond to measurements by different observers. (Mathematically, note the differing expressions called “ds” are really restrictions to different subspaces.) We apply four complementary theoretical tools: suitably chosen coordinates, the spatial projector, the radar metric, and adapted frames.

2. Well-suited coordinates
An intuitive and pedagogical approach to length measurement is to provide coordinates suited to a given congruence of observers, if possible. Consider for example radial geodesic motion in Schwarzschild spacetime, with 4-velocity field \( u \) parametrised by the Killing energy per mass \( e := -g(u, \partial_t) \). A generalisation of Gullstrand-Painlevé coordinates has metric:

\[ ds^2 = -\frac{1}{e^2} \left( 1 - \frac{2M}{r} \right) dT^2 + \frac{2}{e^2} \sqrt{e^2 - 1 + \frac{2M}{r}} dT dr + \frac{1}{e^2} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \]
where $T \equiv T_e$ is the Einstein-synchronised proper time of the observers, which all share the same $e \in \mathbb{R} \setminus \{0\}$. For details see Ref. 6. Setting $dT = d\theta = d\phi = 0$ gives:

$$dL = \frac{1}{c}dr,$$

(4)

where we write $dL$ in place of $ds$ for the length element, and the sign choice is mere convention. The physical justification behind $dT = 0$ is that the $T = \text{const}$ hypersurface is orthogonal to the 4-velocities, so coincides with their local 3-spaces.

Note a static observer at $r = r_0$ is identical to an observer falling from rest at $r_0$, in the sense their velocities and hence local 3-spaces coincide instantaneously. Both have $e = \sqrt{1 - 2M/r_0}$, so Equation 4 reduces to the usual quantity (Equation 1).

Some textbooks set up a false dichotomy that $dr$ is not the distance but $(1 - 2M/r)^{-1/2}dr$ is. Instead, for radial observers with $e = \pm 1$ the $r$-coordinate is precisely proper distance.

Equation 4 is remarkably little known. Gautreau & Hoffmann derived it, using a different parameter corresponding to the $0 < e < 1$ case. Taylor & Wheeler present the $e = 1$ case clearly, which is the only textbook coverage apparently. Finch showed the 3-volume inside the horizon is $1/e$ times its Euclidean value $\frac{2}{3}\pi(2M)^3$, for the $e > 0$ case. (Precedents include Lemaître, who pointed out 3-space is Euclidean for $e = 1$, and mentioned measurement. Painlevé made the same observations, but mistakenly saw contradiction.)

In general, consider a 4-velocity field $u$. Define a new coordinate $T$ by:

$$dT := -N^{-1}u^a,$$

(5)

where $u^a$ is the 1-form dual to the 4-velocity, and $N$ is a lapse. $T$ exists locally iff the velocity gradient is vorticity-free, a consequence of Frobenius' theorem. Then the $T = \text{const}$ hypersurfaces are orthogonal to the congruence, since $dT(\xi) = 0$ for any vector $\xi$ orthogonal to $u$. Now express the metric in coordinates including $T$, and set $dT = 0$.

### 3. Spatial projector

Given a 4-velocity $u$, the metric splits into parts parallel and orthogonal to $u$ as $g_{\mu\nu} \equiv -u_\mu u_\nu + (g_{\mu\nu} + u_\mu u_\nu)$, assuming metric signature $-+++$. The latter term is the spatial projection tensor $P$, which extracts the spatial part of tensors via contraction. In particular, $P^\mu_\nu u^\nu = 0$, and $P^\mu_\nu \xi^\nu = \xi^\nu$ for any vector $\xi$ in the 3-space orthogonal to $u$. Furthermore $P^\mu_\nu \xi^\mu \xi^\nu = g_{\mu\nu} \xi^\mu \xi^\nu$ for such a $\xi$, so $P$ is also called the spatial metric.

One may wonder if $dL'^2 := P_{\mu\nu} \xi^\mu \xi^\nu$ is meaningful as a length measurement for any $\xi$, not necessarily orthogonal to $u$. For radial motion in Schwarzschild

---

[a]If in addition the congruence is geodesic, we can set $N \equiv 1$, then $dT/d\tau = -u^a(u) = 1$, so $T$ measures proper time. This trick to derive $T$ was applied to relativity by Synge, and Lagrange's 3-velocity potential in Newtonian mechanics is an antecedent.
spacetime, the projector in Schwarzschild coordinates is

\[
P_{\mu\nu} = \begin{pmatrix}
e^{2} - 1 + \frac{2M}{r} & e(1 - \frac{2M}{r})^{-1}\sqrt{e^{2} - 1 + \frac{2M}{r}} \\
e(1 - \frac{2M}{r})^{-1}\sqrt{e^{2} - 1 + \frac{2M}{r}} & e^{2}(1 - \frac{2M}{r})^{-2}
\end{pmatrix}
\] (6)

in the t-r block, plus the usual 2-sphere metric components diag\(r^{2}, r^{2}\sin^{2}\theta\) in the \(\theta-\phi\) block. One might expect the radial direction to be the coordinate basis vector \(\partial_{r}\), at least for \(r > 2M\). Contracting with \(\xi = \partial_{r}\) picks out the \(P_{\rr}\) component (boxed), for a candidate spatial measurement:

\[
dL = e^{1 - \frac{2M}{r}}^{-1}dr.
\] (7)

But consider the “same” contraction of tensors expressed in the generalised Gullstrand-Painlevé coordinates. The projector is:

\[
P_{\mu\nu} = \begin{pmatrix}
\frac{1}{e^{2}}(e^{2} - 1 + \frac{2M}{r}) & \frac{1}{e^{2}}\sqrt{e^{2} - 1 + \frac{2M}{r}} \\
\frac{1}{e^{2}}\sqrt{e^{2} - 1 + \frac{2M}{r}} & \frac{1}{e^{2}}
\end{pmatrix}
\] (8)

in the T-r block, so the contraction with \(\partial_{r}\) yields \(dL = \frac{1}{e}dr\) as in Equation 4. But why the discrepancy with Equation 7? While Equations 6 and 8 represent the same tensor, it turns out the coordinate vectors \(\partial_{r}\) are distinct. By definition of coordinate basis, \((\text{Schw})\partial_{r}\) is orthogonal to \(dt\), whereas \((\text{GP})\partial_{r}\) is orthogonal to \(dT\). (In contrast, the vector \((dr)^{\sharp}\) depends only on \(r\).) This potential confusion about coordinate vectors is rarely discussed explicitly.\(^{4,6}\) In the present context, it shows a potential pitfall for measurement, and the superficial contradiction motivates deeper study.

In fact Equation 7 does have physical meaning: it is the measurement of a falling ruler as determined in the local static frame. By this, we mean the comparison of the ruler’s length-contracted tick marks with the \(r\)-coordinate. The two results are related by the Lorentz factor \(\gamma = |e|(1 - 2M/r)^{-1/2}\), since the frames are in standard configuration. This will be examined in future work. For now we conclude \(\sqrt{P_{\mu}(\xi, \xi)}\) is not a measurement in \(\text{u}'\)s frame, if \(g(\xi, \text{u}) \neq 0\).

4. Radar metric

The sonar / radar method of distance measurement involves bouncing a signal off a distant object, and timing the return journey. In relativity a null signal is used, along with the proper time \(\Delta\tau\) of the emitter, hence the one-way distance is \(\Delta L := \Delta\tau/2\) (assuming an isotropic speed of light \(c = 1\)). While radar was promoted by Poincaré, Einstein, Milne, Bondi, and others, the following formula was derived by Landau & Lifshitz:\(^{9}\)

\[
\gamma_{ij} := g_{ij} - \frac{g_{i0}g_{0j}}{g_{00}},
\] (9)
for $i,j = 1, 2, 3$, with infinitesimal length element $dL^2 = \gamma_{ij} dx^i dx^j$. This assumes a particular coordinate system is provided, and that the radar instrument is comoving in those coordinates.

To apply this to radial motion in Schwarzschild, we need comoving coordinates. One choice is a case of Lemaitre-Tolman-Bondi coordinates, using $\rho_c$ given in Refs. 2 and 6, together with $T_\alpha$ from above. The radar metric is:

$$
\gamma_{ij} = \begin{pmatrix}
\frac{1}{2} (e^2 - 1 + \frac{2M}{r}) & 0 & 0 \\
0 & \rho^2 & 0 \\
0 & 0 & r^2 \sin^2 \theta \\
\end{pmatrix},
$$

(10)

with radial distance $dL = \frac{1}{2} \sqrt{e^2 - 1 + \frac{2M}{r}} \, dp$. The interval “$dp$” is unfamiliar, hence reinterpret the radar metric as 4-dimensional (which simply adds terms of 0), and transform into other coordinates. It turns out Equation 10 is identical to the spatial projector (Equations 6 and 8), and the coordinate vector $\partial_\rho$ is parallel to both $(GP) \partial_r$ and the radial ruler seen later (Equation 11).\(^{b}\)

In fact the spatial projector is the covariant generalisation of the radar metric. In any comoving coordinates, the observer has 4-velocity $u^\mu = ((-g^{00})^{-1/2}, 0, 0, 0)$, assuming $\partial_0$ is future-pointing. Then $P_{\mu\nu}$ reduces to $\gamma_{\mu\nu}$, taking the latter as 4-dimensional. Landau & Lifshitz interpret 3-space as spanned by the coordinate vectors $\partial_i$. However these are not necessarily orthogonal to $\partial_0$ and the 4-velocity. Equation 9 gives incorrect results for directions not orthogonal to $u$, as discussed for the spatial projector. When restricted appropriately, both radar and the projector are simply $g_{\mu\nu}$.

5. Adapted frames

Our final technical tool is local reference frames. The observer 4-velocity splits the local tangent space into “time” $u$, and 3-dimensional “space” orthogonal to $u$. For our purposes a single spatial vector $\xi$ is often sufficient. While it is well known that measurements relate to expressing tensors in an observer’s frame, strangely this is not applied to spatial distance — with rare exceptions.\(^{10}\) Likewise Rindler writes, “rigid scales [rulers] are of ill repute in relativity”, but there is nothing wrong with “‘resilient’ scales”, within limits on acceleration and tidal forces.\(^{11}\)

For radial motion in Schwarzschild, the obvious choice of radial vector is that orthogonal to $u$, $d\theta$ and $d\phi$:

$$
\xi^\mu := \left( - \left( 1 - \frac{2M}{r} \right)^{-1/2} \sqrt{e^2 - 1 + \frac{2M}{r}}, e, 0, 0 \right).
$$

(11)

Since the $r$-component is $e$ and the vector has unit length, this means a coordinate interval $\Delta r = e$ corresponds to a proper length $\Delta L = 1$. Hence $dL = \frac{1}{2} dr$ as before.\(^{c}\)

\(^{b}\)Taking instead Schwarzschild $t$ with $\rho$, the radar metric gives Equation 7 upon contraction with the alternative $\partial'_\rho$. As before, coordinate vector directions can be misinterpreted.

\(^{c}\)Our “rulers” are vectors in a single tangent space, which approximate short rulers over spacetime.
In general, suppose a unit spatial vector $\xi$, and a scalar $\Phi$ (for instance a coordinate) are provided. The change in $\Phi$ over the extent of the ruler is $\Delta \Phi = d\Phi(\xi)$, hence:

$$dL = \frac{1}{\xi^\flat} d\Phi = \frac{1}{\xi^\flat} d\Phi,$$

(12)

where the latter expression applies if $\Phi$ is taken as a coordinate. We require $d\Phi(\xi) \neq 0$, meaning $\Phi$ is not constant along the ruler direction, so can demarcate length. In any spacetime, given a coordinate expression of a tetrad, one can simply read off a coordinate length interval by inverting the relevant component.

The “best” ruler direction to choose is typically not obvious. Given $\Phi$ and $u$, one candidate is a certain maximal direction as follows. Recall the gradient vector $(d\Phi)^\sharp$ is the direction of steepest increase of $\Phi$ per unit length. However this is generally not purely spatial, according to $u$. Hence, restrict $d\Phi$ to $u$’s 3-space, then take the vector dual. This vector shows the fastest increase of $\Phi$ along any possible ruler of $u$. The measurement turns out to be $(g^{-1}(d\Phi, d\Phi) + (d\Phi(u))^2)^{-1/2} d\Phi$, or:

$$dL_{\text{max-}\Phi} = \frac{1}{\sqrt{g_{\Phi\Phi} + (u^\Phi)^2}} d\Phi,$$

(13)

if $\Phi$ is a coordinate. Alternatively, given $\Phi$, we can ask which observers $u$ make extremal measurements. If a $\Phi = \text{const}$ slice is spatial ($g^{\Phi\Phi} > 0$), then observers with $u^\Phi \equiv d\Phi/d\tau = 0$ are possible, these measure $(g^{\Phi\Phi})^{-1/2} d\Phi$ in the direction $(d\Phi)^\sharp$. No ruler orientation for observers with $u^\Phi \neq 0$ can achieve this.

Consider a Schwarzschild observer parametrised by both $e$ and the Killing angular momentum per mass $\ell$. Its maximum possible $r$ and $\phi$ measurements are:

$$dL_{r,\text{max}} = \left(e^2 - \left(1 - \frac{2M}{r}\right)\ell^2\right)^{-1/2} dr, \quad dL_{\phi,\text{max}} = \frac{r d\phi}{\sqrt{1 + \ell^2/r^2}},$$

(14)

where motion is in the plane $\theta = \pi/2$. Incidentally, the corresponding ruler vectors are not orthogonal to one-another. Note that while $r$ is known as the reduced circumference, the Euclidean 2-sphere measurement $r d\phi$ only holds for zero angular momentum $\ell = 0$, under this natural ruler orientation.

Our orthonormal frame approach is trivially the zero-distance limit of Fermi coordinates, however very few exact Fermi coordinate expressions are known.\(^6\)

6. Discussion

There are many potential questions and objections. It is non-trivial to start from textbook material such as $\int ds$ or first-principles radar. Despite some excellent books,\(^{14,15}\) our results fill an independent niche.

Given two events, why not extremise the length of spatial geodesics between them? This is a 4-dimensional approach, whereas ours uses a 1+3-dimensional splitting, measuring within the rest space of a given observer.

Is the result coordinate-dependent? The coordinate $\Phi$ serves as an extrinsic standard, but the length element is simply the ruler $\xi^\flat$, which is also the metric interval restricted to a 1-dimensional subspace.
In Schwarzschild, $r$ is timelike inside the horizon, so how can it describe spatial measurement? Indeed the normal vector $(dr)^2$ is timelike, but the measurement direction $\xi$ is spatial.
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Why is the Universe so homogeneous and isotropic? We summarize a general study of a γ-law perfect fluid alongside an inhomogeneous, massless scalar gauge field (with homogeneous gradient) in anisotropic spaces with General Relativity. The anisotropic matter sector is implemented as a j-form (field-strength level), where $j \in \{1, 3\}$, and the spaces studied are Bianchi space-times of solvable type. Wald’s no-hair theorem is extended to include the j-form case. We highlight three new self-similar space-times: the Edge, the Rope and Wonderland. The latter solution is so far found to exist in the physical state space of types I, II, IV, V$\text{I}_{0}$, V$\text{I}_{h}$, VI$\text{I}_{0}$ and VII$\text{I}_{h}$, and is a global attractor in I and V. The stability analysis of the other types has not yet been performed. This paper is a summary of [1], with some remarks towards new results which will be further laid out in upcoming work.

Keywords: p-form gauge fields, anisotropic space-times, Bianchi models, inflation, dynamical system, orthonormal frame.

1. Introduction

Why does the Universe seem so isotropic on large scales [2, 3, 4]? Standard cosmology invokes this observation as a principle, as it is hard to solve the Einstein equations without symmetry requirements [5]. In order to understand this high degree of isotropy within the paradigm of GR, it is necessary to relive the theory of such assumption, seeking to replace it instead by an explanation. To this end we have softened the isotropy requirement of the cosmological principle by studying the Bianchi models of solvable type (types I-VII$\text{I}_{h}$).

A natural generalization of massless scalar fields to the anisotropic case, is the p-form field$^a$ with $p = 1$ or 3. Collectively, we shall refer to this form field as a j-form field, since the equations will be the same in either case (as explained in Section 3). The connection to massless scalar fields may be drawn from Eq. (4). In this study we summarize some results we have obtained in our study so far, and mention a few results to be further reported on in upcoming work(s)(Normann’s Ph.D. thesis). We would like to refer the reader to [1] for further references to previous works on related topics. Also, note the recent works [6, 7] and many interesting references therein.

$^a$We here and throughout reference the form field on the field strength level.
2. The general $p$-form action

A natural candidate for anisotropic matter sourcing is the one stemming from the general $p$-form action [8]

$$S_f = -\frac{1}{2} \int P \wedge \ast P,$$

where $P$ is a $p$-form constructed by the exterior derivative of a $(p-1)$-form $K$.

The equations of motion and the Bianchi identity, both obtained from the action, Eq. (1), may now be given as

$$dP = 0 \quad \rightarrow \quad \nabla_{\alpha_0} P_{\alpha_1 \cdots \alpha_p} = 0 \quad \text{Bianchi Identity.}$$

$$d\ast P = 0 \quad \rightarrow \quad \nabla_{\alpha_1} P^{\alpha_1 \cdots \alpha_p} = 0 \quad \text{Equations of motion.}$$

Here $P_{\mu_1 \cdots \mu_p}$ are the components of $P$ in a general basis. As evident from the above equations\(^a\), our study assume that there is no source to the $j$-form field.

General properties of the $p$-form action: Note that the theories derived from the general $p$-form action Eq. (1) respect the following properties: (i) gauge invariance $L \rightarrow L$ under $K \rightarrow K + dU$, where $U$ is a $(p-2)$-form; (ii) only up to second order derivatives in equations of motion; (iii) Lagrangian is up to second order in field strength $P$; (iv) constructed by exterior derivative of a $p$-form and (v) minimally coupled to gravity.

3. The $j$-form fluid

In our study, $P$ is required homogeneous: $P(t, x) \Rightarrow P(t)$. However, generally, the underlying gauge field $K(t, x)$ is allowed to vary both with space and time. Hence we study a $j$-form field strength with an underlying inhomogenous gauge field. This is different from [9], where the gauge potential is a function of time only. In order to classify the possible cases of $p$-form matter fields that can be constructed from the exterior derivative of a $(p-1)$-form, the following notation is introduced: $\{a, b\}$ where $a$ denotes the rank of the $p$-form $P$ and $b$ the rank of its Hodge dual $\ast P$. In four dimensional space-time $(a + b = 4)$ there are three distinct cases to consider: (i) $\{2, 2\}$, (ii) $\{3, 1\}$ or $\{1, 3\}$ and (iii) $\{4, 0\}$. The degeneracy in (ii) is due to the symmetry of the equations Eq. (2) and Eq. (3)\(^c\). This symmetry can also be seen in the action Eq. (1), up to a prefactor. Since these two cases yield the same set of equations, we effectively study both cases, by studying one of them.

In the following analysis the cases $\{1, 3\}$ and $\{3, 1\}$ will be taken into account. In order to include both scenarios, notation shall here, and throughout the rest of the paper, be such that $J$ denotes either (i) the Hodge dual of a 3-form field strength

\(^a\)The Hodge dual $\ast P$ is closed.
\(^c\)The reason why this degeneracy is not found in the case (iii) is because $P \neq dK$ in the case $\{0, 4\}$. Hence one is left only with $\{4, 0\}$.\n
\( \mathcal{L}(t) = dS \) (where \( S(t,x) \) is a 2-form) or (ii) the 1-form field strength \( \mathcal{A}(t) = d\phi \) (where \( \phi(t,x) \) is a scalar field). That both cases give rise to the same equations is evident.

**Energy-momentum tensor:** The energy-momentum tensor of the \( j \)-form fluid can be shown to be

\[
\mathcal{L}_j = -\frac{1}{2} J_{\mu} J^{\mu} \rightarrow T_{\mu\nu}^j = J_{[\mu} J_{\nu]} - \frac{1}{2} g_{\mu\nu} J_{\gamma} J^{\gamma}.
\]

Equations Eq. (2) and Eq. (3) now take the component forms

\[
|d J = 0 \rightarrow \nabla_{[\mu} J_{\nu]} = 0, \tag{5}
\]

\[
d * J = 0 \rightarrow \nabla_\mu J^\mu = 0. \tag{6}
\]

These are the equations for a massless scalar field. Hence, our study can be viewed as a study of an inhomogeneous, massless scalar field with a homogeneous gradient.

**State parameter** The field strength \( J_\alpha \) may be decomposed according to

\[
J_\alpha = -w u_\alpha + v_\alpha, \tag{7}
\]

where the 4-velocity \( u_\alpha \) is time-like \( (u_\alpha u^\alpha < 0) \), whereas \( v_\alpha \) is defined to be orthogonal to \( u_\alpha \) and therefore space-like \( (v_\alpha v^\alpha > 0) \). The range of the equation of state parameter \( \xi \) defined through \( p_f = (\xi - 1)\rho_f \) comes as no surprise. Performing the calculations, one finds

\[
\xi = \frac{w^2 - v^2/3}{w^2 + v^2} + 1 \rightarrow \frac{2}{3} \leq \xi \leq 2. \tag{8}
\]

The range of \( \xi \) follows directly from requiring that \( J_\alpha \in \mathbb{R} \). Note that Eq. (8) is a dynamical equation of state, since the components of \( J \) in general change with time. The lower bound \( (\xi = 2/3) \) is found for \( w = 0 \) and the upper bound \( (\xi = 2) \) is found for \( v = 0 \). Note also that \( w = v \) gives \( \xi = 4/3 \), as in the case of electromagnetic radiation.

**4. Sourcing anisotropy with a \( j \)-form in General Relativity**

We take the evolution to be governed by the Einstein Field Equations. In particular

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = T_{\mu\nu}^p + T_{\mu\nu}^f + T_{\mu\nu}^{4f}, \tag{9}
\]

where \( R_{\mu\nu} \) is the Ricci tensor components, \( R = R^\mu_\mu \) is the Ricci scalar and \( T_{\mu\nu}^p \) and \( T_{\mu\nu}^f \) the perfect fluid and form fluid energy-momentum tensor components, respectively. The constants \( 8\pi G \) and \( c \) are fixed to 1. Note that a 4-form is also added, playing the role of a cosmological constant.

It is, for simplicity, assumed that the three fluids do not interact.

---

\( \text{In a standard irreducible notation where } \rho \text{ denotes pressure and } \rho \text{ is the energy density.} \)
4.1. Bianchi models and choice of frame

In dimension three there are nine different (classes of) Lie algebras – these are the nine different Bianchi types I-IX. The line element of the Bianchi models can be written as

$$ds^2 = -dt^2 + \delta_{ab} \omega^a \omega^b$$

where

$$d\omega^a = -\frac{1}{2} \gamma^a_{bc} \omega^b \wedge \omega^c - \gamma^a_{0c} dt \wedge \omega^c.$$  

(10)

{$\{\omega^a\}$} is here a triad of 1-forms, and {$\gamma^a_{bc}$} are the spatial structure coefficients of the Lie algebra characterizing the corresponding Bianchi type. The tetrad {$\{\omega_\alpha\}$} is dual to the vector basis {$\{e_\alpha\}$}, which must satisfy the relation

$$[e_\mu, e_\nu] = \gamma^\rho_{\mu\nu} e_\rho.$$  

Refer to [10], Chapter 15 for details. The time direction is chosen orthogonal to the orbits of the isometry subgroup (i.e.: orthogonal to the three-dimensional hypersurfaces of homogeneity), and the fundamental observer’s 4-velocity is aligned with this direction. It is given by

$$u = \frac{\partial}{\partial t}$$

where $t$ is the cosmological time. We also define a dimensionless time quantity $\tau$ such that $dt/d\tau = \frac{1}{H}$, where $H$ is the Hubble parameter. The deceleration parameter $q$ is now such that $dH/dt = -(1+q)H^2$.

A convenient frame in which to conduct the analysis is the orthonormal frame. Such a frame will give first order evolution equations alongside a set of constraints which are useful to simplify the analysis. The Bianchi space-times analyzed in the present paper (I-VIIh) admit an Abelian $G_2$ subgroup. This allows for a $1+1+2$ split of the four dimensional space-time. As will become clear later, this translates into a $1+1+2$ decomposition of the Einstein Field Equations, as well as the Jacobi and the Bianchi identities. When the orthonormal frame approach is applied to $G_2$ cosmologies, it is common to choose a group-invariant orbit-aligned frame, i.e. an orthonormal frame which is invariant under the action of $G_2$ [11].

5. No-hair theorems for the $j$-form

No-hair theorems that in previous literature has been established for the Bianchi space-times in the presence of a cosmological constant and a perfect fluid are in this section extended to the presence of the $j$-form in the equations. In particular, it is found that the cosmic no-hair theorem [12] is valid also in this case$^6$. Refer to [1] for proofs.

Theorem 5.1 (First no-hair theorem). All Bianchi space-times I-VIIh with a $j$-form, a non-phantom perfect fluid and a positive cosmological constant will be asymptotically de Sitter with $\Omega_\Lambda = 1$ in the case where $\gamma > 0$ (and similarly $\Omega_\Lambda + \Omega_{pf} = 1$ in the case where $\gamma = 0$).

A similar but less general theorem holds also in the case of a perfect fluid with $0 \leq \gamma < 2/3$.

$^6$Note that an anisotropic fluid may sustain an inflationary phase of expansion if it violates the strong or dominant energy condition [13]. A $j$-form respects these energy conditions.

$^1$A perfect fluid is said to be phantom if $\gamma < 0$. 
Theorem 5.2 (Second no-hair theorem). All Bianchi space-times I-VII with a $j$-form, a non-phantom perfect fluid $\Omega_{pf}$ with equation of state parameter $0 \leq \gamma < 2/3$ will be asymptotically quasi de Sitter with $q = \frac{3}{2} \gamma - 1 < 0$.

6. New stable, anisotropic, self-similar space-times

We have also performed a dynamical systems analysis of certain Bianchi types with a $\gamma$-law perfect fluid and a $j$-form fluid. Due to the no-hair theorems, we necessarily remove the cosmological constant in the further study. Among extensions of known self-similar space-times, we interestingly find three new anisotropic space-times; Wonderland, The Edge and The Rope in Bianchi type I. Their global stability has been determined by monotone functions. Extensions to these into other Bianchi types are found, as summarized in the following.

Type I: Type I splits into two further invariant subspaces; a temporal and a spatial part (as referred to the components of the $j$-form fluid). All of the three new solutions presented below are in the subspace where the $j$-form fluid is purely spatial.

Wonderland is an LRS solution containing both a non-rotating vector and the perfect fluid. The field strength is aligned with the LRS axis and the expansion asymmetry is of prolate type. Its range of existence is the open interval $\gamma \in (2/3, 2)$. It approaches the flat FLRW solution $\Omega_{pf}$ when $\gamma \to 2/3$ and the Kasner solution ($\Sigma_+ = -1$) when $\gamma \to 2$. Interestingly, it has a deceleration parameter $q = -1 + 3\gamma/2$ identical to the flat FLRW solution. The line element of Wonderland is

$$ds^2 = -dt^2 + t^2dx^2 + t^{\frac{4\gamma - 6}{(2 - \gamma)}}(dy^2 + dz^2).$$ \hspace{1cm} (11)

Global attractor for the Bianchi type I state space for $\gamma \in (2/3, 6/5)$.

The Rope contains a rotating vector and the perfect fluid. Its range of existence is the open interval $\gamma \in (6/5, 4/3)$. It approaches Wonderland in the limit $\gamma \to 6/5$ and the Edge in the limit $\gamma \to 4/3$. Like Wonderland, it has a deceleration parameter $q = -1 + 3\gamma/2$ identical to the flat FLRW solution. The Rope is not an LRS solution, although it is “almost LRS” close to Wonderland. The line element of the Rope is

$$ds^2 = -dt^2 + t^2\left(dx + \sqrt{\frac{2(5\gamma - 6)}{(2 - \gamma)}} t^{-1/2} dz\right)^2 + t^{\frac{2(4 - 3\gamma)}{5\gamma - 6}} dy^2 + t^{\frac{5\gamma - 11}{5\gamma - 6}} dz^2.$$ \hspace{1cm} (12)

Global attractor for the Bianchi type I state space for $\gamma \in (6/5, 4/3)$.

The Edge contains only a rotating vector and has deceleration parameter $q = 1$, similar to a radiation dominated universe. Since $\Omega_{pf} = 0$, it exists in the entire range of models, $\gamma \in [0, 2]$. The line element of the Edge is

$$ds^2 = -dt^2 + t^2\left(dx + \sqrt{2} t^{-1/2} dz\right)^2 + dy^2 + t dz^2.$$ \hspace{1cm} (13)

Global attractor for the Bianchi type I state space for $\gamma \in [4/3, 2)$. 

**Type V:** In the type V subspace, we find a one-parameter extension of the Wonderland equilibrium set. Generally, in this one-parameter family, the \( j \)-form may have both temporal and spatial components. We also find Plane Waves. For \( \gamma \in (2/3, 2) \) these two are the only attractors.

**Types II, IV, VI\( _0 \), VI\( _h \), VII\( _0 \) and VII\( _h \):** In an upcoming paper (part of Normann’s Ph.D. thesis, due in October), we intend to study at least the types I, II, IV, VII\( _0 \) and VII\( _h \) in depth. Here we only report a few preliminary results.

*Wonderland.* This solution (alongside one parameter extensions) are found in the physical state space of the types II, IV, VI\( _0 \), VI\( _h \), VII\( _0 \) and VII\( _h \). This is promising in the sense that this solution might not be sensitive to choices of background geometry. There remains, however, some work in order to pin down its stability.

*Edge and Rope.* These two solutions show up also in the physical state space of type II.

*Plane Waves.* In type IV we find a two parameter extension of the plane wave solution. In type VII\( _h \), the plane waves is a three parameter family of solutions.
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In a recent study of algebraically special Einstein-Maxwell fields\(^1\) it was shown that, for non-zero cosmological constant, non-aligned solutions cannot have a geodesic and shearfree multiple Debever-Penrose vector.\(^{kkk}\) When\(\Lambda = 0\) such solutions do exist and can be classified, after fixing the null-tetrad such that\(\Psi_0 = \Psi_1 = \Phi_0 = 0\) and\(\Phi_1 = 1\), according to whether the Newman-Penrose coefficient\(\pi\) is 0 or not. The family\(\pi = 0\) contains the Griffiths solutions\(^2\), with as sub-families the Cahen-Spelkens, Cahen-Leroy and Szekeres metrics. It was claimed in Ref.\(^2\) (and repeated in Ref.\(^1\)) that for\(\pi = 0\) both null-rays\(k\) and\(\ell\) are necessarily non-twisting (\(\bar{\rho} - \rho = \bar{\mu} - \mu = 0\)); while it is certainly true that\(\mu(\bar{\rho} - \rho) = 0\), the case\(\mu = 0\) appears to have been overlooked. I reduce the sub-family in which\(kkk\) is non-expanding (\(\rho + \bar{\rho} = 0\)) to an integrable system of pde's and I present an explicit family of solutions.
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1. Introduction
In the quest for exact solutions of the Einstein-Maxwell equations
\[
R_{ab} - \frac{1}{2} R g_{ab} + \Lambda g_{ab} = F_{ac} F^c_b - \frac{1}{4} g_{ab} F_{cd} F^{cd},
\]
(a) a large amount of research has been devoted to the study of so called aligned Einstein-Maxwell fields, in which at least one of the principal null directions (PND’s) of the electromagnetic field tensor\(F\) is parallel to a PND of the Weyl tensor, a so called Debever-Penrose (DP) direction. One of the main properties in this respect is the Goldberg-Sachs theorem\(^3\), stating that, if a space-time admits a complex null tetrad\( (k, \ell, m, m)\) such that\(k\) is shear-free and geodesic and\(R_{ab} k^a k^b = R_{ab} k^a m^b = R_{ab} m^a m^b = 0\) (as is the case when\(k\) is also a PND of\(F\)), then the Weyl tensor is algebraically special, with\(k\) being a multiple Weyl-PND. One of the topics considered in Ref.\(^1\), dealing with the reverse problem, enquired after the existence of algebraically special (non-conformally flat and non-null) Einstein-Maxwell fields with a possible non-zero cosmological constant for which the multiple Weyl-PND\(k\) is geodesic and shear-free (\(\Psi_0 = \Psi_1 = \kappa = \sigma = 0\)) and for which\(k\) is not parallel to a PND of\(F\) (\(\Phi_0 \neq 0\)). Choosing a null-rotation about\(k\) such that\(\Phi_1 = 0\), it follows that\(\Phi_2 \neq 0\): with\(\Phi_2 = 0\)\(\ell\) would be geodesic and shear-free and the Goldberg-Sachs theorem would imply\(\Psi_3 = \Psi_4 = 0\). The Petrov type would then be\(D\), in which case\(^4,5\) the only null Einstein-Maxwell solutions are given by the (doubly aligned) Robinson-Trautman metrics.
Using the GHP formalism\(^a\) the Maxwell equations and Bianchi equations become then

\[
\partial' \Phi_0 = - \pi \Phi_0, \tag{2} \\
\partial' \Phi_2 = - \nu \Phi_0 + \tau \Phi_2, \tag{5} \\
\partial' \Psi_2 = - \pi \Phi_0 \Phi_2 + 3 \tau \Psi_2, \tag{7} \\
\partial' \Psi_2 = \mu | \Phi_0 |^2 + 3 \rho \Psi_2, \tag{8}
\]

after which the commutators \([\partial', 0], [\partial', \partial'], [0, \partial'], [0, \partial'], [\partial', \partial']\) and \([\partial', \partial']\) applied to \(\Phi_0\) give

\[
\partial \pi = (3 \rho - \rho) \mu - 2 \Psi_2 + \frac{R}{12}, \tag{9} \\
\partial \mu = (\pi - 3 \mu), \tag{10} \\
\partial' \mu = (\pi + 3 \mu), \tag{11} \\
\partial' \pi - \partial' \mu = 2 \nu \rho - 2 \lambda \tau - \pi \tau - \mu \tau - 2 \Psi_3, \tag{12} \\
\partial' \mu = 2 \nu \rho + 2 \Psi_2 - \frac{R}{12}. \tag{13}
\]

Herewith one of the GHP equations becomes a simple algebraic equation for \(\Psi_2\),

\[
\Psi_2 = \rho \mu - \tau \pi + \frac{R}{12}. \tag{14}
\]

the \(\partial\) derivative of which results in \(\rho R = 0\).

As \(\rho = 0\) would imply \(\Phi_0 = 0\), this leads to the remarkable consequence that an algebraically special Einstein-Maxwell solution possessing a shear-free and geodesic multiple Weyl-PND which is not a PND of \(\mathbf{F}\) necessarily has a vanishing cosmological constant. The corresponding class of solutions is non-empty, as it contains the Griffiths\(^2\) metrics, encompassing as special cases the metrics of Refs. 7, 8, 9, 10.

In Ref. 2 it was claimed that for \(\pi = 0\) both null-rays \(k\) and \(\ell\) are necessarily non-twisting (\(\hat{\rho} - \rho = \hat{\mu} - \mu = 0\)). As a consequence it was also claimed in Ref. 1 that the Griffiths metrics are uniquely characterised by the condition \(\pi = 0\). However, when \(\pi = 0\) the only conclusion to be drawn from (10, 14) is that \(\mu (\hat{\rho} - \rho) = 0\). When \(\rho\) is real this indeed leads to the metrics of Ref. 2, while the case \(\mu = 0\) appears to have been overlooked and leads, as shown in the section below, to new classes of solutions.

\(^a\)Throughout I use the sign conventions and notations of Ref. 6 §7.4, with the tetrad basis vectors taken as \(k, \ell, m, \bar{m}\) with \(-k^a \ell_a = 1 = m^a \bar{m}_a\). In order to ease comparison with the (more familiar) Newman-Penrose formalism, I will write primed variables, such as \(\kappa', \sigma', \rho'\) and \(\tau'\), as their NP equivalents \(-\nu, -\lambda, -\mu\) and \(-\pi\).
2. The missing class

When \( \pi = 0 \) and \( \mu = 0 \) the equations from the previous paragraph immediately lead to \( \Psi_0 = \Psi_1 = \Psi_2 = 0 \) and \( \Psi_3 = \rho \nu - \lambda \tau \). We try to make some progress by looking for solutions for which \( \mathbf{k} \) is non-expanding (\( \rho + \overline{\rho} = 0 \)). Acting on this condition with the \( \partial \) and \( \overline{\partial} \) operators, the GHP equations lead to \( \tau = 0 \) and

\[
\rho^2 + |\Phi\rho|^2 = 0, \tag{15}
\]

the \( \partial \) derivative of which implies \( \lambda = \Phi_2 \overline{\Phi_0} \rho^{-1} \). We translate these results into Newman-Penrose (NP) language and fix a boost and spatial rotation in the \( \mathbf{k}, \mathbf{\ell} \) and \( \mathbf{m}, \mathbf{\pi} \) planes such that \( \Phi_0 = 1 \) and \( \rho = i \). It follows that the only non-0 spin coefficients are \( \rho \), \( \nu \) and \( \lambda = -i \Phi_2 \), with the only non-vanishing components of the Weyl spinor being \( \xi, \eta, P, Q \). As \( [\mathbf{D}, \Delta] = 0 \) coordinates \( u, v \) and \( \xi, \eta \) exist such that \( D = \partial_u, \Delta = \partial_v \) and

\[
\delta = e^{-iu}(\xi \partial_\xi + \eta \partial_\eta + P \partial_\nu + Q \partial_\nu),
\]

\( \xi, \eta, P, Q \) being arbitrary functions. The \( e^{-iu} \) factor is included for convenience: applying the \( [\delta, D] \) commutator to \( u, v \) and \( \xi, \eta \) shows that \( \xi, \eta, P, Q \) are functions of \( v, \xi, \eta \) only. Introducing new variables \( n = e^{-iu} v \) and \( \phi = e^{-2iu} \Phi_2 \), it follows that also \( n \) and \( \phi \) depend only on \( v, \xi, \eta \) only, with the full set of Jacobi equations and field equations reducing to the following system of pde's:

\[
P_v + \overline{iP} - \pi = 0, \tag{16}
\]
\[
Q_v + \overline{iQ} = 0, \tag{17}
\]
\[
\xi_v + i\overline{Q} = 0, \tag{18}
\]
\[
\eta_v + i\overline{\xi} = 0, \tag{19}
\]
\[
e^{-iu}\delta P - e^{iu}\delta|P|^2 - 2i|P|^2 = 0, \tag{20}
\]
\[
e^{-iu}\delta Q - e^{iu}\delta|Q|^2 - 2i(\overline{\delta Q} - 1) = 0, \tag{21}
\]
\[
e^{-iu}\delta \xi - e^{iu}\delta \eta - i(\overline{\delta \xi} + \overline{\delta \eta}) = 0, \tag{22}
\]
\[
e^{iu}\delta n = -i|P|^2 - 2|\phi|^2, \tag{23}
\]
\[
e^{iu}\delta \phi = -2i|P| \phi - n, \tag{24}
\]

with the \( \Psi_4 \) component of the Weyl spinor given by \( \Psi_4 = ie^{2iu}(\overline{\xi} + \Delta \phi) + e^{iu} \overline{\xi} n \). This system is integrable and a simple solution is obtained by assuming \( \phi = H^2 \) to be a positive constant: in terms of new coordinates \( u, v, a, b \), the null tetrad is given by

\[
\omega^1 = \frac{e^{iu}}{2H(a + b)} [e^{i\xi - v} da - e^{-i\xi + v} db], \tag{25}
\]
\[
\omega^2 = \frac{1}{H^2} \left[ dv - \frac{1}{2(a + b)} d(a - b) \right], \tag{26}
\]
\[
\omega^3 = du - \frac{1}{2(a + b)} [e^{-2v} da - e^{2v} db]. \tag{27}
\]
The corresponding space-time metric is
\[ ds^2 = \frac{1}{H^2} \left[ -2dv + \frac{1}{a+b}d(a-b) \right] du + \frac{1}{H^2(a+b)}(e^{-2v}da - e^{2v}db)dv + \frac{\cosh 2v}{H^2(a+b)^2}dadb \]

and the Maxwell field and energy-momentum tensor are obtained as
\[ F = iH^2(\omega^1 - \omega^2) \wedge \omega^3 + i(e^{-2iu}\omega^1 - e^{2iu}\omega^2)\omega^4, \]
\[ T = 2H^2(e^{-2iu}\omega^1 + e^{2iu}\omega^2 + H^2\omega^3) + 2\omega^4. \]

The Petrov type is III and the space-time admits three Killing vectors, \( \partial_u, \partial_a - \partial_b \) and \( a\partial_a + b\partial_b \). At first sight it seems odd that the Weyl spinor components \( \Psi_3 \) and \( \Psi_4 \) depend on \( u \), while the frame has been “invariantly” fixed. The explanation however is that the frame was fixed by means of a null rotation putting \( \Phi_0 = 1 \), while the Maxwell field itself does not share the space-time symmetries: \( F \) is not Lie-propagated along the integral curves of the null Killing vector \( \partial_u \) (this also shows that the family of solutions presented here is distinct from the Einstein-Maxwell solutions admitting null-Killing vectors of Ref. 11.
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We explore a family of solutions to Einstein-Maxwell equations with cylindrical symmetry, in which both metric and electromagnetic field are expressed in terms of elementary functions. This is achieved by choosing the integration constants in (00) and (22) components of Einstein equations equal to each other, which is equivalent to putting electric field (transversal) and magnetic field (longitudinal), under suitable rescaling of coordinates, equal to each other. We discuss the connection between our family of solutions and previously known solutions summarized in the 1983 paper by MacCallum, analyze properties of spacetime described by our solutions and show how the equal-field condition can be relaxed perturbatively.
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1. Einstein-Maxwell equations

Consider cylindrical version of Weyl-Lewis-Papapetrou metric,

\[ ds^2 = \frac{1}{F}(dt + A\; d\phi)^2 - F[B(dr^2 + dz^2) + w^2 d\phi^2], \]

with the electromagnetic vector potential of the form

\[ A = A_0 dt + A_2 d\phi, \]

where the functions \( F \), \( A_0 \), \( A_2 \), \( B \) and \( w \), as well as \( A_0 \) and \( A_2 \), depend only on the coordinate \( r \).

Due to high symmetry of the problem, we can perform one integration of all Maxwell equations and all Einstein equations but one, reducing them to differential equations of first order. For Maxwell equations it is seen immediately and for Einstein equations we can use identity

\[ \xi_{\mu}{}_{\nu} = 2R_{\mu}{}^{\nu}, \]

where \( \xi_{\mu}{}_{\nu} \) is a bivector associated with Killing vector \( \xi^\mu \), \( \xi_{\mu}{}_{\nu} = \xi_{\nu,\mu} - \xi_{\mu,\nu} = -2\xi_{\mu,\nu} \), and \( R_{\mu\nu} \) is Ricci tensor. Integrated equations were obtained first with the help of Hamiltonian formalism, and then with the help of complex potentials introduced in the series of papers. Neither procedure used the identity (3) explicitly, although in the paper the authors mentioned it with a reference to Synge’s book.

First integral of Maxwell equations is

\[ \sqrt{-2gA'_A} = g_{AB}C^B, \]
and first integral of Einstein equations (five of six) is

$$\sqrt{-2gg^{ac}g_{cb}'} = 2\delta^A_B \delta^C_B A_B - \delta^C_B C_C + K_0^a,$$

where the indices $A, B, \ldots$ assume the values 0 and 2, the indices $a, b, \ldots$ assume the values 0, 2, 3 (the coordinates are identified in a usual way as $(x^0, x^1, x^2, x^3) = (t, r, \phi, z)$), $^2g$ is determinant of the $(t, \phi)$ part of the metric, $^2g = \det(g_{AB}) = -w^2$, and $C^A, K_0^a$ are constants. After the $(\frac{A}{B})$ component of Einstein equations is added to the system, we have eight equations for six functions $F, A, B, w, A_0, A_2$; thus, two equations are just constraints on integration constants.

The trace of the $(\frac{A}{B})$ part of (5) yields $w = (1/2)K_A^A r$, so that by rescaling $r$ (as well as $z$, in order to preserve the quadratic form $dr^2 + dz^2$) we obtain $w = r$. If we also gauge away the constants $K_0^2$ and $K_2^0$, in the $(\frac{A}{B})$ part of (5) there remains a single constant $C = (1/2)(K_0^0 - K_2^2)$. The constraint on $C$ can be turned into an independent equation by inserting expressions for $A_A$ in terms of $A, A', F, F'$ into it, and equations (4) can be then reinterpreted as constraints. However, one of these equations is satisfied identically, so that we are left with one constraint only.

2. Equal-field solution

We are interested in solutions to equations (4), (5) with $C = 0$. Their subclass was found long ago by using transformation to rotating frame in which the metric was static\(^8\). Later it was noted\(^3,9\) that the subclass belongs to a broader family with constant ratio $R = A'/A_0$. It has $R = -1/k$, where $k = C_0/C^2$, while a class of solutions proposed in\(^10\) has another distinguished value $R = -k$. We construct solutions with arbitrary $R$ by solving the equations directly; however, our solutions can be obtained also from solutions with $R = -1/k$ by means of the scaling discussed below.

Introduce a new function $f = (Fr/A_+)^{1/2}$, where $A_+ = A + k$. Einstein equations yield a pair of coupled equations for the functions $f$ and $A$,

$$\frac{f''}{f} - \frac{p}{2A_+ r^2} \left(1 + \frac{3}{2} \frac{r A'}{A_+}\right) - \frac{q + 1/2}{2r^2} = 0, \quad r[A_+(f^4 - 1)]' + p f^4 = 0,$$

where $p = 2kC$ and $q = K_3^3 - C$. For $C = 0$ we have $p = 0$, so that the first equation (6) decouples from the second equation and can be solved analytically. The solution is

$$f = r^{1/2} \begin{cases} (k_1 r^a + k_2 r^{-a}), & \text{if } a > 0 \\ (k_1 \ln r + k_2), & \text{if } a = 0 \\ [k_1 \cos(\hat{a} \ln r) + k_2 \sin(\hat{a} \ln r)], & \text{if } a = i\hat{a} \end{cases}, \quad (7)$$

where $a = \sqrt{(1 + q)/2}$. The function $A_+$ is obtained immediately from the second equation (6), the function $F$ appears in the definition of $f$, for the function $B = BF$ we have separate equation and the functions $A_A$ are given algebraically in terms of $A, A', F, F'$. In this way we find

$$A_+ = \frac{k_A}{f^4 - 1}, \quad Fr = \frac{k_A f^2}{f^4 - 1}, \quad B = k_B r q f^2,$$

(8a)
Finally, upon inserting expressions for \( A_0, F \) and \( A \) into the first equation (4), we find

\[
\begin{align*}
4a^2k_1k_2 & = \frac{1}{2}(C^2)^2k_A, \quad \text{if} \quad a > 0 \\
-\dot{a}^2(k_1^2 + k_2^2) & = 0, \quad a = 0. \\
-\dot{a}^2(k_1^2 + k_2^2) & = i\dot{a}, \quad a = i\dot{a}
\end{align*}
\]

The solution preserves its form under the scaling \( t \to \gamma t \) and \( (r, z) \to \gamma^{-1}(r, z) \), if \( f \) stays unchanged, which can be always achieved by suitably scaling \((k_1, k_2)\), and if the remaining constants scale as \((k, k_A) \to \gamma(k, k_A)\) and \(k_B \to \gamma^{-2}k_B\). In case the constant \( \kappa = k_A+k \) is nonzero, we can use this procedure to normalize it to \( \pm 1 \) by fixing the unit of length and choosing \( \gamma = |\kappa|^{-1} \). As a result, we make the potentials \( A_0 \) and \( A_2 \), as well as the field strengths \( F_{01} \) and \( F_{21} \), equal in absolute value. In that sense we call the solution (8) “equal-field solution”. Note, however, that the field strengths are the same only when computed with respect to coordinate basis. The physical field strengths which refer to the orthonormal basis \( e_{\mu} \) carried by the observer at rest, \( E^1 = F_{01} = \sqrt{F/B}F_{01} \) and \( B^3 = F_{21} = (1/\sqrt{FB})(221 - AF_{01})/r \), differ from each other.

### 3. Properties of spacetime

The \((t, \phi)\) part of the metric can be expressed in two different ways,

\[
ds_2^2 = \frac{1}{F}(dt + A\phi)^2 - Fr^2d\phi^2 = \frac{1}{F}dt^2 - Fr^2(d\phi - \omega dt)^2,
\]

where the functions \( F \), \( \omega \) are defined in terms of the function \( A = A^2 - F^2r^2 \) as \( F = -A/(Fr^2) \), \( \omega = -A/(Ar) \). The cylinders with \( 1/F = 0 \) are static limits (surfaces separating regions in which observers can stay at rest from regions in which they must rotate) and the cylinders with \( F = 0 \) are chronological limits (surfaces separating regions in which time travel is forbidden from regions in which it is allowed). Suppose \( a > 0 \), so that \( f = (r/r_1)^{a+} \pm (r/r_2)^{-a-} \), where \( a_{\pm} = a\pm 1/2 \) and the sign in front of the second term is given by the sign of \( k_A \). For \( k_A > 0 \), \( a > 1/2 \), as well as for \( k_A < 0 \), \( a < 1/2 \), the function \( f \) has one minimum, defining a cylinder composed of photon orbits; in the latter case it has also one zero, defining a singular “cylinder” (in fact, a line parallel to the \( z \) axis).

The behavior of light cones in equal-field solution is depicted in fig. 1. In the left panel, regions in the plane \((a, r_2/r_1)\) with static (S) and rotating (R) neighborhood of photon orbits are shown; in the right panel, light cones in metric with \( k_A > 0 \), \( a > 1/2 \) (upper diagram) and \( k_A < 0 \), \( a < 1/2 \) (lower diagram) are displayed at various values of \( r \) in the planes tangential to respective cylinders. The sign of \( k_A \) is denoted by + and − in the left panel and singular “cylinder”, photon cylinder,
static limits and chronology limits are denoted by $\text{sing, ph, s and c}$ in the right panel.

Circular orbits are given by the conditions $\dot{r}^2 = (\dot{r}^2)' = 0$, where $\dot{r}$ is radial component of 4-velocity. For a photon with impact parameter $b$ we have

$$\dot{r}^2 \propto (b - b_-)(b_+ - b), \quad b_\pm = -A \pm Fr, \tag{11}$$

so that on photon orbits it holds $b = b_\pm$ and $b'_\pm = 0$. From the explicit expression for the functions $b_\pm$, $b_\pm = k \pm k_A/(f^2 \pm 1)$, we find that the latter equation is equivalent to $f' = 0$. (Solution $f = 0$, which corresponds to the singular line parallel to the $z$ axis, does not count.) In the case $a > 0$ this implies that photon orbit exists only for $a > 1/2$ if $k_A > 0$ and $a < 1/2$ if $k_A < 0$, and that its radius is $r_{ph} = (ar_1^2 + r_2^2)^{1/(2a)}$, where $\alpha = |a|/a_+. \text{ Condition of stability reads } (\dot{r}^2)'' < 0$, which yields, after including the prefactor into equation (11), $\pm b''_\pm < 0$, or equivalently, $k_A f'' = k_A a_+ a_- f^{-2} > 0$. This is clearly satisfied for all orbits.

For massive particles, similar analysis leads to following conditions under which the orbits exist and are stable:

$$\text{existence: } k_A (\alpha - x)(x - \hat{\alpha}) > 0, \text{ stability: } (\alpha - x)X > 0, \tag{12}$$

where $x = \text{sgn} k_A a^{2a}/(r_1^{a+} r_2^{a-}), \hat{\alpha} = (a - 1)/(a + 1)$ and $X = a_+(1 + a)x^3 + a_+(1 - 3a)x^2 + a_-(1 + 3a)x + a_-(1 - a)$. Location and character of orbits depending on the parameter $a$ is depicted in fig. 2. Blank regions contain stable ($S$) and unstable ($N$) orbits, in shaded regions there are no orbits at all. The line denoted by ‘ph’ represents photon orbits, the light line represents potential marginally stable orbits (circles on which $X = 0$), and the rugged line is the singularity at $f = 0$.
4. Perturbing the metric

Equations for the functions $f$ and $\mu = A^{-1}_\tau$, rewritten into the variable $\tau = \ln r$, read

$$\ddot{f} - \dot{f} - Qf = \frac{p}{2} \left( \mu - \frac{3}{2} \right) f, \quad \left( \frac{f^4 - 1}{\mu} \right) = -pf^4, \quad (13)$$

where $Q = (1/2)(q + 1/2)$ and the dot denotes differentiation with respect to $\tau$. Suppose the parameter $p$ is small. In the zeroth order in $p$ we have the previous expressions $f_0 = k_1 e^{a+\tau} + k_2 e^{-a-\tau}$ and $\mu_0 = k_A^{-1}(f_0^4 - 1)$, and if we write down the equations for the first corrections to $f$ and $A$,

$$\ddot{f}_1 - \dot{f}_1 - Qf_1 = \frac{p}{2k_A} (f_0 - 6f_0) f_0^4, \quad \left[ (f_0^4 - 1)A_1 + \frac{4f_0^3}{\mu_0} f_1 \right] = -pf_0^4 \quad (14)$$

(we have skipped the term proportional to $f_0$ from the first equation, since it can be always removed by redefining $Q$), we find

$$f_1 = \frac{p}{2k_A} f_0 \Phi_0, \quad A_1 = -pf_0^4 + \frac{1}{(f_0^4 - 1)^2} \Phi_0, \quad (15)$$

where $\Phi_0 = \int f_0^4 d\tau$. To complete the calculation of the perturbed metric, we can determine $F_1$ from the definition of $f$ and $B_1$ from the equation for $B$. Finally, we can impose the first equation (4) as a constraint on the perturbed solution. With the notations $k_1 = k_{10}(1 + p\lambda_1)$, $k_2 = k_{20}(1 + p\lambda_2)$, $k_A = k_{A0}(1 + p\lambda_A)$ and $C^2 = C_0^2(1 + p\lambda_C)$, the resulting equation reads

$$\lambda_C = -\frac{1}{2} \left( \lambda_1 + \lambda_2 - \lambda_A - \frac{1}{2a^2 k_{A0}} \right), \quad (16)$$
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Standard model has to be generalized to a “New Physics” beyond the Standard Model. Main problem is the lack of consistency SM with gravity. We analyse Kerr-Newman spinning particle which is consistent with gravity by nature and, contrary to opinion that gravity conflicts with quantum theory, we obtain that spinning Kerr’s gravity collaborates with quantum theory in the process of formation of spinning particle. The most dramatic is the shift of the fundamental scale from Planck to Compton distances.
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1. Introduction

The Standard model (SM) gives at present the best understanding of the particle physics and explained successfully the most off experimental results. Meanwhile, it is not ultimate and has several unsolved problems that are supposed to be resolved in the “New Physics” beyond the SM. In particular,

(i) origin of the mechanism symmetry breaking is not defined up to corresponding nonperturbative solutions,

(ii) the extra dimensions and superpartners were not confirmed in the recent experiments: “... the LHC experiments have found not even a hint of supersymmetry, despite many searches making different assumptions about the supersymmetric spectrum...”

and finally, the main problem,

(iii) Quantum theory and Gravity cannot be combined in a unified theory.

Reason of this trouble is that GRAVITY REJECTS POINTLIKE particles following from stochastic interpretation of quantum theory, because the right side of Einstein equations, \( G_{\mu\nu} = 8\pi T_{\mu\nu} \) requires an extended nonperturbative solution in configuration space.

One sees that roots of this conflict lie in stochastic interpretation of quantum theory, which had intensive objections from Einstein, de Broglie, Schrodinger and other famous founders of the modern theoretical physics. As is known, the stochastic Copenhagen interpretation won and becomes dominate, but as result of this victory, we have got incompatibility of the gravity with particle physics. People can accept this interpretation, but gravity definitely opposed to this!

Perfect old model of the consistent with gravity particle was the Kaluza-Klein (KK) theory with FIFTH CIRCLING DIMENSION. The corresponding 5d tensor
splits in 4d + 1,

\[ 5^G_{MN} = 0 \Rightarrow 4^G_{\mu\nu} = 8\pi T_{\mu\nu}, \]  

(1)

and potential \( A^\mu \), having extra fifth component – scalar field \( \Phi \).

Main problem of this theory was invisibility of this extra dimension, and to avoid this problem, authors assumed that compactification occurs at the Planck scale, about \( M_p \approx 10^{22} \text{m} \).

The Planck scale and the additional fifth dimension of the KK model were precursors of the modern superstring theory. The Planck scale was brilliantly matched with well-known “Weakness of gravity” – the opinion based on the known Schwarzschild solution which distorts space near gravitational radius

\[ r \sim r_g = 2Gm, \]  

(2)

which is small with respect to other interactions even at the Planck scale.

Superstring theory inherited Planck scale and higher dimensions together with other remarkable features of the KK model. Theoreticians of the string theory argued: “... at such energies (Planck scale), strings can be accurately approximated by point particles. This explains why quantum field theory has been so successful in describing our world.”

However, just the Planck scale was the main defect, because it is extremely far from the real scale of the particle physics. Considering electron as one of the principal particles of quantum theory, we should accept that unification must be defined by the Compton scale – electroweak scale of the Standard Model.

“New physics” beyond the SM was created in 1963 by Kerr solution. The spinning Kerr gravity changed the existing conception of gravitational interaction, resolving the principal problem – removal of the giant gap between the Planck scale and the Compton scale required for consistency gravity with physics of the Standard model.

Kerr solution exhibited new effect of distortion, showing that space distorts topologically at the distance

\[ r \sim r_c = \frac{J}{m}, \]  

(3)

which is proportional to angular momentum \( J \) and inverse proportional to mass \( m \).

For spinning particles, which have the huge spin/mass ratio (about 20-22 orders in dimensionless units \( G = c = \hbar = 1 \)) topological influence of gravity becomes very strong. The Kerr singular ring forms the branch line of the space, and space differs drastically from the expected flat background in the area of order radius of the Kerr ring. The black hole horizons disappear, opening the hole of another type – two-sheeted space forming the Einstein-Rosen bridge – the door to another sheet of the Kerr geometry. For parameters of an electron, size of this hole is

\[ a = \hbar/2mc, \]  

(4)
which corresponds to the reduced Compton wave length. It gives miraculous magnification of the effective gravitational interaction, scale of which is increased on 22 orders concerning the accepted Planck scale. Conflict between Gravity and Quantum theory increases dramatically, because the both theories become on the equal footing. The nonperturbative bag-like solution based on the supersymmetric Higgs model of symmetry breaking specifies the above problem (ii). Supersymmetric bag removes conflict without modification of the Einstein-Maxwell field equations. Bag model regularizes the original Kerr solution near the Kerr singular ring, closing the door to the second sheet. Bag is formed as a supersymmetric Domain Wall solution (boundary of the bag) which separates external gravitational field from the supersymmetric and flat internal vacuum state – the flat area which is necessary for work of quantum theory, see Fig. 1. As is known, the bags are soft and flexible, and shape of the bag, as well as its size are defined in the process of interaction between gravitational, electromagnetic and quantum fields (see Fig. 2). Problem (ii) is solved by use of the supersymmetric Landau-Ginzburg field model of phase transition instead of the “superpartner” models.

Fig. 1. Separation of the flat Quantum interior from zone of the spinning Gravity.

Fig. 2. Bag takes form of a thin disk.

2. The Kerr-Newman Spinning Particle

In 1968 Carter noticed\(^7\), that Kerr-Newman (KN) solution has gyromagnetic ratio \(g = 2\), as that of the Dirac electron\(^4\). The KN solution was considered as a classical model of electron\(^8-^{10}\). Since for electron \(a >> m\), the horizons disappear and topology becomes broken by naked singular ring. Metric of the KN solution in the Kerr-Schild form is\(^4\)

\[ g_{\mu\nu} = \eta_{\mu\nu} + 2H_{\mu}k_{\nu}, \]

\(^{1396}\)
where $\eta_{\mu\nu}$ is metric of auxiliary Minkowski space $M^4$, (signature $(-+++)$), and scalar function

$$H = \frac{mr - e^2/2}{r^2 + a^2 \cos^2 \theta},$$

is given in Kerr’s oblate spheroidal coordinates $r$ and $\theta$. The null vector field $k_\mu(x)$, $(k_\mu k^\mu = 0)$ determines Kerr congruence which has the form of a vortex, dragged by the naked Kerr singular ring $r = 0$, $\cos \theta = 0$, see Fig. 1, Fig. 2, which is branch line of Kerr space into two sheets. The congruence $k_\mu^-$, goes to disk $r = 0$ as ‘in-going’, and intersecting disk, it is extended analytically, turning into ‘out-going’ congruence $k_\mu^+$, which forms a second sheet of the metric on the same background. The space becomes two-sheeted, with two different metrics on the same background, $g_{\mu\nu}^\pm = \eta_{\mu\nu} + 2H k_\mu^b k^b_\nu$. The Kerr singular ring $r = 0$, $\cos \theta = 0$, of the Compton radius $a = \hbar/2m$, breaks space topologically, forming the famous Einstein-Rosen bridge. Studying of the KN solution was mainly in two directions:

A) Israel suggested to truncate negative sheet of Kerr space along disk $r = 0$ and put at this disk a distribution of matter in accord with right hand side of the Einstein equations. He obtained a strange matter distribution and argued that this disk-like source of Compton radius can be considered as a classical model of electron. Hamity showed that source of Kerr solution can be considered as a relativistically rotating disk. Later on López generalized this model to model of a rotating bubble.

B) Another stringy version of the Kerr source was developed in our works with Prof. D. Ivanenko. The Kerr singular ring was compared there with Nielsen-Olesen (NO) string model as a vortex in superconductor. It was shown that Kerr’s singular ring can be considered as a lightlike string which can bear the electromagnetic and spinor traveling waves. Much later, such pp-wave strings were considered as solitonic string solutions to low energy string theory.

Bag model merges directions A) and B). In the both these directions of investigation source of the Kerr geometry created a gravitational vortex of the Compton size, and there appeared the question: Why this vortex and singular ring were not observed experimentally, and electron looks like a point? Answer follows from mechanism of Lorentz contraction. For external observer Kerr’s vortex shrinks to point by Lorentz contraction.

The suggested in supersymmetric bag model solves problem of unification with gravity by separation of their zones of influence. Quantum theory requires flat space, at least in the Compton zone, while spinning Kerr’s gravity spoils space topologically. Supersymmetric bag model realizes expulsion of gravity and electromagnetic field from interior of the bag, forming tree zones: flat quantum interior (I), external zone with exact KN solution (E), and a thin zone of transition (R), see Fig. 2. Surface (R) is defined by the continuous transition of KN solution to Minkowski interior of the bag, (C. López). According (5) and (6), zone (R) corresponds to $H_{KN}(r) = 0$, which gives $r = R = e^2/2m$, and shows that domain wall
3. Landau-Ginzburg Field Model of Phase Transition

To satisfy (I),(E),(R), it is natural to use Higgs mechanism of symmetry breaking which is used in many nonperturbative electroweak models and in the MIT and SLAC bag models\textsuperscript{18,19}. The corresponding Lagrangian is also known as LG field model for superconducting phase transitions and used in famous Nielsen-Olesen (NO) model of vortex string in superconductor\textsuperscript{13}, $\mathcal{L}_{NO} = -\frac{1}{4}F_{\mu\nu}F^{\mu\nu} - \frac{1}{2}(D_\mu \Phi)(D^\mu \Phi)^* - V(|\Phi|)$, where $D_\mu = \nabla_\mu + ieA_\mu$ are $U(1)$ covariant derivatives and $F_{\mu\nu} = A_{\mu,\nu} - A_{\nu,\mu}$. Conditions (I),(E),(R) require to use generalized LG model with three Higgs-like fields, $\Phi_i, i = 1, 2, 3$, while potential $V$ is to be built in analogue with supersymmetric machinery from superpotential $W(\Phi_i)$, as follows $V(r) = \sum_i F_i F_i^* = \partial W/\partial \Phi_i \equiv \partial_i W$, where $W(\Phi_1, \Phi_2) = Z(\Sigma \Sigma - \eta^2) + (Z + \mu) H \bar{H}$. The conditions $F_i = \partial_i W = 0$ determine two vacuum states with $V = 0$ : internal-(I), $r < R - \delta$, condensation of Higgs field, $|H| = \eta$, and external- (E), where $r > R + \delta$ and $H = 0$, separated by domain wall with $V > 0$, - zone (R), in correspondence with (I),(E),(R).

Higgs field $H$ is concentrated in zone (I), creating superconducting vacuum state inside bag, leading to equations

$$\partial_\nu \partial^\nu A_\mu = J_\mu = c|H|^2(\chi_{,\mu} + eA_\mu),$$

where $\chi$ is oscillating phase of Higgs field $H = |H|e^{i\chi(t,\phi)}$. Vector potential of KN solution is dragged in $t, \phi$ direction by the Kerr congruence near the ring, (see Fig. 2) and concentrated in equatorial plane near the Kerr singular ring, forming a Wilson loop on the boundary of superconducting disk. At $r = R = e^2/2m$ it takes
maximal value \( A_\mu^* dx^\mu = -Re \frac{2m}{c} (dt - a d\phi) \). Inside the disk it is compensated by phase of Higgs field, \( \chi_\mu + e A_\mu = 0 \) so that \( J_\mu = 0 \) inside the disk. Thus, current \( J_\mu \) is expelled to surface layer. Formation of the Wilson line on the rim of the disk leads to quantization of angular momentum\(^5,\) \( J = n/2, \ n = 1, 2, 3, \ldots \).

4. The Supersymmetric Bag Model

By nature bag models are assumed to be soft and flexible\(^{21–23}\). Under excitations bags are deformed and take the shape of a stringy flux-tube joining the quark-antiquark pair\(^{18,21}\), or toroidal string\(^{19,22,23}\). In the KN gravitational field, bag takes ellipsoidal shape, see Fig. 2, and acquires circular string at the sharp boundary, closely to Kerr singular ring\(^{17}\). This string bears lightlike traveling wave and creates circulating singular pole, reproducing zitterbewegung of the naked electron\(^{17}\). Considering fields \( \Phi_i \) and \( \Phi_i^\dagger \) as independent chiral field, we double the charged chiral fields \( \Sigma \) and \( \Phi \), and obtain five chiral fields with identification \( \Phi_i = (\Phi_+ + \Phi_-), \Sigma_+, \Sigma_-, Z \). It gives supersymmetric LG model with superpotential \( W(\Phi_i, \Phi_i^\dagger) = Z(\Sigma_+ \Sigma_- - \eta^2) + (Z + \mu) \Phi_+ \Phi_- \), which satisfies conditions \( (I), (E), (R) \). Kinetic part of this model coincides with that of the Wess-Zumino SuperQED model, while potential part corresponds to the most general renormalizable supersymmetric generalization of the Wess-Zumino model. In the component form \( \Phi_\pm(y) = H_\pm(y^\mu) + \sqrt{2} \theta \psi_\pm(y^\mu) + \theta \theta F_\pm(y^\mu) \), we obtain doublet of the Higgs fields \( H_\pm \), corresponding to supersymmetric Higgs model in which two Weyl spinors \( \psi_\pm \) are combined into one massive Dirac spinor of the electron – superpartner of the Higgs doublet\(^{24}\).

5. Conclusion

Analysis of the compatible with gravity Kerr-Newman model of the spinning particle (electron) shows that spinning gravity cardinally increases scale of gravitational interaction, extending its influence up to Compton scale, where it starts interplay with quantum theory, forming nonperturbative model of the dressed electron based on the supersymmetric field model of symmetry breaking. Contrary to the assumed confrontation, gravity collaborates with quantum theory, fixing the size and shape of the dressed electron corresponding to the fine structure constant. Also, Kerr-Newman gravity fixes the Wilson loop of the vector potential, leading to quantization of angular momentum and defining the related stringy structure\(^{25}\).
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We study the stability of anisotropic fluid configuration using a relation between density and pressure. For this purpose, we formulate the corresponding field equations, generalized Tolman-Oppenheimer-Volkoff equation and mass equation which are necessary to discuss the structure of compact stars and solve them through numerical technique. The stability of the compact object is analyzed through cracking and formulate the force distribution function after perturbing the matter quantities. Further, we plot the resulting force function and examine the occurrence of cracking/overturning.
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1. Introduction

A stellar object is worthless if it is not stable towards perturbations in its physical variables. Herrera1 introduced the notion of cracking as well as overturning to describe the behavior of fluid after its deviation from equilibrium state. The cracking appears when the radial force is positive in the inner regions but negative at outer ones while overturning occurs for the reverse situation. Di Prisco et al.2 found that departure from equilibrium state leads to the cracking in sphere for local anisotropic perturbation. Gonzalez et al.3 observed cracking in isotropic and anisotropic spheres with barotropic equation of state (EoS) using local density perturbations. Herrera et al.4 observed the cracking and overturning for anisotropic polytropes by perturbing energy density as well as local anisotropy of the system.

The inclusion of charge in stellar configurations yields interesting results. Takisa and Maharaj5 formulated exact solutions of the field equations with polytropic EoS to model charged anisotropic compact object. We have studied charged conformally flat polytropic sphere and checked its viability6. Azam et al.7 observed cracking in charged sphere and found that stability regions increase by the increase of charge.

This paper investigates the cracking of charged spherical anisotropic polytropes. The next section is devoted to construct the generalized Tolman Oppenheimer Volkoff (TOV) equation as well as mass equation for charged anisotropic fluid distribution using two cases of polytropic EoS. In the section 3, we formulate force function by perturbing density and anisotropy and plot the results numerically. Finally, we conclude our results in the last section.

2. Charged Anisotropic Matter Distribution

We consider static spherically symmetric spacetime as follows

\[ ds^2 = -e^{\nu(r)}dt^2 + e^{\lambda(r)}dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2) . \]  (1)
The energy-momentum tensor for charged anisotropic fluid is given by

\[ T_{\mu\nu} = (\rho + P_r) V_\mu V_\nu + P_\perp g_{\mu\nu} + (P_r - P_\perp) S_\mu S_\nu + \frac{1}{4\pi} \left( F_{\mu\alpha} F_{\nu\alpha} - \frac{1}{4} F_{\alpha\beta} F_{\alpha\beta} g_{\mu\nu} \right), \]

where \( P_r, P_\perp, V^\mu = e^{-\nu/2} \delta^\mu_0, S^\mu = e^{-\lambda/2} \delta^\mu_1, F_{\mu\nu} = \phi_{\nu,\mu} - \phi_{\mu,\nu} \) and \( \phi_\mu \) are the radial pressure, tangential pressure, four-velocity, four-vector, the Maxwell field tensor and four potential, respectively. The Maxwell field equation \( F_{\mu\nu} = \mu_0 J^\mu \) \((\mu_0 \) is the magnetic permeability and \( J^\mu \) is the four current) for our spacetime yields \( q(r) = 4\pi \int_0^r \zeta e^{\frac{q}{r}} r^2 dr \) indicating total charge inside the sphere. The corresponding Einstein-Maxwell field equations turn out to be

\[
8\pi \rho + \frac{q^2}{r^4} = e^{-\lambda} \frac{\nu''}{r} - e^{-\gamma} \frac{1}{r^2}, \quad 8\pi P_r = \frac{q^2}{r^4} = e^{-\gamma} \frac{\nu'}{r} + e^{-\lambda} - \frac{1}{r^2},
\]

\[
8\pi P_\perp + \frac{q^2}{r^4} = e^{-\lambda} \left( \frac{\nu''}{2} + \frac{\nu'^2}{4} - \frac{\nu' \lambda'}{4} + \frac{\nu'}{2r} - \frac{\lambda'}{2r} \right).
\]

The corresponding Misner-Sharp mass leads to

\[
m(r) = \frac{r}{2} \left( 1 - e^{-\lambda} \right) + \frac{q^2}{2r} \Rightarrow m' = 4\pi r^2 \rho + \frac{qq'}{r}.
\]

The conservation law, \( T^\mu_{\nu,\mu} = 0 \), yields the generalized TOV equation as

\[
P_r' + \frac{4\pi^2 r^2 - q^2 + rm}{r^3 - 2r^2 m + r q^2} (\rho + P_r) - \frac{2\Delta}{r} - \frac{qq'}{4\pi r^4} = 0,
\]

where \( \Delta = P_\perp - P_r \).

The polytropic EoS is a power-law relationship between energy density and pressure. It has two possible cases given as

\[
P_r = k \rho_0^n = k \rho_0^{\frac{\gamma+1}{\gamma}}, \quad \rho - \rho_0 = n P_r, \quad P_r = k \rho_0^n = k \rho_0^{\frac{\gamma+1}{\gamma}}, \quad \rho \left( 1 - k \rho_0^n \right)^n = \rho_0,
\]

where \( \gamma, k, n \) and \( \rho_0 \) denote polytropic exponent, polytropic constant, polytropic index and baryonic density, respectively. For case \( 1 \), we construct generalized TOV equation by taking

\[
P_{ru} = \alpha \rho_c, \quad \xi = r A, \quad A^2 = \frac{4\pi \rho_c}{\alpha(n+1)}, \quad \Phi_0 = \frac{\rho_0}{\rho_c}, \quad m(r) = \frac{4\pi \rho_c \eta(\xi)}{A^3},
\]

where subscript \( c \) indicates the value at the center, \( \alpha, \xi, \Phi_0, \eta \) are dimensionless variables and \( A \) is constant. Using the variables along with Eq. (5) in (4) and (3), we obtain

\[
\left\{ \frac{1 - 2\alpha(n+1)}{n} \frac{4\pi \rho_c^2}{\xi^2 \alpha(n+1)} \right\} \left( \xi^2 \frac{d\Phi_0}{d\xi} - 2 \Phi_0 \frac{\alpha^2(n+1)^2 \xi^2 \Delta + 2\pi \alpha^2 \rho_c^2 q \frac{dq}{d\xi}}{\alpha^2 \rho_c(n+1)^2 \xi^2} \right) + \alpha^2 \Phi_0^{n+1} + \eta - \frac{4\pi \rho_c^2 q^2}{\xi \alpha^2(n+1)^2} = 0,
\]

\[
\xi^2 \Phi_0^n (1 + n \alpha \Phi_0 - n\alpha) + \frac{4\pi \rho_c q}{\xi \alpha^2(n+1)^2 \xi^2} \frac{dq}{d\xi} = \frac{dq}{d\xi}.
\]
In order to observe cracking, the force function is given as

\[ R = \frac{dP}{dr} + \beta \left( \frac{4\pi r^4 P - q^2 + rm}{r^3 - 2r^2m + r m^2} \right) (\rho + P_r) \quad \text{(12)} \]

here \( \beta = 1 - 2B \) and \( R \) represents the force distribution function. We perturb matter variables for both cases through a set of parameters \((k, \beta)\) and \((n, \beta)\). We perturb the density and anisotropy via \( \hat{\rho} \) and \( \hat{\beta} \), yielding \( P_r = \hat{\rho}_0 \hat{\Phi}^n \) and \( \hat{\beta} = \hat{\beta}_0 \hat{\Phi}^n \) with \( \omega = \frac{\xi}{\hat{\Phi}} \). Introducing the dimensionless variable \( \tilde{\mathcal{R}} = \frac{A}{4\pi \hat{\rho}_0} \hat{\mathcal{R}} \) and using the perturbed parameters along with Eq. (7) in (12), we have

\[ \tilde{\mathcal{R}} = \beta \hat{\Phi}_0 (1 - n\alpha + n\omega (n + 1) \Phi_0) \left( \frac{\eta + \omega \xi^{3} \Phi_0^{n+1}}{1 - 2\omega (n + 1) \Phi_0 n^{2} \xi^{2} \Phi_0^{n+1}} \right) + \eta \Phi_0 \frac{d\Phi_0}{d\xi} - \eta' \frac{d\Phi_0}{d\xi} \quad \text{(13)} \]

In equilibrium state, \( \tilde{\mathcal{R}}(\xi, 1 + \delta \omega, \beta, \delta \beta, \eta, \omega, \delta \eta, \delta \xi) = 0 \). After expansion, we obtain

\[ \delta \tilde{\mathcal{R}} = \frac{\partial \tilde{\mathcal{R}}}{\partial \omega} \omega = 1, \beta = \beta, \eta = 0 \delta \omega + \frac{\partial \tilde{\mathcal{R}}}{\partial \beta} \omega = 1, \beta = \beta, \eta = 0 \delta \beta + \frac{\partial \tilde{\mathcal{R}}}{\partial \eta} \omega = 1, \beta = \beta, \eta = 0 \delta \eta \quad \text{(14)} \]

Making use of perturbed parameters in Eq. (9), we obtain

\[ \tilde{\eta} = \int_0^{\xi} \left[ \frac{(1 - n\alpha + n\omega \Phi_0)}{\xi^2 \Phi_0^n} + \frac{4\pi r^4 q \eta}{\xi^2 \Phi_0^n} \right] d\xi \Rightarrow \delta \eta = \frac{f_1(\xi) \delta \omega}{(n\alpha)^{-1}} = \frac{\int_0^{\xi} \xi^2 \Phi_0^{n+1} d\xi \delta \omega}{(n\alpha)^{-1}}. \]
Evaluating $\frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y}, \frac{\partial \Phi}{\partial n}$ from Eq. (13) and using the variable $x = \frac{\xi}{\eta}$ in (14), we have

$$\delta \hat{\mathcal{R}}_1 = \Phi_0^\beta \left[ \frac{\partial \Phi}{\partial A} \right] + \frac{\alpha \beta}{A^2 x^2 G_1} \left\{ \frac{2(n + 1) \Phi_0 + 1 - n}{(A^2 x^2 \Phi_0^{n+1})^{-1}} + (n + 1) \Phi_0 \left\{ \eta - \frac{4\pi \rho q^2}{Ax \alpha^2 (n + 1)^2} \right\} \right. \right.

$$

$$+ \frac{G_2}{G_1} \left\{ \left( 1 + 2\alpha^2 (n + 1) - \frac{4\pi \rho q^2 x^{-2}}{A^2 \alpha (n + 1)} \right) n \eta f_1(x) \right\} \left. \right] \delta \omega + \Phi_0^\beta G_2 G_3 \frac{\partial \omega}{x^2 A^2 G_1} \delta \beta,$$

(15)

where

$$G_1 = 1 - \frac{2\alpha(n + 1)\eta}{Ax} + \frac{4\pi \rho q^2}{A^2 x^2 \alpha(n + 1)}, \quad G_2 = 1 - n\alpha + \alpha \Phi_0(n + 1),$$

$$G_3 = n + \alpha x^3 A^3 \Phi_0^{n+1} - \frac{4\pi \rho q^2}{x Ax^2 (n + 1)^2}.$$

In cracking, $\delta \hat{\mathcal{R}} > 0$ inside the sphere while $\delta \hat{\mathcal{R}} < 0$ for outer regions, so $\delta \hat{\mathcal{R}} = 0$ for some value of $\xi$ implying $\delta \omega = -\frac{\delta \beta}{\Gamma}$ with $\Gamma = \frac{\partial \Phi}{\partial n} |_{\omega=1, \beta=\beta, \hat{\omega}=\eta}$.

Now, we perturb fluid variables via $n \rightarrow \hat{n} = n + \delta n$, $\beta \rightarrow \hat{\beta} = \beta + \delta \beta$. In this scheme, Taylor’s expansion yields

$$\delta \hat{\mathcal{R}}_2 = \Phi_0^\beta \left[ \ln \Phi_0 \frac{d\Phi_0}{dx} + \frac{\beta}{A^2 x^2 G_1} \left\{ \ln \Phi_0 G_2 G_3 + \alpha(\Phi_0 - 1) G_3 + n \left( A^3 \right) \right. \right.$$

$$\times \Phi_0^{n+1} \ln \Phi_0 + \frac{8\pi \rho q^2}{A x^2 \alpha(n + 1)^2} + G_2 G_3 \left( \frac{2\eta\alpha}{Ax} + \frac{4\pi \rho q^2}{A^2 x^2 \alpha(n + 1)^2} \right) \right. \right.$$

$$+ \frac{G_2}{G_1} \left( G_1 + \frac{2\alpha(n + 1)}{Ax} G_3 \right) f_2(x) \right\} \delta n + \Phi_0^\beta G_2 G_3 \frac{\partial \omega}{A^2 x^2 G_1} \delta \beta,$$

(16)

where

$$f_2(x) = \int_0^x \frac{\alpha \Phi_0^{1-n} - 1 + (1 - n\alpha) \ln \Phi_0}{(A^4 x^2 \Phi_0^{n-1})^{-1}} \, dx, \quad \delta n = \frac{-\delta \beta}{\left. \frac{\partial \Phi}{\partial n} \right|_{\omega=1, \beta=\beta, \hat{\omega}=\eta}}.$$

(17)

For case 2, the perturbed parameters $(k, \beta)$ lead to $\beta = \rho + \delta \rho = \rho + \frac{\partial \Phi}{\partial n} |_{\omega=1} = \rho + \eta \hat{\rho}(1 - \omega)$ yielding

$$\delta \hat{\mathcal{R}}_3 = \Phi^{\n} \left[ \frac{d\Phi}{Adx} + \frac{\alpha \beta}{A^2 x^2 G_1} \left( \Phi(1 - n) \left\{ \eta - \frac{4\pi \rho q^2}{x A \alpha^2 (n + 1)^2} \right\} + x^3 \hat{A}^3 \alpha (1 - n) \Phi^{n+2} \right. \right. \right.$$

$$- n(1 + \alpha \Phi) \left( 1 + 2\alpha^2 A^2 x^2 (n + 1) \Phi^{n+1} \right) f_3(x) \right\} \delta \omega + \frac{\left( 1 + \alpha \Phi \right) G_3 \delta \beta}{x^2 A^2 \Phi^{-n} G_1},$$

(18)
where \( f_3(x) = \int_0^x A^2 \hat{x}^2 \Phi^n \, d\hat{x} \). Similarly, perturbation of \( n \) and \( \beta \) leads to

\[
\delta \hat{R}_4 = \Phi^n \left[ \ln \frac{\Phi}{A} + \frac{\beta G_5}{A^2 x^2 G_1} \right] \left[ \ln \Phi (G_4 + \alpha A^3 x^3 \Phi^{n+1}) + \frac{8 \pi \rho_c q^2}{Axn^2(n+1)^2} + \frac{2G_4}{AxG_1} \right.
\]

\[
\times \left( \eta + \frac{2\pi \rho_c q^2 \alpha^{-1}}{Ax(n+1)^2} + \left( 1 + \frac{2\alpha(n+1)G_4}{AxG_1} \right) f_4(x) \right] \right] \delta n + \frac{\Phi^n G_4 G_5}{A^2 x^2 G_1} \delta \beta,
\]

where

\[
G_4 = \eta + \alpha x^3 A^3 \Phi^{n+1} - \frac{4\pi \rho_c q^2}{x A \alpha^2(n+1)^2}, \quad G_5 = 1 + \alpha \Phi, \quad f_4(x) = \int_0^x A^2 \hat{x}^2 \Phi^n \ln \Phi d\hat{x}.
\]

We examine the stability of polytropic models by evaluating \( \Phi_0, \Phi \) and \( \eta \) with boundary conditions \( \eta(0) = 0, \Phi_0(0) = 1, \Phi_0(\xi_1) = 0, \Phi(0) = 1, \Phi(\xi_1) = 0 \), and use these results to plot force distribution functions. The graphical behavior of force distribution functions are shown in Fig. 1. The left graph of upper panel shows that \( \delta \hat{R}_1 \) is positive in the inner regions and becomes negative for the outer ones for all considered values of \( q \) thus ensuring the occurrence of cracking in the corresponding model. The right graph of upper panel shows that there is neither cracking nor overturning in \( \delta \hat{R}_2 \) for all values of \( q \). The left graph of lower panel indicates that \( \delta \hat{R}_3 \) exhibits stable behavior for \( q = 0.2M_0 \) while the strongest overturning appears for other two values of \( q \). The plot of \( \delta \hat{R}_4 \) for different values of charge shows stable configuration (right plot of lower panel).

Fig. 1. Plots for force functions versus \( x \) with \( q = 0.2M_0 \) (cyan), \( q = 0.4M_0 \) (black), \( q = 0.64M_0 \) (magenta) and \( n = 1, \alpha = 0.85, \beta = 1.5, \Gamma = 1.6 \) for left plot (upper panel), \( n = 1.5, \alpha = 0.90, \beta = 0.5, \Gamma = 1.4, q = 0.2M_0 \) for right plot (upper panel), \( n = 0.5, \alpha = 0.98, \beta = 1.5, \Gamma = 0.6 \) for left plot (lower panel) and \( n = 1.5, \alpha = 0.7, \beta = 1.5, \Gamma = -0.5 \) for right plot (lower panel).
4. Concluding Remarks

This paper investigates the occurrence of cracking as well as overturning in charged anisotropic polytropic models. We have constructed the field equations for charged spherical anisotropic fluid obeying polytropic EoS. The TOV as well as mass equations in terms of dimensionless variables are formulated for two cases of polytropic EoS. We have perturbed energy density and pressure anisotropy of a system in two ways. Firstly, we have introduced perturbations through parameters \((k, \beta)\) and constructed the force distribution function \(\delta \hat{R}_1\) in terms of perturbed parameters describing total radial forces present in a system. The graphical analysis of \(\delta \hat{R}_1\) indicates the appearance of cracking for all choices of parameters thus leading to unstable configurations for this case. Secondly, we have used \((n, \beta)\) as perturbation parameters and constructed \(\delta \hat{R}_2\). It is found that the resulting models are stable towards perturbations. For case 2, we have followed the similar procedure and constructed \(\delta \hat{R}_3\) as well as \(\delta \hat{R}_4\). It is found that polytropic models are unstable for perturbation in \((k, \beta)\), while the perturbation of \((n, \beta)\) leads to stable matter configuration representing relativistic polytrope. We have observed that charged matter distribution leads to stable configurations for \((n, \beta)\) perturbation while polytropic models remain unstable by perturbing \((k, \beta)\). The uncharged matter distribution exhibits cracking as well as overturning\(^4\). However, the inclusion of charge in anisotropic fluid distribution has a dominant effect on polytropes which leads to stable models.
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We investigate the conformal invariant Lagrangian of the self-gravitating U(1) scalar-gauge field on the time-dependent Bondi-Marder axially symmetric spacetime. By considering the conformal symmetry as exact at the level of the Lagrangian and broken in the vacuum, a consistent model is found with an exact solution of the vacuum Bondi-Marder spacetime, written as $g_{\mu\nu} = \omega^2 \bar{g}_{\mu\nu}$, where $\omega$ is the conformal factor and $\bar{g}_{\mu\nu}$ the ‘un-physical’ spacetime. Curvature could then be generated from Ricci-flat $\bar{g}_{\mu\nu}$ by suitable dilaton fields and additional gauge freedom. If we try to match this vacuum solution onto the interior vortex solution of the coupled Einstein-scalar-gauge field, we need, besides the matching conditions, constraint equations in order to obtain a topological regular description of the small-scale behaviour of the model. Probably, one needs the five-dimensional warped counterpart model, where the warp factor determines the large-scale behavior of the model. This warp factor is determined by the Einstein field equations for the five-dimensional warped space, where only gravity can propagate into the bulk. The warped five-dimensional model can be reformulated by considering the warp factor as a dilaton field conformally coupled to gravity and embedded in a smooth $M_4 \otimes \mathbb{R}$ manifold. It is conjectured that the four-dimensional conformal factor is related to the dilaton field of the five-dimensional counterpart model. The dilaton field (alias warp factor), has a dual meaning. At very early times, when $\omega \to 0$, it describes the small-distance limit, while at later times it is a warp (or scale) factor that determines the dynamical evolution of the universe. However, as expected, the conformal invariance is broken (trace-anomaly) by the appearance of a mass term and a quadratic term in the energy-momentum tensor of the scalar-gauge field, arising from the extrinsic curvature terms of the projected Einstein tensor. These terms can be interpreted as a constraint in order to maintain conformal invariance and the tracelessness of the energy-momentum tensor could then be maintained by a contribution from the bulk. By considering the dilaton field and Higgs field on equal footing on small scales, there will be no singular behavior, when $\omega \to 0$ and one can deduce constraints to maintain regularity of the action. We also present a numerical solution of the model and calculate the (time-dependent) trace-anomaly. The solution depends on the mass ratio of the scalar and gauge fields, the parameters of the model and the vortex charge $n$.
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1. Introduction

There is a urgent necessity for a description of gravity on small scales. Modifications of standard general relativity (GR) seems to be necessary in order to overcome the serious problems which one encounters when one decreases the scale closer to the Planck scale, where quantum effects come into play. This quantum approach has not yet been reconciled with the curved spacetime of GR. An elegant way to modify GR was given by Randall and Sundrum (RS), i.e., the warped five-dimensional spacetime\(^1\)-\(^3\). The model can be regarded as the low-energy limit of
general higher-dimensional theories which more fully address the particle interactions. Gravity can propagate freely into the 5D bulk, whereas the standard model fields are constrained to the 4D hypersurface. The hierarchy problem in these models would be solved and the cosmological constant and dark matter can be emergent\textsuperscript{4,5}. The characteristic warp factor in the RS-model can also be considered as a dilaton field in conformal invariant (CI) models\textsuperscript{6–8}.

CI in GR can be a promising formalism for disclosing the small-distance structure of GR. It can be considered as an exact local CI, spontaneously broken as in the case of the BEH mechanism. It is a controversial alternative method to describe canonical quantum gravity, because one is saddled with serious anomalies\textsuperscript{9–11}. The key problem is perhaps the handling of asymptotic flatness of isolated systems in GR, specially when they radiate and the generation of the metric $g_{\mu\nu}$ from at least Ricci-flat spacetimes. Close to the Planck scale one should like to have Minkowski spacetime and somehow curvature must emerge. Curved spacetime will inevitable enter the field equations on small scales. The first task is then to construct a Lagrangian, where spacetime and the fields defined on it, are topological regular. This can be done by considering the scale factor (or warp factor in higher-dimensional models) as a dilaton field besides the conformally coupled scalar field. The same procedure can be applied to the 4D spacetime and one can try to generate from (Ricci)-flat spacetimes physical acceptable spacetimes in the non-vacuum case. It is known since the 70s\textsuperscript{12}, that quantum field theory combined with Einstein’s gravity runs into serious problems. The Einstein-Hilbert (EH) action is non-renormalizable and it gives rise to intractable divergences at loop levels. On very small scales, due to quantum corrections to GR, one must modify Einstein’s gravity by adding higher order terms in the Lagrangian like $R^2, R_{\mu\nu}R^{\mu\nu}$ or $R_{\mu\nu\sigma\tau}R^{\mu\nu\sigma\tau}$ (or combinations of them). However, serious difficulties arise in these higher-derivative models, for example, the occurrence of massive ghosts which cause unitary problems. A next step is then to disentangle the functional integral over the dilaton field from the ones over the metric fields and matter fields. Moreover, it is desirable that all beta-functions of the matter lagrangian, in combination with the dilaton field, disappear in order to fix all the coupling constants of the model. Further, conformal invariance of the action with matter fields implies that the trace of the energy-momentum tensor is zero. A theory based on a classical “bare” action which is conformally invariant, will lose it in quantum theory as a result of renormalization and the energy-momentum tensor acquires a non-vanishing trace (trace anomaly). We consider here the breaking of conformal invariance in conventional Einstein theory and will not enter into details of these quantum-gravity problems. It is conjectures that conformal symmetry is exact at the level of the Lagrangian and only broken in the vacuum, just as the BEH mechanism in standard model of particle physics. Because our axially symmetric model can easily transformed to spherical symmetry, it is clear that our conformal invariant study of the self-gravitating coupled scalar-gauge field on an
axially symmetric spacetime make sense in studying the small scale properties. We describe here an example of CI on an axially symmetric Bondi-Marder spacetime with a U(1) gauged scalar field in the interior.

2. The field equations of the model

We consider here the time-dependent axially symmetric spacetime suitable for the description of matter-filled regions of space.

\[ ds^2 = e^{-2\psi} \left[ e^{2\gamma}(d\rho^2 - dt^2) + \rho^2 d\varphi^2 \right] + e^{2\psi + 2\mu} dz^2, \]

(1)

where \( \psi, \gamma \) and \( \mu \) are functions of \( t \) and \( \rho \). The spacetime Eq. (1) is not suitable, because we would have \( T_{tt} + T_{\rho\rho} = 0 \). This is not the case for cosmic strings. Further, we don’t make yet a gauge choice, such as the usual one \( e^\mu = \rho \). For the matter distribution we choose the scalar-gauge field \( \Phi = \eta X e^{i\varphi} \), \( A_\mu = [0, 0, 0, P - n/e] \),

(2)

with potential \( V = \frac{1}{8} \lambda (\Phi \Phi^* - \eta^2)^2 \). \( X \) and \( P \) are functions of \( t \) and \( \rho \). The vacuum expectation value of the Higgs field is \( \eta \), \( n \) is the winding number, \( \lambda \) the Higgs coupling constant and \( e \) the electric charge of a Cooper pair. For a detailed treatment of this \( \Phi^4 \) gauge model, which is heuristically equivalent with the Ginsburg-Landau theory of superconductivity, we refer to the text book of Vilenkin et al.\(^\text{18} \). The starting point is the action

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa^2} \left( R - 2\Lambda \right) - \frac{1}{2} D_\alpha \Phi (D^\alpha \Phi)^* - \frac{1}{4} F_{\alpha\beta} F^{\alpha\beta} - \frac{1}{8} \lambda (\Phi^2 - \eta^2)^2 \right], \]

(3)

with \( F_{\alpha\beta} = \partial_\alpha A_\beta - \partial_\beta A_\alpha \) the electro-magnetic field tensor. The gauge-covariant derivative is \( D_\alpha = \partial_\alpha + ieA_\alpha \). The field equations become (for the moment with \( \Lambda = 0 \))

\[ G_{\mu\nu} = \kappa^2 T_{\mu\nu}, \]

(4)

\[ D_\mu D^\mu \Phi - 2 \frac{\partial V}{\partial \Phi^*} = 0, \]

(5)

and

\[ \nabla_\mu F_{\mu\nu} - \frac{1}{2} ie \left[ \Phi (D_\mu \Phi)^* - \Phi^* (D_\mu \Phi) \right] = 0, \]

(6)

with \( T_{\mu\nu} \) the energy momentum tensor. Written out in components, the equations become

\[ \partial_{tt} \psi = \partial_{\rho\rho} \psi + \frac{1}{\rho} \partial_\rho \psi + \partial_\rho \psi \partial_\rho \mu - \partial_\rho \psi \partial_t \mu - \frac{1}{\rho} \partial_\rho \mu + \kappa^2 \left[ e^{2\psi} \frac{\partial_t P^2 - \partial_\mu P^2}{2\rho^2 e^2} - \frac{1}{8} \lambda \eta^4 e^{2\gamma - 2\psi} (X^2 - 1)^2 - \eta^2 e^{2\psi} X^2 P^2 \right], \]

(7)
In the low-energy limit the dilaton field can act as a dynamical warp factor in 5D correspondence, where a conformal field theory sits on the boundary of the AdS. Conformal invariance (CI) is an approved property in string theory by the AdS/CFT correspondence. The conformal invariant model

\[ \partial_\tau \mu = \partial_\rho \mu + \frac{2}{\rho} \partial_\rho \mu + \partial_\rho \mu^2 - \partial_\tau \mu^2 + \kappa^2 \left[\frac{1}{4} \lambda \eta^4 e^{2\gamma - 2\psi} (X^2 - 1)^2 + \eta^2 e^{2\gamma} \frac{X^2 P^2}{\rho^2}\right], \]  

(8)

\[ \partial_\tau \gamma = \partial_\rho \gamma + \partial_\rho \psi^2 - \partial_\tau \psi^2 + 2(\partial_\rho \psi \partial_\rho \mu - \partial_\psi \partial_\rho \mu) - \frac{2}{\rho} \partial_\rho \mu + \kappa^2 \left[\frac{e^{2\psi}}{2} \partial_\rho P^2 - \partial_\rho \frac{P^2}{\rho^2} + \eta^2 (\partial_\rho X^2 - \partial_t X^2) - \frac{1}{4} \lambda \eta^4 e^{2\gamma - 2\psi} (X^2 - 1)^2 - 3\eta^2 e^{2\gamma} \frac{X^2 P^2}{\rho^2}\right], \]

(9)

\[ \partial_\tau X = \partial_\rho X + \frac{\partial_\rho X}{\rho} + \partial_\rho X \partial_\rho \mu - \partial_\tau X \partial_\tau \mu - \frac{e^{2\gamma} X P^2}{\rho^2} - \lambda \eta^4 e^{2\gamma - 2\psi} X (X^2 - 1), \]

(10)

\[ \partial_\tau P = \partial_\rho P - \frac{\partial_\rho P}{\rho} + \partial_\rho P (2\partial_\rho \psi + \partial_\rho \mu) - \partial_\tau P (2\partial_\tau \psi + \partial_\tau \mu) + e^{2\gamma} e^{2\gamma - 2\psi} X^2 P. \]

(11)

These equations can be solved numerically and the well-known solutions of the scalar field and gauge field are expected. There is still a constraint equation from the \((t, r)\)-component. In order to match this solution with the exterior vacuum solution, we need the exact solution of the exterior. Marder already pointed out, from a physical point of view, that the concept of a smooth pulse wave of finite duration (apart from a residual “tail”) is more acceptable than a wave motion that has to take an infinite time to its present state.

2.1. The exact vacuum solution

In the vacuum situation one can solve the equations for the metric components. We find

\[ \mu = \ln \left[ \frac{\beta_1 \sinh(\sqrt{c_1} \rho)}{\sqrt{c_1} \rho} + \beta_2 \cosh(\sqrt{c_1} \rho) \right] + \ln \left[ \frac{\beta_3 e^{\gamma t} + \beta_4}{2 \sqrt{c_1}} \right] - \sqrt{c_1} t, \]

(12)

\[ \psi = G_1 (\rho - t) + e^{-\sqrt{c_1 t}} G_2 (\rho + t) + \ln(\rho), \]

(13)

\[ \gamma = \tilde{G}_1 (\rho - t) + \tilde{G}_2 (\rho + t) + \ln(\rho) - \frac{1}{4} e^{-2\sqrt{c_1 t}} \sin^2(\rho + t) + 2 e^{-\sqrt{c_1 t}} \left[ \sin(\rho + t) + \frac{1}{c_1 + 4} (\cos(2t) - \cos(2\rho) + \sqrt{c_1} \sin(2\rho)) \right], \]

(14)

with \(G_i\) arbitrary functions in the arguments and \(\beta_i, c_1\) some constants. We took, for the time being, \(\beta_1 = \beta_2 = \beta_3 = 1, \beta_4 = 0\) and \(G_1 = \sin(\rho - t)\) and \(G_2 = \cos(\rho + t)\).

3. The conformal invariant model

Conformal invariance (CI) is an approved property in string theory by the AdS/CFT correspondence, where a conformal field theory sits on the boundary of the AdS. In CI GR with (quantum) matter fields, the dilaton field plays a fundamental role. In the low-energy limit the dilaton field can act as a dynamical warp factor in 5D
warped spacetimes, while in the small-distance limit the dilaton fields can be used to generate from (Ricci-) flat spacetimes non-flat spacetimes. The Einstein-Hilbert (EH) action can be reformulated by focusing on local conformal symmetry as an exact but spontaneously broken symmetry. Performing a conformal transformation on a spacetime manifold, means that we change our standard measuring rods and clocks. This change is not the same in different points in spacetime. In other words, we multiply the spacetime metric by a kind of scalar field (or dilaton field).

### 3.1. The interior

Let us rewrite the metric of Eq. (1) as

\[ ds^2 = \omega^2 \left[ -dt^2 + dp^2 + e^{2r} dz^2 + \rho^2 e^{-2\gamma} d\varphi^2 \right], \]

where we wrote \( e^{4\psi+2\mu-2\gamma} \equiv e^{2r} \) and \( \omega^2 \equiv e^{2\gamma-2\psi} \). So we define a metric \( \bar{g}_{\mu\nu} \) by \( g_{\mu\nu} = \omega^2 \bar{g}_{\mu\nu} \). Further, we define \( \Phi = \frac{1}{2} \Phi^2 \). The action

\[ S = \int d^4x \sqrt{-\bar{g}} \left\{ -\frac{1}{12} \bar{g} \bar{\Phi}^4 + \bar{\omega}^2 \bar{R} - \frac{1}{4} \bar{g} \bar{F}_{\alpha\beta}^2 - \frac{1}{12} \bar{g} \bar{F}_{\alpha\beta}(\bar{F}^\alpha_{\mu\nu})^* + \partial_\alpha \bar{\omega} \partial^\alpha \bar{\omega} - V(\bar{\Phi}, \bar{\omega}) - \frac{1}{36} \bar{\kappa}^2 \bar{\Lambda} \bar{\omega}^4 \right\}, \]

is then local conformal invariant under the transformation \( g_{\mu\nu} \rightarrow \Omega^2 g_{\mu\nu}, \Phi \rightarrow \frac{1}{\Omega} \Phi \) and \( \omega \rightarrow \frac{1}{\Omega} \omega \). We redefined \( \bar{\omega}^2 = -\bar{\omega}^2 \). Varying the Lagrangian, we obtain the field equations for the metric components, the scalar field, the gauge field and the “dilaton” field \( \Phi^2 \).

\[ \bar{G}_{\mu\nu} = \frac{1}{(\bar{\omega}^2 + \Phi^2)} \left( T_{\mu\nu}^{(\bar{\omega})} + T_{\mu\nu}^{(\Phi, \bar{\omega})} + T_{\mu\nu}^{(A)} + \frac{1}{6} \bar{g}_{\mu\nu} \Lambda_{eff} \bar{\kappa}^2 \bar{\omega}^4 + \frac{1}{2} \bar{g}_{\mu\nu} V(\bar{\Phi}, \bar{\omega}) \right), \]

\[ \bar{\nabla}^\alpha \partial_\alpha \bar{\omega} - \frac{\partial V}{\partial \bar{\omega}} - \frac{1}{9} \bar{\Lambda} \bar{\omega}^3 = 0, \]

\[ D^\alpha D_\alpha \bar{\Phi} - \frac{1}{6} \bar{R} \bar{\Phi} - \frac{\partial V}{\partial \bar{\Phi}^*} = 0, \]

\[ \bar{\nabla}^\mu F_{\mu\nu} = \frac{i}{2} \left( \bar{\Phi}(D_\mu \bar{\Phi})^* - \bar{\Phi}^* D_\mu \bar{\Phi} \right), \]

with

\[ T_{\mu\nu}^{(A)} = F_{\mu\alpha} F_{\nu}^{\alpha} - \frac{1}{4} \bar{g}_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta}, \]

\[ T_{\mu\nu}^{(\Phi, \bar{\omega})} = \left( \bar{\nabla}_\mu \partial_\nu \bar{\Phi} - \bar{g}_{\mu\nu} \bar{\nabla}_\alpha \partial^\alpha \bar{\Phi} \right) \]

\[ -3 \left[ D_\mu \bar{\Phi}(D_\nu \bar{\Phi})^* + (D_\nu \bar{\Phi})^* D_\mu \bar{\Phi} - \bar{g}_{\mu\nu} D_\nu \bar{\Phi}(D^\alpha \bar{\Phi})^* \right] \]

and

\[ T_{\mu\nu}^{(\bar{\omega})} = \left( \bar{\nabla}_\mu \partial_\nu \bar{\omega}^2 - \bar{g}_{\mu\nu} \bar{\nabla}_\alpha \partial^\alpha \bar{\omega}^2 \right) - \frac{1}{2} \left( \partial_\mu \bar{\omega} \partial_\nu \bar{\omega} - \frac{1}{2} \bar{g}_{\mu\nu} \partial_\alpha \bar{\omega} \partial^\alpha \bar{\omega} \right). \]

Newton’s constant reappears in the quadratic interaction term for the scalar field. The trace of Eq. (17) is \( \bar{\kappa}^2 \bar{\eta}^2 \lambda \bar{\omega}^2 X^2 \). It is not possible to isolate the equation for \( \bar{\omega} \), as expected.
3.2. The vacuum exterior

Without matter fields one can solve the field equations exact. Varying the Einstein-Hilbert action

\[ L_{EH} = \sqrt{-\bar{g}} \frac{\kappa^2}{2} \left( \omega^2 \bar{R} + 6 \bar{g}^{\mu \nu} \partial_{\mu} \omega \partial_{\nu} \omega \right), \]  

(23)

with respect to \( \bar{g}_{\mu \nu} \) and \( \omega \), one obtains

\[ \omega^2 \bar{G}_{\mu \nu} = \nabla_{\mu} \nabla_{\nu} \omega^2 - \bar{g}_{\mu \nu} \nabla_{\alpha} \nabla^{\alpha} \omega^2 - 6 \partial_{\mu} \omega \partial_{\nu} \omega + 3 \bar{g}_{\mu \nu} \partial_{\alpha} \omega \partial^{\alpha} \omega \equiv T_{\mu \nu}^{(\omega)}, \]  

(24)

\[ \nabla^\mu \partial_{\mu} \omega - \frac{1}{6} \omega \bar{R} = 0. \]  

(25)

One can easily verify that \( \text{TR} [\bar{G}_{\mu \nu} - \frac{1}{2} \omega T^{(\omega)}_{\mu \nu}] = 0 \). So the trace of any matter field contribution must be zero. From the Einstein equations, Eq. (24) and the \( \omega \) equation, Eq. (25), we can separate the equation for \( \omega \)

\[ \partial_{tt} \omega = \partial_{\rho \rho} \omega + \frac{1}{\omega} (\partial_{t} \omega^2 - \partial_{\rho} \omega^2) + v \omega. \]  

(26)

The solution is (we use the subscript E for exterior)

\[ \omega_E = A e^{\frac{1}{2} \zeta_1 (\rho^2 + t^2) - \frac{1}{2} v \rho^2 + \zeta_2 t + r}, \]  

(27)

with \( \zeta_i \) and \( A \) integration constants. The constant \( v \) enters the equation by the separation of variables in the Einstein equations. In Fig. 1 we plotted some typical solutions. Finally one finds the exterior metric

\[ ds^2 = A^2 \left\{ e^{\zeta_1 (\rho^2 + t^2) - \frac{1}{2} v \rho^2 + \zeta_2 t + r} \left[ dt^2 + d\rho^2 \right] + \frac{(e^{\sqrt{\sigma_1 t}} + \delta_1 e^{-\sqrt{\sigma_1 t}})^2 (e^{\sqrt{\sigma_2 \rho}} + \delta_2 e^{-\sqrt{\sigma_2 \rho}})^2}{\vartheta_1^2 \vartheta_2^2} \right\}, \]  

(28)

where \( \vartheta_1 \equiv (\zeta_2^2 + c_1 + \zeta_1), \vartheta_2 \equiv (\zeta_2^2 + v + c_1 + \zeta_1), \vartheta_1^* \equiv (\zeta_2^2 - c_2 + \zeta_1), \vartheta_2^* \equiv (\zeta_2^2 + v - c_2 + \zeta_2). c_i \) are integration constants. One can generate exact (\( \Omega \)-)conformal
equivalent spacetimes from $\bar{g}_{\mu\nu}$. One can easily verify that the Bianchi identities are fulfilled. Constraint equations can found for $\partial_t \omega$. Ricci-flat solutions will restrict the values for the several parameters. At the boundary, we have now exact values of the metric components, which can be used for the interior solution. The two line elements will be isometric at the boundary surface for the well-known junction conditions.20

4. Connection with the 5D warped spacetime

In the 5D warped counterpart model6 on the spacetime

$$ds^2 = \mathcal{W}(t, r, y)^2 \left[ e^{2\gamma(t, r)-2\psi(t, r)} (-dt^2 + dr^2) + e^{2\psi(t, r)} dz^2 + \frac{r^2}{e^{2\psi(t, r)}} d\varphi^2 \right] + dy^2;$$

we found a typical solution for the warp factor

$$\mathcal{W}^2 = \frac{e^{- \frac{1}{6} \Lambda_5 (y-y_0)^2}}{2 \sqrt{r} \tilde{\gamma}} \left( d_1 e^{(\sqrt{2} \tau) t} - d_2 e^{-(\sqrt{2} \tau) t} \right) \left( d_3 e^{(\sqrt{2} \tau) r} - d_4 e^{-(\sqrt{2} \tau) r} \right).$$

If we define

$$(5) \tilde{g}_{\mu\nu} = W_1(t, r)^2 W_2(y)^2 \tilde{g}_{\mu\nu} + n_\mu n_\nu \Gamma(y)^2,$$

then $W_1$ could be identified as dilaton field or “warp factor” coming from the bulk, while $W_2$ is equals the well-know warp factor in the RS brane world model1,2. The metric $\tilde{g}_{\mu\nu}$ is equals our $\tilde{g}_{\mu\nu} = \omega^2 \bar{g}_{\mu\nu}$ of Eq. (15). In the former study7, a numerical solution was found in the coupled Einstein-scalar-gauge field model, and the trace anomaly could possibly be solve due to contributions from the bulk. The solution for $W_1$ follows solely from the 5D Einstein equations with empty bulk (eventually with a cosmological constant $\Lambda_5$). The question is, can we in some way relate $W_1$ to the dilaton field $\omega$ of section 3-1? After all, information about an extra dimension is visible as a curvature in a spacetime with one fewer dimension. The $W_1$-field need to be shifted to a complex contour to ensure that $W_1$ has the same unitary and positivity properties as the scalar field. One can easily check that $W_1$ has complex solutions. Further, the effective 4D Einstein equations of the warped model contain extra terms arising from the extrinsic curvature terms in the the projected Einstein tensor and the projected Weyl tensor3. When approaching smaller scales in the model and $W_1 \rightarrow 0$, no singular behavior occurs due to the fact that the scalar field is present in the Lagrangian, which could be handled on the same footing as the dilaton field. For later times, on cosmological scale, $W_1$ behaves as a “standard” warp factor. The $\Omega$ transformation is necessary as a conformal “gauge” in order to make a renormalizable model. As ’t Hooft stated9, “We get a renormalizable gauge if we decide to choose our conformal factor $\Omega$ in such a way that the amount of activity in a given spacetime volume is fixed or at least bounded”. It is then conjectured13 that close to the Planck scale the conformal invariance is spontaneously broken due to the contributions of additional terms like $(R_{\mu\nu} R^\mu_\nu - \frac{R^2}{2})$ and $\kappa^2 \eta^2 \lambda^2 X^2$ in the action.
5. Conclusions

We investigated the coupled Einstein-scalar-gauge fields using a conformally invariant Lagrangian. We compare the exterior exact vacuum solution with the spacetime of an infinite line-mass and semi-infinite line-mass. We find a simple example of conformally equivalent (Ricci-) flat spacetimes $\omega^2 \bar{g}_{\mu
u}$. This solution must then be matched on the non-vacuum solution of the cosmic string at the core. In order to obtain tracelessness of the energy momentum tensor, additional constraints are necessary. It is conjectured that a contribution from the bulk in the 5D counterpart model is needed to make the energy momentum tensor traceless. The conformal symmetry, if exact, can be broken spontaneously. This means that we need additional field transformations on the vacuum spacetime.
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We present a static axisymmetric solution of Einstein’s field equations. Assuming that the deviation from spherically symmetry is small, we linearize the corresponding field equations with the perfect fluid source and up to the first order in quadrupole.
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1. Introduction

Einstein’s theory of General relativity (GR) is one of the best candidate to describe the gravitational field of astrophysical compact objects. According to the GR all the information about the gravitational field should be contained in the metric tensor which must be a solution of Einstein’s equations. It is well known that the exterior field of an arbitrarily rotating mass can be described by the Kerr spacetime¹. The Kerr solution has not an internal counterpart, this is a major problem in classical general relativity². In view of this situation, We consider alternative approaches that contains the quadrupole moment. The quadrupole moment is responsible for the deformation of any realistic mass distribution.

In a recent work³, it was proposed to use the Zipoy-Voorhees transformation⁴,⁵ to generate the quadrupolar metric (q-metric), which can be interpreted as the simplest generalization of the Schwarzschild metric. Consequently, this metric can be used to describe the exterior gravitational field of deformed distributions of mass. The question arises whether it is possible to find an interior metric that can be matched to the exterior one in such a way that the entire spacetime is described as a whole. One usually assumes that the matter inside the object can be described by a perfect fluid with two physical parameters, namely, energy density and pressure. In this work, we will concentrate on the problem of perfect-fluid solutions, without considering the rotation parameter.

This work is organized as follows. In Sec. 2, we consider the q-metric as describing the exterior gravitational field of a deformed source with mass and quadrupole moment. In Sec. 3, we present the exact equations for a perfect fluid source. In Sec. 4, we construct the approximate line element with a quadrupole moment and we present some particular vacuum solutions. Finally, Sec. 5 contains discussions of our results.
2. Exterior $q$-metric

If we start from the Schwarzschild solution and apply a Zipoy-Voorhees transformation\textsuperscript{45} the new line element can be written as

$$ds^2 = h^{1+q} dt^2 - h^{-q} \left[ 1 + \frac{m^2 \sin^2 \theta}{r^2 h} \right]^{-(2+q)} \left( \frac{dr^2}{h} + r^2 d\theta^2 \right) + r^2 \sin^2 \theta d\varphi^2.$$ \hspace{1cm} (1)

where $h = 1 - 2m/r$.

In\textsuperscript{3} it was shown that this is the simplest generalization of the Schwarzschild solution that contains the additional parameter $q$, which describes the deformation of the mass distribution. In the literature, this metric is known as the Zipoy-Voorhees metric, delta-metric, gamma-metric and $q$-metric\textsuperscript{7}. A stationary generalization of the $q$-metric has been obtained in\textsuperscript{8}. The physical interpretation of the parameters $m$ and $q$ can be clarified by calculating the invariant Geroch multipoles\textsuperscript{9}.

A study of the curvature of the $q$-metric shows that the outermost singularity is located at $r = 2m$, a hypersurface which in all known compact objects is situated inside the surface of the body. This implies that in order to describe the entire gravitational field, it is necessary to cover this type of singularity with an interior solution.

3. Interior metric

In this work, we will concentrate on the case of static perfect fluid spacetimes. Our experience with numerical perfect fluid solutions\textsuperscript{11} indicates that for the case under consideration the line element

$$ds^2 = f dt^2 - \frac{e^{2\gamma}}{f} \left( \frac{dr^2}{h} + d\theta^2 \right) - \frac{\mu^2}{f} d\varphi^2,$$ \hspace{1cm} (2)

is particularly convenient. Here $f = f(r, \theta)$, $\gamma = \gamma(r, \theta)$, $\mu = \mu(r, \theta)$, and $h = h(r)$. A redefinition of the coordinate $r$ leads to an equivalent line element which has been used to investigate anisotropic static fluids\textsuperscript{12}.

The Einstein equations for a perfect fluid with 4-velocity $U_\alpha$, density $\rho$, and pressure $p$ (we use geometric units with $G = c = 1$)

$$R_{\alpha\beta} - \frac{1}{2} R g_{\alpha\beta} = 8\pi \left[ (\rho + p) U_\alpha U_\beta - pg_{\alpha\beta} \right].$$ \hspace{1cm} (3)

The field equations can be represented as two second-order differential equations for $\mu$ and $f$. Moreover, the function $\gamma$ is determined by a set of two partial differential equations which can be integrated by quadratures once $f$, $\mu$, $p$, and $h$ are known.

In\textsuperscript{13} we discussed properties of the field equations and presented a new method for generating perfect fluid solutions of the Einstein equations, starting from a given seed solution.
4. Approximate metric with quadrupole

For understanding influences of quadrupole moment to the structure of spacetimes we consider the case of a slightly deformed mass. Our approach consists in postulating the interior line element and evaluating the energy-momentum tensor from the Einstein equations, a method which was first proposed by Synge and has been applied to find several approximate interior solutions\textsuperscript{14,15}.

To find the corresponding interior line element, we proceed as follows. Consider the case of a slightly deformed mass. This means that the parameter $q$ for the exterior $q$-metric can be considered as small and we can linearize the line element as

$$ds^2 = h(1 + q \ln h) dt^2 - r^2 (1 - q \ln h) \sin^2 \theta d\varphi^2$$

$$- \left[ 1 + q \ln h - 2q \ln \left( h + \frac{m^2}{r^2} \sin^2 \theta \right) \right] \left( \frac{dr^2}{h} + r^2 d\theta^2 \right). \quad (4)$$

We will assume that the exterior gravitational field of the compact object is described to the first order in $q$ by the line element (4), which represents a particular approximate solution to Einstein’s equations in vacuum.

To construct the approximate interior line element, we start from the exact line element (2) and use the approximate solution (4) as a guide. Following this procedure, an appropriate interior line element can be expressed as

$$ds^2 = e^{2\nu} (1 + qa) dt^2 - \left[ 1 + q(c + b) \right] \frac{dr^2}{1 - \frac{2\tilde{m}}{r}} - \left[ 1 + q(a + b) \right] r^2 d\theta^2$$

$$- (1 - qa) r^2 \sin^2 \theta d\varphi^2, \quad (5)$$

where the functions $\nu = \nu(r)$, $a = a(r)$, $c = c(r)$, $\tilde{m} = \tilde{m}(r)$, and $b = b(r, \theta)$.

Although there exists quite a large number of approximate solutions such as\textsuperscript{16 17 18} and in\textsuperscript{14 19} it was shown that the different approaches under diverse circumstances turn out to be equivalent from a mathematical point of view.

4.1. Vacuum solution

To test the consistency of the linearized approach, we will derive explicitly the approximate vacuum $q$-metric (4). The details of this derivation will be presented elsewhere. The final expression for the metric functions

$$\nu = \frac{1}{2} \ln \left( 1 - \frac{2m}{r} \right) + \alpha_1,$$

$$a - c = \frac{\alpha_2 m^2}{(r - m)^2}, \quad (6)$$

where $\alpha_1$ and $\alpha_2$ are dimensionless integration constants. The remaining system of partial differential equations can be integrated in general and yields

$$a = - \frac{\alpha_2 m}{r - m} + \frac{1}{2} \left( \alpha_3 - \alpha_2 \right) \ln \left( 1 - \frac{2m}{r} \right) + \alpha_4,$$

$$c = - \frac{\alpha_2 m r}{(r - m)^2} + \frac{1}{2} \left( \alpha_3 - \alpha_2 \right) \ln \left( 1 - \frac{2m}{r} \right) + \alpha_4, \quad (7)$$

$$d = \frac{\alpha_2 m^2}{(r - m)^2} + \frac{1}{2} \left( \alpha_3 - \alpha_2 \right) \ln \left( 1 - \frac{2m}{r} \right) + \alpha_4.$$
\[ b = \frac{2\alpha_2 m}{r - m} - (\alpha_3 - \alpha_2) \left[ \ln 2 + \ln \left( 1 - \frac{2m}{r} + \frac{m^2 \sin^2 \theta}{r^2} \right) \right] + \alpha_5 , \]  

where we have replaced \( \tilde{m} = m = \text{const.} \) in the remaining equations. \( \alpha_3, \alpha_4 \) and \( \alpha_5 \) are dimensionless integration constants.

Thus, we see that the general approximate exterior solution with quadrupole moment is represented by a 5-parameter family of solutions. The particular case

\[ \alpha_1 = 0 , \quad \alpha_2 = 0 , \quad \alpha_3 = 2 , \quad \alpha_4 = 0 , \quad \alpha_5 = 2 \ln 2 , \]  

(10)

corresponds to the linearized \( q \)-metric as represented in Eq. (4). Another interesting particular case corresponds to the choice

\[ \alpha_1 = 0 , \quad \alpha_3 = \alpha_2 , \quad \alpha_4 = 0 , \quad \alpha_5 = 0 , \]  

(11)

which leads to the following line element

\[ ds^2 = \left( 1 - \frac{2m}{r} \right) \left( 1 - \frac{q \alpha_2 m}{r - m} \right) dt^2 - \left( 1 + \frac{q \alpha_2 m}{r - m} \right) r^2 \sin^2 \theta d\varphi^2 \]

\[ - \left[ 1 + \frac{q \alpha_2 m (r - 2m)}{(r - m)^2} \right] \frac{dr^2}{1 - \frac{2m}{r}} - \left( 1 + \frac{q \alpha_2 m}{r - m} \right) r^2 d\theta^2 . \]  

(12)

This is an asymptotically flat approximate solution with parameters \( m, q \) and \( \alpha_2 \). The singularity structure can be found by analyzing the Kretschmann invariant

\[ K = R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} \]

which in this case reduces to

\[ K = \frac{48m^2}{r^6} \left( 1 + \frac{q \alpha_2}{r - m} \right) + \mathcal{O}(q^2) , \]  

(13)

where the term proportional to \( q^2 \) has been neglected due to the approximate character of the solution. We see that there is a central singularity at \( r = 0 \) and a second one at \( r = m \). We conclude that the solution (12) describes the exterior field of two naked singularities of mass \( m \) and quadrupole \( q \). The parameter \( \alpha_2 \) can be absorbed by redefining the constant \( q \) and so it has no special physical meaning.

In the general solution (7)–(9), the additive constants \( \alpha_4 \) and \( \alpha_5 \) can be chosen such that at infinity the solution describes the Minkowski spacetime in spherical coordinates. This means that non asymptotically flat solutions are also contained in the 5-parameter family (7)–(9). This is the most general vacuum solution which is linear in the quadrupole moment. To our knowledge, this general solution is new.

4.2. Perfect fluid case

We now apply the approximate line element (5) to the study of perfect fluid solutions. First, we note that in this case the conservation law reduces to

\[ p_r = -(\rho + p) \nu_r , \quad p_\theta = 0 . \]  

(14)

Calculating the second derivative \( p_{rr} = 0 \), the above conservation laws lead to

\[ \rho_{,\theta} = 0 , \]  

(15)
implying that the perfect fluid variables can depend on the coordinate $r$ only. Notice that this does not imply that the source is spherically symmetric. In fact, due to the presence of the quadrupole parameter $q$ in the line element (5), the coordinate $r$ is no longer a radial coordinate and the equation $r = \text{constant}$ represents, in general, a non-spherically symmetric deformed surface.\(^{20}\)

The corresponding linearized Einstein equations can be represented as

$$\left(0\right) G^{\nu}_{\mu} + qG^{\nu}_{\mu} = 8\pi \left(\left(0\right) T^{\nu}_{\mu} + qT^{\nu}_{\mu}\right),$$

where the $\left(0\right)$-terms correspond to the limiting case of spherical symmetry. As for the energy-momentum tensor, we assume that density and pressure can also be linearized as

$$p(r) = p_0(r) + q p_1(r), \quad \rho(r) = \rho_0(r) + q\rho_1(r),$$

in accordance with the conservation law conditions (14) and (15). Here, $p_0(r)$ and $\rho_0(r)$ are the pressure and density of the background spherically symmetric solution.

If we now compute the linearized field equations (16) for the line element (5), we arrive at a set of nine differential equations for the functions $\nu, \tilde{m}, a, b, c,$ and $p_1$. After lengthy computations, it is then possible to isolate an equation that relates $p_1(r)$ and $b(r, \theta)$ from which it follows that

$$b, \theta = 0.\quad (18)$$

This means that for the particular approximate line element (5), the field equations for a perfect fluid do not allow the metric functions to explicitly depend on the angular coordinate $\theta$. To search for concrete solutions which can be matched with an exterior metric with quadrupole, it is necessary to modify the exterior metric accordingly. We will see that this approximate exterior solution can be used together with the interior line element (5) to search for approximate solutions with a perfect fluid source. Taking into account that the conservation laws and the approximate field equations for a perfect fluid imply that the physical quantities $p$ and $\rho$ and the metric function $b$ depend only on the spatial coordinate $r$.

5. Conclusions

In this work, we have investigated approximate interior and exterior solutions of Einstein’s equations in the case of static and axially symmetric perfect fluid space-times, which characterized by an arbitrary mass and a small quadrupole moment.

We analyze the corresponding linearized field equations and derive several classes of new vacuum and perfect fluid solutions.

We limit ourselves to the study of interior solutions that can be matched with the exterior $q$-metric. We only considered the simple and idealized case of a static mass distribution with a small quadrupole.
The resulting system of differential equations for the functions of the interior metric indicates that one can try to find analytical solutions, at least in the case of a slightly deformed mass distribution. To study more realistic configurations, it is necessary to take into account the rotation the exact quadrupole of the mass. We expect to investigate these problems in future works.
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Fig. 1. TEST: sculpture by Attilio Pierelli
PLANCK SCIENTIFIC COLLABORATION (ESA)
presented to Jean-Loup Puget, the Principal Investigator of the High Frequency Instrument (HFI).

"for obtaining important constraints on the models of inflationary stage of the Universe and level of primordial non-Gaussianity; measuring with unprecedented sensitivity gravitational lensing of Cosmic Microwave Background fluctuations by large-scale structure of the Universe and corresponding B-polarization of CMB, the imprint on the CMB of hot gas in galaxy clusters; getting unique information about the time of reionization of our Universe and distribution and properties of the dust and magnetic fields in our Galaxy"

Planck ESA’s mission, was designed to image the temperature and polarization anisotropies of the CMB over the whole sky, with unrivalled angular resolution and sensitivity, pushing the technology to unprecedented limits. In the framework of the highly precision experimental cosmology the legacy Planck results on testing theories of the early universe and the origin of cosmic structure, has provided a major source of information crucial to many cosmological and astrophysical issues. Planck carried out two instruments:
- the High Frequency Instrument (HFI), Principal Investigator: Jean Loup Puget;
- the Low Frequency Instrument (LFI), Principal Investigator: Nazzareno Mandolesi.

The instruments were complementary and using different technology to cross check independently final results and systematic errors. They worked together to produce the overall mission results. The Planck space mission (ESA) has been a wonderful example of Team effort in a large international collaboration, involving scientific, technical and managerial aspects. The unprecedented accuracy of the Planck measurements have established new standards in the determination of fundamental cosmological parameters, as well as new insight in Galactic and extragalactic astrophysics. The Planck full-sky maps in temperature and polarization will remain a lasting legacy for at least dozen years to come. More than 100 papers signed by Planck collaboration have already 30 000 citations in scientific literature. The success of Planck HFI and LFI would not have been possible without the contribution of a large number of talented and dedicated scientists and engineers from many countries of Europe, USA and Canada. HFI was designed to produce high-sensitivity, multi-frequency measurements of the diffuse radiation permeating the sky in all directions in the frequency range of 84 GHz to 1 THz cooled at 100 mK. The instrument consisted of an array of 52 bolometric detectors placed in the focal plane of the telescope. LFI, a microwave instrument, was designed to produce high-sensitivity, multi-frequency measurements of the microwave sky in the frequency range of 27 to 77 GHz. The instrument consisted of an array of 22 tuned radio receivers located in the focal plane of the telescope, cooled at 20 K.
HANSEN EXPERIMENTAL PHYSICS LABORATORY AT STANFORD UNIVERSITY

presented to Leo Hollberg, HEPL Assistant Director

"to HEPL for having developed interdepartmental activities at Stanford University at the frontier of fundamental physics, astrophysics and technology"

Brief History of Stanford’s HEPL and Ginzton Laboratories

In 1947, working in the Stanford Physics Department’s Microwave Lab, Physics Professor, William W. Hansen and his research team, along with Assistant Professor of Physics and microwave expert, Edward L. Ginzton, completed development on the world’s first traveling wave electron linear accelerator. Dubbed the Mark I (see photo) it generated a 1.5 million electron volt (MeV) beam. Hansen’s entire report to the U.S. Office of Naval Research (ONR) that funded the project was just one sentence: “We have accelerated electrons.”

This successful first step in linear electron acceleration spawned the birth of Stanford’s High Energy Physics Lab (HEPL) and Ginzton labs. In 1949, HEPL was renamed the WW Hansen Experimental Physics Lab (also HEPL). HEPL and Ginzton were setup as Stanford’s first independent labs. They were organized to facilitate cross-disciplinary research, enabling scientists, engineers, staff and students to work towards common research goals using cutting edge lab equipment and technologies on medium-scale projects. For the past 70 years, the HEPL and Ginzton Labs have spearheaded Stanford’s leadership in cross-disciplinary physics and become nurturing homes to a variety of physics-based, research projects: including the following examples:

Robert Hofstadter’s Nobel Prize & Later Work

In 1961, Stanford Professor Robert Hofstadter was awarded the Nobel Prize for his HEPL Mark III Linear Accelerator work on nuclear form factors (nucleons). In the 1980s, Hofstadter became interested in astrophysics and helped design the EGRET telescope in the NASA Compton Gamma Ray Observatory (CGRO).

Gravity Probe B (GP-B)

In 1959, Physics Department Chair, Leonard Schiff, became interested in using gyroscopes in a satellite to measure the Earth’s geodetic and frame dragging effect predicted by Albert Einstein’s general theory of relativity. Schiff discussed this project with Stanford cryogenic physicist, William Fairbank, and gyroscopes expert, Robert Conn (Aero-Astro department). In 1962, Fairbank invited post-doc, Francis Everitt, to join the research effort. The team sent a proposal to NASA’s Office of Space Sciences requesting funding to develop gyroscopes and a satellite to carry out this unprecedented test. It took 40 years of R&D at Stanford and other places to create and ready the cryogenic satellite and all of its cutting-edge technologies for launch. In 1975, Leonard Schiff moved the GP-B program to HEPL, breathing new life into the lab. In 1981, Francis Everitt became Principal Investigator, a position he still holds. In 1984, Brad Parkinson became Project Manager and a Co-PI, along with Co-PT’s John Turneaure and Daniel DeBra.

On 20 April 2004, GP-B launched from Vandenberg AFB into a polar orbit. Data collection began on 28 August 2004 and lasted 50 weeks. Data analysis took five years in order to remove confounding factors in the data. The final results, published in PRL on 31 May 2011, yielded highly accurate geodetic and frame dragging measurements, with 0.28% and 19% margins of error, respectively.

GPS Spinoffs from GP-B

In the 1990s, Brad Parkinson’s research on GPS solutions for positioning the GP-B satellite led to two revolutionary spin-off projects: 1) Wide Area Augmentation System (WAAS) provides highly precise positioning accuracy and integrity for navigation and the automatic landing of airplanes and 2) Precision Farming adding GPS technology to tractors has enabled the automation of many aspects of farming and has spawned a $1 billion/year industry.

Fermi Gamma Ray Space Telescope (GLAST)

Stanford Physics Professor, Peter Michelson, is a former HEPL Director and the Principal Investigator for the Large Area Telescope (LAT) on board NASA’s Fermi Gamma Ray Space Telescope, the successor to CGRO/EGRET. Launched on 11 June 2008, Fermi has been highly successful mapping the gamma-ray sky. Under Michelson’s guidance, HEPL’s collaborations with Italy are noteworthy. The development of cryogenic bar detectors of gravitational waves, in collaboration with Edoardo Amaldi and his colleagues, established new stringent upper limits to the gravitational waves incident on the Earth. Likewise, the Fermi LAT was developed by a collaboration between Italian INFN and ASI NASA, and international partners in France, Japan, and Sweden, and used tracking detectors developed, integrated, tested, and qualified for the mission by Italy. GP-B provided the first evidence of frame dragging on a spinning, superconducting gyroscope. The Fermi detector offers the potential of seeing, through the GeV emission in the Binary Driven Hypernova subclass of long GRBs, the emission from a newly born Black Hole, originating in the induced gravitational collapse of a supernova hypercritically accreting on a binary neutron star companion.

Robert Byer’s LIGO and ACHIP Projects

Robert Byer, former Stanford Dean of Research and former HEPL Director, nurtured the GP-B, GPS and Fermi programs to success during his tenure. He is currently an Applied Physics Professor specializing in lasers and optics. His LIGO Group provided seismic isolation, coatings and materials for the LIGO observatories. His ACHIP project is developing a particle accelerator on a microchip—bringing the HEPL/Ginzton Labs full circle to Hansen’s 1947 research.
This award is given in recognition of Lyman Page’s pivotal role in transforming cosmic microwave background observations into a high-precision experimental science over the past two decades. In particular Page provided major contributions to the success of the Wilkinson Microwave Anisotropy Probe (WMAP) space mission, which delivered outstanding measurements of the CMB anisotropy and polarization pattern. He is now continuing his effort by promoting a new generation of experiments like the Atacama Cosmology Telescope to study CMB polarization to greater precision.

The CMB, the faint afterglow of the Big Bang, is the most powerful probe of the early universe. From its study, we have learned the age of the universe, its major constituents, and have characterized the fundamental fluctuations in gravity that gave rise to cosmic structure. The desire to measure the CMB ever more precisely has driven the development of extraordinary detectors and techniques which will be reviewed in the Lecture Magistralis by Lyman Page. He will describe what we might hope to learn from the CMB in the next decade, including detecting gravitational waves from the birth of the universe if they exist at sufficient amplitude.
Rashid Sunyaev gave extraordinary contributions to the understanding of physical processes in the universe which identified new and uniquely informative targets for observational cosmology. In particular, the Sunyaev-Zeldovich effect, now observed in thousands of clusters of galaxies over the entire sky, has become a cornerstone of cosmology and extragalactic astrophysics, so much so that it is now considered a research field in its own right. Furthermore, Sunyaev’s studies of processes in the early universe responsible for angular anisotropy and frequency distortions of the cosmic microwave background have left a profound and lasting legacy for cosmology. In particular, Sunyaev and Zeldovich predicted the presence of acoustic peaks in the CMB angular fluctuation power spectrum and the existence of baryonic acoustic oscillations.

He is currently the project scientist leading the scientific team of the international high-energy astrophysics observatory Spekt-RG being built under the direction of the Russian Space Research Institute.
Professor SHING-TUNG YAU
"for the proof of the positivity of total mass in the theory of general relativity and perfecting as well the concept of quasi-local mass, for his proof of the Calabi conjecture, for his continuous inspiring role in the study of black holes physics"

Shing-Tung Yau has made fundamental contributions to differential geometry which have influenced a wide range of scientific disciplines, including astronomy and theoretical physics. With Richard Schoen, Yau solved a longstanding question in general relativity by proving that the combined total energy of matter and gravitational field in an asymptotically flat universe is positive. In 1982 Yau was awarded the Fields Medal, the highest award in mathematics, and in 1994 he shared with Simon Donaldson the Crafoord Prize of the Royal Swedish Society in recognition of his development of nonlinear techniques in differential geometry leading to the solution of several outstanding problems.

Another outstanding achievement of Yau is his proof of the Calabi conjecture which allowed physicists to show that string theory is a viable candidate for a unified theory of nature. Furthermore in 2008 Yau (with M.T. Wang) introduced the concept of “quasi-local mass” in general relativity which can be of help to get around the old conundrum — the non-locality of the energy density in relativistic gravity.

During his scientific career Yau had more than 50 successful PhD students. At present he is a professor of mathematics at Harvard University where along with research he continues many pedagogical activities. For example, he has created the "Black Hole Initiative", an interdisciplinary center at Harvard University involving a collaboration between principal investigators from the fields of astronomy (Sheperd Doeleman, Avi Loeb and Ramesh Narayan), physics (Andrew Strominger), mathematics (Shing-Tung Yau) and philosophy (Peter Galison). This "Black Hole Initiative" is the first center worldwide to focus on the study of the many facets of black holes.

MG16 in 2021 will mark the 50th anniversary of the mass-energy formula for black holes based on the Kerr metric. This timing is an omen that Yau and his school will soon further enlarge our knowledge of this formula with their powerful mathematical analysis.
PREFACE

The Marcel Grossmann Meetings on Recent Developments in Theoretical and Experimental General Relativity, Astrophysics and Relativistic Field Theories have always had the goal of bringing together scientists from all over the world enabling them to share recent developments in general relativity and cosmology, paying attention to the interplay between physical predictions and mathematical foundations.

More than 800 scientists met at the University of Rome “la Sapienza” for the Fifteenth Marcel Grossmann Meeting (MG15) during the week of July 1–7, 2018 to discuss theoretical topics and the status of the experimental testing and observations of Einstein’s theory of gravitation together with the broad spectrum of gravitational physics related phenomena. The topics discussed ranged from classical and quantum aspects of gravity, relativistic astrophysics, branes and strings, inflation theory, the thermal history of the Universe, to more concrete astrophysics experiments, observations, and modeling, reviewing the current state of the art in theory, observations, and experiments related to relativistic gravitation.

The meeting featured 39 plenary talks during the six mornings of the meeting, plus 6 public lectures given by experts in gravitation and cosmology. 73 parallel sessions, some of which were split over multiple days, kept participants busy with the crucial support of 33 students from Sapienza who managed the coordination of each parallel session and offered technical help.

Three scientists and two collaborations were presented with Marcel Grossmann awards. These were: Lyman Page, Rashid Alievich Sunyaev, Shing-Tung Yau, the Planck Scientific Collaboration (ESA) represented by Jean-Loup Puget, and the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, represented by Leo Hollberg.

The detailed program of plenary and public talks is as follows:

Shing-Tung Yau (Harvard University): Quasi-local mass at null infinity
Malcolm J. Perry (University of Cambridge): Black hole entropy and soft hair
Thomas Hertog (KU Leuven): A smooth exit form eternal inflation
Jean-Luc Lehners (Max Planck Institute for Gravitational Physics): No smooth beginning for spacetime
Ivan Agullo (Louisiana State University): Loop quantum cosmology and the cosmic microwave background
Elena Pian (IASF Bologna): Kilonovae: the cosmic foundries of heavy elements
Nial Tanvir (University of Leicester): A new era of gravitational-wave / electromagnetic multi-messenger astronomy
Tsvi Piran (Hebrew University of Jerusalem): Mergers and GRBs: past present and future
Stephan Rosswog (Stockholm University): Neutron star mergers as heavy element production site
David Shoemaker (MIT LIGO Laboratory): LIGO’s past and future observations of black hole and neutron star binaries
Yu Wang (ICRANet): On the role of binary systems in GW170817/GRB170817A/AT2017gfo
Hao Liu (University of Copenhagen): An independent investigation of gravitational wave data
Stefano Vitale (University of Trento): Gravitation wave astronomy in ESA science programme
Takaaki Kajita (University of Tokyo): Status of KAGRA and its scientific goals
Masaki Ando (University of Tokyo): DECIGO: Gravitational-Wave observations from space
Jun Luo (Sun Yat-Sen University): TianQin: a space-borne gravitational wave detector
Jo Van Den Brand (Dutch National Institute for Subatomic Physics Nikhef, and VU University Amsterdam): Gravitational wave science and Virgo
Ernst Maria Rasel (Leibniz Universität Hannover): Science fiction turns into reality: Interferometry with Bose-Einstein condensates on ground and in space
Manuel Rodrigues (Université Paris Saclay): The first results of the MICROSCOPE test of the equivalence principle in space
Victoria Kaspi (McGill University): Fast radio bursts
Bing Zhang (University of Nevada): From gamma-ray bursts to fast radio bursts: unveiling the mystery of cosmic bursting sources
Jean-Loup Puget (CNRS): The Planck mission
Jorge Armando Rueda Hernandez (ICRANet): Binary-driven hypernovae and the understanding of gamma-ray bursts
Remo Ruffini (ICRANet): The essential role of the nature of the binary progenitors for understanding gamma ray bursts
Heino Falcke (Radboud University Nijmegen): Imaging black holes now and in the future
Luc Blanchet (Institut d’Astrophysique de Paris): Post-Newtonian theory and gravitational waves
Jean-Loup Puget (Université Paris): From Planck to Atacama Cosmology Telescope
Razmik Mirzoyan (Max Planck Institute for Physics): Gamma-ray and multimessenger highlights with MAGIC
Elisa Resconi (Technical University Munich): Neutrino astronomy in the multimessenger era
Francis Halzen (University of Wisconsin-Madison): IceCube: opening a new window on the universe from the South Pole
James Lattimer (Stony Brook University): The history of R-process
Ralph Engel (Karlsruhe Institute of Technology): What have we learned about ultra-high-energy cosmic rays from the Pierre Auger Observatory?
Paolo De Bernardis (Sapienza - University of Rome):
Fabio Gargano (INFN Bari): DAMPE and its latest results
Markus Arndt (University of Vienna): Experiments to probe quantum linearity at the interface to gravity & complexity
Tobias Westphal (University of Vienna): Micro-mechanical measurements of weak gravitational forces
Shu Zhang (Institute of High Energy Physics, Chinese Academy of Sciences):
Lorenzo Amati (INAF - OAS Bologna): Cosmology and multi-messenger astrophysics with Gamma-Ray Bursts
Elisabetta Cavazzuti (ASI): Gev LAT observations from GRBs and active galactic nuclei
Remo Ruffini (ICRANet): Concluding Remarks
Roy Kerr (University of Canterbury): Towards MG16

Public Lectures

Jeremiah Ostriker (Columbia University): Ultra-light scalars as cosmological dark matter
Malcolm Longair (University of Cambridge): Ryle and Hewish: 50 and 100 year anniversaries [Radio astrophysics and the rise of high energy astrophysics]
Lyman Page (Princeton University): Measuring the Cosmic Microwave Background
Marc Henneaux (Université Libre de Bruxelles): The cosmological singularity
Anne Archibald (Newcastle University): Does extreme gravity affect how objects fall?
Concluding remarks by Prof. Remo Ruffini

For over more than four decades the Marcel Grossmann Meetings have been fostering the interaction between mathematics, relativistic field theories and observations in physics and astrophysics and has witnessed the birth and exponential growth of various new subfields within astrophysics. This has also occurred in 2018 during the MG15 (see Fig. 1), which has seen the participation of approximately one thousand participants from 71 different countries (see Fig. 2). In MG15, as is clear from the above program, we have seen considerable progress in theory on topics ranging from models of quantum gravity to the mathematical structure of Einstein’s equations.

Fig. 1. MG15 official Awards Ceremony on Monday, July 2, 2018.

Fig. 2. Group photo of MG15 participants in the Aula Magna, Sapienza University of Rome.
In particular, an MG15 individual award was given to Prof. Rashid Sunyaev, as a member of the relativistic astrophysics school of Zel’dovich-Sunyaev (see Fig. 3) and to Prof. Shing-Tung Yau, as a representative of the Chinese-American school of differential geometry and general relativity (see Fig. 4).

This has been accompanied by extensive developments in the exploration of the cosmic microwave background with announcements of the final results of the Planck satellite that followed earlier predecessors, like WMAP. In this sense, particularly meaningful have been the MG15
Awards presented to Prof. Jean-Loup Puget, who has successfully accomplished the ESA Plank mission (see Fig. 5) and to Prof. Lyman Page, one of the main participants of the glorious NASA WMAP mission, successfully lead by David Wilkinson (see Fig. 6). I was very fortunate to be in Princeton as an assistant professor at the time WMAP was initially conceived.

X-ray astrophysics gradually successfully evolved from the first rockets of Riccardo Giacconi discovering Scorpius X-1 using well tested Geiger counters, moving on to larger missions using X-ray mirrors in the Einstein Observatory, in XMM and on to the NASA Chandra mission, each new mission introducing new technologies based on previous successes. The
Chandra data on GRB 170817A were amply discussed in the MG15 meeting. Analogously, starting from the earlier gamma ray detectors on the Vela satellite, gamma ray astrophysics reached maturity with the Compton Observatory with the BATSE instruments on board. These two fields joined their separate expertise together in the hybrid Beppo SAX satellite. Equally impressive was the transition from Beppo SAX to the Neil Gehrels Swift Observatory and the Fermi Gamma-Ray Space Telescope that followed EGRET and opened up the field of high energy gamma-ray astrophysics, adding further successes to this ongoing story. One of the most significant contributions to the success of the Fermi mission has been the LAT detector, jointly led by the Hansen Experimental Physics Laboratory (HEPL) at Stanford University, which received the MG15 institutional award, presented to Prof. Leo Hollberg (see Fig. 7).

More recently we are witnessing the birth of TeV astrophysics springing from the ground-based MAGIC, HESS and Whipple telescopes, as well as neutrino astrophysics associated with underground (ICE Cube) and underwater laboratories. New tantalizing results concerning the spectrum and composition of cosmic rays have been reported by the Alpha Magnetic Spectrometer experiment on the international space station. All of these
together mark the gradual development of the largest observational effort in history, well recorded in these MG meetings (see Fig. 8). Today relativistic astrophysics is offering us the possibility of utilizing all of these multi-wavelength observations simultaneously in the study of GRBs and active galactic nuclei. Indeed the description of the distinct temporally discrete episodes for the GRB 130427A, one of the most complex astrophysical objects ever observed, requires the simultaneous knowledge of observations from all of these various wavelengths. This exponential growth in all these areas of astrophysics has been accompanied by attempts at data acquisition of gravitational wave signals arriving on the Earth. After the failure of the initial attempt by Misner and Weber in 1972, the new attempt by LIGO-VIRGO was discussed extensively in this MG15 meeting.

Indeed in addition to the many topics discussed in the plenary lectures, there was a special session dedicated to kilonova and gravitational waves chaired by Enrico Costa on July 3 and a session on gravitational waves chaired by Claus Lämmerzahl on July 4. Many intense discussions took place at the meeting, both in the plenary and parallel sessions, bringing together different points of view, at times controversial, which stimulated a large number of articles published in leading scientific journals in the months following the meetings. The impossibility of finding these discussions in these proceedings is simply explained: it is due to the incomprehensible decision by Sapienza University not to renew the collaboration agreement with ICRANet. What is incomprehensible is that both the research and teaching activities of ICRA and ICRANet are
recognized internationally at a worldwide level, in more than 70 nations. Locks were put on the ICRA Offices (see Fig. 9).

Fig. 9. Remo Ruffini shows to Barry Barish the locked offices of ICRA at Sapienza University.

The preparation of the proceedings was halted. It was not possible to follow up with post-conference interactions and the impossibility of access to our offices and interact with our students. The invited lecturers, clearly indicated in the conference program and some of the world leaders in their fields who had just presented their extremely interesting lectures stimulating widespread interest, mostly chose to publish their results in international journals giving rise to some of the most highly cited articles in recent times. Only a minority were published here. This was also the case for some of the ICRA-ICRANet lectures, which appeared in:


The dialogue we had started at MG15 undoubtedly had a very stimulating effect on the community which have been followed up and expanded upon in the subsequent MG16 meeting in 2021. Paradoxically, the moments of greatest difficulty for ICRA members have coincided with the flow of new ideas which promoted the steps forward towards the final identification of some fundamental laws of black hole electrodynamics. The very night ICRA offices were locked up and its electronic communications cut, we had submitted a paper to The Astrophysical Journal for publication containing the first fundamental steps for identifying the “inner engine” of GRBs as discussed in talks in this conference. After one year and four months a judge ordered Sapienza to return the ICRA offices.

I am looking forward to a renewed successful collaboration with Sapienza University, enjoyed for more than three decades, to pursue a new common “path” for the rapidly expanding knowledge of the largest distant objects in our Universe. There is still room for improvement: now that the differences have been identified in published articles, a joint effort on an attentive scientific analysis on both sides can lead to the understanding of the nature of these differences and to jointly converge to common solutions. For this to occur, dialogue and not obstruction of office space is needed. As soon as these clarifications will be achieved, we will be able to proceed in a broad scientific effort of common topics of interest in Einstein’s theory, in relativistic astrophysics, ranging from the astrophysics of black holes, neutron stars, dark matter and primordial cosmology, observing the rules of basic academic relations.

I am grateful to all members of the IOC and to Carlo Luciano Bianco, Nathalie Deruelle, Rahim Moradi, Tsvi Piran, Jorge Rueda and Narek Sahakyan for advice and discussion.

Remo Ruffini
Chair of the MG International Organizing Committee
Director of ICRANet
President of ICRA

January 10, 2022
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PART C
Chiral symmetry breaking and the Unruh effect

Adrián Casado-Turrión and Antonio Dobado
Departamento de Física Teórica and Instituto IPARCOS. Universidad Complutense, Madrid, 28040, Spain

The possibility of chiral symmetry restoration by acceleration is considered. The Thermalization Theorem formalism and the large $N$ limit (with $N$ being the number of pions) are employed to solve the lowest-order approximation to QCD at low energies in Rindler spacetime. It is shown that chiral symmetry is restored for accelerations higher than the critical value $a_c = 4\pi f_\pi$, with $f_\pi$ being the pion decay constant. The results are completely analogous to those obtained in the inertial, finite-temperature case, evincing the ontic character of the Unruh effect.

Keywords: Unruh effect; chiral symmetry restoration.

1. Introduction

The decade of the 1970s saw the generalization of quantum field theory to curved spacetimes and arbitrary observers in Minkowski spacetime. This led to the establishment of several seminal results, such as the discovery by Hawking that black holes have an intrinsic temperature, and thus radiate until they evaporate.

Attempting to better understand Hawking radiation, Unruh found that a similar result may be obtained even when gravity is not present: he proved that a uniformly accelerated observer in Minkowski spacetime perceives the vacuum state of a free quantum field theory as a thermal ensemble of particles at temperature $T = a/2\pi$ (in natural units), with $a$ being the observer’s acceleration. Despite the fact that this phenomenon requires experimentally unattainable accelerations to be observed directly (for instance, accelerations of the order of $10^{22}$ times the Earth’s mean surface gravity are required to produce an Unruh temperature similar to ambient temperature), it is nevertheless considered to be highly fundamental, since it has been derived in several ways, such as the study of the response of particle detectors along non-inertial trajectories, canonical quantization and even axiomatic quantum field theory (for a thorough review of the Unruh effect, see Ref. 5).

However, none of these methods allows to discern whether the temperature–acceleration analogy introduced by the Unruh effect is just a formal result or if, on the contrary, it is capable of triggering non-trivial dynamical effects, such as phase transitions. The answer to this question requires the use of a formalism which is based on a path-integral approach to field theory, which will therefore be ideally suited to address arbitrary interacting theories and the connection between quantum field theory and thermodynamics. This formalism was developed by Lee in 1986, and is known as the Thermalization Theorem.

In this work, we shall make use of Lee’s formalism in order to study whether accelerated observers are able to experience the spontaneous symmetry breaking or restoration of chiral symmetry, which is one of the main features of the fundamental
theory of strong interactions, QCD, at finite temperature in Minkowski spacetime. Indeed, it has already been shown that accelerating observers detect the restoration of continuous global symmetries in some systems featuring Spontaneous Symmetry Breaking (SSB), such as the Nambu-Jona-Lasinio model, the $\lambda\phi^4$ theory at the one-loop level and the Linear Sigma Model ($L\sigma M$) in the large $N$ limit.

2. Rindler spacetime and the Thermalization Theorem

Consider a uniformly accelerated observer with proper acceleration $a$ along the $X$ direction of Minkowski spacetime $ds^2 = dT^2 - dX^2 - dY^2 - dZ^2 \equiv dT^2 - dX^2 - dX_\perp^2$, where $X^\mu = (T, X, Y, Z)$ are the usual Cartesian-like coordinates. The trajectory of such an observer is the hyperbola $T^2 - X^2 = -1/a^2$, whose asymptotes — the null lines $T = \pm X$ — divide Minkowski spacetime into four quadrants: the regions $\pm X > \pm |T|$, respectively known as the right ($R$) and left ($L$) Rindler wedges, each of which contains one of the branches of the hyperbola; and the regions $\pm T > |X|$, which are respectively the future ($F$) and past ($P$) of the origin. Notice that, while $R$ and $L$ are causally disconnected, both share a common past, and so correlations between them may exist. Hyperbolic motion is conveniently described using comoving coordinates $x^\mu = (t, x, y, z)$, which range in $(-\infty, \infty)$ and are defined by

$$T = a^{-1}e^{ax}\sinh(at), \quad X = \pm a^{-1}e^{ax}\cosh(at), \quad Y = y, \quad Z = z,$$

(1)

with the plus-sign choice covering only $R$ and the minus-sign choice covering only $L$. It is important to notice that this implies that the Euclidean Minkowski time $T_E = \mp T$ and $X$ are periodic functions of the Euclidean comoving time $t_E = \mp t$, with period $2\pi/a$. In terms of comoving coordinates, the Minkowski metric is

$$ds^2 = e^{2ax}(dt^2 - dx^2) - dx_\perp^2,$$

(2)

in both $R$ and $L$. The worldline with $x = 0$ corresponds to the trajectory of constant proper acceleration $a$; in fact, each of the worldlines with constant $x$ is a trajectory with proper acceleration $a(x) = ea^{-ax}$. Hence, it is also useful to define the so-called Rindler coordinates $\rho = 1/a(x) = e^{ax}/a \in [0, \infty)$ and $\eta \equiv at \in (-\infty, \infty)$.

Let us suppose now that there exists a certain quantum field theory defined over Minkowski spacetime, which describes fields of arbitrary spin and their possible interactions. Consider, without loss of generality, a Rindler observer in $R$ (the results generalize straightforwardly to $L$). Because this observer is causally disconnected from all the events in $L$, she will be insensitive to any vacuum fluctuations outside $R$. As a result, the Minkowski vacuum state of the theory, which is a pure state $|\Omega_M\rangle$ for any inertial observer, becomes a mixed state in the eyes of the accelerated observer, who needs to perform a partial trace over the degrees of freedom in $L$.

Most importantly, the corresponding density matrix was shown by Lee to be

$$\rho_R = \text{tr}_L|\Omega_M\rangle\langle\Omega_M| = \frac{e^{-2\pi H_R/a}}{\text{tr}e^{-2\pi H_R/a}},$$

(3)
where $H_R$ is the Rindler Hamiltonian (i.e. the generator of $t$-translations). This density matrix describes a thermal ensemble at temperature $T = a/2\pi$, which is precisely the Unruh temperature originally found for free scalar field theories. However, the applicability of this result is virtually universal: it guarantees that the Minkowski vacuum state will be perceived by a Rindler observer as a thermal state, independently of the field theory considered. This is the reason why it is also known as the Thermalization Theorem.

3. Chiral symmetry and its restoration by acceleration

Two-flavor massless QCD in ordinary Minkowski spacetime is known to possess two distinct phases, one in which chiral $\text{SU}(2)_L \times \text{SU}(2)_R$ symmetry is spontaneously broken into isospin symmetry $\text{SU}(2)_L + \text{SU}(2)_R$, and one in which it is restored. Both phases are separated by a typical Landau-Ginzburg (i.e. second order) phase transition at a certain critical temperature $T_c$, with the order parameter being the quark condensate $\langle \bar{q}q \rangle_T$, where $q$ is the quark field and $\langle \cdot \rangle_T$ denotes the expectation value at temperature $T$ on the Minkowski QCD vacuum state. Thus, because of the temperature–acceleration analogy, it is natural to wonder whether a Rindler observer perceives a restoration of chiral symmetry if her acceleration $a$ is higher than a certain critical value $a_c$. This issue may be elucidated by functionally quantizing the low-energy effective theory for QCD in the right Rindler wedge, and then computing the expectation $\langle \bar{q}q \rangle_a$ on the Minkowski QCD vacuum (which, as per the Thermalization Theorem, will be felt by the accelerated observer as a thermal ensemble at temperature $a/2\pi$). The lowest-order effective field theory for QCD is a non-linear sigma model (NL$\sigma$M) whose Euclidean partition function in $R$ is

$$Z = \int [d\Phi][d\lambda] \exp \left( -\int d^4x \sqrt{g} \left( \frac{1}{2} \partial_{\mu}\Phi^T \partial^\mu \Phi + \frac{1}{2} \lambda (\Phi^T \Phi - f_\pi^2) - M_\pi^2 f_\pi \sigma \right) \right),$$

where $\sqrt{g}$ is the determinant of the Euclidean Rindler metric, $M_\pi$ is the pion mass, $f_\pi$ is the pion decay constant, and $\Phi^T = (\pi^a, \sigma)$ is a real quadruplet belonging to the fundamental representation of $\text{SO}(4) \simeq \text{SU}(2)_L \times \text{SU}(2)_R$, consisting of the three pion fields $\pi^a$ (with $a = 1, 2, 3$) plus an additional field $\sigma$ related to them through the non-linear constraint of the model, $\Phi^T \Phi = \pi^a \pi^a + \sigma^2 = f_\pi^2$, which is in turn enforced through the introduction of the non-dynamical Lagrange-multiplier field $\lambda$. The fields are also required to satisfy the thermal-like Rindler boundary conditions $\pi^a(\tau = 0, x) = \pi^a(\tau = 2\pi/a, x)$, $\sigma(\tau = 0, x) = \sigma(\tau = 2\pi/a, x)$, $\sigma(\tau, |x| = \infty) = f_\pi$ and $\lambda(\tau = 0, x) = \lambda(\tau = 2\pi/a, x)$. In addition, by comparing (4) with the standard QCD partition function (restricted to $R$) it is clear that $\langle \bar{q}q \rangle_a \propto \langle \sigma \rangle_a$.

As it is well known, QCD is asymptotically free, and thus becomes non-perturbative at low energies. In this regime, quarks and gluons cease to be the relevant degrees of freedom and an effective description in terms of the next lightest particles in the hadronic spectrum, the pions, is needed. Coincidentally, the pions are also the (pseudo-)Nambu-Goldstone bosons associated to chiral symmetry breaking.
The NLσM model described above may be solved non-perturbatively in the large $N$ limit, where $N$ is the number of pions. This limit is properly defined if $f_\pi^2$ is of order $N$, i.e. $f_\pi^2 \equiv N F^2$, with $F^2$ being $N$-independent. Bearing this in mind, the Euclidean partition function may be rewritten in the chiral limit $M_\pi \to 0$ as

$$Z = \int [d\pi][d\pi][d\lambda] \exp \left( - \int d^4 x \sqrt{g} \left( - \frac{1}{2} \pi^2 \Box \pi^a - \frac{1}{2} \pi^2 \Box \sigma + \frac{\lambda}{2} (\pi^2 + \sigma^2 - f_\pi^2) \right) \right). \quad (5)$$

The functional integral over the $N$ pion fields is Gaussian, and thus may be readily performed. Defining $\Gamma[\sigma, \lambda]$ as the effective action in the exponent of the remaining integral, the fields can be expanded around some point $(\bar{\sigma}, \bar{\lambda})$ in the functional space where the first functional derivative of $\Gamma[\sigma, \lambda]$ vanishes. Using the steepest descent method, we have $Z = e^{-\Gamma[\sigma, \lambda]} + O(N^{-1/2})$ and $\sigma^2(x) = \langle \sigma(x) \rangle_0^2 = \langle \sigma^2(x) \rangle_0$ in the large $N$ limit. Thus $\bar{\sigma}(x)$ and $\bar{\lambda}(x)$ are chosen to be the solutions of

$$\frac{\delta \Gamma}{\delta \sigma(x)} = -\Box \sigma + \lambda \sigma = 0, \quad (6)$$

$$\frac{\delta \Gamma}{\delta \lambda(x)} = \frac{1}{2} (\sigma^2 - f_\pi^2) + \frac{N}{2} G(x, x; \lambda) = 0, \quad (7)$$

with boundary conditions $\bar{\sigma} = f_\pi$ and $\bar{\lambda} = 0$ at $x \to \infty$, and where

$$(-\Box + \lambda) x G(x, x'; \lambda) = \frac{1}{\sqrt{g}} \delta^4(x - x'). \quad (8)$$

Unfortunately, an exact solution of these equations cannot be easily found. However, they may be solved approximately for $ax << 1$ (i.e. close to the origin of the accelerating frame) by exploiting the peculiar properties of Rindler spacetime. In this region, it can be shown that $\lambda \simeq 0$, and that the relevant Green function is

$$G(x, x; 0) = \int_0^\infty d\omega \frac{\Omega_\pi}{2\rho^2 \tanh(\Omega_\pi)} \rho \omega \left( 1 + \frac{2}{e^{2\pi \omega / a} - 1} \right) + O(a^2 x^2). \quad (9)$$

Introducing $\omega \equiv a \Omega$ and expanding $\rho a = 1 + ax + \ldots$, equation (7) becomes

$$\sigma^2 = f_\pi^2 - \frac{N}{4\pi^2} (1 - 2ax) \int_0^\infty d\omega \omega \left( 1 + \frac{2}{e^{2\pi \omega / a} - 1} \right) + O(a^2 x^2). \quad (10)$$

While the second integral on this equation may be easily calculated, the first one clearly requires regularization (for example, by introducing an $x$-dependent ultraviolet cutoff $\Lambda e^{-ax}$, which leads to a renormalization of $f_\pi$). Thus, if we now define the $N$-independent critical acceleration as $a_c^2 \equiv 48\pi^2 f_\pi^2 / N$ we have

$$\sigma^2(x) = f_\pi^2 \left( 1 - \frac{2}{a_c^2} + \frac{2}{a_c^3} + \ldots \right), \quad (11)$$

which is also a solution of equation (6) at this order. Assuming $\sigma(0)$ to be real, the evaluation of this expression at the origin $x = 0$ of the accelerating frame yields

$$\frac{\sigma(0)}{\sigma(0)}_0 = \frac{\langle \sigma(0) \rangle_0}{\langle \sigma(0) \rangle_0} = \frac{\langle \sigma^2(0) \rangle_0}{\langle \sigma(0) q(0) \rangle_0} = \begin{cases} \frac{1}{\sqrt{1 - \frac{a^2}{a_c^2}}} & \text{if } 0 \leq a < a_c, \\ 0 & \text{if } a \geq a_c. \end{cases} \quad (12)$$
Thus, we clearly see that acceleration triggers the second-order chiral phase transition at the origin of the Rindler frame. For $N = 3$ pions (i.e. the physical case for two-flavour QCD), the critical acceleration $a_c = 4\pi f_\pi$ corresponds to an Unruh-like temperature $T_c = 2f_\pi$, which is precisely the temperature at which the QCD phase transition is found to take place if the NL$\sigma$M is solved in Minkowski spacetime in the same large $N$ limit that we have consider in $R$. Also, the same behavior for $\langle \bar{q}q \rangle_T/\langle \bar{q}q \rangle_0$ is found in this case, but substituting $a/a_c \mapsto T/T_c$. However, the expression for $\langle \bar{q}q \rangle_T/\langle \bar{q}q \rangle_0$ is valid in all Minkowski space, due to its homogeneity and isotropy.

We can extend our discussion to other points close to the origin by considering two different accelerated observers at Rindler coordinates $\rho = 1/a$ and $\rho' = 1/a'$. From the point of view of the first observer, the second one is located at some point with $x$ coordinate given by $\rho' = 1/a' = e^{ax}/a$, i.e. her acceleration is $a' = ae^{-ax}$. Thus, the position-dependent condensate is given by

$$\langle \bar{q}(x)q(x) \rangle \langle \bar{q}(0)q(0) \rangle = \sqrt{1 - a^2 e^{-2ax}}.$$ (13)

Therefore, for a Rindler observer with acceleration $a \in (0, a_c)$, the condensate ranges from $\langle \bar{q}(0)q(0) \rangle$ at infinity to zero at the critical value $x_c \equiv \ln(a/a_c)/a < 0$.

This means that the chiral phase transition takes place on the $(x_c, x_\perp)$ surface. The symmetry is also restored on the region close to the horizon $x < x_c$, where $\langle \bar{q}(x)q(x) \rangle = 0$. Thus, the boundary between the broken and restored phases is completely determined by $a_c$, which only depends on QCD parameters.

Finally, it is interesting to notice that (13) implies that, for points different to the origin, what the condensate feels is equivalent to a thermal bath with a space-dependent temperature $T(x) \equiv ae^{-ax}/2\pi$, which diverges at the horizon and goes to zero at infinity. This temperature is consistent with the Tolman and Ehrenfest rule for thermal equilibrium in static spacetimes, since $T(x)\sqrt{g_00} = a/2\pi$ is an $x$-independent constant, as required by the rule.

4. Conclusions

The powerful Thermalization Theorem formalism has allowed us to demonstrate the ability of the Unruh effect to produce non-trivial dynamical effects. In particular, we have been able to study the restoration of the highly fundamental QCD chiral symmetry by acceleration. We have shown that analogous results are found in both the thermal and Rindler cases, with a typical second-order phase transition occurring for those accelerated observers whose accelerations are higher than the critical value $a_c = 4\pi f_\pi \simeq 1.6$ GeV for $N = 3$ pions. The behavior obtained for the spacetime-dependent temperature felt by the condensate is also compatible with the standard requirements for thermodynamic equilibrium in static spacetimes, of which Rindler space is a particular example. Our results may have applications in ultra-relativistic heavy collisions, in which the Unruh effect has been proposed...
as a possible thermalization mechanism, and also in black holes or cosmological scenarios, since local Rindler coordinates can always be defined close to any horizon.
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We write solutions of relativistic quantum equations explicitly in the helicity basis for \(S = 1/2\) and \(S = 1\). We present the analyses of relations between Dirac-like and Majorana-like field operators. Several interesting features of bradyonic and tachyonic solutions are presented.
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1. Introduction

In Refs. 1, 2 we considered the procedure of construction of the field operators \(ab\) \textit{initio} (including for neutral particles). The Bogoliubov-Shirkov method has been used. In the present article we investigate the helicity \(h = 1/2\) and \(h = 1\) cases in the helicity basis. We look for relations between the Dirac-like field operator and the Majorana-like field operator.

In the first part we refer to the previously found contradiction in the construction of the Majorana-like field operator for spin-1/2. In the 2nd part we analyze the Majorana-like field operator in the \((1, 0) \oplus (0, 1)\) representation. It seems that the calculations in the helicity basis only give mathematically and physically reasonable results.

2. Helicity Basis in the \((1/2, 0) + (0, 1/2)\) Representation

The Dirac equation is:

\[
[i\gamma^\mu \partial_\mu - mc/\hbar]\Psi(x) = 0, \quad \mu = 0, 1, 2, 3.
\]

The \(\gamma^\mu\) are the Clifford algebra matrices

\[
\gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu\nu},
\]

\(g^{\mu\nu}\) is the metric tensor. Usually, everybody uses the definition of the field operator (in Ref. 3) in the pseudo-Euclidean metrics as given \(ab\) \textit{initio}. After actions of the Dirac operator on \(\exp(\mp ip_\mu x^\mu)\) the 4-spinors \((u-\) and \(v-\)) satisfy the momentum-space equations: \((\hat{p} - m)u_h(p) = 0\) and \((\hat{p} + m)v_h(p) = 0\), respectively; the \(h\) is the polarization index. It is easy to prove from the characteristic equations \(\text{Det(}\hat{p} \mp m) = (p_0^2 - \mathbf{p}^2 - m^2)^2 = 0\) that the solutions should satisfy the energy-momentum relations \(p_0 = \pm E_p = \pm \sqrt{\mathbf{p}^2 + m^2}\) for both \(u-\) and \(v-\) solutions.
However, the general scheme of construction of the field operator has been presented in Ref. 4. In the case of the $(1/2, 0) \oplus (0, 1/2)$ representation we have:

\[
\Psi(x) = \frac{1}{(2\pi)^3} \int d^4p \, \delta(p^2 - m^2)e^{-ip \cdot x} \Psi(p) = \frac{1}{(2\pi)^3} \sum_h \int d^4p \, \delta(p_0 - E_p^h) e^{-ip \cdot x} u_h(p_0, \mathbf{p}) a_h(p_0, \mathbf{p})
\]

\[
= \frac{1}{(2\pi)^3} \sum_h \int \frac{d^4p}{2E_p} \left[ \delta(p_0 - E_p) + \delta(p_0 + E_p) \right] \left[ \theta(p_0) + \theta(-p_0) \right] e^{-ip \cdot x}
\]

\[
\times \sum_h u_h(p_0) a_h(p_0) = \frac{1}{(2\pi)^3} \sum_h \int \frac{d^4p}{2E_p} \left[ \delta(p_0 - E_p) + \delta(p_0 + E_p) \right] \left[ \theta(p_0) u_h(p_0) a_h(p_0) + \theta(-p_0) u_h(-p_0) a_h(-p_0) e^{ip \cdot x} \right]
\]

\[
= \frac{1}{(2\pi)^3} \sum_h \int \frac{d^4p}{2E_p} \left[ u_h(p_0) a_h(p_0) \right]_{p_0 = E_p} e^{-i(E_p \cdot x - p \cdot x)}
\]

\[
+ u_h(-p_0) a_h(-p_0) \right|_{p_0 = E_p} e^{i(E_p \cdot x - p \cdot x)}
\]

(3)

During the calculations we had to represent $1 = \theta(p_0) + \theta(-p_0)$ above in order to get positive- and negative-frequency parts. Moreover, we did not yet assume, which equation this field operator (namely, the $u$-spinor) satisfies, with negative- or positive-mass and/or $p^0 = \pm E_p$. In general we should transform $u_h(-p)$ to the $v_h(p)$. The procedure is given below.\textsuperscript{1,2}

The explicit forms of the 4-spinors are very well known in the spinorial basis:

\[
u_\sigma(p) = \frac{N^+_\sigma}{2\sqrt{m(E_p + m)}} \left[ E_p + m + \sigma \cdot \mathbf{p} \right] \phi_\sigma(0), \quad v_\sigma(p) = \gamma^5 u_\sigma(p),
\]

(4)

where $\phi_\uparrow(0) = \chi_\uparrow(0) = \left( \begin{array} {c} 1 \\ 0 \end{array} \right)$ and $\phi_\downarrow(0) = \chi_\downarrow(0) = \left( \begin{array} {c} 0 \\ 1 \end{array} \right)$. The transformation to the standard basis is produced with the $(\gamma^5 + \gamma^0)/\sqrt{2}$ matrix. The normalizations, projection operators, propagators, dynamical invariants etc have been given in Ref. 5, for example.

We should assume the following relation in the field operator (3):

\[
\sum_{h=\uparrow, \downarrow} v_h(p) b_{\uparrow}^\dagger(p) = \sum_{h=\uparrow, \downarrow} u_h(-p) a_h(-p).
\]

(5)

We need $\Lambda_{\mu\lambda}(p) = \bar{\psi}_\mu(p) u_\lambda(-p)$. In the spinorial basis by direct calculations, we find $\Lambda_{\mu\lambda} = -im(\sigma \cdot \mathbf{n})_{\mu\lambda}$, $\mathbf{n} = \mathbf{p}/|\mathbf{p}|$, provided that the normalization was chosen to the mass $m$. The indices $h$ and $\sigma, \mu, \lambda$ are the corresponding polarization indices. However, in the helicity basis with the helicity operator

\[
\hat{h} = \frac{1}{2} \sigma \cdot \hat{p} = \frac{1}{2} \begin{pmatrix}
\cos \theta & \sin \theta e^{-i\varphi} \\
\sin \theta e^{i\varphi} & -\cos \theta
\end{pmatrix}
\]

(6)
The commutation relations may be assumed to be the standard ones\textsuperscript{6,7}:

\[
\phi_{\uparrow}^+ = \left( \frac{\cos \frac{\theta}{2} e^{-i\phi/2}}{\sin \frac{\theta}{2} e^{i\phi/2}} \right), \quad \phi_{\downarrow}^+ = \left( \frac{\sin \frac{\theta}{2} e^{-i\phi/2}}{-\cos \frac{\theta}{2} e^{i\phi/2}} \right), \quad (7)
\]

for \( \pm \frac{1}{2} \) eigenvalues, respectively.

We can start from the Klein-Gordon equation, generalized for describing the spin-1/2 particles (i.e., two degrees of freedom); \( c = \hbar = 1 \):

\[
(p_0 + \sigma \cdot p)(p_0 - \sigma \cdot p)\phi = m^2 \phi. \quad (8)
\]

If the \( \phi_{\uparrow\downarrow} \) spinors are defined by the equation (7) then we can construct the corresponding \( u- \) and \( v- \) 4-spinors:

\[
\begin{align*}
    u_{\uparrow}(p) &= N_{\uparrow} \left( \frac{\phi_{\uparrow}}{m} \right) = \frac{1}{\sqrt{2}} \left( \frac{E_p + m}{E_p + m} \phi_{\uparrow} \right), \\
    u_{\downarrow}(p) &= N_{\downarrow} \left( \frac{\phi_{\downarrow}}{m} \right) = \frac{1}{\sqrt{2}} \left( \frac{E_p - m}{E_p + m} \phi_{\downarrow} \right), \\
    v_{\uparrow}(p) &= N_{\uparrow} \left( \frac{\phi_{\uparrow}}{m} \right) = \frac{1}{\sqrt{2}} \left( \frac{E_p + m}{E_p - m} \phi_{\uparrow} \right), \\
    v_{\downarrow}(p) &= N_{\downarrow} \left( \frac{\phi_{\downarrow}}{m} \right) = \frac{1}{\sqrt{2}} \left( \frac{E_p - m}{E_p - m} \phi_{\downarrow} \right),
\end{align*}
\]

where the normalization to the unit (±1) was now used:

\[
\begin{align*}
    \bar{u}_{\uparrow}(p)u_{\uparrow}(p) &= \delta_{hh'}, \quad \bar{v}_{\uparrow}(p)v_{\uparrow}(p) = -\delta_{hh'}, \\
    \bar{u}_{\downarrow}(p)v_{\downarrow}(p) &= 0 = \bar{v}_{\downarrow}(p)u_{\downarrow}(p). 
\end{align*}
\]

The commutation relations may be assumed to be the standard ones\textsuperscript{3,4,8,9} (compare with\textsuperscript{10}):

\[
\begin{align*}
    [a_{\uparrow}(p), a_{h'}(k)]_+ &= 2E_p \delta^{(3)}(p - k) \delta_{hh'}, [a_{\downarrow}(p), a_{h'}(k)]_+ = 0 = [a_{h'}(p), a_{h'}(k)]_+, \\
    [a_{\uparrow}(p), b_{h'}(k)]_+ &= 0 = [b_{\downarrow}(p), a_{h'}(k)]_+, \\
    [b_{\uparrow}(p), b_{h'}(k)]_+ &= 2E_p \delta^{(3)}(p - k) \delta_{hh'}, [b_{\downarrow}(p), b_{h'}(k)]_+ = 0 = [b_{h'}(p), b_{h'}(k)]_+. 
\end{align*}
\]

Other details of the helicity basis are given in Refs. 13, 11, 12. However, in this helicity case we construct

\[
\Lambda_{\mu\lambda}(p) = v_{\mu}(p)u_{\lambda}(-p) = i\sigma^{\mu}_{\lambda}. \quad (16)
\]
It is well known that "particle = antiparticle" in the Majorana theory. So, in the language of the quantum field theory we should have

$$ b_{\mu}(E_{p}, p) = e^{i\varphi} a_{\mu}(E_{p}, p). $$

(17)

Usually, different authors use $\varphi = 0, \pm \pi/2$ depending on the metrics and on the forms of the 4-spinors and commutation relations, etc. The application of the Majorana ansatz leads to the contradiction in the spinorial basis. Namely, it leads to existence of the preferred axis in every inertial system (only $p_y$ survives), thus breaking the rotational symmetry of the special relativity.

Next, we can use another Majorana ansatz $\Psi = \pm e^{i\alpha} \Psi^c$ with usual definitions

$$ C = e^{i\varphi} \begin{pmatrix} 0 & i\Theta \\ -i\Theta & 0 \end{pmatrix}, \quad \Theta = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. $$

(18)

Thus, on using $Cu^*_\lambda(p) = -iv_{\lambda}(p)$, $ Cv^*_\lambda(p) = +iv_{\lambda}(p)$ we come to other relations between creation/annihilation operators

$$ a^\dagger_{\lambda}(p) = \pm ie^{-i\alpha} b^\dagger_{\lambda}(p), \quad a^\dagger_{\lambda}(p) = \mp ie^{-i\alpha} b^\dagger_{\lambda}(p), $$

(19)

which may be used instead of (17). In the case of $\alpha = \pi/2$ we have similar relations as in (16), but for positive-energy operators. Due to the possible signs $\pm$ the number of the corresponding states is the same as in the Dirac case that permits us to have the complete system of the Fock states over the $(1/2, 0) \oplus (0, 1/2)$ representation space in the mathematical sense. Please note that the phase factors may have physical significance in quantum field theories as opposed to the textbook nonrelativistic quantum mechanics, as was discussed recently by several authors. However, in this case we deal with the self/anti-self charge conjugate quantum field operator instead of the self/anti-self charge conjugate quantum states. Please remember that it is the latter that answer for the neutral particles. The quantum field operator contains operators for more than one state, which may be either electrically neutral or charged.

3. Helicity Basis in the $(1, 0) + (0, 1)$ Representation

The solutions of the Weinberg-like equation

$$ \left[ \gamma^\mu \partial_\mu - \frac{(i\partial/\partial t) E}{m^2} \right] \Psi(x) = 0. $$

(20)

are found in Refs. 15, 16, 17, 18. Here they are:

$$ u_\sigma(p) = \begin{pmatrix} D^S(\Lambda_R)\xi_\sigma(0) \\ D^S(\Lambda_L)\xi_\sigma(0) \end{pmatrix}, \quad v_\sigma(p) = \begin{pmatrix} D^S(\Lambda_R\Theta_{[1/2]}^c)\xi^*_\sigma(0) \\ -D^S(\Lambda_L\Theta_{[1/2]}^c)\xi^*_\sigma(0) \end{pmatrix} = \Gamma^5 u_\sigma(p), $$

(21)

$$ \Gamma^5 = \begin{pmatrix} 1_{3\times3} & 0 \\ 0 & -1_{3\times3} \end{pmatrix}, $$

(22)
in the “spinorial” representation. The $D^S$ is the matrix of the $(S, 0)$ representation of the spinor group $SL(2, e)$.

In the $(1, 0) \oplus (0, 1)$ representation the procedure of derivation of the creation operators (in the similar way as in the previous Section) leads to somewhat different situation:

$$
\sum_{\sigma=0, \pm 1} v_\sigma(p) b^\dagger_{\sigma}(p) = \sum_{\sigma=0, \pm 1} u_\sigma(-p) a_\sigma(-p). 
$$

We obtain

$$
b^\dagger_{\sigma}(p) \equiv 0.
$$

However, if we return to the original Weinberg equations $[\gamma^\mu \partial_\mu \partial_\nu \pm m^2] \Psi_{1,2}(x) = 0$ with the field operators:

$$
\Psi_1(x) = \frac{1}{(2\pi)^3} \sum_\mu \int \frac{d^3p}{2E_p}[u_\mu(p)a_\mu(p)e^{-ip\cdot x} + u_\mu(p)b^\dagger_\mu(p)e^{+ip\cdot x}], 
$$

$$
\Psi_2(x) = \frac{1}{(2\pi)^3} \sum_\mu \int \frac{d^3p}{2E_p}[v_\mu(p)c_\mu(p)e^{-ip\cdot x} + v_\mu(p)d^\dagger_\mu(p)e^{+ip\cdot x}], 
$$

we obtain

$$
b^\dagger_{\mu}(p) = [1 - 2(S \cdot n)^2]_{\mu \lambda} a_\lambda(-p),
$$

$$
d^\dagger_\mu(p) = [1 - 2(S \cdot n)^2]_{\mu \lambda} c_\lambda(-p).
$$

The application of $\Pi_\mu(-p) a_\lambda(-p) = \delta_{\mu \lambda}$ and $\Pi_\mu(-p) c_\lambda(p) = [1 - 2(S \cdot n)^2]_{\mu \lambda}$ prove that the equations are self-consistent (similarly to the consideration of the $(1/2, 0) \oplus (0, 1/2)$ representation). This situation signifies that in order to construct the Sankaranarayanan-Good field operator (which was used by Ahluwalia, Johnson and Goldman\cite{22}) we need additional postulates. One can try to construct the left- and the right-hand side of the field operator separately each other. In this case the commutation relations may also be more complicated.

Is it possible to apply the Majorana-like anzatz to the $(1, 0) + (0, 1)$ fields? It appears that in this basis we also come to the same contradictions as before. We have two equations

$$
a_\mu(p) = +e^{-i\varphi}[1 - 2(S \cdot n)^2]_{\mu \lambda} a^\dagger_\lambda(-p),
$$

and

$$
a^\dagger_\mu(p) = +e^{+i\varphi}[1 - 2(S^* \cdot n)^2]_{\mu \lambda} a_\lambda(-p).
$$

In the basis where $S_z$ is diagonal the matrix $S_\mu$ is imaginary\cite{23}. So, $(S^* \cdot n) = S_zn_x - S_yn_y + S_zn_z$, and $(S^* \cdot n)^2 \neq (S \cdot n)^2$ in the case of $S = 1$. So, we conclude that there is the same problem in this point, in the application of the Majorana-like anzatz, as in the case of spin-1/2. Similarly, one can proceed with (28). What would we have in the basis where all $S^\dagger_{jk} = -i\epsilon_{ijk}$ are pure imaginary? Finally,
I just want to mention that the attempts of constructing the self/anti-self charge conjugate states failed in Ref. 19. Instead, the $\Gamma^5 S^c_{[1]} - \text{self/anti-self conjugate states}$ have been constructed therein.

Now we turn to the helicity basis. The helicity operator in the $(1/2, 1/2)$ representation is frequently presented:

$$
\frac{(S^I \cdot p)}{p} = \frac{1}{p} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -ip^3 & ip^2 \\
0 & ip^3 & 0 & -ip^1 \\
0 & -ip^2 & ip^1 & 0
\end{pmatrix},
\frac{(S \cdot p)}{p} \epsilon^{\mu}_{\pm 1} = \pm \epsilon^{\mu}_{\pm 1}, \frac{(S \cdot p)}{p} \epsilon^{\mu}_{0,0} = 0.
$$

(31)

However, we are aware about some problems with the chosen basis. The helicity operator is (in the case of $S^3$ diagonal):

$$
\frac{(S^{II} \cdot p)}{p} = \frac{1}{p} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & p_z & \mu & 0 \\
0 & \mu & p_z & 0 \\
0 & 0 & 0 & -p_z
\end{pmatrix}.
$$

(32)

The unitary transformation, Ref. 6, p. 55

$$
U = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 1 \\
0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0
\end{pmatrix},
U \frac{(S^I \cdot p)}{p} U^+ = \frac{(S^{II} \cdot p)}{p}
$$

(33)

can be performed to transfer operators and polarization vectors from one basis to another. The first-basis eigenvectors are:

$$
\epsilon^{\mu}_{\pm 1} = \frac{1}{\sqrt{2}} \frac{\epsilon^{\alpha}}{p} \begin{pmatrix}
0 & \frac{-p^1 p^3 + ip^2}{\sqrt{(p^1)^2 + (p^2)^2}} \\
0 & \frac{-p^2 p^3 + ip^1}{\sqrt{(p^1)^2 + (p^2)^2}} \\
\frac{-p^1 p^3 + ip^2}{\sqrt{(p^1)^2 + (p^2)^2}} & 0 \\
\frac{-p^2 p^3 + ip^1}{\sqrt{(p^1)^2 + (p^2)^2}} & 0
\end{pmatrix}, \epsilon^{\mu}_{0} = \frac{1}{\sqrt{2}} \frac{\epsilon^{\alpha}}{p} \begin{pmatrix}
0 & \frac{-p^3 p^1 + ip^2}{\sqrt{(p^1)^2 + (p^2)^2}} \\
0 & \frac{-p^2 p^1 + ip^3}{\sqrt{(p^1)^2 + (p^2)^2}} \\
\frac{-p^3 p^1 + ip^2}{\sqrt{(p^1)^2 + (p^2)^2}} & 0 \\
\frac{-p^2 p^1 + ip^3}{\sqrt{(p^1)^2 + (p^2)^2}} & 0
\end{pmatrix}
$$

(34)

$$
\epsilon^{\mu}_{0,0} = \frac{1}{m} \begin{pmatrix}
E^1 \\
E^2 \\
E^3
\end{pmatrix}, \epsilon^{\mu}_{0,0} = \frac{1}{m} \begin{pmatrix}
E^1 \\
E^2 \\
E^3
\end{pmatrix}
$$

(35)

The eigenvectors $\epsilon^{\mu}_{\pm 1}$ are not the eigenvectors of the parity operator $(\gamma_0 R)$ of this representation. However, the $\epsilon^{\mu}_{1,0}, \epsilon^{\mu}_{0,0}$ are. Surprisingly, the latter have no well-defined massless limit. In order to get the well-known massless limit one should use the basis of the light-front form representation, cf. Ref. 20. We also note that the polarization vectors have relations to the solutions of the $(1, 0) \oplus (0, 1)$ representation through the Proca equations or the Duffin-Kemmer-Petiau equations.
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The corresponding helicity operator of the $(1, 0) \otimes (0, 1)$ representation is

$$\hat{h} = \begin{pmatrix} (S_{3\times 3} \cdot p) & 0 \\ 0 & (S_{3\times 3} \cdot p) \end{pmatrix} \tag{36}$$

The eigen 3-vectors are\(^6,7\)

$$\phi_\uparrow = N e^{i\alpha_0} \begin{pmatrix} \frac{1}{2}(1 + \cos \theta)e^{-i\varphi} \\ \sqrt{\frac{1}{2}} \sin \theta \\ \frac{1}{2}(1 - \cos \theta)e^{i\varphi} \end{pmatrix}, \quad \phi_\downarrow = N e^{i\alpha_0} \begin{pmatrix} -\frac{1}{2}(1 - \cos \theta)e^{-i\varphi} \\ \sqrt{\frac{1}{2}} \sin \theta \\ -\frac{1}{2}(1 + \cos \theta)e^{i\varphi} \end{pmatrix} \tag{37}$$

$$\phi_{\pm} = N e^{i\alpha_0} \begin{pmatrix} -\sqrt{\frac{1}{2}} \sin \theta e^{-i\varphi} \\ \cos \theta \\ \sqrt{\frac{1}{2}} \sin \theta e^{i\varphi} \end{pmatrix} \tag{38}$$

Finally, some notes concerning with the tachyonic solutions of the Weinberg equations in the $(1, 0) \oplus (0, 1)$ representation space. While some authors, e.g. Ref. 21, argued recently that the tachyonic energy-momentum relation $E = \pm \sqrt{p^2c^2 - m_0^2c^4}$ may lead to some interpretational problems, we still consider it in this paper. The Weinberg equations $[\gamma^\mu p_\mu \partial_\nu \pm m_0^2] \Psi_{1,2}(x) = 0$ give us both bradyonic and tachyonic solutions, $E = \pm \sqrt{p^2c^2 \pm m_0^2c^4}$. We present them now in the helicity basis which may help us to overcome the difficulties in constructions of the Majorana(-like) field operators, as shown above. If $\phi_R(0) = \phi_L(0)$, the 6-objects can be normalized to the unit. The solutions of $[\gamma^\mu p_\mu - m^2] \Psi(x) = 0$ are

$$u_\uparrow(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} m \chi^\uparrow \\ E_p - p \chi^\uparrow \\ m \chi^\uparrow \end{pmatrix}, \quad u_\downarrow(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} m \chi^\downarrow \\ E_p + p \chi^\downarrow \\ m \chi^\downarrow \end{pmatrix}, \quad u_{\pm}(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} \chi_{\rightarrow} \\ \chi_{\rightarrow} \\ \chi_{\rightarrow} \end{pmatrix}. \tag{39}$$

In the case of tachyonic solutions ($E_p < p$) we shall be no able to normalize to 1. However, it is possible to normalize to $-1$. In this case we have in the helicity basis:

$$U_\uparrow(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} E_p + p \chi^\uparrow \\ -m \chi^\uparrow \\ E_p - p \chi^\uparrow \end{pmatrix}, \quad U_\downarrow(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} m \chi^\downarrow \\ E_p + p \chi^\downarrow \\ m \chi^\downarrow \end{pmatrix}, \quad U_{\pm}(p) = \frac{1}{\sqrt{2}} \begin{pmatrix} \chi_{\rightarrow} \\ -\chi_{\rightarrow} \\ \chi_{\rightarrow} \end{pmatrix}. \tag{40}$$

Nevertheless, self/anti-self charge-conjugated 6-objects have not been constructed till now.

4. Conclusions

We conclude that the calculations in the helicity basis may be useful to give mathematically and physically reasonable results when dealing with the Majorana(-like) particles.
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Scalar fields during inflation naturally define a curved field space through their kinetic interactions. When the curvature of this space is negative, the geodesic deviation of the inflationary trajectory may overcome the stabilizing force of the potential, and drive the system away from its original path in field space into a new attractor solution — a scenario known as sidetracked inflation. This note presents a brief introduction to the proposal along with a review of its main features and predictions. In particular, we highlight the strongly non-geodesic nature of the sidetracked inflationary phase and how this relates to some of the hallmarks of the model, such as the possibility of realizing inflation with steep potentials and a transient instability of perturbations that leads to unique observational signatures.

1. Introduction and set-up

Inflationary models with multiple scalar fields are attractive for a number of reasons. String theory for instance generically predicts a large number of fields in the form of moduli that arise upon compactifying to four spacetime dimensions. While single-field models of inflation are in strong tension with quantum gravity constraints, namely the eta problem and the swampland conjectures, multi-field theories can in principle be made consistent with such requirements. The presence of multiple scalars naturally leads one to consider non-linear sigma models of inflation characterized by a curved target space, a class of theories that can give rise to very interesting dynamical behaviors, such as strongly non-geodesic motion, non-standard inflationary attractors, and the phenomenon of geometrical destabilization.

Motivated by these considerations, we scrutinize a class of inflationary models defined by the action

\[ S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R[g] - \frac{1}{2} G_{IJ}(\phi) \nabla^\mu \phi^I \nabla_\mu \phi^J - V(\phi) \right]. \]  \hspace{1cm} (1)

The gravitational part is the Einstein–Hilbert term for the metric tensor \( g_{\mu\nu} \), and \( \phi^I \) denotes the multiplet of scalar fields. The matrix \( G_{IJ} \) has the natural interpretation of a metric in the internal field space in which the scalars \( \phi^I \) perform as coordinates. Lastly \( V(\phi) \) is the potential term and is a priori an arbitrary function of all the fields. An inflationary state is defined by a flat FLRW spacetime metric with scale factor \( a(t) \) and Hubble parameter \( H(t) = \dot{a}/a \) (with \( t \) the cosmic time), and by spatially homogeneous fields \( \phi^I(t) \). The latter define the background trajectory in the field space, which is in general not a geodesic due to the effects of gravity and the force from the potential.
As advertised, we are interested in the case where the field space has a non-trivial curvature. This means that there exists no choice of fields’ parametrization for which \( G_{IJ} = \delta_{IJ} \), and for this reason we refer to this class of models as non-canonical. Note that non-canonical models are necessarily multi-field as there is no intrinsic curvature in one dimension. The metric \( G_{IJ} \), being a function of the fields, induces interactions among the scalars given by higher (mass) dimension operators,

\[
G_{IJ}(\phi) = \delta_{IJ} + \frac{1}{M} a^{(1)}_{IJK} \phi^K + \frac{1}{M^2} a^{(2)}_{IJKLM} \phi^K \phi^L + \cdots ,
\]

where the coefficients \( a^{(n)} \) are dimensionless, and \( M \) is the typical energy scale that characterizes the interactions. This implies that the curvature of the field space is of order \( 1/M^2 \). We assume that \( H \ll M \ll M_P \) so that the “new physics” associated to the scale \( M \) may in principle have sizable effects on the physics of inflation.

Particularly interesting is the situation where the field space curvature is negative. Theories with a negatively curved target space are of prime importance in top-down constructions of inflation within supergravity, to wit the \( \alpha \)-attractor class of models. The geometrical destabilization of inflation alluded to before also relies on having a negative curvature, and which serves as a physical motivation for the scenario of sidetracked inflation that we introduce and review below. To this end, we consider linear perturbations about an inflationary solution of the action (1), parametrized by variables \( Q^I \) corresponding to gauge invariant combinations of the scalar and metric perturbations (and they coincide with the scalar field fluctuations \( \delta \phi^I \equiv \phi^I - \bar{\phi}^I \) in the spatially flat gauge). At this stage we restrict our attention to theories with two fields, as this is already enough to capture most of the interesting multi-field effects. We can then perform a projection of the linearized equation of motion along the adiabatic direction, i.e. the direction tangential to the background trajectory, and the entropic direction, which by definition is orthogonal to the adiabatic one, with the metric \( G_{IJ} \) defining the inner product. The two projections of \( Q^I \) are denoted by \( Q_\sigma \) and \( Q_s \) for the adiabatic and entropic perturbations, respectively. At linear level, the adiabatic mode is in fact related to the comoving curvature perturbation \( \zeta \) via \( Q_\sigma = \frac{\dot{\sigma}}{H} \zeta \), where \( \dot{\sigma} \equiv \sqrt{G_{IJ} \dot{\phi}^I \dot{\phi}^J} \) is the speed of the background trajectory. The entropic mode on the other hand satisfies the equation of motion

\[
\ddot{Q}_s + 3H \dot{Q}_s + \left( \frac{k^2}{a^2} + m_s^2 \right) Q_s = -2\dot{\sigma} \eta_\perp \dot{\zeta} ,
\]

with the definitions

\[
\eta_\perp \equiv -\frac{V_s}{H \dot{\sigma}} , \quad m_s^2 \equiv V_{ss} - H^2 \eta_\perp^2 + \epsilon M_P^4 H^2 R_{16} .
\]

Here \( \eta_\perp \) is known as the bending parameter,\(^a\) which quantifies the deviation of the background trajectory from a geodesic path. We say that an inflationary solution

\(^a\)To be more precise, the bending parameter is defined as the turning rate (in units of \( H \)) of the background trajectory. The relation \( \eta_\perp = -\frac{V_s}{H \dot{\sigma}} \) then follows from the background equation of motion rather than as a definition.
features strongly non-geodesic motion if $|\eta_\perp| \gg 1$. Lastly, $m_s^2$ corresponds to the effective entropic mass of the fluctuations, and crucially depends on the field space Ricci scalar $R_{fs}$.

The interpretation of $m_s^2$ as an effective mass requires some care, as $Q_s$ is actually coupled to $\zeta$. In fact, on super-Hubble scales $k/a \ll H$ it can be shown that (4) reduces to $\ddot{Q}_s + 3H \dot{Q}_s + m_{s(\text{eff})}^2 Q_s = 0$, with $m_{s(\text{eff})}^2 \equiv m_s^2 + 4H^2 \eta_\perp^2$. On the other hand, on sub-Hubble scales the perturbations’ equations remain coupled and there is no clean notion of an effective mass for either field. Nevertheless, the quantity $m_s^2$ can still serve as a powerful probe of the dynamics of the fluctuations, in particular of their stability, and will play a crucial role in the scenario of inflation that we will describe below.

Returning to the super-Hubble evolution, we observe that the quantity $m_{s(\text{eff})}^2$ is a measure of the stability of large scale perturbations and hence of the background itself. As remarked above, in a negatively curved field space the curvature gives a contribution proportional to $-\epsilon |R_{fs}|$ to the effective mass, which may eventually overcome the stabilizing effect of the potential provided that the slow-roll parameter $\epsilon$ grows fast enough. In a standard picture of inflation where the potential has a flat direction corresponding to the inflaton field, the effective mass $m_{s(\text{eff})}^2$ may thus transition from positive to negative at some critical time when the inflationary state becomes unstable. This is known as the geometrical destabilization of inflation\(^1\). The onset of the instability implies that perturbation theory breaks down and that the homogeneous inflationary vacuum can no longer be trusted. On physical grounds, however, it is plausible that the mayhem will eventually subside and that the system will settle down into a new homogeneous state,\(^b\) i.e., into a second inflationary phase known as sidetracked inflation,\(^3\) owing to the way in which the background trajectory deviates from its original path in field space (Fig. 1).

Fig. 1. Schematic plot of the field-space trajectory in sidetracked inflation.

\(^b\)A recent analysis based on the stochastic formalism supports this assumption\(^2\).
2. Sidetracked inflation

The story we have described relies on the existence of an attractor solution to the equations of motion that proceeds away from the minimum of the potential. Such an attractor may be heuristically understood as arising from the balance between the stabilizing force of the potential and the destabilizing geodesic deviation caused by the negative curvature of the field space.

For concreteness we focus on two-field models and write \( \phi^1 \equiv \varphi \) and \( \phi^2 \equiv \chi \). It will be useful to think of \( \varphi \) as the inflaton and of \( \chi \) as an additional heavy field. The potentials we consider will be of the form

\[
V = \Lambda^4 V(\varphi) + \frac{m_h^2}{2} \chi^2,
\]

where \( V(\varphi) \) is the dimensionless inflaton potential (the scale \( \Lambda \) being determined a posteriori by the normalization of the curvature power spectrum) and \( m_h \gg H \) is the mass of \( \chi \). Motivated by our goal of understanding the effects of the field space curvature in inflation, we restrict our attention to two simple field space metrics. A first one that we dub “minimal”,

\[
G_{IJ}^{\text{min}} d\phi^I d\phi^J = \left(1 + \frac{2\chi^2}{M^2}\right) d\varphi^2 + d\chi^2, \quad R^{\text{min}}_{\text{fs}} = -\frac{4}{M^2(1 + 2\chi^2/M^2)},
\]

and a second corresponding to a hyperbolic plane metric,

\[
G_{IJ}^{\text{hyp}} d\phi^I d\phi^J = \left(1 + \frac{2\chi^2}{M^2}\right) d\varphi^2 + \frac{2\sqrt{2}}{M} d\varphi d\chi + d\chi^2, \quad R^{\text{hyp}}_{\text{fs}} = -\frac{4}{M^2}.
\]

The unusual parametrization of the hyperbolic plane given in (6) will be useful in order to compare the effects of the two geometries.

We begin by outlining the salient properties of the background dynamics. First, the sidetracked inflationary phase lasts in general much longer than it would in the absence of a geometrical destabilization. This is in fact common to other non-canonical theories and is due to the effective stretching of the inflaton potential as a result of the effect of the heavy field \( \chi \) in the normalization of the inflaton’s kinetic term. Second, sidetracked inflation is crucially different from standard slow-roll in that the covariant acceleration of \( \chi \) is non-negligible. More explicitly, the equation of motion

\[
D_t \dot{\chi} + 3H \dot{\chi} + V_{,\chi} = 0
\]

allows for two types of attractors (depending on the parameters of the model): a standard slow-roll attractor characterized by a negligible acceleration \( D_t \dot{\chi} \), yielding the usual relation \( \dot{\chi} \simeq -V_{,\chi}/3H \); and a “sidetracked attractor” where both \( \dot{\chi} \) and \( \ddot{\chi} \) are negligible, hence giving the relation \( \Gamma^\chi_{\chi\varphi}\varphi^2 + V_{,\chi} \simeq 0 \) which shows the balance between geometrical and potential effects that we alluded to above. Third, the expressions for the slow-roll parameters in sidetracked inflation are approximately given by

\[
\epsilon \simeq \frac{1}{2\sqrt{2} \frac{M|V_{,\varphi}|}{V}}, \quad \eta \simeq 3\epsilon - \frac{1}{\sqrt{2} \frac{m_h}{H}} \frac{MV_{,\varphi\varphi}}{|V_{,\varphi}|},
\]

which differ from the usual single-field results. Given that \( m_h/H \) is large (albeit not too much, for otherwise there will be no destabilization of the standard attractor), we conclude that the quasi-de Sitter approximation is valid provided that the
inflaton potential is flat in units of $M$, which should be contrasted to the single-field case where the potential is required to be flat in Planck units. This is a very welcome feature of the model in view of the swampland conjectures that constrain the derivatives of the potential in the context of inflation and that could rule out large classes of single-field theories.

Next we turn to the behavior of perturbations. A first remark is that the super-Hubble entropic mass $m^2_{s\text{(eff)}}$ is always large and positive, thanks to the contribution from the bending parameter $\eta_\perp$, which is large in our set-up. Sidetracked inflation is thus characterized by a strongly non-geodesic motion, and this is indeed at the heart of many of the peculiar properties of the proposal. The large value of $m^2_{s\text{(eff)}}$ also implies that entropic (or isocurvature) perturbations quickly decay after horizon crossing as well as the standard conservation law $\dot{\zeta} = 0$ for the adiabatic mode. On the other hand, the sub-Hubble evolution is quite model-dependent, although we can identify three qualitatively distinct behaviors based on the value of the effective mass $m^2_s$, as we now explain (see Ref. 3 for details).

$|m^2_s| \ll H^2$. For the inflaton potentials that we have scrutinized, this case arises for the choice of the minimal metric, Eq. (5). Naively, a light entropic mass would suggest strong multi-field effects around the time of horizon crossing. However, the strongly non-geodesic motion gives rise to a new scale $H^2 \eta^2_\perp \gg H^2$ in the problem, allowing for an effective single-field description featuring a non-linear dispersion relation $\omega(k) \propto k^2$ for the relevant degree of freedom. The large value of the bending typically also implies a reduced tensor-to-scalar ratio of order $r \sim \epsilon / \sqrt{\eta_\perp}$ (however with a time of evaluation that occurs later than Hubble crossing).

$|m^2_s| \gg H^2$ and $m^2_s > 0$. This case occurs for the hyperbolic metric, eq. (6), whenever $V_{,\varphi} > 0$. The large entropic mass signifies that an effective theory for the adiabatic mode may be obtained upon integrating out the entropic perturbation. The resulting dispersion relation is given by $\omega^2 = c^2_s k^2$, where $c_s$ is the effective sound speed, and we find $0 < c^2_s \ll 1$ for the models we have looked at. This is the usual scenario of single-field inflation with a reduced speed of sound. The tensor-to-scalar ratio is correspondingly suppressed as $r \sim \epsilon c_s$, while non-Gaussianities are enhanced by a factor of $1/c^2_s$.

$|m^2_s| \gg H^2$ and $m^2_s < 0$. This situation also arises when the field space is hyperbolic, but now with $V_{,\varphi} < 0$. The negative value of $m^2_s$ signals a tachyonic instability of the entropic mode (again with the caveat that the perturbations are coupled at linear order). Although counterintuitive, this situation allows one to integrate out the tachyonic field in a standard way, with the consequence that the resulting effective theory is characterized by an imaginary speed of sound — the low-energy “issue” given by the tachyonic instability has now become a high-energy phenomenon in the form of a gradient instability. This is not a priori catastrophic, as the instability is only transient, lasting a few e-folds around the time of horizon crossing. The predictions in this set-up are quite interesting, notably an exponentially reduced tensor-to-scalar ratio and non-Gaussianities of the flattened shape. 4
3. Final remarks

We conclude this note with a brief discussion of some recent developments concerning the proposal of sidetracked inflation and other closely related topics. The non-standard attractor that defines the sidetracked inflationary phase has been understood to belong to a general class of attractor solutions characterized by a large degree of bending.\textsuperscript{5–7} These analyses provide a unifying picture for several novel multi-field theories of inflation in which the curvature of the internal field space plays a crucial role. On the other hand, the possibility of having a transient tachyonic instability — which has been observed in the model of hyperinflation\textsuperscript{8} and, as we have seen, in a class of models of sidetracked inflation — has been critically studied in Ref. 9. An important conclusion is that the exponential growth of the perturbations that results from the instability can easily lead to a breakdown of perturbation theory. Avoiding this can only be achieved by a strong restriction of the parameter space of these models, thus serving as a powerful criterion by which various recent proposals can be constrained and eventually ruled out.
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This paper is a brief summary of work already published in Ref. 1. It is inspired by solid inflation which is a cosmological model with inflation driven by fields which enter the Lagrangian in the same way as body coordinates of a solid matter enter the equation of state. We construct a simple generalization of this model by adding a scalar field with standard kinetic term to the action, and focus on calculation of quantities which can be compared with observations of CMB anisotropies.
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1. Model Under Consideration

One of less standard example of multi-field inflationary models is solid inflation\(^2,3\), driven by three-component scalar field \(\phi^I\) which enter the Lagrangian in the same way as body coordinates of solid matter enter the equation of state, so that the matter action has to be invariant under internal translations and rotations,

\[
\phi^I \rightarrow M^I_J \phi^J + C^I, \quad M^I_J \in SO(3), \quad C^I \in \mathbb{R}^3, \quad I, J = 1, 2, 3,
\]

(1)

where the capital indices are raised and lowered by the Euclidean metric. The simplest possible background configuration, \(\phi^I = \delta^I_i x_i\), with \(x_i\) denoting spatial coordinates, breaks the spatial translational and rotational symmetry, but in a flat universe it is invariant under the combined spatial-internal transformations. As shown by Endlich et al.\(^3\), in this model there appears anisotropic dependence of the scalar bispectrum on how the squeezed limit is approached. Further development of the theory includes\(^4-7\).

In this paper we study a combined inflationary model including scalar field \(\varphi\) with standard kinetic term and three-component scalar field \(\phi^I\) with symmetries defined above. Similar approach can be found in Ref. 8 where the authors study a model with special form of equation of state of the solid but non-trivial coupling of scalar fields to gravity. In our Lagrangian

\[
L = \frac{1}{2} g^{\mu\nu} \partial_\mu \varphi \partial_\nu \varphi + F(\varphi, X, Y, Z), \quad X = \text{Tr} B^2 / X^2, \quad Y = \text{Tr} B^3 / X^3, \quad Z = \text{Tr} B^3 / X^3,
\]

(2)

there is no non-trivial coupling of scalar fields to gravity, but we keep the form of equation of state as general as possible, omitting derivative couplings only. Variables \(X, Y\) and \(Z\) are three independent quantities invariant under transformations (1), for which we have adopted definitions from Ref. 3, where \(B^{IJ} = -g^{\mu\nu} \partial_\mu \phi^I \partial_\nu \phi^J\) is the body metric. (We have changed its sign in order to reconcile it with the signature of the metric tensor \((+ - - -)\), which we use throughout the paper.) Our model represents a straightforward combination of the solid inflation and the basic
single-field models. It can be considered as, for instance, a simple toy model of interactions of fields driving the solid inflation with fields of an effective field theory of the standard model.

For different functions $F$ there are different solutions of the background equations and a useful quantity measuring the deviation from the de Sitter solution is the slow-roll parameter $\epsilon = -\frac{\dot{H}}{H^2}$, with $H = \frac{\dot{a}}{a}$, which can be written as

$$\epsilon = p + q - \frac{1}{3}pq, \quad p = \frac{\dot{\phi}^2}{2M_{Pl}^2H^2}, \quad q = X\frac{F_X}{F},$$

where $p$ and $q$ are the slow-roll parameters of the single-field inflation and the solid inflation respectively. In our combined model we have an additional degree of freedom, so that the slow-roll parameter can be small also for finite values of the parameters $p$ and $q$; however, in this work we restrict ourselves to the special case in which both $p$ and $q$ are small.

2. Cosmological Perturbations

For the perturbation theory we adopt the technical approach from Ref. 9. In the ADM parametrisation the metric is $ds^2 = N^2dt^2 - h_{ij}(dx^i + N^i dt)(dx^j + N^j dt)$. The flat Friedmann–Robertson–Walker–Lematre metric corresponds to $N = 1$, $N^i = 0$, and $h_{ij} = a^2\delta_{ij}$, where $a(t)$ is the scale factor. For analysing perturbations we will use spatially flat slicing gauge in which the scalar and vector perturbations of the three-dimensional metric are set to zero. The metric and matter perturbations are given by

$$N = 1 + \delta N, \quad N^i = \xi^i + N_i^T, \quad h_{ij} = a^2e^{\gamma_{ij}}, \quad \phi = \phi_0 + \delta \phi, \quad \phi^I = x^I + \pi^I, \quad \pi^I = \rho^I + \pi^I_T,$$

where $N^i$ and $\pi^I$ are decomposed into scalar and vector parts (longitudinal and transversal parts in Helmholtz decomposition), $N^i_T$ and $\pi^I_T$ satisfying $N^i_{T,i} = 0$ and $\pi^I_{T,I} = 0$, and $\gamma_{ij}$ is traceless and transversal, i.e. $\gamma_{ii} = 0$ and $\gamma_{ij,j} = 0$. By varying the action consisting of the Einstein–Hilbert part and the matter Lagrangian with respect to $N^i$ and $\delta N$ we obtain the momentum and Hamiltonian constraints. By inserting solutions of constraints into the action and expanding it up to the second order of the perturbation theory we obtain the scalar quadratic action

$$S^{(2)}_S = \int \frac{d^3k dt}{(2\pi)^3} a^3 \left[ M_{Pl}^2a^2H^2(k^2 - 3a^2H^2Q)\dot{\rho}^2 + 2M_{Pl}^2a^2H^3k^2Q^2\dot{\rho}\rho 
- M_{Pl}^2H^2\phi^2k^4Q\rho^2 + \frac{1}{2}\phi^2 + \frac{1}{2}\left( F_{\phi\phi} - k^2a^2 + 3H^2p \right) \delta \phi^2 
- H\rho\delta \phi\dot{\phi} \pm \sqrt{2}M_{Pl}a^2H^2\sqrt{p}Q \left( \frac{k^2}{a^2}\delta \phi \rho - \delta \phi \dot{\rho} \right) - 2F_X\frac{k^2}{a^2}\delta \phi \rho \right].$$
where only terms up to the first order of the slow-roll approximation have been kept, and \( Q = \epsilon - p \) must be positive in order to have the proper sign of action. The tensor quadratic action obtained in the same way is

\[
S_T^{(2)} = \frac{1}{4} M_P^2 \int d^4x a^3 \left( \frac{1}{2} \gamma_{ij} \dot{\gamma}_{ij} - \frac{1}{2} a^{-2} \gamma_{ij,k} \dot{\gamma}_{ij,k} + 2 \dot{h} \epsilon T \gamma_{ij} \dot{\gamma}_{ij} \right),
\]

where \( h = \dot{H} + \dot{\varphi}^2/(2M_P^2) = \dot{H}^2(\rho - \epsilon) \). The longitudinal sound speed appearing in the scalar quadratic action and the transverse sound speed in the tensor action are

\[
\epsilon_L^2 = 1 + \frac{2}{3} \frac{XF_{XX}}{F_X} + \frac{8}{9} \frac{F_Y + F_Z}{XF_X}, \quad \epsilon_T^2 = 1 + \frac{2}{3} \frac{F_Y + F_Z}{XF_X}.
\]

Unfortunately, equations of motion for scalar perturbations derived by variation of the action are coupled. Due to the effect of gravity, this occurs even if \( F_{X\varphi} \) is zero. They are decoupled only in the special case such that

\[
F_{X\varphi} = \pm \frac{\sqrt{7F_X}}{\sqrt{2}M_P} \left( \epsilon_L^2 - 1 \right).
\]

Furthermore, the scalar perturbation \( \rho \) must be replaced by \( \mathcal{U} = H \delta u^{(s)} = a^2 H (\dot{\rho} - \xi) \), where the \( \delta u^{(s)} \) is the scalar part of the solid matter velocity, \( u_i^{(s)} = \delta u_i^{(s)} + u_i^{(s)T} \), \( u_i^{(s)T} = 0 \), and the term \(-\xi\) in the brackets originates from lowering the index with use of the perturbed metric.

In order to solve equations of motion for perturbations it is useful to introduce the conformal time \( \tau \) defined in the standard way as \( \tau = \int a^{-1} dt \), \( \tau \in (-\infty, 0) \). By replacing the cosmological time by it and considering assumptions imposed above including special form of \( F_{X\varphi} \) given by (8), we find

\[
\mathcal{U}'' - \frac{2 + 2\epsilon_c + \eta_{Q,c} - 2\eta_{L,c}}{\tau} \mathcal{U}' + \left( k^2 \epsilon_L^2(\tau) + 3 \left( 1 + \epsilon_L^2 \right) Q_c - 2\eta_{L,c} \right) \mathcal{U} = 0, \quad (9)
\]

\[
\delta \varphi'' - \frac{2}{1 + \epsilon_c} \delta \varphi' + \left( k^2 - \frac{6\eta_c + H^{-2} F_{\varphi\varphi,c}}{\tau^2} \right) \delta \varphi \equiv 0, \quad (10)
\]

where the prime denotes the differentiation with respect to the conformal time, \( \mathcal{H} = a'/a \), both \( \eta_Q = Q/(\epsilon H) \) and \( \eta_L = \dot{c}_L/(c_L H) \) have been considered to be of the first order in the slow-roll parameters, and the subscript \( c \) stands for quantities evaluated at the reference time \( \tau_r \), when the longest mode of observational relevance today with the wavenumber \( k_{\text{min}} \sim H_{\text{today}} (\eta_{\text{today}} \equiv 1) \) exits the horizon. The creation and annihilation operators defined when the perturbations are quantized obey the canonical commutation relations, and the correctly normalized classical modes obeying equations of motion (9) and (10) are

\[
\mathcal{U}^{(cl)}_{\varphi} = i \sqrt{\frac{\pi}{2\sqrt{2} M_{P1} \sqrt{Q_c}}} (-\tau)^{\frac{3}{2} + \epsilon_c} H^{(1)}_{\frac{3}{2} + \epsilon_c} (-e_L(\tau)(1 + \eta_{L,c})k\tau),
\]

\[
\delta \varphi^{(cl)}_{\varphi} = -\frac{\sqrt{\pi}}{2} \mathcal{H}_{\varphi} (-\tau)^{\frac{3}{2} + \epsilon_c} H^{(1)}_{\frac{3}{2} + \epsilon_c} (-k\tau),
\]

where \( \mathcal{H}_{\varphi} = \dot{\varphi} \).
where $H^{(1)}$ denotes Hankel functions of the first kind, $\epsilon^{(tt)} = \epsilon + \frac{3}{2} \eta Q - \eta L$, $p^{(tt)} = p - c_L^2 Q + \frac{1}{2} \eta Q + \frac{5}{2} \eta L$, and $\epsilon^{(\delta \phi)} = \epsilon + 2p + \frac{1}{3} \frac{\epsilon}{H^2}$.

From Ref. 10 we adopt definition of the scalar quantity $\zeta$ that parametrizes the curvature perturbations. In our model in the leading order in slow-roll parameters it is

$$\zeta_k = \frac{A_k}{2} - H \frac{\delta p_k}{\rho} = \pm \frac{\sqrt{p}}{\sqrt{2} M_p \epsilon} \left( \frac{\delta \varphi}{3H} - \delta \varphi \right) + \frac{Q}{c_L^2 \epsilon} \left( \frac{\dot{U}}{3H} + \dot{H} \right).$$

The corresponding power spectrum $P_\zeta(k)$ is defined by the two-point function in the late time limit, $(0, \zeta_k, \zeta_k) [0] = [P_\zeta(k) / (2k^3)] (2\pi)^3 \delta^{(3)}(k_1 + k_2)$. It is usually approximated by power-law function, $P_\zeta(k) \propto k^{n_S - 1}$, where $n_S$ is the scalar spectral index, being close to one for a nearly flat spectrum. The spectral tilt up to the leading order of the slow-roll approximation is

$$n_S - 1 = -2c_L^2 e_p \epsilon \sigma + (\epsilon_e - p_e) p_e \epsilon^{(tt)} + \frac{A_0}{\rho_e} = c^{2N_m} (\epsilon^{(tt)} - p^{(tt)}),$$

where the subscript $e$ stands for quantities evaluated in the time when the inflation ends, $\tau_e \approx 0^+$, $N_{\text{min}}$ is the minimal number of $e$-foldings ($N_{\text{min}} \sim 60$), and $(k_{\text{max}} / k_{\text{min}})^{2(\epsilon^{(tt)} - \epsilon^{(\delta \phi)})}$, $k_{\text{max}} \sim 3000 k_{\text{min}}$ being the maximal wavenumber corresponding to the highest observed multipole moment of the cosmic microwave background, and $c_{L,c}^{-2p^{(tt)}}$ were replaced by one. (For example $3000^{0.01}_{1.08}$ and $0.1^{0.01}_{0.98}$.)

The tensor perturbations can be treated in a more straightforward way than scalar perturbations, since in contrast to them the tensor perturbations with two independent polarization are decoupled. The tensor spectral tilt in our model is $n_T - 1 = 2c_L^2 e_e - 2(1 + c_L^2) p_e$ and tensor-to-scalar ratio is $r = P_{\gamma} / P_\zeta = 4c_L^2 e^2 / [\epsilon + (c_L^2 - 1) p]$.

### 3. Primordial Non-Gaussianity

In the linear order of the perturbation theory Gaussianity is preserved. Therefore, in order to compute bispectrum which encodes the non-Gaussianity, cubic terms in the action are needed. Since in our model we have $0 \leq F_Y + F_Z \leq -(3/8) X F_X = (9/8) M_{\text{ Pl}}^2 H^2 (\epsilon - p)$, $F_Y + F_Z$ can be neglected as well as $F_{XX}, F_{XXX},...F_{X\varphi}, F_{XX\varphi},...$. However, it must be small, its time derivative may not be, because this restriction is just an inequality, and therefore there are no restrictions on $F_{XY} + F_{XZ}$ and $F_{Y\varphi} + F_{Z\varphi}$. On the other hand, small functions with not small derivative usually do not occur in physical problems, so that it is reasonable to restrict ourselves to the special case in which $F_Y + F_Z = (9/8) A M_{\text{ Pl}}^2 H^2 (\epsilon - p)$, where $A$ is a constant, or a slowly varying function, of order unity, $A \sim 1$. By differentiating this equation we obtain the restriction $X (F_{XY} + F_{XZ}) + M_{\text{ Pl}} \sqrt{p}/2 (F_{Y\varphi} + F_{Z\varphi}) \sim e^2$, which is
satisfied if we put
\[ \tilde{F} = X (F_{XY} + F_{XZ}) = \pm \frac{M_{Pl}}{\sqrt{2}} \sqrt{p} (F_{Y\varphi} + F_{Z\varphi}), \] (14)
and allow \( \tilde{F} \) to be of arbitrary order in the slow-roll parameters, so that we have to keep this parameter when deriving the cubic action.

The scalar bispectrum is given by the three-point function of the scalar \( \zeta \), which can be computed with the use of the in-in formalism as
\[
\langle \zeta_k_1(\tau) \zeta_k_2(\tau) \zeta_k_3(\tau) \rangle = -i \int_{-\infty}^{\tau} a(\tau') d\tau' \langle [\zeta_k_1(\tau) \zeta_k_2(\tau) \zeta_k_3(\tau), H_{\text{int}}(\tau')] | 0 \rangle, \] (15)
where only the first order term with a single integration and a simple commutator is considered. Using the relations above we find that the scalar bispectrum \( B_\zeta(k_1, k_2, k_3) \), defined by relation
\[
\langle \zeta_k_1(\tau) \zeta_k_2(\tau) \zeta_k_3(\tau) \rangle = (2\pi)^3 \delta^{(3)}(k_1 + k_2 + k_3) B_\zeta(k_1, k_2, k_3),
\] consists of two parts,
\[
B_\zeta(k_1, k_2, k_3) = F_Y B_\zeta^Y(k_1, k_2, k_3) + N_\zeta c_L^2 \tilde{F} B_\zeta(k_1, k_2, k_3), \] (16)
parametrized by three independent parameters of the theory, \( F_Y, \tilde{F} \) and \( N_\zeta c_L \), where \( N_\zeta \) is a number of of the order of number of \( e \)-foldings. Due to the delta-function in the tree-point correlation function, three wavenumbers \( k_1, k_2 \) and \( k_3 \) can be identified with the sides of a triangle, and all information about bispectrum is encoded in a function of two variables which characterize the shape of the triangle. Following conventions of Ref. 12, we define \( x = k_2/k_1 \) and \( y = k_3/k_1 \) and describe the bispectrum by the function \( x^2 y^2 B_\zeta^Y(1, x, y) \) defined in region \( 1 - x \leq y \leq x, 1/2 \leq x \leq 1, 0 \leq y \leq 1 \). Shapes of the functions \( x^2 y^2 B_\zeta^Y(1, x, y) \) and \( x^2 y^2 \tilde{B}_\zeta(1, x, y) \) are depicted in Fig. 1. All functions in the figure are normalized to have value 1 in the equilateral limit, \( x = y = 1 \).

![Fig. 1. Shapes of the scalar bispectrum. Flat triangles represent the zero plane.](image-url)

Our model with the additional degree of freedom allows for a wider range of different shapes of the bispectrum than the solid inflation. The overall bispectrum

...
peaks in the squeezed limit, unless $\bar{F}/F_Y = (5/6)N_\zeta^{-1}c_{L,c}^{-2}$, when it peaks in the equilateral limit instead.

The size of the bispectrum is given by the non-linearity parameter $f_{NL}$. Following the definition (4) in Ref. 13, we find

$$f_{NL} = \frac{5}{72\pi^4} \frac{k^6 B_\zeta(k,k,k)}{P_\zeta^2(k)} = \epsilon_c \left( \frac{19415}{13122} \frac{c_{L,c}}{c_{L,c}^5} \frac{F_Y}{F} - \frac{5}{18} N_\zeta \frac{\bar{F}}{F} \right) \left[ \epsilon_c + \left( c_{L,c}^5 - 1 \right) p_c \right]^2.$$  \hspace{1cm} (17)

We can see that if $\epsilon - p \sim \epsilon \sim p$, the non-linearity parameter is of the order $f_{NL} \sim (F_Y/F)c_{L,c}^{-3}\epsilon^{-1}$, the same as for the solid inflation without the scalar field, or $f_{NL} \sim N_\zeta (\bar{F}/F)\epsilon^{-1}$. Supposing that $c_{L,c}^5 \sim \epsilon$ we have $f_{NL} \sim (F_Y/F)c_{L,c}^{-3}\epsilon^{-2}$ or $f_{NL} \sim N_\zeta (\bar{F}/F)\epsilon^{-3}$ if $\epsilon - p$ is of the order $\epsilon^2$. The condition $\epsilon - p \lesssim \epsilon^2$ leading to an amplification of the non-linearity parameter can be rewritten as $q \ll p$, which means that the contribution of the solid matter to the overall stress-energy tensor is negligible in comparison to the contribution of the scalar field.
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By applying the covariant Taylor expansion method of the heat kernel, Einstein anomaly associated with the Weyl fermion of spin-\(\frac{1}{2}\) interacting with nonabelian vector and axial-vector fields in six-dimensional curved space are manifestly given. From the relation between Einstein and Lorentz anomalies, which are the gravitational anomalies, all terms of the Einstein anomaly should form total derivatives. It is shown before the trace operation of the gamma-matrices that the anomaly is expressed by the form expected.

Motivated by the quantum effects in supergravity, we study gravitational anomalies in higher dimensional curved space. In supergravity coupled with super Yang-Mills theory, the Lagrangian contains four-fermion interactions, which are regarded as some two-fermion interactions with bosonic background fields expressed by odd-order tensors. The completely antisymmetric part of the highest order tensor should be rewritten as an axial-vector by contracting its tensor with the Levi-Civita symbol. The (polar-)vector and the axial-vector parts in the two-fermion interactions can be absorbed in the vector and the axial-vector gauge fields. The concrete form of the gravitational anomalies in the model may directly be calculated by using the heat kernel.

The heat kernel \(K^{(d)}(x,x';t)\) for a fermion of spin-\(\frac{1}{2}\) in \(d\) dimensions defined by

\[
\frac{\partial}{\partial t} K^{(d)}(x,x';t) = -H K^{(d)}(x,x';t),
\]

where \(H\) is the second order differential operator, corresponding to the square of the Dirac operator \(D\) in the case of the fermion \(\psi\),

\[
H = \frac{\partial^2}{\partial t^2} = D_\mu D^\mu + X, \quad D_\mu = \gamma^\mu \nabla_\mu + Y, \quad D_\mu = \nabla_\mu + Q_\mu, \quad Q_\mu = \frac{1}{2} \{\gamma_\mu, Y\},
\]

X = Z - \(\nabla_\mu Q^\mu\) - \(Q_\mu Q^\mu\), \quad \nabla_\mu \psi = \partial_\mu \psi + \frac{1}{4} \omega^{\alpha \beta \mu}_{\mu} \gamma_{\alpha \beta} \psi, \quad \gamma_{a_1 \ldots a_j} = \gamma_{a_1} \cdots \gamma_{a_j},
\]

\[
Z = \frac{1}{2} \gamma^{\mu \nu} [\nabla_\mu, \nabla_\nu] + \gamma^\mu \nabla_\mu Y + Y^2, \quad [D_\mu, D_\nu] \psi = \Lambda_{\mu \nu} \psi,
\]
where $\omega^{ab}_{\mu}$ is the Ricci's coefficient of rotation. When in $d = 2n$ dimensions the fermion interacts with vector and axial-vector fields which do not commute each other, the Dirac operator contains the coupling of these bosons in $Y$,

$$Y = \gamma^\mu V_\mu + \gamma_{2n+1}\gamma^\mu A_\mu, \quad V_\mu \equiv V^a_\mu T^a, \quad A_\mu \equiv A^n_\mu T^n, \quad \gamma_{2n+1} = i^n\gamma^1\gamma^2\cdots\gamma^{2n}. \quad (4)$$

Here the representation matrix $T^a$ of a gauge group, and $V^a_\mu (A^n_\mu)$ is pure imaginary (real), because of the hermiticity of the Dirac operator. The quantities $Q_\mu$, $X$ and $\Lambda_{\mu\nu}$ in (3) are expressed in the following tensorial form,

$$Q_\mu = V_\mu - \gamma_{2n+1}\gamma_{\mu\rho}A^\rho, \quad F_{\mu\nu} = \partial_\mu V_\nu - \partial_\nu V_\mu + [V_\mu, V_\nu],$$

$$X = -\frac{1}{4} R + 2(n-1) A_\mu A^\mu - \gamma_{2n+1} A^\mu + \gamma_{\mu\nu} \left( \frac{1}{2} F_{\mu\nu} + \frac{2n-3}{2} [A_\mu, A_\nu] \right),$$

$$\Lambda_{\mu\nu} = \frac{1}{4} \gamma^{\rho\sigma} R_{\rho\sigma\mu\nu} + F_{\mu\nu} - [A_\mu, A_\nu] - 2 \gamma_{\mu\nu} A_\rho A^\rho + 2 \gamma_{[\mu\nu]} [A_{\nu}], A_{\mu}]$$

$$\quad + 2 \gamma_{2n+1} \gamma_{[\mu\rho]} A^\rho [A_{\nu}], A_{\nu}] - 2 \gamma_{\mu\nu} A^\rho A^\sigma,$$  

where $R_{\rho\sigma\mu\nu}$ denotes the curvature tensor, and the semi-colon `;' $\mu$' means the Riemannian covariant differentiation $\nabla_\mu + V_\mu$ with respect to the vector gauge field. The completely antisymmetric product $\gamma_{\mu\nu\rho\sigma}$ of $\gamma$-matrices in the last term of $\Lambda_{\mu\nu}$ is rewritten by $-\epsilon_{\mu\nu\rho\sigma}\gamma_5$ and $-\frac{i}{2}\epsilon_{\mu\nu\rho\sigma\kappa\lambda}\gamma_5^{\kappa\lambda}$ in 4 and 6 dimensions, respectively.

The differential equation (1) of the heat kernel for the fermion interacting with the general boson fields is not solvable strictly. Therefore the heat kernel is usually calculated by using De Witt's ansatz $^4$, automatically satisfying (2),

$$K^{(2n)}(x, x'; t) \sim \frac{\Delta^{1/2}(x, x')}{(4\pi t)^{n}} \exp \left( \frac{\sigma(x, x')}{2t} \right) \sum_{q=0}^{\infty} a_q(x, x') t^q,$$  

where $\sigma(x, x')$ is a half of square of the geodesic distance between $x$ and $x'$, $\Delta(x, x') = [h(x)]^{-1}[h(x')]^{-1}\det \{\nabla_\mu \nabla_\nu \sigma(x, x')\}$, and $a_q(x, x')$ are bispinors. Note that the metric tensor in curved space is $g_{\mu\nu} = h_\mu^a h_\nu^b \eta_{ab}$ with $\eta_{ab} = -\delta_{ab}$ in flat tangent space, and that the coincidence limit of $a_0$ is $\lim_{x' \to x} a_0(x, x') = [a_0](x) = 1$. The products of $\sigma_{\mu}(\equiv \nabla_\mu \sigma)$ construct orthonormal bases $|n\rangle$ being the eigenfunctions for $\sigma^\mu D_\nu$, and the bispinor $a_q$ can be expanded by the bases,$^5$

$$a_q = \sum_{n=0}^{\infty} |n\rangle \langle n| a_q = \sum_{n} \frac{(-1)^n}{n!} \sigma^{\mu_1} \cdots \sigma^{\mu_n} \lim_{x \to x'} [D_{\mu_1} \cdots D_{\mu_n}] a_q,$$  

$$a_q(x, x') = (0|a_q)(x') - (\mu|a_q)(x') \sigma^{\mu'}(x, x') + \cdots.$$  

The gravitational anomalies are obtained in the case of a massless Weyl fermion $\psi_L$ in $2n$ dimensions. The formal expressions of two gravitational anomalies, i.e. the general coordinate anomaly $A^{(2n)}_{\mu\nu}$ and the Lorentz anomaly $A^{(2n)}_{\mu\nu}$, are given from the path integral measure. They are expressed by using the heat kernel
Given from the resultant form of $K^{(2n)}(x,x';t)$ after the Gaussian cut-off regularization,

$$D^\mu \langle T_{\mu\nu} \rangle = A_{\mu\nu}^{(2n)}, \quad (T_{\mu\nu})_A = \frac{1}{2}(T_{\mu\nu} - (T_{\nu\mu})) = A_{\mu\nu}^{(2n)},$$

$$A_{\mu\nu}^{(2n)}(x) = \frac{1}{2} \lim_{t \to 0, x' \to x} \lim_{x'' \to x} \text{Tr} \left\{ \gamma_{2n+1}(D_{\nu} - D_{\mu'}) K^{(2n)}(x,x';t) \right\},$$

$$A_{\mu\nu}^{(2n)}(x) = \frac{1}{4} \lim_{t \to 0, x' \to x} \lim_{x'' \to x} \text{Tr} \left\{ \gamma_{2n+1+1\mu\nu} K^{(2n)}(x,x';t) \right\},$$

where $\text{Tr}$ runs over both indices of $\gamma$-matrices and representation matrices of the gauge group. Since these anomalies simultaneously appear and are related to each other, $A_{\mu\nu}^{(2n)} = 2D^\mu A_{\mu\nu}^{(2n)}$, it seems that both general covariance and local Lorentz symmetry break down.

We consider the “pure” general coordinate anomaly $G_{\mu}$ is given by redefining the energy-momentum tensor density so that the local Lorentz symmetry is preserved,

$$D^\nu \langle T'_{\mu\nu} \rangle = D^\nu \langle T_{\mu\nu} \rangle s = G_{\nu}^{(2n)} = D^\mu A_{\mu\nu}^{(2n)} = \frac{1}{2} A_{\mu\nu}^{(2n)}, \quad (T_{\mu\nu})_A = 0$$

with $\langle T'_{\mu\nu} \rangle = \langle T_{\mu\nu} \rangle - A_{\mu\nu}^{(2n)}$, where $\langle T_{\mu\nu} \rangle s$ is the symmetric part of the expectation value of the energy-momentum tensor. The “pure” general coordinate anomaly in (9) is called as the Einstein anomaly. The “pure” Lorentz anomaly is also obtained by redefining the energy-momentum tensor density so that the general covariance is preserved,

$$\langle T'_{\mu\nu} \rangle = \langle T_{\mu\nu} \rangle - 2A_{\mu\nu}^{(2n)}, \quad D^\nu \langle T'_{\mu\nu} \rangle = 0, \quad \langle T''_{\mu\nu} \rangle_\gamma = -A_{\mu\nu}^{(2n)}. \quad (10)$$

In order to perform the concrete calculation in $2n$ dimensions, the Einstein anomaly is rewritten by the expansion coefficients of $a_n$ in (7) and its derivatives,

$$G_{\nu}^{(2n)}(x) = -\frac{1}{4(4\pi)^2} \text{Tr} \left\{ \gamma_{2n+1}(2\nu[a_n] - \langle 0|a_n|\nu \rangle(x) \right\}. \quad (11)$$

where the exclamation mark ‘!|\nu\rangle’ means the modified covariant differentiation $D_{\nu}$. The anomaly in 4-dimensional curved space had already been derived, \(8,9\)

$$G_{\nu}^{(4)} = -\frac{1}{64\pi^2} \text{Tr} \left\{ \gamma_5 (2\nu[a_2] - \langle 0|a_2|\nu \rangle) \right\} = \frac{1}{192\pi^2} \text{Tr} \gamma_5 (A_{\mu\nu} X)^\mu$$

\(= \frac{1}{64\pi^2} \text{Tr} \left[ \epsilon_{\mu\nu}\rho \sigma \left( \frac{1}{6} R_{\rho \sigma \kappa \lambda} F^{\kappa \lambda} - \frac{1}{6} R F^{\rho \sigma} + \frac{1}{3} F^{\rho \sigma} A_{\lambda} A_{\lambda} \right)
+ \frac{4}{3} \left( A_{\lambda} A^\rho F^{\lambda \rho} + \frac{8}{3} A^\rho A^\sigma A_{\lambda} A_{\lambda} \right)
- \frac{1}{3} (F_{\nu \rho} A^\rho \omega + 2 F_{\nu |\lambda| A^\lambda \omega_{|\nu|}} + 8 A_{\mu\nu} A_{\nu} A_{\sigma} A_{\sigma}) \right] X^\mu \),

where “tr” means a trace over the representation matrices of the gauge group. A derivative term in $G_{\nu}^{(4)}$ before the trace operation of $\gamma$-matrices becomes some terms in tensorial form after the operation, and the Lorentz anomaly $A_{\mu\nu}^{(4)}$ may easily be given from the resultant form of $G_{\nu}^{(4)}$ by the relation (9). Such properties of $G_{\nu}^{(4)}$
is succeeded in the case of $G_{\nu}^{(6)}$. Indeed, the straightforward calculation gives the concrete form of $G_{\nu}^{(6)}$ as expected,

\[ G_{\nu}^{(6)} = -\frac{1}{256\pi^3} \text{Tr} \left\{ \gamma_\tau \left( \frac{1}{6} R + X \right)^2 + \frac{1}{45} J_\mu X_\nu - \frac{1}{60} J_\mu X_\nu \right\} \]

\[ = -\frac{1}{256\pi^3} \text{Tr} \left\{ \gamma_\tau \left[ \frac{1}{6} \Delta_{\mu\nu} + \frac{1}{45} \Delta_{\mu\nu} X_\nu \right] + \frac{1}{15} \Lambda_{\mu\nu} X_\nu + \frac{2}{45} \Lambda_{\mu\nu\rho} X_\nu^\rho + \frac{1}{40} \Lambda_{\mu\nu\rho} X_\nu^\rho X \right\} \]

\[ + \frac{1}{45} \left[ \frac{1}{180} \Lambda_{\mu\nu\rho} X_\nu + \frac{1}{180} \Lambda_{\mu\nu\rho} X_\nu + \frac{1}{360} \Lambda_{\mu\nu\rho} X_\nu \right] \]

\[ + \frac{1}{45} \left( \frac{1}{90} \Lambda_{\mu\nu\rho} X_\nu + \frac{1}{45} \Lambda_{\mu\nu\rho} X_\nu \right) \]

\[ = \frac{i}{32\pi^3} \text{Tr} \left\{ \Lambda_{\alpha\beta\gamma\delta\lambda} \left[ \frac{1}{90} R_{\mu\nu\alpha\beta} F_{\gamma\delta} F_{\kappa\lambda} + \frac{1}{2304} R_{\mu\nu\alpha\beta} R_{\rho\sigma\gamma\delta} R_{\rho\sigma\kappa\lambda} \right] \right. \]

\[ + \frac{1}{880} R_{\mu\nu\alpha\beta} R_{\nu\rho\sigma\delta} R_{\rho\sigma\gamma\delta} R_{\rho\sigma\kappa\lambda} + \frac{1}{15} A_{\mu\rho\sigma} A_{\nu\rho\lambda} - \frac{1}{15} A_{\mu\rho\sigma} A_{\nu\rho\lambda} \}

\[ - \frac{1}{45} A_{\mu\rho\sigma} \left[ F_{\gamma\delta} F_{\nu\lambda} \right] + \frac{1}{90} A_{\mu\rho\sigma} A_{\nu\rho\lambda} \]

\[ + \frac{1}{45} A_{\mu\rho\sigma} A_{\nu\rho\lambda} \]

\[ + \frac{1}{180} R_{\mu\nu\alpha\beta} A_{\alpha\beta\sigma\lambda} + \frac{1}{90} R_{\rho\sigma\gamma\delta} A_{\rho\sigma\gamma\delta} \]

\[ - \frac{1}{180} R_{\mu\nu\alpha\beta} A_{\alpha\beta\sigma\lambda} + \frac{1}{90} R_{\rho\sigma\gamma\delta} A_{\rho\sigma\gamma\delta} \]

\[ = \frac{1}{360} R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \]

\[ = \frac{1}{180} \left[ R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\rho\sigma\mu\nu} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] \]

\[ + \frac{1}{180} \left[ R_{\rho\sigma\mu\nu} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\rho\sigma\mu\nu} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] \]

\[ = \frac{1}{180} \left[ R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\rho\sigma\mu\nu} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] + \frac{1}{180} \left[ R_{\mu\nu\rho\sigma} A_{\rho\sigma\mu\nu} A_{\mu\nu} \right] \]
The third order terms of yield many terms in tensorial form, by using (5), and the derivation is still in contain the vector field strength and the curvature tensor, though these terms may be rewritten by the Bianchi and Jacobi identities and by symmetries of the curvature tensor which do not commute. The anomaly with the vector and the axial-vector fields in vector, the axial-vector and the third order antisymmetric tensor fields, together,

\[ + \frac{1}{45} R_{\alpha \mu \nu} F_{\alpha \beta} A_\beta + \frac{2}{45} R^{\alpha \beta}_{\mu \nu} F_{\alpha \beta} F_{\mu \nu} - \frac{4}{45} R^{\alpha \beta}_{\mu \nu} F_{\alpha \beta} A_\beta \]

\[ + \frac{1}{90} R_{\alpha \beta \mu \nu} F_{\alpha \beta} A_\mu - \frac{4}{15} R_{\alpha \mu \nu} F_{\alpha \beta} A_\beta \]

\[ - \frac{4}{45} R_{\alpha \beta \mu \nu} F_{\alpha \beta} A_\mu + \frac{4}{45} R_{\alpha \beta \mu \nu} F_{\alpha \beta} A_\beta \]

\[ - \epsilon_{\mu \nu \alpha \beta \gamma \delta} \left( \frac{1}{15} A^\alpha A^\beta F_{\gamma \delta} \right) - \frac{1}{30} [A^\alpha, A^\beta, A^\gamma, A^\delta] F_{\gamma \delta} \]

\[ + \left( \frac{1}{60} [A^\alpha, A^\beta, A^\gamma, A^\delta] - \frac{1}{60} [A^\alpha, A^\beta, A^\gamma, A^\delta] \right) F_{\gamma \delta} \]

\[ + \left( \frac{1}{80} [A^\alpha, A^\beta, A^\gamma, A^\delta] - \frac{1}{80} [A^\alpha, A^\beta, A^\gamma, A^\delta] \right) F_{\gamma \delta} \]

\[ - \frac{1}{144} [A^\alpha, A^\beta, A^\gamma, A^\delta] \]

\[ + \left( \frac{1}{40} [A^\alpha, A^\beta, A^\gamma, A^\delta] - \frac{1}{72} [A^\alpha, A^\beta, A^\gamma, A^\delta] \right) F_{\gamma \delta} \]

\[ + \left( \frac{1}{12} [A^\alpha, A^\beta, A^\gamma, A^\delta] \right) \]

\[ + \left( \frac{1}{9} R A^\alpha A^\beta + \frac{13}{48} R^\alpha [A^\beta, A_\rho] + \frac{19}{144} [R^\alpha \beta \rho \sigma A_\rho A_\sigma] \right) F_{\gamma \delta} \]

\[ + \left( \frac{1}{12} R A^\alpha A^\beta A^\gamma F_{\delta \rho} \right) \]

\[ - \frac{1}{15} R^\alpha \beta \gamma A^\delta \]

\[ + \left( \frac{1}{40} A^\alpha \beta \gamma A^\delta \right) \]

\[ - \frac{1}{72} A^\alpha \beta \gamma A^\delta \]

\[ + \left( \frac{1}{12} A^\alpha \beta \gamma A^\delta \right) \]

\[ = O(A^3) \]

(13)

where \( J^\rho \equiv \Lambda^\rho_{\sigma \gamma} \). Some total derivative terms in \( G^{(6)}_\nu \) before the trace operation yield many terms in tensorial form, by using (5), and the derivation is still in progress. The third order terms of \( A \) in (13) are 157 terms, of which some terms contain the vector field strength and the curvature tensor, though these terms may be rewritten by the Bianchi and Jacobi identities and by symmetries of the curvature tensor and the vector field strength.

If all \( A_\mu \) are abelian in (12), then \( G^{(4)}_\nu \) corresponds to the anomaly in space with torsion, which is originally expressed by the third order antisymmetric tensor. The dual vector of the tensor in four dimensions behaves as the axial-vector.\(^9\) Note that the dual tensor of torsion in six or higher dimensions is the third or higher order antisymmetric tensor. In supergravity, there appear the contributions of the vector, the axial-vector and the third order antisymmetric tensor fields, together, which do not commute. The anomaly with the vector and the axial-vector fields in
six-dimensional space with nonabelian torsion may have the new terms containing the third order torsion tensor.
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1. Introduction
In quantum field theory, the boundary conditions (b.c.s) are imposed at the level of the field operator $\Phi$, or equivalently, of the quantum modes. The interplay between the b.c. formulation and the ensuing operator expectation values in various states is far from obvious. In this paper, we consider the connection between the choice of b.c.s and the thermal expectation value (t.e.v.) of the stress-energy tensor (SET) operator in rigidly-rotating finite temperature states of the massless Klein-Gordon (KG) field. We show that the free parameter $\Psi$ in the Robin b.c.s (RBCs) can be related to the values of the Landau frame macroscopic four-velocity and energy density on the boundary.

The outline of this paper is as follows. In Sec. 2, the mode solutions of the KG equation inside a cylinder are reviewed. The procedure for constructing t.e.v.s in rigidly-rotating systems is summarised in Sec. 3. The analysis of the SET using the Landau frame decomposition and the connection between the Landau velocity $v$ and $\Psi$ is presented in Sec. 4. Section 5 concludes this paper.

2. Rigidly-rotating thermal expectation values
Let $\hat{\Phi}(x)$ be the field operator for a massless, neutral (real) scalar field which is confined within a cylinder of radius $R$, obeying the KG equation:

$$\Box \hat{\Phi}(x) = 0. \quad (1)$$

The mode solutions of Eq. (1) can be obtained as follows:

$$f_j = \frac{N_j}{\sqrt{8\pi^2\omega_j}} e^{-i\omega_j t + i k_j z + im_j \varphi} J_{m_j}(q_j \rho), \quad (2)$$

where $(\rho, \varphi, z)$ are the usual cylindrical coordinates, while $\omega_j > 0$, $k_j$ and $m_j$ are the eigenvalues of the Hamiltonian $\hat{H}$, longitudinal momentum $\hat{P}_z$ and $z$ component of the angular momentum, $\hat{L}_z$. In order to fix the normalisation constant $N_j$, we
evaluate the KG inner product for \( f_j \) and \( f_{j'} \):
\[
\langle f_j, f_{j'} \rangle = i \int_{-\infty}^{\infty} dz \int_{0}^{2\pi} \rho \, d\rho \int_{0}^{2\pi} d\varphi (f_j^* \partial_t f_{j'} - f_{j'} \partial_t f_j^*)
\]
\[
= N_j^* N_{j'}^*(\omega_j + \omega_{j'}) \frac{e^{i(\omega_j - \omega_{j'})t}}{2\sqrt{\omega_j \omega_{j'}}} \delta_{m_j, m_{j'}} \delta(k_j - k_{j'}) \frac{R}{q_j^2 - q_{j'}^2}
\times \left[ J_{m_j}(q_j R)q_{j'} J_{m_{j'}}(q_{j'} R) - J_{m_{j'}}(q_{j'} R)q_{j} J_{m_j}(q_j R) \right],
\]  
(3)

where a standard identity involving integrals of Bessel functions was employed.\(^2\) Orthogonality is ensured when the transverse momenta \( q_j \rightarrow q_m, \ell \) are discretised according to the Robin boundary conditions:\(^3\)
\[
q_m, \ell R J^\prime_m(q_m, \ell R) + \Psi J_m(q_m, \ell R) = 0,
\]  
(4)

where \( \ell = 1, 2, \ldots \) indexes the non-negative solutions of Eq. (4) for fixed \( m \) in ascending order, while \( \Psi \) is considered to be a constant, real number. It is easy to see that \( \Psi = 0 \) corresponds to the von Neumann b.c.s \([J^\prime_m(q_m, \ell R) = 0]\), while the Dirichlet b.c.s \([J_m(q_m, \ell R) = 0]\) can be recovered in the limit \( \Psi \rightarrow \infty \). Imposing \( \langle f_{km, \ell}, f_{k'm',\ell'} \rangle = \delta(k - k') \delta_{m,m'} \delta_{\ell,\ell'} \) yields:\(^3\)
\[
N_{k,m,\ell} = \frac{q_m, \ell \sqrt{2}}{|J^\prime_m(q_m, \ell R)|} \sqrt{q_{m, \ell} R^2 + \Psi^2 - m^2}.
\]  
(5)

The canonical expansion of the field operator with respect to the modes \( f_j \) is:
\[
\hat{\Phi}(x) = \sum_j \left[ f_j(x) \hat{a}_j + f_j^*(x) \hat{a}_j\right],
\]  
(6)

where the one-particle creation (\( \hat{a}_j^\dagger \)) and annihilation (\( \hat{a}_j \)) operators obey the standard commutation relation \([\hat{a}_j, \hat{a}_j^\dagger] = \delta(j, j')\).

### 3. Rigidly-rotating thermal states

We now consider rigidly-rotating thermal states, corresponding to an inverse temperature \( \beta \) and an angular velocity \( \Omega \). The thermal expectation value (t.e.v.) of an operator \( \hat{A} \) is computed using the density operator \( \hat{\rho} \) as follows:
\[
\langle \hat{A} \rangle_\beta = Z^{-1} \text{tr}(\hat{\rho} \hat{A}), \quad \hat{\rho} = \exp \left[ -\beta (\hat{H} + \Omega \hat{L}_z) \right],
\]  
(7)

where \( Z = \text{tr}(\hat{\rho}) \) is the partition function. It can be shown that:\(^4\)
\[
\langle \hat{a}_j^\dagger \hat{a}_{j'} \rangle_\beta = \frac{\delta(j, j')}{e^{\beta\tilde{\omega}_j} - 1}, \quad \tilde{\omega}_j = \omega_j - \Omega m_j.
\]  
(8)

Equation (8) is not valid when the co-rotating energy \( \tilde{\omega}_j < 0 \), since in this case, the vacuum limit (corresponding to \( \beta \rightarrow \infty \)) yields a non-vanishing value.\(^5\) Moreover, modes with \( \tilde{\omega} < 0 \) make infinite contributions to rigidly-rotating t.e.v.s.\(^1\) It is noteworthy that finite quantum corrections can still be computed perturbatively.\(^6\)
It is reasonable to expect that t.e.v.s should stay finite for all values of $\Omega$ provided that $\Omega R < 1$, which requires that $q_{m,\ell} R \geq m$. This property can be ensured only when $\Psi \geq 0$, thus we do not consider negative values of $\Psi$ in this paper.

Starting from the following expressions for the SET operator:

$$
\hat{T}_{\mu\nu} = \frac{2}{3} \nabla_{(\mu} \hat{\Phi} \nabla_{\nu)} \hat{\Phi} - \frac{1}{3} \hat{\Phi} \nabla_{(\mu} \nabla_{\nu)} \hat{\Phi} - \frac{1}{6} g_{\mu\nu} [(\nabla \hat{\Phi})^2 + \mu^2 \hat{\Phi}^2],
$$

the t.e.v. of the components of the SET can be obtained using the mode expansion (6) of the field operator. It is convenient to express the results with respect to the tetrad comprised of the vectors $e_1 = \partial_t$, $e_\rho = \partial_\rho$, $e_\phi = \rho^{-1} \partial_\phi$ and $e_z = \partial_z$. Using the notation $T_{\alpha\check{\gamma}} \equiv \langle \hat{T}_{\alpha\check{\gamma}} \rangle_{\beta\check{\delta}}$, the following results can be obtained:

$$
T_{\alpha\check{\gamma}} = \sum_{m=-\infty}^{\infty} \sum_{\ell=1}^{\infty} \int_{-\infty}^{\infty} \frac{N_{kml}^2 dk}{12\pi^2 \omega_{kml}(\omega_{kml} - 1)} F_{\alpha\check{\gamma}},
$$

$$
F_{tt} = (6\omega^2 + \rho^{-2} m^2 - q^2) J_m^2 + q^2 J_m^2, \\
F_{t\rho} = -6\omega \rho^{-1} m J_m^2, \\
F_{\rho\rho} = (5\rho^{-2} m^2 + q^2) J_m^2 + 2q \rho^{-1} J_m J_m^2 + q^2 J_m^2, \\
F_{\phi\phi} = 6\rho^{-2} m^2 + q^2) J_m^2 - 2q \rho^{-1} J_m J_m^2 - q^2 J_m^2, \\
F_{zz} = (6\rho^{-2} m^2 + q^2) J_m^2 - q^2 J_m^2,
$$

where it is understood that $\omega \equiv \omega_{m,\ell}$ and $q \equiv q_{m,\ell}$, while the Bessel functions and their derivatives take the argument $q_{m,\ell} \rho$. It can be shown that the components of the SET not displayed above vanish for all values of $\rho$, $\beta$ and $\Omega$.

4. Landau decomposition

The matrix structure of the SET given in Eq. (10) can be summarised as follows:

$$
T_{\alpha\check{\gamma}} = \begin{pmatrix}
T_{tt} & 0 & T_{t\phi} & 0 \\
0 & T_{\rho\rho} & 0 & 0 \\
T_{t\phi} & 0 & T_{\phi\phi} & 0 \\
0 & 0 & 0 & T_{zz}
\end{pmatrix}.
$$

The energy density $E$ and macroscopic four-velocity $u^\alpha$ can be obtained in the Landau frame by solving the eigenvalue equation $T^{\alpha\check{\gamma}} u_\check{\gamma} = -E u^\alpha$. The physically relevant solution for $E$ reads:

$$
E = \frac{1}{2} \left[ T_{tt}^0 - T_{\phi\phi}^0 + \sqrt{(T_{tt}^0 + T_{\phi\phi}^0)^2 - 4T_{t\phi}^0} \right],
$$

while the Landau velocity $u^\alpha = \Gamma(1,0,v,0)^T$ can be characterised via:

$$
v = -\frac{T_{t\phi}}{E + T_{\phi\phi}}, \quad \Gamma = \frac{1}{\sqrt{1 - v^2}}.
$$

Further manipulation of the above relations gives:

$$
\frac{v}{1 + v^2} = -\frac{T_{t\phi}}{T_{tt} + T_{\phi\phi}}.
$$
When Dirichlet b.c.s are employed, it is easy to see that $v$ vanishes on the boundary. For finite values of $\Psi$, $v$ is in general non-vanishing on the boundary. Let $v_b$ denote the value of $v$ on the boundary. We now ask what is the value of $\Psi$ which ensures $v(R) = v_b$. Inverting Eq. (14) in order to obtain $\Psi$ as a function of $v_b$ does not seem feasible. Instead, an iterative procedure can be established which allows the value of $\Psi$ to be computed numerically. Starting from:

$$T_{\tilde{t}}\hat{\phi}|_R = -\sum_{m,\ell} \left( 1 + \frac{\Psi^2 - m^2}{q^2 R^2} \right)^{-1} \int_0^\infty \frac{dk}{2\pi^2 R^3} \left( e^{\beta \tilde{\omega}} - 1 \right),$$

$$T_{\tilde{t}i} + T_{\tilde{\phi} \tilde{\phi}} = \sum_{m,\ell} \left( 1 + \frac{\Psi^2 - m^2}{q^2 R^2} \right)^{-1} \int_0^\infty \frac{dk}{2\pi^2 R^4} \left( e^{\beta \tilde{\omega}} - 1 \right),$$

(15)

where the sums over $m$ and $\ell$ run between $-\infty$ and $\infty$ and 1 and $\infty$, respectively, it can be seen that $\Psi$ can be isolated from the last term of the second equality above:

$$\Psi = \frac{3 \sum_{m,\ell} \left( 1 + \frac{\Psi^2 - m^2}{q^2 R^2} \right)^{-1} \int_0^\infty \frac{dk}{\omega(e^{\beta \tilde{\omega}} - 1)} \left[ m \omega R - \frac{v_b (\omega^2 R^2 + m^2)}{1 + v_b^2} \right]}{v_b \sum_{m,\ell} \left( 1 + \frac{\Psi^2 - m^2}{q^2 R^2} \right)^{-1} \int_0^\infty \frac{dk}{e^{\beta \tilde{\omega}} - 1}}.$$  

(16)

Equation (16) is solved iteratively. The value $\Psi^{(n)}$ corresponding to iteration $n$ is obtained by evaluating the right hand side of Eq. (16) after replacing $\Psi$ with the value $\Psi^{(n-1)}$ obtained at iteration $n - 1$, while $v_b$ is kept fixed at the desired value. Starting from $\Psi^{(0)} = 0$ yields the convergence value within a relatively small number of iterations and the process seems to be stable as long as $v_b$ can be obtained using $\Psi \geq 0$. To illustrate the procedure, we consider a system with $R = 1$ and $\Omega = 0.5$. Figure 1(a) shows the variation of $v_b$ with $\Psi$ for $\beta \in \{0.25, 0.5, 1\}$.

![Fig. 1. The dependence of (a) $v_b$ and (b) $E_b/E_{b;RKT}$ on $\Psi$ for various values of the inverse temperature $\beta$ when $\Omega = 0$ and $R = 1$.](image-url)
It is natural to consider the relation between the Landau energy density $E_b$ measured on the boundary and the energy density $E_{b;RKT}$ expected for a rigidly-rotating Bose-Einstein gas, for which\textsuperscript{12}

$$v_{RKT} = \rho\Omega, \quad E_{RKT} = \frac{\pi^2 \Gamma_{RKT}^4}{30\beta^4}. \quad (17)$$

An iterative scheme for finding $\Psi$ for a prescribed value of $E_b$ involves working with quadratic functions with respect to the SET components. The stability and efficiency of such a scheme is questionable. Instead, we employ a bisection algorithm to find the value of $\Psi$ corresponding to $E_b$. Typically, the ratio $E_b/E_{b;RKT}$ characterising the departure of the quantum state from the expected rigid-rotation profile ranges from $\sim 0.1$ for Dirichlet b.c.s to $\sim 2$ for von Neumann b.c.s. The dependence of $E_b/E_{b;RKT}$ on $\Psi$ for $\beta \in \{0.25, 0.5, 1\}$ is illustrated in Fig. 1(b).

Finally, we examine the profiles of the energy density and velocity when $\beta = 0.5$, $\Omega = 0.5$ and $R = 1$. Fig. 2(a) shows that the RBCs interpolate between the Dirichlet and von Neumann b.c.s. In the former case, the energy density exhibits a strong decreasing trend in the vicinity of the boundary, as also remarked in Ref. 1. For the von Neumann b.c.s, the energy density is amplified next to the boundary, as compared to the RKT prediction for a rigidly-rotating Bose-Einstein gas. The velocity $v$, shown in Fig. 2(b), shows small variations with respect to $\Psi$.

5. Conclusion

In this paper, a procedure to correlate the parameter $\Psi$ of the RBCs for the massless KG field enclosed within a cylinder and the boundary values of the rigidly-rotating t.e.v. of the SET operator was introduced. The restriction $\Psi \geq 0$ was imposed in order to eliminate modes with negative co-rotating energy $\tilde{\omega}$ which would otherwise cause t.e.v.s to diverge. Employing the Landau frame decomposition to obtain the
macroscopic four-velocity of the state, the velocity on the boundary was shown to take values between 0 (Dirichlet limit) and a maximum value (von Neumann limit), which increases towards the value corresponding to rigid rotation as the temperature is increased. The energy density is strongly quenched compared to the relativistic kinetic theory prediction for a rigidly-rotating Bose-Einstein gas in the vicinity of the boundary when the Dirichlet b.c.s are employed. By contrast, it is amplified in the case of the von Neumann b.c.s.
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It is known that an electric-magnetic duality transformation is a symmetry of the classical source-free Maxwell theory in generic spacetimes. This provides a conserved Noether charge, physically related to the polarization state of the electromagnetic field. We shall argue that this conservation law fails to hold at the quantum level in presence of a background classical gravitational field with non-trivial dynamics, as determined by the Chern-Pontryagin invariant. This is the spin-1 analog of the chiral anomaly for massless Dirac fermions.
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1. The classical electric-magnetic Noether symmetry

It is known from elementary courses in electrodynamics that Maxwell equations without electric charges and currents, as well as the electromagnetic stress-energy tensor, are manifestly invariant under an “exchange” of the electric $\vec{E}$ and magnetic $\vec{B}$ fields, given by $\vec{E} \rightarrow \vec{B}, \vec{B} \rightarrow -\vec{E}$. In a manifestly covariant language, this amounts to say that

$$\nabla_\mu F^{\mu\nu} = 0, \quad \nabla_\mu \gamma F^{\mu\nu} = 0, \quad (1)$$

together with $T_{\mu\nu} = \frac{1}{2} [F_{\mu\rho}F^{\rho\nu} + \gamma F_{\mu\rho}\gamma F^{\rho\nu}]$, where $F$ denotes the electromagnetic 2-form field and $\gamma F$ its Hodge-dual, remain invariant under the discrete transformation $F_{\mu\nu} \rightarrow \gamma F_{\mu\nu}, F_{\mu\nu} \rightarrow -F_{\mu\nu}$. Because this discrete transformation is nothing but the Hodge-duality mapping between 2-forms in a 4-dimensional spacetime, this invariance is usually regarded as the duality of Maxwell theory of electromagnetism.

Perhaps more interesting than this is that the invariance actually extends to continuous SO(2) rotations between the fields, $F \rightarrow F \cos \theta + \gamma F \sin \theta$, called electromagnetic transformations. This continuous transformation not only leaves the above equations invariant, but it is also a symmetry of the source-free Maxwell action functional

$$S[A] = \int d^4x \sqrt{-g} F_{\mu\nu} F^{\mu\nu}, \quad (2)$$
as first found by Calkin\(^1\). Here we introduced the electromagnetic potential $A$, defined by $F = dA$. Some years later, this was reanalyzed in greater detail by Deser and Teitelboim\(^2\) using the canonical approach, showing in particular that the symmetry holds even if the electromagnetic field propagates in a curved spacetime background. Noether’s theorem enters the scene providing a conserved charge and current, with valuable physical information.
The Noether current takes the form (valid on-shell) \( j_\mu^D \approx \frac{1}{2} [A_\nu F^{\mu\nu} - F^{\mu\nu} Z_\nu] \),

(3)

(where \( Z_\nu \) is defined by \( E^\mu = -\epsilon^{\mu\alpha\beta} \nabla_\alpha Z_\beta \)) and it is conserved on-shell:

\[ \nabla_\mu j_\mu^D = -Z_\nu \nabla_\mu F^{\mu\nu} \approx 0. \]

(4)

The electric-magnetic symmetry of the theory is generated by a conserved charge \( Q^D \), which is the integral on a Cauchy surface of the “zero” component of the previous current:

\[ Q^D = -\frac{1}{2} \int_{\Sigma_1} d\Sigma_t (A_\mu B^\mu - E^\mu Z_\mu), \]

(5)

and satisfies \( \delta H = \{ H, Q^D \} \approx 0 \). This charge is gauge-invariant, it is a constant of motion \( \dot{Q} \approx 0 \), and it is not difficult to check that generates the correct transformation rule for the electric and magnetic fields in phase space:

\[ \delta E = \{ E, Q^D \} = B, \quad \delta B = \{ B, Q^D \} = -E. \]

(6)

In Minkowski spacetime, this charge shows interesting physics. Expanding the fields in Fourier modes with positive \( h^+ (k) \) and negative \( h^- (k) \) helicity amplitudes, the equation above reduces to

\[ Q^D = \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} k \left[ |h^+_k|^2 - |h^-_k|^2 \right]. \]

(7)

As we can see, the Noether charge accounts for the net difference between right- and left-handed circularly polarized radiation (or photons, in the quantum theory). This is recognized as the usual V-Stokes parameter, describing the polarization state of electromagnetic radiation. In some contexts this is also known as optical helicity \( ^4 \). One concludes that, as a direct consequence of the classical electric-magnetic duality symmetry, this physical magnitude is a constant of motion of source-free electrodynamics.

2. The anomaly in the quantum theory

An important question now is whether the symmetry still holds in the quantum theory, i.e. if \( \langle \nabla_\mu j_\mu^D \rangle = 0 \) for any given quantum vacuum state. Failing to satisfy this will imply that the electric-magnetic transformation is not a quantum symmetry. Given the well-known and diverse examples of anomalous symmetries in quantum field theory, this is not a trivial issue.

2.1. Why is an anomaly expected?

Anomalies in quantum field theory were first discovered by Adler, Bell, and Jackiw\(^5\) for the Dirac chiral symmetry in the context spinor quantum electrodynamics, and
immediately after by Kimura\textsuperscript{6} in the gravitational framework. The underlying reason for their appearance is renormalization. In short, the calculation of expectation values of quadratic field operators runs into problems due to UV divergences. They are ill-defined and as such we need renormalization to extract a well-defined physical quantity from them. The Noether currents are a prototype example of that. The key point is that renormalization subtractions do not necessarily respect the classical equations of motion. Then, quantum fluctuations lead to non-trivial off-shell contributions to the divergence of the current (4), causing the rupture of the classical invariance.

Of course, not every symmetry of a field theory is ruined by quantum fluctuations. One of the key points that makes the appearance of an anomaly very likely in this situation is the fact that the electric-magnetic transformation resembles an ordinary chiral transformation when working with self- and antiself-dual field variables. Indeed, if we define the self-dual fields $\vec{H}_\pm = \frac{1}{\sqrt{2}} \left[ \vec{E} \pm i \vec{B} \right]$ then

$$\vec{H}_\pm \to e^{\mp i \theta} \vec{H}_\pm,$$

is an electric-magnetic rotation of the fields. Furthermore, under a Lorentz transformation both fields decouple, and their transformation rules are related to the two irreducible representations of the Lorentz group for fields of spin-1, written in standard terminology as $(0, 1)$ and $(1, 0)$. Compared with massless fermions of spin-1/2, $\vec{H}_\pm$ is the analog of a right-handed Weyl spinor — that transform under the $(0, 1/2)$ Lorentz representation — and $\vec{H}_-$ is the analog of a left-handed Weyl spinor. So there is, indeed, full analogy with the fermion chiral transformation. Since this classical symmetry is known to be anomalous in the quantum theory if the Dirac field propagates in a curved spacetime, it becomes plausible that a similar feature will happen in the electromagnetic case too.

### 2.2. Derivation of the quantum anomaly

The strategy that we follow to compute $\langle \nabla_\mu j^\mu_D \rangle$ is to mimic as close as possible the chiral anomaly for Dirac fields.

The previous arguments strongly suggest to use self- and antiself-dual variables. The use of them actually makes the dynamics of the theory significantly more transparent. Source-free Maxwell equations (1) can be rewritten as

$$\alpha_l^{\mu \nu} \nabla_\mu H^I_+ = 0,$$

with $\alpha_l^{\mu \nu}$ some matrices satisfying the $su(2)$ Lie algebra (again, this resembles the spin-1/2 theory of Weyl spinors). As in the standard formulation, this equation can be solved by introducing potentials. Defining complex potentials by $H^I_+ = i \epsilon^{l \mu \nu} \nabla_\mu A_{+ \nu}$ the equations of motion read now\textsuperscript{3}

$$\alpha_l^{\mu \nu} \nabla_\mu A^I_{+ \nu} = 0.$$
The analogy with the Dirac theory goes even further. The standard Maxwell action functional (2) can be rewritten in terms of complex variables in the following form

\[ S[A^+, A^-] = -\frac{1}{4} \int d^4x \sqrt{-g} \bar{\Psi} i\beta^\mu \nabla_\mu \Psi, \]  

(11)

where

\[ \Psi = \begin{pmatrix} A^+ \\ H_+ \\ A^- \\ H_- \end{pmatrix}, \quad \bar{\Psi} = (A^+, H_+, A^-, H_-), \quad \beta^\mu = i \begin{pmatrix} 0 & 0 & 0 & \bar{\alpha}^\mu \\ 0 & 0 & -\alpha^\mu & 0 \\ 0 & \alpha^\mu & 0 & 0 \\ -\bar{\alpha}^\mu & 0 & 0 & 0 \end{pmatrix}. \]  

(12)

These new \( \beta^\mu \) matrices satisfy the familiar Clifford algebra \{\beta^\mu, \beta^\nu\} = 2g^\mu\nu, and allow us to define a chiral matrix \( \beta_5 = \frac{i}{4!} \epsilon_{\mu\nu\rho\sigma} \beta^\mu \beta^\nu \beta^\rho \beta^\sigma \). Then the chiral-type transformation of the fields

\[ \Psi \rightarrow e^{i\beta_5 \theta} \Psi, \]  

(13)

defines the electric-magnetic rotation, and it is a symmetry of the above action. By applying Noether’s theorem we immediately get the current \( j^\mu_D = -\frac{1}{4} \bar{\Psi} \beta^\mu \beta_5 \Psi \), which agrees with the one presented above.

Now we are equipped with sufficient tools to calculate the vacuum expectation value of (4). We took two different routes to obtain the result, each one illustrating different aspects of the anomaly.

The first method is a direct computation: we identify and regularize UV divergences, and subtract them in a covariant way. This is achieved by writing the divergence of \( j^\mu_D \) in terms of the Wightman two point function \( S(x, x') = \langle \bar{\Psi}(x) \Psi(x') \rangle \), subtract the corresponding UV asymptotic expansion up to 4 order in derivatives of metric (which contain UV divergences), and then taking the limit in which the two points merge:

\[ \langle \nabla_\mu j^\mu_D \rangle_{\text{ren}} = \langle \nabla_\mu j^\mu_D \rangle - \langle \nabla_\mu j^\mu_D \rangle_{(4)} = \lim_{x \rightarrow x', \lambda \rightarrow 0} \frac{i}{2} \text{Tr} \beta_5 \left( S(x, x', \lambda) - S(x, x', \lambda)_{(4)} \right). \]

The asymptotic expansion is evaluated using the Heat Kernel method. After taking limits a non-vanishing term survives, yielding an anomalous non-conservation of the duality current:

\[ \langle \nabla_\mu j^\mu_D \rangle_{\text{ren}} = -\frac{\hbar}{96\pi^2} R_{\mu\nu\rho\sigma}^* R^{\mu\nu\rho\sigma}. \]  

(14)

The result comes entirely from the subtraction terms, which are independent of the vacuum state.

The second approach relies on Fujikawa’s path integral viewpoint. The partition function of the theory,

\[ Z = \int d\mu[\Psi, \bar{\Psi}] e^{iS[\Psi, \bar{\Psi}]}, \]  

(15)
remains invariant under a change of variables in phase space. An electric-magnetic duality rotation is a canonical transformation in phase space and as such it must leave $Z$ invariant. Noether’s theorem states that the action changes as

$$S[\Psi', \bar{\Psi}'] = S[\Psi, \bar{\Psi}] - \int d^4x \sqrt{-g} \theta(x) \langle \nabla_\mu J^\mu_D \rangle_{\text{ren}}. \quad (16)$$

If everything else under the integral remained invariant, one would conclude that the current is conserved. However, as first pointed out by Fujikawa, the measure of the integral is not necessarily invariant and could change by a non trivial Jacobian, $d\mu[\Psi', \bar{\Psi}'] = J d\mu[\Psi, \bar{\Psi}]$, $J \neq 1$. This is what yields the anomalous non conservation of the current in this framework. A detailed analysis following this approach gives back equation (14) again.

3. Conclusions and final comments

We argued that quantum fluctuations of the electromagnetic field spoil the classical conservation law of the Noether current associated to electric-magnetic rotations due to spacetime curvature, as calculated in (14). The result points out that $Q_D$ is no longer a constant of motion in the quantum theory: gravitational dynamics should distinguish between right and left photons. Physical implications of this quantum effect are still under investigation, but the analogy with the chiral anomaly suggests that this is related to spontaneous electromagnetic circular polarization, as a result of asymmetric creation of right/left photons from the quantum vacuum due to background dynamics. If confirmed, our next goal will be to study the stimulated contribution to this asymmetric particle creation. This could be of interest in different astrophysical scenarios, ranging from stellar gravitational collapse to mergers of compact objects.
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We extend the adiabatic regularization method for an expanding universe to include the Yukawa interaction between a quantized Dirac field and a homogeneous time-dependent scalar field. We present the renormalized semiclassical equations that are needed in order to take into account the backreaction of the produced Dirac fermions in both gravitational and scalar background fields.
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1. Introduction

Any inflationary model predicts an exponentially fast dilution of the number density of any particle species. To repopulate the Universe with matter and radiation, the energy density of the inflaton needs to be converted to the standard model fields. This epoch is called reheating. A preheating stage, where particles are created due to the classical behavior of the inflaton field before the thermal equilibrium has been proposed for both scalar

and fermion fields. In some models, including new inflation and chaotic inflation, inflation is produced due to a classical scalar field, which at the end of inflation it starts to oscillate around the minimum of its potential.

Gravitational particle creation was first discovered in the expanding universe and later extended to black holes. Time-dependent gauge fields can also create particles. Due to the Yukawa coupling between a time-varying classical scalar field \( \Phi \) and a quantum fermionic field \( \psi \), spontaneous particle production also occurs. In order to take into account the backreaction of the produced particles on the classical background fields, via the semiclassical equations, one need to compute the expectation values \( \langle T_{\mu\nu} \rangle \) and \( \langle \bar{\psi} \psi \rangle \). This requires a regularization and
renormalization method to deal with the ultraviolet divergences appearing in expectation values quadratic in fields. A very powerful method to tame the ultraviolet divergences for isotropically expanding universes was originally proposed by Parker and Fulling\textsuperscript{4,5,9} for scalar fields. This renormalization method is based on an adiabatic expansion of the field modes living in the expanding universe, and it is known as adiabatic regularization. The adiabatic method has been extended to Dirac fermions in Refs. 10, 11.

In this contribution we further extend the adiabatic regularization method to incorporate the Yukawa interaction, which is expected to be of major importance in the preheating epoch. First, we present the semiclassical equations for fermions in an expanding universe and Yukawa-coupled to a scalar field and then use the adiabatic regularization scheme to cure the divergences of the vacuum expectation values of $\langle T_{\mu\nu} \rangle$ and $\langle \bar{\psi}\psi \rangle$. (For a extended analysis, see Ref. 12).

2. Semiclassical equations for a quantized Dirac matter field with Yukawa coupling

We consider the theory defined by the action functional $S = S[g_{\mu\nu}, \Phi, \psi, \nabla \psi]$, where $\psi$ represents a Dirac field, $\Phi$ is a scalar field, and $g_{\mu\nu}$ stands for the spacetime metric. We decompose the action as $S = S_g + S_m$, where $S_m$ is the matter sector

$$S_m = \int d^4x \sqrt{-g} \left\{ i \frac{1}{2} \left[ \bar{\psi} \gamma^\mu \nabla_\mu \psi - (\nabla_\mu \bar{\psi})\gamma^\mu \psi \right] - m \bar{\psi}\psi - g_Y \Phi \bar{\psi}\psi \right\},$$

(1)

and $S_g$ is the gravity-scalar sector. In (1), both the metric $g_{\mu\nu}(x)$ and the scalar field $\Phi(x)$ are regarded as classical external fields. The curved-space Dirac matrices $\gamma^\mu$ obey the relations $\{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu}$. The Dirac spinor $\psi(x)$ will be our quantized field, living in a curved spacetime and possessing a Yukawa coupling to the classical field $\Phi$. The Dirac equation is

$$(i\gamma^\mu \nabla_\mu - m - g_Y \Phi)\psi = 0,$$

(2)

and the stress-energy tensor is given by

$$T_{\mu\nu}^m := 2 \sqrt{-g} \frac{\delta S_m}{\delta g^{\mu\nu}} = i \frac{1}{2} \left[ \bar{\psi} \gamma_\mu \nabla_\nu \psi - (\nabla_\mu \bar{\psi})\gamma^\nu \psi \right].$$

(3)

The complete theory, including the gravity-scalar sector in the action, can be described by

$$S = S_g + S_m = \frac{1}{16\pi G} \int d^4x \sqrt{-g} R + \int d^4x \sqrt{-g} \left\{ \frac{1}{2} g^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi + g^{\mu\nu} V(\Phi) \right\} + S_m,$$

(4)

where $S_m$ is the action for the matter sector given in (1).

The semiclassical Einstein and scalar equations are

$$G^{\mu\nu} + 8\pi G \left( \nabla^\alpha \Phi \nabla_\alpha \Phi - \frac{1}{2} g^{\mu\nu} \nabla_\rho \Phi \nabla_\rho \Phi + g^{\mu\nu} V(\Phi) \right) = -8\pi G \langle T_{\mu\nu}^m \rangle_{ren},$$

(5)

$$\Box \Phi + \frac{\partial V}{\partial \Phi} = -g_Y \langle \bar{\psi}\psi \rangle_{ren}.$$
In order to obtain the renormalized quantities $\langle T_{\mu\nu} \rangle_{\text{ren}}$ and $\langle \bar{\psi} \psi \rangle_{\text{ren}}$ we extend the adiabatic regularization in the next section.

3. Fermion quantization and adiabatic regularization

In a spatially flat FLRW spacetime, we expand the field $\psi$ as

$$\psi(x) = \int d^4k \sum_\lambda \left[ B_{\tilde{k}\lambda} \bar{u}_{\tilde{k}\lambda}(x) + D_{\tilde{k}\lambda}^\dagger v_{\tilde{k}\lambda}(x) \right], \quad (7)$$

with

$$u_{\tilde{k},\lambda}(x) = \frac{e^{i\tilde{k}x}}{\sqrt{(2\pi)^3}} \begin{pmatrix} h_k^I(t) \xi_\lambda(\tilde{k}) \\ h_k^{II}(t) \frac{2\pi}{\hbar} \xi_\lambda(\tilde{k}) \end{pmatrix} \quad (8)$$

and $v_{\tilde{k},\lambda}(x) = Cu_{\tilde{k},\lambda}(x)$. The modes $v_{\tilde{k},\lambda}(x)$ can be obtained by applying a charge conjugate transformation $C\psi = -i\gamma^\tau \psi^*$. Here $\xi_\lambda$ with $\lambda = \pm 1$ are two constant orthonormal two-spinors ($\xi^I_\lambda = \delta_{\lambda,\lambda'}$), eigenvectors of the helicity operator $\frac{\partial}{\partial \tau} \xi_\lambda = \frac{2\pi}{\hbar} \xi_\lambda$. The time-dependent functions $h_k^I$ and $h_k^{II}$ satisfy the first-order coupled equations

$$h_k^I = \frac{ia}{k} \left( \frac{\partial h_k^I}{\partial t} + i(m + g_\gamma \Phi) h_k^I \right), \quad h_k^{II} = \frac{ia}{k} \left( \frac{\partial h_k^{II}}{\partial t} - i(m + g_\gamma \Phi) h_k^I \right). \quad (9)$$

The normalization condition for the above four-spinors reduces to

$$|h_k^I|^2 + |h_k^{II}|^2 = 1. \quad (10)$$

For adiabatic regularization one can expand $h_k^I$ and $h_k^{II}$ as

$$h_k^I(t) = \sqrt{\frac{\omega(t) + m}{2\omega(t)}} e^{-i\int (\omega(t') + \omega^{(1)}(t') + \ldots) dt'} \left( 1 + F^{(1)}(t) + \ldots \right)$$

$$h_k^{II}(t) = \sqrt{\frac{\omega(t) - m}{2\omega(t)}} e^{-i\int (\omega(t') + \omega^{(1)}(t') + \ldots) dt'} \left( 1 + G^{(1)}(t) + \ldots \right). \quad (11)$$

Here, $F^{(n)}$, $G^{(n)}$ and $\omega^{(n)}$ are complex and real functions of $n$th adiabatic order. By substituting (11) into the equations of motion (9) and the normalization condition (10), one can obtain expressions for these functions by solving order by order in the adiabatic expansion. As usual, we consider $\dot{a}$ of adiabatic order 1, $\ddot{a}$ of adiabatic order 2, and so on. On the other hand, we consider the interaction term $s(t)$ of adiabatic order 1. For a recent discussion on a related issue see Ref. 13. We work out the first adiabatic order but the full computation until fourth adiabatic order can be found in Refs. 11, 12. In order to compute the three functions of the first adiabatic order contributions $F^{(1)}$, $G^{(1)}$ and $\omega^{(1)}$, we treat independently the real and imaginary parts by writing $F^{(1)} = f_x^{(1)} + if_y^{(1)}$ and $G^{(1)} = g_x^{(1)} + ig_y^{(1)}$. 
From (11) and (10) we obtain for the real part

\[
(\omega - m)(g_x^{(1)} - f_x^{(1)}) = \omega^{(1)} - gy\Phi,
\]

\[
(\omega + m)(g_x^{(1)} - f_x^{(1)}) = -\omega^{(1)} - gy\Phi,
\]

\[
(\omega + m)f_x^{(1)} + (\omega - m)g_x^{(1)} = 0,
\]

(12)

which has as solutions

\[
f_x^{(1)} = \frac{gy\Phi - mgY\Phi}{2\omega}, \quad g_x^{(1)} = -\frac{gy\Phi - mgY\Phi}{2\omega^2}, \quad \omega^{(1)} = \frac{mgY\Phi}{\omega}.
\]

(13)

On the other hand, the imaginary part of the system gives

\[
(\omega - m)(g_y^{(1)} - f_y^{(1)}) = \frac{d\omega}{2} \left( \frac{1}{\omega + m} - \frac{1}{\omega} \right),
\]

\[
(\omega + m)(g_y^{(1)} - f_y^{(1)}) = -\frac{d\omega}{2} \left( \frac{1}{\omega - m} - \frac{1}{\omega} \right).
\]

(14)

These two equations are not independent. The obtained solution for \(g_y^{(1)}\) and \(f_y^{(1)}\) is

\[
f_y^{(1)} = A - \frac{m\dot{a}}{2\omega^2}, \quad g_y^{(1)} = A,
\]

(15)

where \(A\) is an arbitrary first-order adiabatic function. We will choose the simplest solution

\[
f_y^{(1)} = -\frac{m\dot{a}}{4\omega^2}, \quad g_y^{(1)} = \frac{m\dot{a}}{4\omega^2},
\]

(16)

obeying the condition \(F^{(1)}(m,gy\Phi) = G^{(1)}(-m,-gy\Phi)\). Therefore, the adiabatic expansion will also preserve the symmetries of the equations (9) with respect to the change \((m,gy\Phi) \rightarrow (-m,-gy\Phi)\). We have checked that physical expectation values are independent to any potential ambiguity in this kind of choice. We want to remark that this ambiguity is originated by the possibility of adding a time derivative in the integral of the exponent in (11) and compensating it by redefining the corresponding functions \(F\) and \(G\). Therefore, the local subtraction terms for renormalization can be unambiguously fixed. Nevertheless, an unambiguous adiabatic expansion of the modes can be constructed following the procedure described in Ref. 11. The next adiabatic orders are obtained by iteration.

4. Renormalized backreaction equations

The classical stress-energy tensor in a FLRW spacetime has two independent components. For a Dirac field, they are (no sum on \(i\)),

\[
T_0^0 = \frac{i}{2} \left( \bar{\psi} \gamma^0 \frac{\partial \psi}{\partial t} - \frac{\partial \bar{\psi}}{\partial t} \gamma^0 \psi \right), \quad T_i^i = \frac{i}{2a} \left( \bar{\psi} \gamma^i \frac{\partial \psi}{\partial x^i} - \frac{\partial \bar{\psi}}{\partial x^i} \gamma^i \psi \right).
\]

(17)
In the quantum theory, using (7) the vacuum expectation values of the stress-energy tensor take the form

$$\langle T_{00} \rangle = \frac{1}{2\pi^2a^3} \int_0^\infty dk k^2 \rho_k(t), \quad \rho_k(t) \equiv 2i \left( h_k^I \frac{\partial h_k^{I*}}{\partial t} + h_k^{I*} \frac{\partial h_k^I}{\partial t} \right),$$

(18)

and

$$\langle T_{ii} \rangle = \frac{1}{2\pi^2a} \int_0^\infty dk k^2 p_k(t), \quad p_k(t) \equiv \frac{2k}{3a} \left( h_k^I h_k^{I*} + h_k^{I*} h_k^I \right).$$

(19)

On the other hand we have:

$$\langle \bar{\psi} \psi \rangle = \frac{-1}{\pi^2a^3} \int_0^\infty dk k^2 \langle \bar{\psi} \psi \rangle_k, \quad \langle \bar{\psi} \psi \rangle_k \equiv |h_k^I|^2 - |h_k^{I*}|^2.$$  

(20)

In general, adiabatic renormalization proceeds by subtracting the adiabatic terms of the integrand that contains the ultraviolet divergences. For $\langle \bar{\psi} \psi \rangle$ we need to subtract until third adiabatic order and for $\langle T_{\mu\nu} \rangle$ until fourth adiabatic order. It is important to remark that all contributions of a given adiabatic term of fixed (adiabatic) order must be taken into account in the subtraction, otherwise general covariance is not maintained. Also, one subtracts only the minimum number of terms required to get a finite result. For example, for the first adiabatic order for $\langle \bar{\psi} \psi \rangle_k$ introducing (11) in (20) and selecting the corresponding first adiabatic order term of this expansion for the the expectation values we obtain

$$\langle \bar{\psi} \psi \rangle_k^{(1)} = \frac{\omega + m}{2\omega} \langle \bar{\psi} \psi \rangle_k^{(1)} - \frac{\omega - m}{2\omega} \langle \bar{\psi} \psi \rangle_k^{(1)} = \frac{\omega + m}{2\omega} \left( 2f_x^{(1)} - \frac{\omega - m}{2\omega} \right) = \frac{\omega + m}{\omega} \frac{\omega}{\omega} + m^2 \frac{\omega}{\omega}.$$

(21)

The complete renormalized expressions for the energy momentum tensor and $\langle \bar{\psi} \psi \rangle_{ren}$ are

$$\langle T_{00} \rangle_{ren} = \langle T_{00} \rangle - \langle T_{00} \rangle_{Ad} = \frac{1}{2\pi^2a^3} \int_0^\infty dk k^2 (\rho_k - \rho_k^{(0-4)}),$$

(22)

$$\langle T_{ii} \rangle_{ren} = \langle T_{ii} \rangle - \langle T_{ii} \rangle_{Ad} = \frac{1}{2\pi^2a} \int_0^\infty dk k^2 (p_k - p_k^{(0-4)}),$$

(23)

$$\langle \bar{\psi} \psi \rangle_{ren} = \langle \bar{\psi} \psi \rangle_{Ad} - \frac{1}{\pi^2a^3} \int_0^\infty dk k^2 (\langle \bar{\psi} \psi \rangle_k - \langle \bar{\psi} \psi \rangle_k^{(0-3)}).$$

(24)

where $^{(0-n)}$ denotes the substraction terms of adiabatic order 0, 1, ..., $n$.

These finite renormalized quantities are the ones that are introduced in the semiclassical equations of (5) and (6) in order to take into account the backreaction of the produced fields in both the gravitational and the scalar background fields.

We want also to briefly recall that the adiabatic method serves not only as a regulator but also as a renormalization mechanism. Each adiabatic subtraction of $\langle \bar{\psi} \psi \rangle_{ren}$ and $\langle T_{\mu\nu} \rangle_{ren}$ can be understood as the contribution of a generic Lagrangian containing all possible counterterms having couplings with non-negative mass dimension, up to Newton's coupling constant. The associated running of
the couplings due to this adiabatic renormalization scheme has also been recently studied in Ref. 14 for a Maxwell-Einstein theory. This is still an open problem for a Yukawa interaction. Another issue is the correct fixing of the initial conditions in order to perform a numerical analysis of the full renormalized semiclassical equations. This has already been done for a scalar field in expanding universe\textsuperscript{15} but a generalization for Dirac fields and also for Yukawa couplings is still missing\textsuperscript{16}.

5. Conclusions

In order to take into account the backreaction of the produced Dirac particles during the preheating stage one needs to compute $\langle T_{\mu\nu} \rangle$ and $\langle \bar{\psi} \psi \rangle$, which are plagued with UV divergences. To renormalize these observables we have extended the adiabatic regularization to include a Yukawa interaction between the quantized Dirac fields and the classical scalar field background.

References

Interacting quantum field theories and topological defects

Antonino Flachi and Vincenzo Vitagliano
Department of Physics & Research and Education Center for Natural Sciences,
Keio University, 4-1-1 Hiyoshi, Kanagawa 223-8521, Japan

We present here the results of a recent analysis of interacting quantum field theories on a curved manifold with a topological defect constructed by geometrically deforming a lattice. We discuss an explicit example where curvature and boundary conditions compete in altering the way the quantum vacuum is destabilized. We show that the competing action of the locally induced curvature and of boundary conditions generated by the non-trivial topology allows configurations where symmetries can be spontaneously broken close to the defect core. Inspired by this effect, we propose a novel mechanism to induce a superconducting phase by triggering particle condensation along cosmic strings.

As the energy scales of a physical system become higher, non-perturbative effects get into the game and the system is said to have entered an strongly coupled regime. Remarkable examples of strongly coupled systems include QCD, high temperature superconductors and the very primordial plasma filling the universe a few instants after the big bang. Interactions are also important in describing the propagation of conducting electrons in graphene.

Precise study of strong coupled dynamics is only possible at the cost of demanding numerical simulations. On the other hand, general phenomenological guidelines for the study of strongly coupled systems can be precisely draft exploiting mathematical considerations on the underlying symmetries. The physics of symmetry breaking, in fact, notably relies on exact mathematical statements which are intimately non-perturbative, as in the case of the Goldstone theorem.

A seminal paper by Coleman and Weinberg\(^1\) showed how symmetries can be spontaneously broken due to quantum fluctuations. This mechanism of dynamical symmetry breaking, originally developed in the context of scalar field self-interactions, can be naturally extended to fermions. In a field theory with massless fermions, the interactions between particles preserve helicity: the polarised left- and right-handed sectors evolve separately. However, in the celebrated Nambu–Jona-Lasinio model (\(\lambda\) is the coupling constant and \(N\) the total number of fermion dof,
\[
S_{NJL} = \int d^4x \sqrt{g} \left\{ \bar{\psi} i \gamma^\mu \nabla_\mu \psi + \frac{\lambda}{2N} (\bar{\psi} \psi)^2 \right\},
\]
and in its progeny of models for strong interactions, such symmetry is spontaneously broken by a non-vanishing order parameter: when the composite operator \(\phi \sim \bar{\psi} \psi\) acquires a non-zero vacuum expectation value, then a dynamical effective mass for the fermions, \(M_{\text{eff}} \sim \langle \bar{\psi} \psi \rangle\), is generated. This mechanism is responsible for most of the observed mass of hadrons.
Transitions between symmetry broken and symmetry restored phases are generally triggered by changes in the external conditions. In particular a nonzero temperature leads to temperature-dependent mass generation and to restoration of broken symmetries once a certain critical value of the temperature is reached. Other factors modifying the phase diagram of self-interacting theories span from finite density effects to the action of a non-vanishing chemical potential or of an external gauge field. Here we will instead concentrate on geometrical effects, and how these challenge the vacuum stability of a theory with four fermions interactions.

Many are the configurations in which geometry affects the symmetry breaking of strongly interacting systems: in flat spacetime with $R^3 \times S^1$ topology and periodic boundary conditions, for example, the consequences of the non-trivial topology are very similar to those of nonzero temperature; on the other hand, in curved spacetime the effects of external gravitational fields resemble those of an effective extra mass. The combination of these external factors, and in particular topology, nonzero temperature, and curvature, acting on self-interacting theories is likely to have been of considerable importance in the early stages of the evolution of the universe. During those eras a spontaneous breaking of an internal symmetry group results in the production of topological defects – the well-known Kibble–Zurek mechanism.

Suppose the dynamical symmetry breaking for some particle model to be at the origin of the formation of a static straight cosmic string lying along the $z$-axis, namely an infinitely long thin tube of false vacuum generated in the sudden temperature-driven transition from a phase to another (here, the transverse size of the cosmic string is neglected while ‘sudden transition’ means a transition with a rate that is fast if compared with the size of the system). Away from the defect, the spacetime associated with the gravitating string is accurately described by the vacuum Einstein equations. It turns out that at large distance from the string, the geometry is locally flat, $ds_{\text{con}}^2 = dt^2 - dz^2 - dr^2 - r^2 d\theta^2$, but with an important caveat: it is not globally Euclidean, since the angular coordinate does not run on the entire $2\pi$ circle; instead, $0 \leq \theta < 2\pi - \Delta$, with $\Delta > 0$ ($\Delta < 0$) being the deficit (excess) angle: surfaces at constant $t$ and $z$ are cones, not planes.

This is a remembrance of defects insertion in crystal lattices: starting from a (locally) flat lattice, the subtraction (or addition) of atoms is equivalent to the extraction (or insertion) of sections of the lattice with a given angle. The procedure results in an ice-cream-shaped lattice (or a saddle) which is locally flat everywhere apart for the apex. Note yet that the spacetime surgery does not come for free: the price to pay is the implementation of some non-trivial new boundary conditions along the cut, which will be a reminder of the deficit (excess) angle at the apex.

To investigate the role of the background geometry in modifying the vacuum structure, we will consider a $(2 + 1)$-dimensional honeycomb lattice, whose hexagonal structure is obtained by the superposition of two triangular sublattices: the breakdown of this discrete symmetry is behind the phenomenon of condensation.
we will describe here. The dynamics of the delocalized electrons on such a lattice is often described in terms of a generalisation of the Hubbard model, that in the continuum limit is mapped onto a field theory with nine different couplings; however, considering the limit for a large number of fermion flavours $N$ and after bosonization, the Hubbard model for the honeycomb lattice has the following form

$$\mathcal{L}_{GN} = \bar{\psi}_\sigma \partial_t \psi_\sigma + \sigma \bar{\psi}_\sigma \psi_\sigma + \frac{\phi^2}{2\lambda},$$  \hspace{1cm} (1)

where $\sigma = \pm$ is a spin index on which one sums. The final goal is to study the behaviour of the order parameter $\phi$ when moving toward the apex of the cone.

Using a regularization of the space generated by the topological ‘stringy’ defect with a family of smoothed versions of the conical solution (in Euclidean time), $ds^2 = dr^2 + f_\epsilon(r)dr^2 + r^2 d\theta^2$, where $f_\epsilon(r)$ is a regularising function: in the limit $\epsilon \to 0$ one might recover the singular cone. The Schrödinger–Lichnerowicz–Weitzenböck formula allows us to write the effective action as

$$\Gamma[\phi] = - \int d^3 x \sqrt{g} \frac{\phi^2}{2\lambda} + \frac{1}{2} \sum_{p=\pm} \log \det \left( \Box + \frac{R}{4} + \phi_p^2 \right), \hspace{1cm} \phi_{\pm}^2 = \phi^2 \pm \sqrt{g^{rr}} \phi' \hspace{1cm} (2)$$

where the metric here employed is the smoothed one, $ds^2$, rather than $ds^2_{\text{con}}$. As previously mentioned, the change in the topology has a prominent role in altering the boundary conditions on the glued side of the lattice; the response to this change is captured by the employment of a modified covariant derivative, $D_\mu = \nabla_\mu + iA_\mu$, acting on spinors and encompassing an effective non-dynamical gauge field, $A_\mu$, that depends on the deficit angle.

Expressing the functional determinant of the (squared) Dirac operator in curved space in terms of its heat kernel expansion, and using zeta function regularization, it is possible to calculate the effective action (2) and find out the effective equations of motion of the order parameter $\phi$, whose solutions can be reconstructed numerically (See figure and see Ref. 12 for some examples). An alternative way to proceed could make use of the world-line formalism adapted to the present case (see Ref. 13 for a relevant calculation). Although the presence of curvature (which acts,
as for the chiral gap effect\textsuperscript{14}, as an effective mass term) is supposed to enhance a phase of symmetry restoration, the presence of the extra effective gauge field, another reminder of the geometry of the system, catalyse the formation of a bubble of condensed particles close the apex.

For relativistic cosmic strings, the possibility of particle condensation in the region surrounding the string core due only to configurational elements is an interesting way to induce a superconducting phase around the defect. However, it is worth mentioning that in a more realistic setup, phase transitions in the early universe did not seed the formation of a single straight string, but of a network of cosmic strings, which renders eventually even more striking and intriguing the connection with a crystal lattice, where a distribution of defects is more natural to occur. There is finally another interesting aspect: in order to simplify the discussion we have here considered the spontaneous symmetry breaking for the Gross–Neveu model catalysed by an external string defect, namely originated by the breakdown of some symmetry of a different field. Different would be the situation in which the responsible for the defect formation is the very same field, in which case one might take into account possible back-reaction effects.

References


Primordial gravitational waves originating from an anisotropic pre-inflationary stage

Yu Furuya*, Yuki Niiyama and Yuuiti Sendouda
Graduate School of Science and Technology, Hirosaki University, Hirosaki, Aomori 036-8561, Japan
*E-mail: furuya@tap.st.hirosaki-u.ac.jp

We discuss quantisation and time evolution of cosmological tensor perturbations in the Kasner–de Sitter space-time as a model of (pre-)inflation. We propose a prescription for reading off the quantum energy levels in the presence of the initial Kasner-like singularity.
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1. Introduction

Unveiling the origin and mechanism of cosmic inflation\textsuperscript{1,2} by means of observations is one of the ultimate challenges in modern cosmology. If there were preceding, ‘pre-inflationary’ stages before the onset of inflation, it is well anticipated that the space-time then was fairly anisotropic and/or inhomogeneous with a magnitude of the order of the scale of fundamental physics. For this purpose, primordial gravitational waves (PGWs) are expected to play an essential role as a probe for such an extremely high-energy universe.

Unfortunately, however, quantisation in cosmological backgrounds with a pre-inflationary, Kasner-like singularity has been a theoretical challenge, as the diverging spatial anisotropy renders the standard quantisation procedure inexecutable.\textsuperscript{3,4} This is the central issue we have addressed in the present work.

One of the essential aspects of the problem of quantisation in an anisotropic early universe is that the ability in reading off the quantum spectra is restricted due to lack of a set of appropriate mode functions near the singularity. We argue that this difficulty may be simply circumvented if only there is a period, even if temporal, apart from the singularity where certain adiabatic conditions for an appropriately transformed variable are met.\textsuperscript{5} Then the standard procedure of second quantisation can be carried out within the framework of the WKB approximation during such a period. It should be, however, stressed here that we are not addressing the issue of determining the quantum state of the pre-inflationary universe, which would need the knowledge of the more fundamental physics.

We demonstrate that our prescription for determining the quantum energy spectrum is useful in making physically meaningful predictions for PGWs in triaxially anisotropic Kasner–de Sitter (KdS) backgrounds. With a conservative assumption about the quantum state, we confirm that, on short wave-length scales, the resulting spectrum and directional distribution of the PGWs share the same feature with de Sitter inflation, namely, scale invariance and isotropy.
2. Setup

We begin with describing the basic setup for the calculation of PGWs in a KdS background.

2.1. Background

The line element of the KdS space-time is

\[ g_{\mu\nu} \, dx^\mu \, dx^\nu = a(\eta)^2 \left[ -d\eta^2 + \sum_{i=1}^{3} \left( e^{\beta_i(\eta)} \, dx^i \right)^2 \right], \]  

where

\[ a(\eta) = a_{\text{iso}} \sinh^{1/3} (3 H \Lambda t) \quad \text{and} \quad e^{\beta_i(\eta)} = \tanh^{6i} \left( \frac{3 H \Lambda t}{2} \right) \quad (i = 1, 2, 3) \]

(1)

with \( a_{\text{iso}} \) being a normalisation constant, \( t \) the cosmic time defined by \( dt = a(\eta) \, d\eta \), and \( H \Lambda \equiv \sqrt{\Lambda / 3} \). The three exponents \( q_i \) \((i = 1, 2, 3)\) are usefully parametrised by an angular parameter \( \Theta \) as

\[ q_1 = \frac{2}{3} \sin \left( \Theta - \frac{2\pi}{3} \right), \quad q_2 = \frac{2}{3} \sin \left( \Theta - \frac{4\pi}{3} \right), \quad q_3 = \frac{2}{3} \sin \Theta. \]

(2)

In this work, we will take a particular combination \((q_1, q_2, q_3) = (1/\sqrt{3}, 0, -1/\sqrt{3})\) \((\Theta = 8\pi/6)\) as a typical background with a triaxial anisotropy. A KdS space-time with a triaxial anisotropy has an initial singularity at \( t = 0 \), where a Weyl-curvature invariant \( C_{\mu\nu\rho\sigma} C^{\mu\nu\rho\sigma} \) diverges.

The spatial metric is defined as

\[ \gamma_{ij} = \text{diag}(e^{2\beta_1}, e^{2\beta_2}, e^{2\beta_3}), \quad \gamma^{ij} = \text{diag}(e^{-2\beta_1}, e^{-2\beta_2}, e^{-2\beta_3}), \]

(3)

and is used to raise and lower the indices of spatial tensors. The average Hubble rate \( \mathcal{H} \) and the shear tensor \( \sigma_{ij} \) are defined respectively by

\[ \mathcal{H} \equiv \frac{a'}{a} = a_{\text{iso}} H \Lambda \cosh(3 H \Lambda t) \frac{\cosh(3 H \Lambda t)}{\sinh(2/3 (3 H \Lambda t))}, \]

\[ \sigma_{ij} \equiv \frac{1}{2} \gamma_{ij} = 3q_i a_{\text{iso}} H \Lambda \tanh^{2q_i} \left( \frac{3 H \Lambda t}{2} \right) \sinh^{2/3 (3 H \Lambda t)} \delta_{ij} , \]

(4)

where the prime denotes differentiation with respect to \( \eta \).

The KdS universe has two regimes distinguished by the magnitude of the shear. In the earlier, ‘Kasner-like’ period for \( t \ll H^{-1} \Lambda \), the average scale factor \( a \) and the spatial metric \( \gamma_{ij} \) are approximated as

\[ a(\eta) \sim a_{\text{iso}} (3 H \Lambda t)^{1/3}, \quad \gamma_{ij}(\eta) \sim \left( \frac{3 H \Lambda t}{2} \right)^{2q_i} \delta_{ij}. \]

(5)

In the later, ‘de Sitter-like’ period for \( t \gg H^{-1} \Lambda \), \( a \) and \( \gamma_{ij} \) are approximated as

\[ a(\eta) \sim 2^{-1/3} a_{\text{iso}} e^{H t}, \quad \gamma_{ij}(\eta) \sim \delta_{ij}. \]

(6)
The time $t = t_{iso} \equiv H_{-1}^{-1}$ appoints a moment around which the transition from the anisotropic to the isotropic regime occurs.

2.2. Tensor perturbations

We employ a gauge-invariant formalism for general Bianchi type-I cosmology developed by Pereira et al. Here we only show the final form of the equations of motion for the ‘$+$’- and ‘$\times$’-mode components of the gauge-invariant tensor perturbations:

$$
\mu''_+ + \omega^2_+ \mu_+ + \xi \mu_\times = 0,
$$

$$
\mu''_\times + \omega^2_\times \mu_\times + \xi \mu_+ = 0,
$$

with

$$
\omega^2_+ \equiv \gamma^{ij} k_i k_j - \frac{a''}{a} \frac{(a^2 \sigma^{(S)})'}{a^2} - 2 \left( \sigma^{(T)} \right)^2 - 2 \frac{a^2 \left( \sigma^{(T)} \right)^2}{2H - \sigma^{(S)}} ,
$$

$$
\omega^2_\times \equiv \gamma^{ij} k_i k_j - \frac{a''}{a} \frac{(a^2 \sigma^{(S)})'}{a^2} - 2 \left( \sigma^{(T)} \right)^2 - 2 \frac{a^2 \left( \sigma^{(T)} \right)^2}{2H - \sigma^{(S)}} ,
$$

$$
\xi \equiv 2\sigma^{(T)} - \frac{2}{a^2} \left( \frac{a^2 \sigma^{(T)} \sigma^{(S)}}{2H - \sigma^{(S)}} \right)',
$$

where $k_i$ is the wave-vector and $\sigma^{(S)}$ and $\sigma^{(T)}_\lambda (\lambda = +, \times)$ are the polarisation components of the shear tensor. Since the full expressions for the equations of motion are fairly involved, we refer the readers to Ref. 6, 7 for the details.

Due to the presence of the initial Kasner-like singularity at $a = 0$, the frequency squared $\omega^2_\times$ tends to blow up and the adiabatic conditions for the variables $\mu_\times$ are generally violated in the anisotropic era. Now, let us focus on the wave-number term $\gamma^{ij} k_i k_j$ in $\omega^2_\times$ and, in order to make its divergent behaviour more transparent, introduce the following three functions of time:

$$
^{(i)} f = \tanh^{-q_i/2} \left( \frac{3H_{-1} t}{2} \right) \quad (i = 1, 2, 3),
$$

with which the wave-number term can be written as

$$
\gamma^{ij} k_i k_j = (1) f^4 k_1^2 + (2) f^4 k_2^2 + (3) f^4 k_3^2 .
$$

In a triaxially anisotropic background, the factors $^{(i)} f^4$ depend on time to the distinctive powers, so only one of the above three terms should dominate at any moment. Since $q_1 > 0$, the term proportional to $k_1^2$ necessarily diverges as $t \to 0$.

3. Quantisation and Time Evolution

The implications of the previous analysis urge us to seek for alternative quantities suitable for quantisation. In what follows, we assume that the interaction terms in
the equations of motion, \( \xi \mu_\lambda \), can be ignored, which can be justified on sub-horizon scales.\(^6\)

For the purpose, let us consider a transformation using \(^{(i)}f\):

\[
(i)\chi_\lambda = (i)f \mu_\lambda, \quad d^{(i)}\tau = (i)f^2 \, d\eta.
\]

(16)

After this transformation, the equation of motion for the new variable \((i)\chi_\lambda\) reads

\[
(i)\ddot{\chi}_\lambda + (i)\Omega_\lambda^2 (i)\chi_\lambda = 0,
\]

(17)

where the dot denotes derivative with respect to the new time coordinate \((i)\tau\) and the frequency squared for the new variable \((i)\chi_\lambda\) is

\[
(i)\Omega_\lambda^2 = \frac{\omega_\lambda^2}{(i)f^4} + \frac{(i)f^{-1})\,''}{(i)f^3} = k_i^2 + \sum_{j \neq i} k_j^2 \tanh^{-2(q_j - q_i)} \left( \frac{3H_\Lambda t}{2} \right) + \ldots,
\]

(18)

where only the terms relevant to the norm of wave vector were shown in the last expression. Now, suppose there is some moment \(t = t_*\) when a condition

\[
k_i^2 \geq \sum_{j \neq i} k_j^2 \tanh^{-2(q_j - q_i)} \left( \frac{3H_\Lambda t_*}{2} \right)
\]

(19)

is satisfied, under which a variable \((i)\chi_\lambda\) has an approximately constant frequency squared \((i)\Omega_\lambda^2 \sim k_i^2\). In this case, we regard such a variable as ‘suitable for quantisation’ and perform its quantisation in a standard, canonical way. Hereafter, when unnecessary, we drop the superscript ‘\((i)\)’ for brevity.

In the canonical quantisation procedure, the positive-frequency modes are approximated by the (zeroth-order) WKB solutions

\[
u^\text{WKB}_\lambda(k_i, \tau) = \frac{1}{\sqrt{2\Omega_\lambda(k_i, \tau)}} e^{-i \int \tau' \Omega_\lambda(k_i, \tau')} d\tau',
\]

(20)

as long as the so-called WKB parameter

\[
Q_\lambda(k_i, \tau) = -\frac{1}{2\Omega_\lambda^2} \left[ \frac{1}{\Omega_\lambda} \frac{d^2\Omega_\lambda}{d\tau^2} - \frac{3}{2} \left( \frac{1}{\Omega_\lambda} \frac{d\Omega_\lambda}{d\tau} \right)^2 \right]
\]

(21)

is tiny.\(^a\) It is now clear from the previous analyses that modes with sufficiently large wave number \((k_1, k_2, k_3)\) have approximately constant \(\Omega_\lambda^2\), hence \(|Q_\lambda| \ll 1\). Also, for a wide range of wave number \((k_1, k_2, k_3)\), the \((i)\)-transformed variable \((i)\chi_\lambda\) behaves much like a harmonic oscillator with \((i)\Omega_\lambda^2 \simeq k_i^2\) as long as it does not approach too close to \(t = 0\) or \(t = t_{\text{iso}}\).

Figure 1 shows the evolution of the WKB parameter \(|(i)Q_\lambda|\) for \((i)\chi_\lambda\) and its waveform for \(k_1 = k_2 = k_3 = k/\sqrt{3} = (100/\sqrt{3}) a_{\text{iso}} H_\Lambda\). The initial condition for the numerical calculation at \(t = t_* = 10^{-5} H^{-1}_\Lambda\) is so taken as to match the analytic

\(^a\)The function \(u^\text{WKB}_\lambda\) satisfies \(\frac{d^2 u^\text{WKB}_\lambda}{d\tau^2} + [1 - Q_\lambda] \Omega_\lambda^2 u^\text{WKB}_\lambda = 0\).
Fig. 1. Time evolution of the WKB parameter \( Q_\lambda \) (left) and comparison of the WKB solution with the numerical solution (right) for a mode with \( k_1 = k_2 = k_3 = k/\sqrt{3} = (100/\sqrt{3}) a_{\text{iso}} H_\Lambda \). The lines for \( Q_\lambda \) are dashed when the values are negative.

WKB mode function. As \( t \) approaches to the time of isotropisation \( t_{\text{iso}} \), the WKB mode function is isotropised as

\[
|u_{\text{WKB}}^\lambda|^2 \sim \frac{1}{21 \Omega_\Lambda} \rightarrow \frac{1}{2 \sqrt{k_1^2 + k_2^2 + k_3^2}}.
\]  

Then, after the transition to ordinary, isotropic de Sitter inflation at \( t = t_{\text{iso}} \), the tensor perturbations decay as \( |E_\lambda| \propto a^{-1} \) until they exit the horizon when \( a = k/H_\Lambda \).

So far, we have not mentioned in which quantum state the universe is. Indeed, this is beyond the scope of this study, and we here simply assume that the quantum state is the ground state at \( t = t_* \). Then the power spectrum of PGWs after inflation is estimated as

\[
P_T \equiv \sum_{\lambda=+,-} 4 |E_\lambda(a = k/H_\Lambda)|^2 = 64 \pi G \left| \frac{|u_{\lambda}|^2}{a^2 f^2} \right|_{a = k/H_\Lambda} \approx \frac{8 \pi G H_\Lambda^2}{k^3},
\]

where the last expression depends only on the norm of wave number, \( k = \sqrt{k_1^2 + k_2^2 + k_3^2} \), and agrees with the one in de Sitter inflation, that is, isotropic and scale-invariant.

4. Sky Map of PGWs

A result of PGWs in a triaxially anisotropic KdS is shown in Fig. 2. One can see that the prediction in the triaxial KdS coincides with that of isotropic de Sitter inflation for the wave length considered and wide range of direction. This is consistent with our analytic evaluation of the power spectrum (23).

There are some features, though: In the polar regions where \( |k_3| \gg |k_1|, |k_2| \), there is an apparent enhancement of the PGWs. At this stage, we do not claim this should be a real signature of the initial anisotropy because there vast violations of the WKB approximation occur. The regions without value (in black) correspond
Fig. 2. An all-sky map of PGW intensity for a wave number $k = 10^2 a_{iso} H_0$ in the presence of a background anisotropy characterised by the indices $(q_1, q_2, q_3) = (1/\sqrt{3}, 0, -1/\sqrt{3})$ ($\Theta = 8\pi/6$). The values are normalised by those of de Sitter inflation and they are approximately unity in the vast region. In regions without a value (black), all $(i)\Omega^2_\lambda$ ($i = 1, 2, 3$) are negative and we do not try to compute values.

to where all of $(i)\Omega^2_\lambda$ ($i = 1, 2, 3$) have negative values. We do not try to compute anything in such regions since our approximation method lacks a power of prediction. Note, however, that as we have shown in Ref. 7, the intensity of classical PGWs is enhanced in regions corresponding to the ‘uncomputable’ regions. This may imply that there is a possibility that such regions could play an important role in detecting the imprint of the anisotropic universe in future observations.
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Wave-function collapse following a measurement process is a longstanding controversial issue of quantum physics. It introduces an element of strong non-linearity and irreversibility in an otherwise unitary and reversible dynamics. Several proposals of modification of Quantum Mechanics have been put forward in the past few decades in order to solve such a dichotomy. Among them, some approaches and explicit models considered the possible role of gravity in the wave-function collapse as a result of the incompatibility of general relativity and unitary time evolution of Quantum Mechanics. In this contribution we present some results based on one of such models, De Filippo’s Nonunitary Newtonian Gravity, which shows several appealing features: while reproducing at a macroscopic level the ordinary Newtonian interaction, it presents a mass threshold for gravitational localization. In particular, it provides a mechanism for the evolution of macroscopic coherent superpositions of states into ensembles of pure states. On one hand, we show the results of a numerical simulation of a simple system, i.e. two particles in a harmonic trap interacting via an ‘electrical’ delta-like potential and gravitational interaction. Starting from an energy eigenstate within the ordinary setting, we find that, while energy expectation remains constant, a slow net variation of the von Neumann entropy for the system as a whole takes place, with a small modulation induced on the relative entanglement entropy of the two particles. On the other hand, we explicitly show how a one-parameter generalization of the model, reproducing the nonlinear Newton-Schrödinger equation as the parameter goes to infinity, is free from any causality-violation problem for any finite value of it.
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1. Introduction

The possible role of gravity in producing a fundamental nonunitary time evolution of the state vector in quantum mechanics (QM) has been invoked in the past few decades by a number of authors, on different grounds. The long-standing difficulties posed by the two basic processes of QM, i.e. the Schrödinger deterministic evolution and the nonunitary process associated with the act of measurement, lead to the quest of how to reconcile these radically different processes and explain the transition to classicality. These foundational issues appear to be strictly connected with quantum gravity and, in particular, with the way in which gravitational fields are generated by quantum matter. It is still not even clear if gravity has to be quantized at all or it is intrinsically classic and should be properly treated. In the latter case a proposed route is the semi-classical gravity, based on the requirement.
that the energy-momentum tensor appearing in Einstein equations is taken as an expectation on the quantum state. This prescription, together with the Newtonian limit, leads to the Newton-Schrödinger equation. While its solutions for a lump of matter show interesting properties, this equation cannot be a valid candidate to give self-gravity at low energies because the nonlinearity allows for superluminal communications. Within this context, in the past years De Filippo introduced a nonunitary non-Markovian model of Newtonian gravity, NNG from now on (see e.g. Ref. 5, references therein). On the one hand this model can be seen as the non-relativistic limit of a classically stable version of higher derivative gravity, whose heuristic application to black hole singularity is in agreement with Bekenstein-Hawking entropy, given the smoothed singularity of the black hole. On the other hand, it presents several appealing features to become a natural candidate as an effective low-energy model of gravity. For example, while reproducing at a macroscopic level the ordinary Newtonian interaction, it presents a mass threshold for localization, which for ordinary matter densities is about $10^{11}$ proton masses. As a key result, it provides a mechanism for the evolution of macroscopic coherent superpositions of states into ensembles of pure states. Furthermore the evolution of the density matrix is compatible with the expectations leading to the phenomenological spontaneous localization models, as it was argued that they should be both nonlinear and nonunitary. However, at variance with them, it does not present obstructions consistent with its special-relativistic extension. As to the non-Markovian character of the model, it is interesting to mention the works of Unruh, who studied some nonunitary toy models mimicking black hole evaporation, pointing out the quest for non-Markovianity in order to avoid net dissipation while keeping decoherence. In the NNG model such a feature is built-in.

On the black hole entropy side, in the last decades it has been shown how the decoherence associated to black hole formation and evaporation appears to be a fundamental one, requiring a modification of the unitary time evolution of quantum mechanics in a nonunitary sense: that would allow a non vanishing probability for the evolution from pure states to mixed states. In this sense black hole entropy has been hypothesized as due to the entanglement between matter-fields inside and outside the event horizon. Indeed, starting from suitable initial conditions, only a nonunitary quantum dynamics could allow for a microscopic derivation of the Second Law of thermodynamics for a closed system by resorting to the concept of von Neumann entropy, as pointed out in Ref. 13. In this way it should be possible in principle to shed new light on the long standing and still open problem of quantum foundations of the Second Law of thermodynamics without resorting to the ambiguous and subjective procedure of coarse graining.

2. A two-particle simulation

In this Section we make a first step in demonstrating the ability of NNG to reproduce a gravity-induced relaxation towards thermodynamic equilibrium even for a
perfectly isolated system. To do so, a simple system of two interacting particles is considered. While of course localization mechanism is not acting in this case, due to the far from threshold mass of the particles, some of the peculiar characteristic of the model can be verified in a more general context with respect to the single-lump problem.

More specifically we consider the two particles in an harmonic trap, interacting with each other through ‘electrostatic’ and gravitational interaction, whose ‘physical’ Hamiltonian, in the ordinary (first-quantization) setting, is

\[
H_P(x_1, x_2) = \sum_{i=1}^{2} \left( -\frac{\hbar^2}{2\mu} \Delta x_i + \frac{\mu}{2} \omega^2 x_i^2 \right) + \sum_{i<j}^{2} \left( \frac{4\pi\hbar^2 l_s}{\mu} \delta^{(3)}(x_i - x_j) - \frac{G\mu^2}{|x_i - x_j|} \right);
\]

(1)

here \(\mu\) is the mass of the particles, \(\omega\) is the frequency of the trap and \(l_s\) is the s-wave scattering length. We are considering a ‘dilute’ system, such that the electrical interaction can be assumed to have a contact form with a dominant s-wave scattering channel. We take numerical parameters that make the electrical interaction at most comparable with the oscillator’s energy, while gravity enters the problem as an higher order correction. Our model, in the (first-quantization) ordinary setting, is defined by the following general meta-Hamiltonian:

\[
H_{TOT} = H_P(x_1, x_2) + H_P(\tilde{x}_1, \tilde{x}_2) + H_{NNG}(x_1, x_2; \tilde{x}_1, \tilde{x}_2),
\]

with \(H_{NNG} = G\mu^2 \sum_{i<j} \left( -\frac{1}{|x_i - x_j|} + \frac{1}{2|x_i - x_j|} + \frac{1}{2|x_i - x_j|} \right).\)

Then the time dependent physical density matrix is computed by tracing out the hidden degrees of freedom and the corresponding von Neumann entropy is derived as the entanglement entropy with such (fictitious) hidden degrees of freedom. This is obtained via a numerical simulation, by choosing as initial condition an eigenstate of the physical Hamiltonian. As a result, we find that entropy fluctuations take place, owing to the (nonunitary part of) gravitational interactions, with the initial pure state evolving into a mixture. The behavior of one- and two-particle von Neumann entropy as a function of time is depicted in Fig. 1 for an initial state \(|\phi_2\rangle\), equal to the eigenstate of the physical energy associated with the 2nd highest energy eigenvalue \(E_2\) of the two-particle system under study. The following values of the physical parameters have been chosen: \(l_s, \mu \) and \(\omega\): \(l_s = 5.5 \times 10^{-8} m, \mu = 1.2 \times 10^{-24} K g\) and \(\omega = 4\pi \times 10^3 s^{-1}\) (which are compatible with current experiments with trapped ultracold atoms and complex molecules together with an artificially augmented ‘gravitational constant’ \(G = 6.67408 \times 10^{-5} m^3 kg^{-1} s^{-2}\) (10^5 times the real constant).

Due to gravity-induced fluctuations the system entropy shows a net variation over very long times, at variance with the case \(G = 0\), in which it would have been a constant of motion. At the same time, single particle entropy, which in the ordinary setting is itself constant, shows now a modulation by the system entropy itself. Incidentally, it has been verified that the expectation of physical energy is
a constant, meaning that the non-unitary term has no net energy associated with itself, but is purely fluctuational. This constitutes a first necessary step: an extension of this work can be envisaged, which could show explicitly within a realistic setting the way in which thermodynamics could emerge in the framework of NNG, shedding new light on the possible role of gravity in the quantum foundations of thermodynamics in ordinary low-energy physics.$^{5,21,22}$

3. NNG as a natural cure for causality violations in Newton-Schrödinger equation

In this Section we look at the single particle Newton-Schrödinger equation as the mean-field approximation of an equation of $N$ identical copies of the particle, interacting via usual gravitational interaction, when $N$ goes to infinity (see Ref. 23 for details). The general $N$-copy model is a fully consistent quantum theory, in which superluminal communications are automatically avoided. This feature can be shown to be a consequence of the intrinsic mechanism of spontaneous state reduction, built in our NNG model and completely suppressed in the Newton-Schrödinger limit.

Here we briefly discuss a specific (ideal) EPR-like experiment involving the superposition of two distinct Center of Mass position states of a massive body. This amounts to consider a sphere of matter of ordinary density of radius $R$, where the state $|Z\rangle$ denotes the sphere with center on the $z$-axis at $z = Z$, and to take the state of the sphere equal to $|+Z\rangle|\text{up}\rangle + |-Z\rangle|\text{down}\rangle/\sqrt{2}$ (within the ordinary QM setting). A probe mass moving along the $x$-axis will, according to the non-relativistic quantum theory of gravity, become entangled with the state of the sphere, resulting in the state vector $(|+Z\rangle|\text{up}\rangle + |-Z\rangle|\text{down}\rangle)/\sqrt{2}$, where $|\text{up}\rangle$ ($|\text{down}\rangle$) means that the probe is deflected in the positive (negative) $z$-direction. Now, according to semi-classical gravity, the probe mass should be undeflected. A serious theoretical objection to semiclassical gravity is that it allows superluminal communication and then causality violation. To see this, consider the entangled state $(|+Z\rangle|0\rangle + |-Z\rangle|1\rangle)/\sqrt{2}$, where the state $|0\rangle$ and $|1\rangle$ denote orthogonal states of a two state system (qbit)
which is at a large distance from the sphere, but close to a "sender". A probe mass is then used as before. If the sender chooses not to measure the system, the "receiver", who is close to the sphere and uses the probe mass as described above, finds it undeflected. If, on the other hand, the sender chooses to measure the system, thereby finding it to be in the state \(|0\rangle\) or \(|1\rangle\), the sphere will immediately be in the state \(|+Z\rangle\) or \(|-Z\rangle\) respectively. Then the receiver will be able to see this because the probe mass will now be deflected up or down.

Let’s translate now this conceptual experiment into our model of replicas. The entangled state of the sphere+q-bit is:

\[
|\Psi(N)\rangle = \frac{1}{\sqrt{2}} \left( \sqrt{p} |0\rangle + \sqrt{q} |1\rangle \right) + |+Z\rangle |0\rangle + |-Z\rangle |1\rangle
\]

(2)

Consider now the probe particle (supposed to have a mass much more smaller than the lump) shut just over the superposition. Including the probe in the system’s description, we have that an initially unentangled (global) state of the probe and of the composite sphere+q-bit system evolves towards an entangled one,

\[
|\psi(N)\rangle \otimes |\Psi(N)\rangle \rightarrow \sum_{k=0}^{N} \sqrt{\binom{N}{k}} \frac{1}{\sqrt{2}} \left( \sqrt{p} |0\rangle + \sqrt{q} |1\rangle \right) \otimes (|+Z\rangle |0\rangle + |-Z\rangle |1\rangle)\]

(3)

where \(|\psi(N)\rangle = \bigotimes_{m=1}^{N} |\psi_m\rangle\) is the product of identical copies of the probe’s state (it is assumed that probe’s mass is so small that gravity-induced internal entanglement among copies is irrelevant).

For simplicity let’s consider the simplest case with \(N = 2\), for which we have only three branches in the superposition (downward, central and upward trajectories). Generalization to a generic \(N\) is straightforward. In order to detect a whatever deflection in the probe particle’s trajectory, the size of the wave packets describing the particle’s states in the superposition should be smaller than the deflection itself. Moreover, their spreading along the path have to be taken into account before the position measurement of the particle’s position along the \(z\)-axis. Denoting with \(v_x\) the velocity of the particle, \(m\) its mass, and \(M\) the mass of the sphere, the time during which the sphere’s gravitational attraction is effective is of the order of \(T \sim R/v_x\). Then it should be \(\frac{GM}{hc} \lesssim \frac{h}{mZ}\).

On the other hand, a peculiar dynamical signature of the NNG model is that, for a lump of mass \(M\) above a threshold of \(10^{11}m_p\), a superposition of the CM wave packets separated by a distance much smaller than the body’s size undergoes a rapid state reduction after a characteristic time \(\tau_g \sim \frac{h}{G M - 5/3 \rho^{-1}/324}\), leading from the initial superposition to an ensemble of localized states. The additional condition for the detection of a significant deflection of the probe is that the measurement
time should be smaller than this reduction time, which together with the constraint above gives the set of conditions that must be satisfied simultaneously:

\[
\begin{align*}
T & \gtrsim \left( \frac{\hbar}{m} \right)^{1/3} \left[ \frac{1}{2} \left( \frac{4}{3} \pi \rho \frac{\hat{A}}{\hat{G}M^3} \right)^{1/3} \right]^{-1/3} \\
T & \ll \tau_g = \hbar G^{-1} M^{-5/3} \rho^{-1/3}.
\end{align*}
\]

These conditions cannot be satisfied together, as shown in Ref. 24. Thus we can conclude that gravity-induced state reduction is so rapid to forbid a sufficiently long measurement, which would otherwise permit a deflection discrimination with respect to the spreading of the wave packet. In other words the ‘peaceful coexistence’ between (deterministic) QM and special relativity indeed imply linearity, unless a certain amount of predictability loss is present.
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It is well known that a receding mirror in Minkowski spacetime can model the formation of a black hole, producing Hawking-like radiation at late times. We ask what an observer would need to do to discern whether the radiation is fermionic or bosonic. Specialising to massless fields in 1+1 dimensions, we find that an Unruh–DeWitt detector accomplishes this: the late time transition rate of a detector coupled linearly to the scalar density of a spinor field is proportional to the Helmholtz free energy density of a fermionic thermal bath, hence showing a clear sign of Fermi–Dirac statistics, with no counterpart in the response of a detector coupled linearly to a scalar field or its derivative. By contrast, an observer examining just the stress-energy tensor sees no difference between a fermion and a boson, neither at late times nor early.
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1. Introduction

In 1975, Hawking showed that an observer far away from a star undergoing gravitational collapse to form a black hole will see, at late times, thermal radiation with temperature

$$T_{BH} = \frac{\kappa}{2\pi},$$

where $\kappa$ is the surface gravity of the black hole. Two years later, Davies and Fulling showed that a receding mirror in Minkowski spacetime can produce similar radiation at late times. This is provided the mirror follows a trajectory $z(t)$ satisfying

$$z(t) = -t - Ae^{-2at} + B \quad \text{as} \quad t \to \infty,$$

where $(t, z)$ are the standard Minkowski coordinates and $a, A, B$ are positive constants. The parameter $a$ plays the role of $\kappa$. An example of such a trajectory, illustrated in Fig. 1, is given by

$$z(t) = \frac{1}{a} \ln \left( \frac{e^{at}}{2} + \sqrt{\frac{e^{2at}}{4} + 1} \right).$$

2. Bosonic Radiation

A static observer at the finite distance $z = d$ to the right of the mirror may analyse the radiation by examining the stress-energy tensor of the quantum field. After subtracting the divergent Minkowski vacuum contribution, the renormalised expectation value of $T_{\mu\nu}$, evaluated at $(t, d)$ in the early times vacuum of a massless scalar
field, is given by \(^2\)

\[
\langle T_{tt} \rangle = \langle T_{zz} \rangle = -\langle T_{tz} \rangle = -\frac{1}{12\pi} \frac{(1 - \dot{z}^2)^{\frac{3}{2}}}{(1 - z^2)^2} \frac{d}{dt_d} \left( \frac{\dot{z}}{(1 - z^2)^{\frac{1}{2}}} \right).
\]

The dot indicates a derivative with respect to the time coordinate \(t_d\) of the mirror when it intersects the null line \(t - d\).

Alternatively, the observer may probe the radiation using an Unruh–DeWitt detector.\(^5,6\) The simplest version of such a detector is a two-level quantum system coupled to some scalar function \(f\) of the field. For a single scalar field \(\phi\), for instance, \(f\) could be \(\phi\) itself or its derivative \(\partial_\tau \phi\) with respect to the detector’s proper time \(\tau\). Up to some detector-specific proportionality constant, the detector’s transition probability from energy 0 to \(\omega\), after the interaction is switched on and off at proper times \(\tau_0\) and \(\tau\) respectively, is given by the response function \(F(\omega, \tau)\). The quantity that we are interested in is the detector’s transition rate \(^7\)

\[
\dot{\mathcal{F}}(\omega, \tau) := \partial_\tau F(\omega, \tau).
\]

Intuitively, \(\dot{\mathcal{F}}(\omega, \tau)\) measures how the transition probability would change if the detector interacts with the field at a constant coupling strength \(c\) for an additional infinitesimal period of detector proper time.

When the interaction is switched on in the asymptotic past (i.e. \(\tau_0 \to -\infty\)), the late time (i.e. \(\tau \to \infty\)) transition rate of a static detector at \(z = d\), coupled linearly to a scalar field \(\phi\) and to its time derivative \(\partial_\tau \phi\), is respectively given by \(^3,4\)

\[
\dot{\mathcal{F}}(\omega, \tau) = -\frac{1}{\omega} \left[ \frac{1}{2} - \cos(\omega|R|) \right] \Theta(-\omega) + \frac{a}{2\pi\omega^2} + \frac{1}{2\omega} e^{2\pi\omega/a} - 1 + o(1),
\]

\[
\dot{\mathcal{F}}(\omega, \tau) = -\frac{\omega}{2} \Theta(-\omega) + \frac{\omega^2}{2(e^{2\pi\omega/a} - 1)} + o(1).
\]
The parameter $R$ actually diverges in this limit but we shall not concern with the issue here — see Ref. 3 for details. In each expression, we can see a term that is proportional to the Bose–Einstein statistics, indicating that the radiation is bosonic in nature.

3. Fermionic Radiation

Our new results concern the radiation from a receding mirror when the field is a massless spinor field $\psi$. How do the local observations made by a static observer differ from those for the scalar field?

We model our totally reflecting mirror by a moving boundary that imposes the MIT bag boundary condition in \[ \gamma^{\mu} n_{\mu} \psi(t, z(t)) = \psi(t, z(t)), \] where $n_{\mu}$ is the inward-directed unit normal to the mirror’s worldline and $\gamma^{\mu}$ are the Dirac gamma matrices. After solving the equation of motion and quantising the field, we evaluate the renormalised expectation value of $T_{\mu\nu}$ via the point-splitting method. We find that the result is exactly identical to Eq. (4). Hence, an observer analysing the radiation just by examining the stress-energy tensor will not be able to deduce that the radiation is made up of fermions, neither at late times nor early.

We then consider an Unruh–DeWitt detector coupled linearly to the scalar density $\bar{\psi}\psi$ of the field where $\bar{\psi}$ is the usual Dirac conjugate. This type of coupling introduces a divergent contribution to the response function and hence the transition rate is undefined a priori. However, for a massless field in $1 + 1$ Minkowski spacetime, the divergent term can be dropped by a certain choice of operation ordering. The remaining terms then give a finite transition rate except when the interaction period coincides with the time taken for the field to be reflected back, backwards in time, to the observer. This, however, is not an issue in calculating the late time limit, $\tau \to \infty$.

When the interaction is switched on at a finite proper time $\tau_0$, we find that the late time transition rate is given by
\[ \dot{F}(\omega, \tau) = a^2 \pi \ln(1 + e^{-2\pi\omega/a}) + o(1). \]

At first glance, it is not obvious that Eq. (8) is associated to fermions since there is no term proportional to the Fermi–Dirac statistics. However, recall that the Helmholtz free energy of fermions in a thermal bath at temperature $T = a/2\pi$ is given by
\[ F = -2L \int_0^\infty \frac{d\omega}{2\pi} \left[ \omega + \frac{a}{\pi} \ln(1 + e^{-2\pi\omega/a}) \right], \] where $L$ is the length of the system of fermions. Ignoring the first term in Eq. (9), which corresponds to the vacuum energy, we see that Eq. (8), when $\omega > 0$, is proportional to the Helmholtz free energy density of mode $\omega$ of the fermionic thermal
bath. Hence, an observer analysing the late times radiation with our detector will be able to deduce that the radiation consists of fermions.

4. Conclusion

We have analysed a receding mirror producing Hawking-like radiation at late times by calculating the renormalised stress-energy tensor and the transition rate of an Unruh–DeWitt detector. We find that the former is identical for massless scalar and spinor fields. Hence, an observer examining only the stress-energy tensor will see no difference between bosons and fermions, neither at late times nor early. In contrast, an observer equipped with an Unruh–DeWitt detector observes that the late time transition rate contains a term proportional to the Bose–Einstein statistics when the radiation is bosonic but is proportional to the Helmholtz free energy density of thermal fermions when the radiation is fermionic. The observer with a detector will hence be able to discern whether the late times radiation consists of bosons or fermions. Further technical details can be found in Ref. 8.
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What is the black hole in quantum mechanics? We try this problem in a self-consistent manner. First, we analyze time evolution of a 4D spherically symmetric collapsing matter including the back reaction of particle creation that occurs in the time-dependent spacetime. As a result, a compact high-density star with no horizon or singularity is formed and eventually evaporates. This is a quantum black hole. We can construct a self-consistent solution of the semi-classical Einstein equation showing this structure. In fact, we construct the metric, evaluate the expectation values of the energy momentum tensor, and prove the self-consistency. Large pressure appears in the angular direction to support this black hole, which is consistent with 4D Weyl anomaly. When the black hole is formed adiabatically in the heat bath, integrating the entropy density over the interior volume reproduces the area law.

Keywords: Black hole evaporation; semi-classical Einstein equation; self-consistent solution; Weyl anomaly; black hole entropy.

1. The basic idea

In quantum mechanics, black holes evaporate by nature. We consider this property seriously and try to understand what the quantum black hole is. A physically reasonable way to do it is to investigate the time evolution of a collapsing matter and see what will be formed. In the spacetime of the formation process, which is time dependent, particle creation occurs, and its back reaction also needs to be considered. Here, it has been believed for a long time that the back-reaction effect should be negligible because the time scale of the evaporation ($\sim a^3/l_p^2$) is much longer than that of the collapse ($\sim a$), where $a \equiv 2GM$ is the Schwarzschild radius and $l_p \equiv \sqrt{\hbar G}$ the Planck length. However, it should be noted that $\Delta t \sim a^3/l_p^2$ is measured by a standing observer far from the matter while $\Delta \tau \sim a$ by a comoving observer along with the matter, and that it is not meaningful to compare two time scales measured by such two different clocks. Rather, we need to analyze time evolution of both the matter and spacetime in a single time coordinate.

Motivated by this, we provide our basic idea$^{1-5}$. Suppose that a spherical “black hole” with mass $M = \frac{a^2}{2G}$ is evaporating, and the spacetime changes slowly in time. We consider what happens if we add a thin shell to it. The answer is remarkable: if we consider the time evolution of both the shell and spacetime together, the shell will never cross the Schwarzschild radius. To see this, we assume, for simplicity, that Hawking radiation goes to infinity without reflection by such as the gravitational potential, and then describe the
spacetime outside the black hole by the outgoing Vaidya metric
\begin{equation}
    ds^2 = -\frac{r - a(u)}{r} du^2 - 2dudr + r^2 d\Omega^2,
\end{equation}
where \( M(u) = \frac{a(u)}{2c} \) is the Bondi mass and \( a(u) \) satisfies
\begin{equation}
    \frac{da}{du} = -\frac{\sigma}{a^2}.
\end{equation}
(See the right of Fig. 1.) \( \sigma = kNl^2 \) is the intensity of the Hawking radiation, where
\[ N \] is the degrees of freedom of fields in the theory and \( k \) is an \( O(1) \) constant. Note that at this stage we don’t specify anything about the interior.

If the shell comes close to \( a(u) \), the motion is governed by the equation for ingoing radial null geodesics:
\begin{equation}
    \frac{dr(u)}{du} = \frac{r(u) - a(u)}{2r(u)},
\end{equation}
no matter what mass and angular momentum the particles constituting the shell have\(^3\). Here, \( r(u) \) is the radial coordinate of the shell. This reflects the fact that any particle becomes ultra-relativistic near \( r \sim a \) and behaves like a massless particle.

We can obtain the solution of (3)\(^1\) as
\begin{equation}
    r(u) \approx a(u) - 2a(u)\frac{da}{du}(u) + Ce^{-\frac{u}{2\sigma}},
\end{equation}
\begin{equation}
    = a(u) + \frac{2\sigma}{a(u)} + Ce^{-\frac{u}{2\sigma}} \longrightarrow a(u) + \frac{2\sigma}{a(u)} =: R(a(u)).
\end{equation}
This means the following (see the left of Fig. 1): The shell approaches the radius \( a(u) \) in the time scale of \( O(2a) \), but during this time, the radius \( a(u) \) itself is shrinking as (2). Therefore, \( r(u) \) is always apart from \( a(u) \) by \(-2a\frac{da}{du} = \frac{2\sigma}{a}\). Thus, the shell never crosses the radius \( a(u) \) as long as the black hole evaporates in a finite time.

We then assume that, after the shell comes close to \( r = a + \frac{2\sigma}{a} \), the total system composed of the black hole and shell behaves like an ordinary black hole with mass \( M + \Delta M \), where \( \Delta M \) is the mass of the shell. This means that the radiation emitted from the total system agrees with that from a black hole with mass \( M + \Delta M \).

Now, we consider a spherical collapsing matter with a continuous distribution and regard it as many concentric shells. We can apply the above argument to each
shell recursively because its evolution is not affected by the outside shells due to the spherical symmetry. Then, we can see that the matter will shrink as a whole and become a dense object. (See Left of Fig. 2.) In the formation, no horizon will appear, but a surface will be formed at \( r = a + \frac{2\sigma}{a} \), which is a boundary inside which the matter is distributed. From the outside, the object looks like an evaporating black hole in the ordinary picture. Thus, this should be a quantum black hole.

2. A self-consistent solution

In order to prove this idea, we have to analyze the dynamics of the coupled quantum system of matter and gravity. Here, we consider the semi-classical Einstein equation

\[
G_{\mu\nu} = 8\pi G \langle T_{\mu\nu} \rangle, \tag{5}
\]

where \( \langle T_{\mu\nu} \rangle \equiv \langle \psi | T_{\mu\nu} | \psi \rangle \) contains the contribution from the collapsing matter and Hawking radiation, and \(| \psi \rangle\) is any state that represents the matter at \( u = -\infty \).

We solve this equation in a self-consistent manner. First, we consider a physical model which assumes no reflection of Hawking radiation, and construct a candidate metric \( g_{\mu\nu} \). Second, we evaluate \( \langle T_{\mu\nu} \rangle \) on the obtained \( g_{\mu\nu} \). More precisely, we show that all the components of \( \langle T_{\mu\nu} \rangle \) can be expressed in terms of \( \langle T_{\mu}^{\mu} \rangle \), assume conformal matter for simplicity, and use 4D Weyl anomaly formula

\[
\langle T_{\mu}^{\mu} \rangle = \kappa C_{\mu\alpha\beta\gamma} C^{\mu\alpha\beta\gamma} - 4 R_{\mu\rho\sigma\beta} R^{\mu\rho\sigma\beta} - 4 R_{\mu\rho\sigma\beta} R^{\rho\sigma\beta} + R^2. \tag{6}
\]

Finally, by imposing the equality in (5), we can determine the self-consistent solution. Furthermore, to remove the artificial assumption, we introduce a phenomenological function \( f \) that characterises how amount radiation is reflected by the gravitational potential or interaction with the other matters. It is defined by

\[
\langle T_{UV} \rangle = f \langle T_{UU} \rangle, \tag{7}
\]

where \((U, V)\) is a Kruskal-like coordinate, and \( \langle T_{UU} \rangle \) is a purely radial outgoing energy flow. We expect that in the case of conformal matters the dimensionless function \( f \) is constant. Thus, we can obtain the self-consistent solution of (5) as\(^{1-4}\)

\[
ds^2 = \begin{cases} 
  -\frac{r-a(u)}{r} du^2 - 2drdu + r^2 d\Omega^2, & \text{for } r \geq R(a(u)) \\
  -\frac{2\sigma}{r} e^{-\frac{R(a(u))^2-a^2}{2r}} du^2 - 2e^{-\frac{R(a(u))^2-a^2}{2r}} dudr + r^2 d\Omega^2, & \text{for } r \leq R(a(u)). 
\end{cases}
\tag{8}
\]
See Right of Fig. 2. Here, the radius $a(u)$ decreases as (2) with the intensity

$$\sigma = \frac{8\pi l_p^2 c_W}{3(1+f)^2},$$

(9)

where $c_W$ plays a role of $N$ in the basic idea.

This metric has interesting properties. First, the interior metric is static, which can be seen by choosing a time coordinate properly. The time-dependence of the system comes from the decreasing radius $R(a(u))$. Second, the exponential redshift factor freezes the interior in time, and the evolution occurs only in the surface region, which indicates that this object evaporates from the outside as if one peels off an onion. From a local point of view, however, the matter itself keeps shrinking by emitting the energy. In this sense, the interior will not be in equilibrium even if it is put into the heat bath. Finally, a classical limit $\hbar \to 0$ cannot be taken in the interior metric, and therefore, it is a non-perturbative solution of (5) w.r.t. $\hbar$.

3. Consistency check

We examine the consistency of the solution (8). First, the curvature $\mathcal{R}$ in the macroscopic region ($l_p < r \leq R(a)$) is $\mathcal{R} \sim \frac{1}{c_W l_p^2}$. Therefore, if the theory satisfies $c_W \gg 1$, the curvature is less than the Planck scale, and there is no singularity. This means that no quantum gravity effect is needed to describe the evaporating black hole as long as $a > l_p$. The Penrose diagram is given as in Fig. 3.

![Fig. 3. The Penrose diagram for the metric (8).](image)

The resolution of the singularity is a non-perturbative effect. The key equation in our self-consistent analysis is the trace part of (5), $G^{\mu \nu} = 8\pi G \langle T^{\mu \nu} \rangle$, where the r.h.s. is given by (6). This equation can be expressed schematically as $\mathcal{R} \sim N l_p^2 \mathcal{R}^2$. The interior metric of (8) has $\mathcal{R} \sim \frac{1}{N l_p^2}$, which satisfies this equation. Therefore, the metric is a result of solving (5) in a non-perturbative way w.r.t. $\hbar$.

Next, we can reproduce Hawking radiation in this picture. We can consider the collapsing process approaching to the metric (8), determine evolution of massless scalar fields in the eikonal approximation, and show that particle creation occurs in a Planck-like distribution of the time-dependent temperature $T = \frac{\hbar}{4\pi a(u)}$. 
We check energy condition of the energy-momentum tensors in the interior:

$$-\langle T^{tt}\rangle = \frac{1}{8\pi G r^2}, \quad \langle T^{rr}\rangle = \frac{1}{8\pi G r^2} \left(1 - \frac{f}{1 + f}\right), \quad \langle T^{\theta\theta}\rangle = \frac{1}{8\pi G} \frac{3}{16\pi c W l_p^2}. \quad (10)$$

The energy density is positive everywhere, and the radial pressure is so for $0 \leq f < 1$. The angular pressure is much larger than the radial one, which means that the interior is anisotropic and not a fluid, and than the energy density, which breaks the dominant energy condition. This large pressure works as an outward radial pressure because of the spherical symmetry, which stabilizes the object against the gravitational attractive force.

We can see the reason why such a large pressure is produced. In (10), $\langle T^{\theta\theta}\rangle \approx \frac{1}{2} \langle T^{\mu\mu}\rangle$ holds, where the r.h.s. is given by (6). When derives the formula (6) in a spherically symmetric background spacetime, one expands fields into partial waves and sums up the modes with large angular momenta. Therefore, the large pressure $\langle T^{\theta\theta}\rangle$ is a result of 4D dynamics.

We study the entropy of the object. Imagine that in the heat bath we grow up the stationary black hole adiabatically. We can evaluate the entropy density inside the black hole as

$$s = \frac{1}{4\pi r^2} \frac{2\pi \sqrt{2N}}{l_p},$$

which means that $O(\sqrt{N})$ bits information are contained per the proper length. By summing it up over the interior volume, we can reproduce the area law:

$$S = \int_V dV s = \frac{A}{4l_p^2}. \quad (11)$$

This implies that the information is stored inside the black hole, not on the surface.

Finally, we make a comment on the information problem. In this picture, Hawking radiation occurs inside the collapsing matter. We can expect that there is a small interaction between them, which reflects the initial information of the matter on the emitted radiation. This is reminiscent of the fact that in thermodynamics interactions bring a system into equilibrium states. Indeed, we can consider a simple model of collision of the radiation and matter, and evaluate the scattering time scale as

$$\Delta t \sim a \log \frac{\alpha}{\lambda N l_p},$$

where $\lambda$ is a dimensionless coupling constant.
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1. Introduction

Some aspects of the observed cosmic microwave background radiation\(^1\) can found a description in terms of quantum fluctuations in the early universe. The study of properties of the quantum vacua for fields in curved spacetime may account for the large scale structure of our universe and has indeed received a great amount of attention.\(^2\) In this contribution we consider a real massive scalar field in a wide class of curved spaces and construct a one parameter family of vacua. By expressing the solutions of the Klein-Gordon equation in a spacetime region \(M\) in terms of the boundary configuration \(\phi\) satisfied by the field, i.e. \(\phi|_{\partial M} = \phi\), we point out the existence of two global symmetries. At the quantum level, both symmetries are broken since the resulting vacua, parametrised by a constant \(\alpha\), lead to inequivalent quantum theories. In certain cases, the value of the parameter \(\alpha\) is uniquely fixed according to general criteria such as demanding invariance under the group of isometry of the spacetime or other requirement the theory must satisfies.

After presenting the classical theory in Section 2, we quantize the field in Section 3 according to the general boundary formulation (GBF)\(^3\) prescriptions. Section 4 is devoted to examples: In Minkowski and in Rindler space the parameter \(\alpha\) is fixed to zero thanks to the symmetry of space. In contrast all the \(\alpha\)-vacua in de Sitter result to be invariant under the de Sitter group. Among these vacua the one defined by \(\alpha = 0\) corresponds to the so called Bunch-Davies or Euclidean vacuum.

Finally, Section 5 summarises our results and indicates future line of research.

2. Classical theory

The dynamics of a real scalar field with mass \(m\) in a 4d Lorentzian spacetime with line element \(ds^2 = g_{\mu\nu}dx^\mu dx^\nu\), in a spacetime region \(M\) is described by the action \(S_M[\phi] = \frac{1}{2} \int_M d^4x \sqrt{-g} \left[ g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - (m^2 + \xi R) \phi^2 \right]\), where \(g = \det(g_{\mu\nu})\) and \(\partial_\mu\) denotes the partial derivative w.r.t. to \(x^\mu\), \(R\) is the scalar curvature of the spacetime, \(\xi\) a dimensionless constant. We assume the following:\(^4\)
(i) The region $M$ is foliated by hypersurfaces which are not required to be Cauchy surfaces. The foliation is described by the coordinates $(x^0, \xi)$ where $\xi = (x^1, x^2, x^3)$. The leaves are parametrised by $x^0$ which in general is not a timelike coordinate.

(ii) The metric takes a block-diagonal form, i.e. $g^{0i} = 0 = g^{i0}$ for all $i \in \{1, 2, 3\}$.

(iii) Solutions of e.o.m. are obtainable by the method of separation of variables as

$$
\phi(x^0, \xi) = (X_a(x^0)Y_a)(\xi) + (X_b(x^0)Y_b)(\xi),
$$

(1)

where $X_k(x^0)$ ($k = a, b$) is a linear operator acting on the “initial” data $Y_k$ such that $(X_k(x^0)Y_k)(\xi)$ is a solution evaluated on the hypersurface of fixed $x^0$. We assume moreover that these operators commute among each other and are invertible.

Although restrictive, these conditions are encompassed by the most studied QFTs. If $M$ is the region $[t_1, t_2] \times \mathbb{R}^3$, solution (1) can be expressed in the form

$$
\phi(x^0, \xi) = \left( \frac{W^{00}(x^0, t_2)}{W^{00}(t_1, t_2)} \right)^{\frac{1}{2}} \varphi_1(\xi) + \left( \frac{W^{00}(x^0, t_1)}{W^{00}(t_1, t_2)} \right)^{\frac{1}{2}} \varphi_2(\xi),
$$

(2)

where $\varphi_i = \phi|_{x^0=1}$ and $W^{00}(t, t') = X_a(t)X_b(t') - X_b(t')X_a(t)$. The quotients have to be understood as operator acting on a mode decomposition of the boundary field configurations $\varphi_i$, $i = 1, 2$. The action of the field can be written in terms of $\varphi_i$ as

$$
S_M(\varphi_1, \varphi_2) = \frac{1}{2} \int d^4x \left( \varphi_1 \varphi_2 \right) W \left( \varphi_1 \varphi_2 \right),
$$

(3)

where the matrix $W$ has elements: $W^{11} = -\sqrt{\gamma}|_{x^0=t_1} W^{10}(t_1, t_2)$, $W^{12} = -\sqrt{\gamma}|_{x^0=t_2} W^{10}(t_2, t_1)$, $W^{21} = +\sqrt{\gamma}|_{x^0=t_1} W^{10}(t_2, t_1)$ and $W^{22} = +\sqrt{\gamma}|_{x^0=t_2} W^{10}(t_1, t_2)$, where $\gamma = |g^{(3)}g^{00}|$ with $g^{(3)}$ being the determinant of the induced metric on the hypersurface of constant $x^0$, and $W^{10}(t, t') = (\partial_0 X_a)(t)X_b(t') - X_a(t')(\partial_0 X_b)(t)$ and $W^{20}(t, t') = X_a(t)(\partial_0 X_b)(t') - (\partial_0 X_a)(t')X_b(t)$. The space of solutions of e.o.m. is equipped with the symplectic structure $\Omega(\phi_1, \phi_2) = \frac{1}{2} \int d^4x \sqrt{|g^{(3)}g^{00}|} \left( \phi_1 \partial_0 \phi_2 - \phi_2 \partial_0 \phi_1 \right)$, which is independent of the leaf of the foliation.

The key observation of this contribution consists in noticing that the classical solution (2) and the action (3) are left invariant by the global transformations $\Pi(X_a, X_b) = (\beta X_a, \beta^{-1} X_b)$ and $\tilde{\Pi}(X_a, X_b) = (\beta X_b, \beta^{-1} X_a)$ with $\beta \in \mathbb{R} \setminus \{0\}$. Since the parameter $\beta$ is real, both transformations project solutions of the Klein-Gordon equation into solutions. $\Pi$ preserves the symplectic structure $\Omega$, which in contrast changes sign under $\tilde{\Pi}$. In what follows we will consider only the transformation $\Pi$. Notice that the invariance of solutions, action and symplectic structure are a direct consequence of the representation of the field and the action in terms of the boundary configurations $\varphi_i$, $i = 1, 2$. This invariance will be broken at the quantum level, and the QFTs associated to different value of $\beta$ will result to be inequivalent.

3. Vacuum state in the Schrödinger representation

The quantization of the theory is implemented in terms of the Feynman path integral combined with the Schrödinger representation in accordance with the axioms of
the GBF. In this formulation, as in TQFT, a Hilbert space is associated to each hypersurface. It must be emphasised that the novelty of the GBF is the possibility to implement this association for arbitrary hypersurfaces, not only Cauchy ones. Thus, for a hypersurface $\Sigma$ we denote the corresponding Hilbert space with $\mathcal{H}_\Sigma$. Quantum states are given by functional of field configurations, i.e. $\psi_\Sigma(\varphi) \in \mathcal{H}_\Sigma$ where $\varphi = \phi|_{\Sigma}$. The inner product between two states $\psi_\Sigma$ and $\eta_\Sigma$ in $\mathcal{H}_\Sigma$ is given by the integral $\int D\varphi \overline{\psi_\Sigma(\varphi)} \eta_{\Sigma}(\varphi)$, where the overline indicates complex conjugation.

The quantum dynamics that unfolds in the spacetime region $M$ of interest is encoded in the so called field propagator: $Z_M(\varphi) = \int_{\phi|_{\partial M} = \varphi} D\phi e^{iS_M[\phi]}$, where the integration is extended over all spacetime configurations $\phi$ that reduce to $\varphi$ on the boundary $\partial M$. For the interval region presented in Section 2, the Hilbert space associated to the boundary decomposes as $\mathcal{H}_{\partial M} = \mathcal{H}_t \otimes \mathcal{H}_\infty$, where the star denotes the dualization of the Hilbert space due to the change in the orientation of the hypersurface at $x^0 = t_2$. The field propagator in this region reads $Z_M(\varphi_1, \varphi_2) = N_M e^{iS_M(\varphi_1, \varphi_2)}$, where $N_M = \int D\phi e^{iS_M[\phi]}$ with $\phi|_{\partial M} = 0$, the action $S_M(\varphi_1, \varphi_2)$ is (3). Then, a state $\psi_{t_1} \in \mathcal{H}_t$ is evolved to a state in $\mathcal{H}_{t_2}$ by the field propagator as $\int D\varphi_1 \psi_{t_1}(\varphi_1) Z_M(\varphi_1, \varphi_2) \in \mathcal{H}_{t_2}$. In the GBF the vacuum state is obtained by requiring the functional invariance under such evolution; its general structure is $\psi_{t, 0}(\varphi) = C_t \exp \left( \frac{i}{2} \int d^2 z \varphi(z) \sqrt{|g^{(3)} g^{(0)}|} \left[ \frac{\partial_{\epsilon} T(x^0)}{\epsilon T(x^0)} \right]_{x^a = t} \varphi(z) \right)$, where $C_t$ is a normalisation factor and the operator $T$ is a linear combination of $X_a$ and $X_b$ with complex coefficients: $T(x^0) = c_a X_a(x^0) + c_b X_b(x^0)$, where the coefficients $c_a$ and $c_b$ must satisfy the condition: $\Im(\overline{c_a} c_b) \neq 0$. In general the vacuum state is not invariant under the action of $\Pi$ since it transforms the vacuum in the new state $\psi_{t, 0}^\beta(\varphi) = C_t \exp \left( \frac{i}{2} \int d^2 z \varphi(z) \sqrt{|g^{(3)} g^{(0)}|} \left[ \frac{\partial_{\epsilon} \Upsilon(\varphi)}{\epsilon \Upsilon(\varphi)} \right]_{x^a = t} \varphi(z) \right)$, (4) with $\Upsilon(\varphi(x^0)) = c_a \beta X_a(x^0) + c_b \beta^{-1} X_b(x^0)$. The transformation $\Pi$ applied to $\Upsilon$ can be interpreted as a rescaling of the coefficients $c_a$ and $c_b$. This allows us to conclude that the state (4) is an acceptable vacuum state for the field. Moreover, the sign of the parameter $\beta$ does not play any role for this state and consequently its value can be restricted to be positive, i.e. $\beta = e^\alpha$ with $\alpha \in \mathbb{R}$. From now on we write $\Upsilon_\alpha$.

Notice that the theories defined by the vacuum (4) are inequivalent for different values of the parameter $\alpha$. Indeed, the Feynman propagator determined by (4) reduces to the standard Feynman propagator only if $\alpha = 0$. We conclude that for non vanishing values of the parameter $\alpha$ we obtain inequivalent quantum theories.

4. Fixing $\alpha$

For certain QFTs, the value of $\alpha$ can be fixed uniquely in terms of some general criteria. We present some examples, giving in particular the explicit expression of the vacuum states for the field in Minkowski, Rindler and de Sitter spaces. In the case of Minkowski and Rindler, the vacuum is unique thanks to the symmetry of the space. In de Sitter we specify the criteria that distinct the different vacua.
4.1. Minkowski space

Minkowski space is invariant under the Poincaré group. Requiring the same invariance for the vacuum state fixes the value of $\alpha$ to be zero. In the case of an interval region where $x^0$ is the Minkowski time $t$, we have that $X_a(t) = \cos(\omega t)$ and $X_b(t) = \sin(\omega t)$, with $\omega = \sqrt{-\partial^2 + m^2}$. Thus, the state (4) is left unchanged under the transformation $t \rightarrow t' = t + t_0$ only if $\alpha = 0$ and $c_a = 1, c_b = i$. With this choice (4) reduces to the standard Minkowski vacuum $^5$-7, $\psi_0 = C \exp \left( -\frac{i}{2} \int d^3 \mathbf{x} \varphi(\mathbf{x}) \omega \varphi(\mathbf{x}) \right)$.

4.2. Rindler space

The line element of 2d Rindler space is $ds^2 = \rho^2 d\eta^2 - dp^2$ where $x^0 = \rho \sinh \eta$ and $x^1 = \rho \cosh \eta$, $x^0$ and $x^1$ being Minkowski coordinates. The same result as in Minkowski space is recovered in Rindler space since, for the region $M = [\eta_1, \eta_2] \times \mathbb{R}^+$, $X_a(\eta) = \cos(\omega \eta)$ and $X_b(\eta) = \sin(\omega \eta)$ with $\omega = \sqrt{-\rho^2 + m^2}$. Invariance of the vacuum under a temporal translation is achieved only for $\alpha = 0$, and the vacuum on the hypersurface of constant $\eta$ results to be $\psi_0 = C \exp \left( -\frac{i}{2} \int d\rho \frac{1}{\rho} \varphi(\rho) \omega \varphi(\rho) \right)$.

4.3. de Sitter space

The de Sitter group does not fix the value of the parameter $\alpha$. To see this we consider the de Sitter metric in the following coordinate system $ds^2 = \frac{L^2}{x^0} \left( (dx^0)^2 - (d\mathbf{x})^2 \right)$, where $x^0 \in [0, \infty], \mathbf{x} \in \mathbb{R}^3$, and $L$ denotes the inverse of the Hubble constant. This coordinate system covers half of de Sitter space and the other half is covered by extending $x^0$ from $-\infty$ to $0$. Solutions of e.o.m are parametrized by $X_a(x^0) = (x^0)^{3/2} J_{\nu}(kx^0)$ and $X_b(x^0) = (x^0)^{3/2} Y_{\nu}(kx^0)$, where $k = |k|, a$ and $J_{\nu}(z)$ and $Y_{\nu}(z)$ are the Bessel functions of the first and second kind respectively, with index $\nu = \sqrt{\frac{2}{\pi}} - (mR)^2$. Vacuum states on a surface of constant $x^0$ read

$$\psi_0(\varphi) = C \exp \left( \frac{i}{2} \int d^3 \mathbf{x} \varphi(\mathbf{x}) \frac{R^2}{(x^0)^2} \frac{\partial_0 Y_\alpha(x^0)}{x^0} \varphi(x^0) \right),$$

with $Y_\alpha(x^0) = (x^0)^{3/2} \left( e^\alpha J_{\nu}(kx^0) + i e^{-\alpha} Y_{\nu}(kx^0) \right)$, $\alpha \in \mathbb{R}$.

4.3.1. Isometry of space

The de Sitter metric is invariant under 10 transformations: 3 spatial rotations, 3 spatial translations and the following transformation ($H = R^{-1}, x_0$ is a constant)

$$x^0 \rightarrow (x^0)' = e^{-H x_0^2} x^0, \quad \mathbf{x} \rightarrow \mathbf{x}' = e^{-H x_0^2} \mathbf{x}.$$  \(6\)

\(^{a}\)In order for the solution to be well defined in the whole spacetime, as well as in the interval type region, the components of the 3-vector $\mathbf{k}$ have to be real, so $k > 0$.\(^{a}\)
A vacuum state on the surface defined by \((x^0)' = e^{-Hx^0_0}x^0\) depends on the configuration \(\varphi'(x) = \int \frac{d^3k}{(2\pi)^3} \varphi'(k)e^{ik\cdot x}\) and is left invariant by (6) if the coefficients \(\varphi'\) satisfy the equality \(\varphi'(ke^{-Hx^0_0}) = \varphi(k)\). Therefore the invariance under the transformation (6) does not fix the value of \(\alpha\). The one parameter family of vacua (5) are the so called \(\alpha\)-vacua in de Sitter.

4.3.2. Minkowski limit
de Sitter space reduces to Minkowski space in the limit where the curvature is infinite, corresponding to the limits \(R \to \infty\) and \(x^0 \to \infty\) such that \(\frac{R}{x^0}\) is kept constant. Using the asymptotic expression of the Bessel functions we see that the Minkowski vacuum is recovered only if \(\alpha = 0\). This is the Bunch-Davies vacuum for de Sitter. Moreover, only for \(\alpha = 0\) the singularities of the Feynman propagator in the limit \(x \to x'\) are of the Hadamard form.

4.3.3. Energy expectation value
Another criterium to select a vacuum state is requiring that expectation value of the energy is the minimum when evaluated on the vacuum state. Denoting with \(\rho_{T00}(\psi)\) the expectation value of the 00-component of the energy momentum tensor on a vacuum state defined at a constant \(x^0\) hypersurface in the region \(M\), we have, in the case of a minimally coupled field, \(\rho_{T00}(\psi_0^0) = \frac{1}{2i} \lim_{x \to x'} (\partial_0 \partial'_0 + \partial_x \partial'_{x'} + m^2)G_M^0(x, x')\), where \(\partial'_0 = \partial/\partial(x^0)'\) and \(G_M^0\) is the Feynman propagator. This criterium select the Bunch-Davies vacuum in the asymptotic region \(x^0 \gg 1\).

4.3.4. Wick rotation
The Bunch-Davies vacuum is also recovered through a Wick rotation, i.e., by performing an analytic continuation of the variable in terms of which the dynamics is described, namely \(x^0 \to ix^0\), in the field propagator, then taking the limit \(x^0 \to \infty\) and setting the boundary configuration at infinity (say \(\varphi_2\)) to zero, in order to obtain the vacuum state, \(\lim_{x \to \infty} Z_M(\varphi_1, \varphi_2)|_{x^0} = c\psi_0(\varphi_1)\), where \(c\) is a constant.

5. Summary and outlook
For a wide class of field theories in curved spaces, we recognise the existence of two transformations under which classical solutions of the equation of motion are left invariant when expressed in terms of boundary field configurations. Also the action evaluated on these solutions are invariant under these transformations. Finally, one of the two transformations results to be a symmetry also for the symplectic structure associated with the space of solutions. Using the Schrödinger-Feynman quantization scheme of the GBF, we show that these classical symmetries are broken at the quantum level. Indeed, they generate a one parameter family of infinite vacua. For de Sitter space, these states are the well known \(\alpha\)-vacua.
It is important to underline the novelty of this approach for the derivation of the de Sitter $\alpha$-vacua. In literature these states are usually obtained in terms of Bogoliubov transformation of the basis where the field is expanded. Moreover they are interpreted as squeezed states over the Bunch-Davies vacuum. An alternative, but equivalent derivation is based on the antipodal map of de Sitter that send a field evaluated at a point $x$ into a field evaluated at the antipodal point to $x$. Although our approach is similar from a mathematical point of view to the functional formalism\textsuperscript{14}, we underline the classical symmetries of the space of solutions, when expressed in terms of the boundary field configurations, from which the $\alpha$-vacua arise. This representation is the more adequate for the quantization of the theory according to the Schrödinger-Feynman prescription within the GBF. Moreover, the result presented here constitutes a successful test for the GBF itself.

In the GBF another quantization scheme has been implemented and the representation used there is the holomorphic one.\textsuperscript{15} Moreover a one-to-one correspondence exists between vacuum states in the Schrödinger representation and complex structures used in the holomorphic representation.\textsuperscript{16} A natural generalization of the result presented here is to investigate the representation of the transformation $\Pi$ in terms of the complex structure.
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Primordial gravitational waves in bouncing universe
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Both inflationary and ekpyrotic scenarios can account for the origin of the large scale structure of the universe. It is often said that detecting primordial gravitational waves is the key to distinguish both scenarios. We show that this is not true if the gauge kinetic function is present in the ekpyrotic scenario. In fact, primordial gravitational waves sourced by the gauge field can be produced in an ekpyrotic universe. We also study scalar fluctuations sourced by the gauge field and show that it is negligible compared to primordial gravitational waves. This comes from the fact that the fast roll condition holds in ekpyrotic models.

1. Introduction

Inflation has succeeded in solving several issues in big bang cosmology and explaining the temperature anisotropy of the cosmic microwave background radiation (CMB) and the large scale structure of the universe. However, it is known that bouncing universe models\textsuperscript{1} such as the ekpyrotic scenario\textsuperscript{2} based on superstring theory\textsuperscript{3} can do the same job\textsuperscript{4}.\textsuperscript{a} Therefore, it is important to clarify which scenario is actually realized in the early stage of the universe.

In the ekpyrotic scenario, the primordial fluctuations are produced in a slowly contracting (ekpyrotic) phase. The spectrum of the scalar and tensor vacuum fluctuations becomes blue-tilted in the phase. We therefore need an additional scalar field to explain the temperature anisotropy of the CMB\textsuperscript{6}. Moreover, in the ekpyrotic scenario, the amplitude of primordial gravitational waves\textsuperscript{7} is quite small and practically unobservable\textsuperscript{8}. Hence, it is often said that, if we could detect the primordial gravitational waves, we would be able to disprove the ekpyrotic scenario. However, if there could exist another mechanism for producing gravitational waves in the ekpyrotic scenario, the story would be completely different. Indeed, we show that there exists a mechanism for producing abundant gravitational waves in the ekpyrotic phase.

The key is the presence of magnetic fields in the early universe. Observationally, there are several evidences for magnetic fields to exist on various cosmological scales\textsuperscript{9}. Although the origin of primordial magnetic fields is unknown, the presence of magnetic fields on extra galactic scales\textsuperscript{10} implies that the seed of magnetic fields must be produced in the early universe. Notably, there are attempts to make primordial magnetic fields with the gauge kinetic function in an inflationary universe\textsuperscript{11} or in a bouncing universe\textsuperscript{12}.

This report is a review of our previous paper\textsuperscript{13}. We first show that scale invariant magnetic fields can be produced in the ekpyrotic phase in the presence of the gauge kinetic function. Next, we show that the magnetic fields can be a source of abundant

\textsuperscript{a}The pre-big bang scenario is also a kind of the models\textsuperscript{5}. Our conclusion could apply to it too.
gravitational waves (such mechanism works also in inflation). It turns out that the gravitational wave spectrum is nearly scale invariant (slightly blue) at the end of the ekpyrotic phase. Hence, it is difficult to discriminate between inflation and the ekpyrotic scenario by merely detecting primordial gravitational waves. We also study scalar fluctuations induced by the magnetic fields and show that the tensor to scalar ratio should be more than unity, which implies that scalar fluctuations in the CMB should be dominated by quantum fluctuations produced by an additional scalar field as is often assumed in the ekpyrotic scenario.

2. Ekpyrotic phase

The ekpyrotic scenario can be described by a four-dimensional effective theory with a scalar field $\phi$ moving in an effective potential $V(\phi)$ specified below. The action reads

$$S = \int d^4x \sqrt{-g} \left[ \frac{M_{pl}^2}{2} R - \frac{1}{2} (\partial_{\mu} \phi)(\partial^{\mu} \phi) - V(\phi) \right],$$

where $M_{pl}$ represents the reduced Planck mass, $g$ is the determinant of the metric $g_{\mu \nu}$, and $R$ is the Ricci scalar. The scalar field represents the separation $l$ between two branes $l \sim e^{\phi}$. The contracting universe ($\dot{\phi} < 0$) is connected to the expanding universe ($\dot{\phi} > 0$) through a bounce (a collision of two branes). The scalar and tensor vacuum fluctuations are produced in the contracting phase where the scalar field rolls down a negative steep potential

$$V(\phi) \simeq V_0 e^{\lambda \frac{\phi}{M_{pl}}},$$

where $V_0$ is a negative constant. Note that $\lambda$ is also negative and satisfies the fast roll condition $|\lambda| \gg 1$ to keep isotropy of the universe. Thus, we can take an isotropic metric ansatz in this phase as

$$ds^2 = a(\tau) \left[-d\tau^2 + dx^2 + dy^2 + dz^2\right],$$

where we used a conformal time $\tau$. It is straightforward to derive scaling solutions from Eqs. (1)–(3):

$$a(\tau) = a_{end} \left( \frac{-\tau}{-\tau_{end}} \right)^{\frac{\lambda^2}{2}}, \quad \phi(\tau) = \phi_0 - \frac{2\lambda}{\lambda^2 - 2} \ln(-M_{pl} \tau),$$

where $\tau_{end} < 0$ and $a_{end}$ represent the moment and the scale factor at the end of the ekpyrotic phase, respectively. The obtained vacuum scalar and tensor power spectrums are blue-tilted, so that we need an additional scalar field to explain the CMB observation. Then, the ekpyrotic scenario predicts the nearly scale invariant scalar power spectrum and the blue-tilted tensor power spectrum. The situation is different from inflation where both spectra are nearly scale invariant.
3. Scale Invariant Magnetic Fields

Let us consider a gauge field coupled with $\phi$ in the contracting phase as

$$\frac{1}{4} f^2(\phi) F_{\mu\nu} F^{\mu\nu}, \quad (5)$$

where $F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu}$ is the field strength of the gauge field and $f(\phi)$ represents the gauge kinetic function. Now, we take the gauge kinetic function as exponential type functional form which is ubiquitous in models obtained from dimensional reduction

$$f(\phi) = f_0 e^{\frac{\rho \phi}{M_{\text{pl}}}}, \quad (6)$$

where it has been set to be unity at the end of the ekpyrotic phase, and there is no strong coupling problem. As is discussed in Ref. 13, one can obtain an expression of Fourier coefficient of magnetic fields defined by $\vec{B}(\tau, x) \equiv \frac{1}{2\pi} (\nabla \times \vec{A}(\tau, x))$ on the background (4) as

$$B_k(\tau) = 3 \sqrt{2} 8 (\lambda^2 - 2)^{3/2} k^{-3/2} \left( -\frac{\tau}{\tau_{\text{end}}} - \frac{\lambda^2}{8} \right)^{\lambda^2/2} H_{\text{end}}^2. \quad (7)$$

Here, we have eliminated $\rho$ by requiring the scale invariance of magnetic fields at the end of the ekpyrotic phase. $\tau_{\text{end}}$ and $H_{\text{end}}$ are the conformal time and the Hubble parameter at the end of the ekpyrotic phase, respectively. For example, if we set $H_{\text{end}} = 10^{-5} M_{\text{pl}}$ and $\lambda = -17$, where back reaction from electromagnetic fields is negligible, the amplitude of the magnetic field at the end of the ekpyrotic phase is about $10^{49}$ G. Thus, the cosmological magnetic fields observed at present can be produced in the ekpyrotic scenario. Remarkably, such magnetic fields can also induce abundant primordial gravitational waves.

4. Gravitational waves from Magnetic Fields

As is shown in Refs. 13, 14, one can get the tensor sector of the action (1) in the presence of the gauge field (5) as

$$S_{GW} = \int d\tau d^3x \left[ \frac{M_{\text{pl}}^2}{8} \phi^2 (h_{ij}^i h^{i\jmath} - \partial_k h_{ij} \partial_k h^{i\jmath}) + \frac{1}{2} a^4 (E_i E_j + B_i B_j) h^{ij} \right], \quad (8)$$

where $h_{ij}$ is the transverse traceless tensor, namely, gravitational waves. We see that electric and magnetic fields work as a source of gravitational waves. From above action with scale invariant magnetic fields (7), one can estimate the power spectrum of gravitational waves:

$$P_s(k) \simeq \frac{27}{16\pi^4} \lambda^8 \left( \frac{H_{\text{end}}}{M_{\text{pl}}} \right)^4 \ln \left[ \frac{k}{k_{\text{in}}} \right]. \quad (9)$$

There is a factor $\left( \frac{H_{\text{end}}}{M_{\text{pl}}} \right)^4$ in the spectrum (9) because of the nonlinear contribution of the magnetic fields (7). One can see that sourced gravitational waves have a
nearly scale invariant spectrum. This conclusion is different from the well-known blue-tilted spectrum in the ekpyrotic scenario. Most importantly, there appears a factor $\lambda^8$ in $P_s(k)$. For example, if we set $H_{\text{end}} = 10^{-5} M_{\text{pl}}$ and $\lambda = -17$ to produce the observed magnetic field, the amplitude of the power spectrum is about $10^{-11}$. This is comparable with the gravitational waves in the inflationary universe $\sim \left( \frac{H_{\text{end}}}{\pi M_{\text{pl}}} \right)^2$. Therefore, we can not discriminate between inflation and the ekpyrotic scenario just by detecting primordial gravitational waves.

5. Scalar Fluctuations from Magnetic Fields

The power spectrum of scalar fluctuations induced by magnetic fields can be calculated as same as tensor fluctuations. The result is

$$P_s(k) \simeq \frac{243}{1024 \pi^4} \lambda^8 \left( \frac{H_{\text{end}}}{M_{\text{pl}}} \right)^4 \ln \left( \frac{k}{k_{\text{in}}} \right).$$

(10)

From Eqs. (9) and (10), the tensor to scalar ratio $r_{\text{source}}$ is given by

$$r_{\text{source}} \simeq 7.$$ 

(11)

Since the tensor to scalar ratio becomes larger than unity, we can say that the scalar fluctuations sourced by the scale invariant magnetic field are negligible in the ekpyrotic scenario. Therefore, the ekpyrotic model with a gauge field is compatible with the CMB data.

6. Conclusion

We studied the role of the gauge kinetic function in the ekpyrotic scenario and showed that abundant gravitational waves sourced by the gauge field can be produced. As a demonstration, we first showed that scale invariant magnetic fields can be produced in the ekpyrotic phase. It turned out that the magnetic fields induce nearly scale invariant gravitational waves (slightly blue) and the amplitude could be comparable with that of the inflationary universe. It turned out that it is difficult to disprove the ekpyrotic scenario by detecting primordial gravitational waves. In order to distinguish both scenarios, it is necessary to look at the details of the spectrum such as the tilt of the spectrum or the non-gaussianity. Observing the distinction of higher order scalar perturbations is also important. We should mention that the idea of finding an ekpyrotic model with observable gravitational waves on CMB scales using sourced fluctuations was put forward for the first time in Ref. 17 by investigating a different model with explicit parity violation. Our model has no explicit parity violation. Moreover, we also showed that the scalar fluctuations induced by the magnetic field are smaller than the sourced gravitational waves. Generally, as far as the fast roll condition is satisfied, the tensor to scalar ratio becomes more than unity in any ekpyrotic models with the gauge kinetic function. Therefore, our scenario would be compatible with the CMB data.
provided that nearly scale invariant scalar fluctuations are produced in a standard way with an additional scalar field \(^6\).

It should be noted that we must check the non-gaussianity of the primordial scalar fluctuations in the present model \(^1\). Moreover, we should consider a bounce process from contracting to expanding to connect the spectrum at the end of the ekpyrotic phase with observables. We have not looked into this issue in this paper since the mechanism is model dependent and the detailed analysis is beyond the scope of this paper \(^1\). However, actually, although we fixed the parameters such as \(\rho, \lambda, H_{\text{end}}\) for simplicity in this paper, we can tune these parameters in our scenario so that our conclusion becomes valid for any ekpyrotic bouncing models. Therefore, our conclusion is robust.
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Scalar field vacuum energy and particle creation in a 3D Casimir apparatus, freely falling in the Schwarzschild spacetime, are considered in the reference frame of a comoving observer. Following Schwinger’s proper time approach, Casimir energy is evaluated from the effective action, resulting in a small correction to the flat spacetime case. Besides, a tiny amount of quanta excited out from the vacuum is found. Both effects are discussed, drawing attention to the role of the underlying spacetime dimensionality.
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1. Introduction
Casimir effect1–3 is one of the most intriguing as well as fascinating effects in the microscopical quantum world. Roughly speaking, it originates from a distortion in the modes of a quantum field constrained in a finite region of space by some boundaries. The latter can be material as well as due to the geometrical properties of the background spacetime. In the latter case, Casimir effect becomes an exciting arena in which General Relativity (GR) and Quantum Field Theory (QFT) face each other.

As we will see, an observer comoving with a Casimir cavity, freely falling in a Schwarzschild black hole, measures a small reduction in the (absolute) value of the (negative) Casimir energy4–12 as the black hole horizon is approached. At a first glance, this may seem rather puzzling, as one would expect no change with respect to the usual flat spacetime result \( \langle \epsilon_{\text{Cas}} \rangle_{\text{stat}} = -\frac{\pi^2}{1440L^4} \), due to the Equivalence Principle. Actually, the local measurements performed by the comoving observer, are related to a non-local renormalized field stress-energy tensor \( T_{\text{ren}}^{\mu\nu} \). The latter is determined (by means of some regularization technique) by the low-energy contribution of \( T_{\mu\nu} \), thus probing the global structure of the surrounding spacetime geometry. This, in turn, allows for a local measurement to be sensitive to the cavity fall.

The plan of the paper is as follows. In section 2 Lemaître coordinates are introduced. Section 3 is devoted to Schwinger’s proper-time approach and to the evaluation of the effective action \( W \). Section 4 deals with the static Casimir effect,
while particle creation is discussed in section 5. The last section is devoted to some concluding remarks. Throughout the paper use has been made of natural geometrized units. Greek indices take values from 0 to 3; latin ones take values from 1 to 3. The metric signature is $-2$, with determinant $g$.

2. Lemaître Coordinates

The Schwarzschild metric for a black hole of mass $M$ in the standard Schwarzschild coordinates $\{t,r,\theta,\phi\}$ reads

$$ds^2 = \left(1 - \frac{r_g}{r}\right)dt^2 - \left(1 - \frac{r_g}{r}\right)^{-1}dr^2 - r^2d\Omega^2, \quad (1)$$

where $r_g = 2M$ is the gravitational (Schwarzschild) radius of the black hole and $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$. In such coordinates, we meet a coordinate singularity at the horizon. Being interested in the behaviour of a Casimir cavity falling into a black hole, we need a chart which is regular at the horizon, so the form (1) of the metric is not suitable. Among the various coordinate systems well behaved at the horizon, we will adopt the Lemaître chart. In the Lemaître coordinates, a freely falling test body has a constant value of the radial $\rho$ coordinate.

Consider a Casimir cavity, freely falling from spatial infinity. Adjust the cavity clock so that the proper time $\tau = 0$ when the cavity is at the radial horizon coordinate $r_0 = r_g$. Then the constant value is $\rho_0 = \frac{4}{3}r_g$ and the Schwarzschild metric in the Lemaître coordinates $\{\tau,\rho,\theta,\phi\}$ reads$^{13,14}$

$$ds^2 = d\tau^2 - \frac{r_g}{r(\tau)}d\rho^2 - r^2(\tau)d\Omega^2, \quad r(\tau) = r_g \left(1 - \frac{3\tau}{2r_g}\right)^{2/3}. \quad (2)$$

Notice that the travel from the infinity to the horizon is described by negative values of the proper time: $-\infty < \tau \leq 0$.

3. The Casimir Cavity and the Comoving Frame

The measurement of Casimir energy inside the falling cavity is performed by a comoving observer. The cavity plates (of area $A$ and separated by a distance $L$, such that $L \ll \sqrt{A}$) are taken orthogonal to the radial falling direction.$^a$ Furthermore

- the cavity is taken to fall from spatial infinity with zero initial velocity and zero angular momentum;
- the typical cavity size is much smaller than the gravitational radius of the black hole, so that, in particular, $L \ll r_g$, with $L$ being the plate separation
- the cavity is rigid: its dimensions and shape do not suffer any distortion, in spite of external tidal forces. Such assumption holds true provided $L \ll r_g$. Differently stated, we neglect tidal effects$^{15}$ inside the falling cavity. Tidal effects will be extensively studied in a lower-dimensional model in Ref. 15.

$^a$Such a choice has been made only for the sake of definiteness.
the cavity follows a true geodesic motion; hence we neglect other non-gravitational external effects.

4. Proper-time Schwinger’s approach

For the sake of simplicity we will consider a massless scalar field. We also assume the field to obey the Dirichlet boundary conditions at the plates. In the tetrad frame adapted to the Lemaître chart the Klein-Gordon equation reads

$$[\square + \frac{1}{4} \frac{\xi^2}{(1 - \xi \tau)^2}] \varphi = 0, \quad \xi = \frac{3}{2r_g}.$$  \hfill (3)

From (3), the proper-time Hamiltonian $\hat{H}$ reads $\hat{H} = \hat{H}_0 + \hat{V}$, where $\hat{H}_0 = \partial^2_\tau - \vec{\nabla}^2 \equiv -\rho_0^2 + \overrightarrow{p}^2$. As usual, we write the effective action $W = \lim_{\nu \to 0} W(\nu)$, where

$$W(\nu) = -\frac{i}{2} \int_0^\infty d\nu s^{\nu-1} \text{Tr} e^{-i\nu \hat{H}}, \quad \hfill (4)$$

and the limit $\nu \to 0$ has to be taken at the end of calculations. The trace has to be evaluated all over the continuous as well the discrete degrees of freedom, including those of spacetime. After a quite long algebra we get

$$W(\nu) = -\frac{iA}{32\pi^{3/2}} \int_0^\infty d\nu \oint d\tau \sum_n \frac{s^{\nu - 3/2 - 1}}{\beta^{1/2}} e^{-i\nu [n\pi/L]^2} \times \left[ \frac{\pi^{3/2} e^{-i/(2\beta)}}{\beta^{1/2}} H_0^{(1)} \left(1/(2\beta)\right) + 2 G_2^{31} \left( -\frac{i}{\beta} \bigg| \begin{array}{ccc} 0 & 1/2 \end{array} \right) \right], \quad \hfill (5)$$

where $\beta = \frac{s^2}{(1 - \xi \tau)}$ is a small adimensional parameter which will be used for further power expansion. $H_0^{(1)}$ and $G_2^{31}$ are a zero-order Hankel and a Meijer G-function, respectively. The $H_0^{(1)}$-dependent (real) part of $W(\nu)$ is responsible for the vacuum polarization (namely, the static Casimir effect), while the $G$-dependent (imaginary) part of $W(\nu)$ is responsible of the vacuum persistence amplitude (i.e., particle creation).

5. The Static Casimir Effect

From the real part of (5) we obtain $\langle \epsilon_{Cas} \rangle = -\lim_{\nu \to 0} \frac{1}{4L^4} \frac{\partial}{\partial \nu} \Re W(\nu)$, hence

$$\langle \epsilon_{Cas} \rangle = -\frac{\pi^{3/2}}{16L^4} \sum_{k=0}^{\infty} \frac{2^k \xi^{2k} a_k}{(1 - \xi \tau)^{2k}} \left( \frac{L}{\pi} \right)^{2k} \Gamma \left( -\frac{3}{2} + k \right) \zeta(-3 + 2k). \quad \hfill (6)$$

Taking the leading ($k = 0$) and the next to leading order ($k = 1$) term, we get

$$\langle \epsilon_{Cas} \rangle = -\frac{\pi^2}{1440L^4} + \frac{1}{384L^2} \frac{\xi^2}{(1 - \xi \tau)^2} + O(\xi^4). \quad \hfill (7)$$
The first term is the (expected) usual flat Casimir energy density. At the horizon crossing (τ → 0−), we have (recall that ξ = 3/(2r_g))

\[ \langle \epsilon_{\text{Cas}} \rangle_{\text{hor}} = -\frac{\pi^2}{1440L^2} \left[ 1 - \frac{135}{(4\pi)^2} \left( \frac{L}{r_g} \right)^2 \right]. \]  

Eq. (7) tells us how the corrections to the Casimir energy density change with the proper time as the cavity approaches the black hole horizon.

6. Bunch-Davies Vacuum and Particle Creation

Particle creation is related to the vacuum persistence amplitude, i.e., the imaginary part of the effective action \( W \). In the in-out formalism we have

\[ |\langle 0_{\text{out}} | 0_{\text{in}} \rangle|^2 = e^{2\Im m W}, \]  

so that the (usually small) number density of created particles inside the falling cavity is \( \langle n \rangle \approx \frac{2\Im m W}{AL} \). Expanding the imaginary part of \( W(\nu) \) we obtain a divergent result; namely

\[ \Im m W = \frac{A}{24\pi^3L^2} \left[ -\frac{\xi^2L^2}{(1-\xi\tau)^2}\zeta(1) + \frac{2\xi^4L^4}{15(1-\xi\tau)^4} + \cdots \right]. \]

Inspection of (10) reveals that the first term in the square brackets is divergent. The origin of such divergence is likely to be related to the implicitly assumed infinite extension of the plates, as we will see below. We will avoid the difficulties stemming from the appearance of infinities in the imaginary part of the effective action exploiting the relationship between the Schwinger theory and the in-out formalism, based upon the Bogolubov approach.

The field modes related to (3) are proportional to

\[ \chi_k(\eta) = \frac{1}{2} \sqrt{\frac{\pi}{\xi}} H_0^{(1)}(\frac{\omega_k}{\xi}\eta), \quad \eta = 1 - \xi\tau, \]

which have the required minkowskian (plane wave) behaviour at \( \eta \to \infty \) (i.e. \( \tau \to -\infty \)), when the cavity is at the spatial infinity with respect to the black hole. The above modes satisfy the Bunch-Davies vacuum requirements

\[ |\alpha_k|^2 = 1 + \frac{\xi^2}{16\omega_k^2(1-\xi\tau)^2}, \quad |\beta_k|^2 = \frac{\xi^2}{16\omega_k^2(1-\xi\tau)^2}. \]

(An interesting approach, requiring no detailed knowledge of state normalization, based upon the paper by Hamilton et al. (A. Hamilton, D. Kabat and M. Parikh, JHEP 0407, 024 (2004)), may be used as well to obtain the same result.)
satisfying \(|\alpha_k|^2 - |\beta_k|^2 = 1\). The \(\beta\) coefficient is related to particle creation. Note that, as \(\tau \to -\infty\), \(|\alpha_k|^2 \sim 1\) and \(|\beta_k|^2 \sim 0\), i.e., we have no particle creation in the far past, as expected, meanwhile at the horizon crossing \((\tau = 0)\) we have \(|\beta_k|^2 = \frac{\xi^2}{16\lambda^2}\). Although the number of created quanta is a divergent quantity, we can get a finite result for the energy density \(\langle \epsilon_{\text{dyn}} \rangle\) of the created quanta, writing

\[
\langle \epsilon_{\text{dyn}} \rangle = \frac{1}{AL} \left[ \frac{A}{(2\pi)^2} \sum_n \int d^2 k_{\perp} \frac{\xi^2}{16\omega_k^2 \eta^2} \omega_k \right] = \frac{\xi^2}{384L^2 (1 - \xi \tau)^2}.
\]

Comparing the above result with (7), describing the vacuum energy density pertaining to the Casimir effect, we see, quite interestingly, that the small reduction observed in the static Casimir energy value just corresponds to the amount of energy of created field particles. This could suggest a close relationship between the two considered effects. Nevertheless, some care is required when speculating about such coincidence, as both the results have been obtained as first-order approximations.

7. Concluding remarks

We have considered the Casimir energy density corrections in a small cavity freely falling from the spatial infinity into a Schwarzschild black hole.

At a first glance, one could wonder that corrections to the static Casimir effect as well as particle creation are detected by an observer in a freely falling inertial frame. However, as anticipated at the end of section V, this is not so surprising. The Equivalence Principle (EP), deeply rooted in the theory of General Relativity (GR), applies well in the context of a local theory, just as GR is. On the other hand, when quantum fields are taken into account, the non-local character of the underlying quantum theory conflicts with the EP, causing the latter to be not straightforwardly applicable.

In the present scenario, the quantum field stress-energy tensor \(T_{\mu \nu}\) behaves as a non-local object, thus probing the global spacetime structure, through the long wavelength field modes. The adopted renormalization procedure (whatever it may be) does transfer the spacetime details into the renormalized \(T_{\mu \nu}^{\text{ren}}\), which is basically the locally measured object. In such a way, information contained in the spacetime geometry surrounding the cavity bypasses - so to say - the EP, appearing both in the form of a small correction to the expected static Casimir energy and a tiny flux of created field quanta.

In deriving the above results several assumptions have been made. In particular, we have neglected other possible contributions related to from the cavity extension. Tidal effects, e.g., are expected to give rise to anisotropies in the energy density distribution inside the cavity; such aspect will be considered in detail (in the case of a 1+1D model) in a forthcoming paper.\(^{15}\)

It maybe that some of the divergencies met throughout the paper are due to the (in)finiteness of the Casimir plates. In that respect, it seems likely that a more
physically consistent analysis, based upon a finite 3D cavity, could help to remove the residual infinities encountered in the present approach.

Finally, an obvious improvement of the present research would be to extend the analysis of Ref. 15 to the 3+1D case, also including both tidal and 3D-finite-size effects in evaluating the corrections to the Casimir effect. This we hope will be our next goal.
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The supersymmetry arises in certain theories of fermions coupled to gauge fields and gravity in a spacetime of 11 dimensions. The dynamical brane background has mainly been studied for the class of purely bosonic solutions only, but recent developments involving a time-dependent brane solution have made it clear that one can get more information by asking what happens on supersymmetric systems. In this work, we present an exact supersymmetric solution of a dynamical M-brane background in the 11-dimensional supergravity and investigate supersymmetry breaking, the geometric features near the singularity.
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1. Introduction

The dynamical p-brane solutions in a higher-dimensional gravity theory were studied by Refs. 1–9 and have been widely discussed ever since. However, some aspects of the physical properties, such as supersymmetry and its breaking in the context of string theory, have remained slightly unclear. The motivation for this work is to improve this situation. For this purpose, it is first necessary to construct supersymmetric brane solutions depending on the time as well as space coordinates.

In this work, we will find the supersymmetric dynamical M-brane as an exact solution of the supergravity field equations. What we will construct is a time-dependent M2-brane solution preserving supersymmetry in the 11-dimensional supergravity theory. The dynamical M2-brane background preserving supersymmetry is a kind of natural extension of the static M2-brane system, which can be described by an analogous Reissner-Nordström solution in the four-dimensional Einstein-Maxwell theory. We present an exact solution having a quarter of a full supersymmetry for a dynamical M-brane in an 11-dimensional supergravity and discuss how to break supersymmetries in Sec. 2. We describe some applications of the result, which are the behavior of the geodesic, the analysis of the geometrical structure in dynamical M2-brane background. In Sec. 3, we start our discussion of supersymmetric M2-brane solution by examining the basic features of the background geometry. By solving the radial null geodesic equations, we show that the naked strong curvature singularity appears. Section 4 contains some discussions and concluding remarks.
2. Supersymmetry in a dynamical M2-brane

In this section, we present the exact solution to the field equations of an 11-dimensional supergravity corresponding to a dynamical M2-brane configuration. The 11-dimensional gravitino (Killing spinor field) equation gives the time-dependent solution with the particular ansatz of fields. We find that the supersymmetric solution depends on the null coordinate along the M2-brane world volume, as well as the coordinates of the transverse space to the M2-brane. The 11-dimensional supersymmetric solution is given by

\[
ds^2 = h^{-2/3}(x, r) \eta_{\mu\nu} dx^\mu dx^\nu + h^{1/3}(x, r) \left(dr^2 + r^2 u_{ab} dz^a dz^b\right),
\]

where the function \( h(x, r) \) is given by

\[
h(x, r) = c_\mu x^\mu + \bar{c} + M/r^6,
\]

\( \mu, \nu = 0, 1, 2 \), and \( i, j = 3, 4, \ldots, 10 \), \( \chi = \pm 1 \), \( c_\mu, \bar{c} \), and \( M \) are constant parameters, \( u_{ab} \) denotes the metric of the seven-sphere. It follows that if \( c_\mu = \partial_\mu h_0 \) is not null, there exists only a trivial solution to the Killing spinor equation, and the supersymmetry is completely broken. On the other hand, when \( c_\mu \) is a null vector, the Killing spinor equation leads to

\[
c_\mu \gamma^\mu \varepsilon = 0,
\]

where \( \gamma^\mu \) gives the SO(2, 1) \( \gamma \)-matrices satisfying

\[
\{ \gamma^\mu, \gamma^\nu \} = \eta^{\mu\nu}.
\]

Then, one quarter of the possible rigid supersymmetries in the maximal case survives. Here, we check the degree of supersymmetry for the case of \( M = 0 \). The dynamical M2-brane to the plane wave background if we consider the following special case of vanishing M2-brane charge\(^{10,11}\). The integrability condition reduces to \( c_\mu \gamma^\mu \varepsilon = 0 \). Then, the dynamical M2-brane solution with \( c_\mu \neq 0 \), preserves a half of the maximal supersymmetries. Since the number of unbroken spacetime supersymmetries in the present background must be a half of the full supersymmetries.

Next we comment on the degree of the supersymmetry breaking for the dynamical M2-brane background. The measure of the supersymmetry breaking for the dynamical background is obtained from the consistency condition. The mass scale corresponds to \( h^{-2}c_\mu c^\mu \), which could be identified with a kind of induced effective mass scale for the spinor field. The divergence at \( h = 0 \) means that the degree of the supersymmetry breaking increases as the background approaches the curvature singularity. On the other hand, the supersymmetry breaking becomes negligible near the M2-brane region \( r \to 0 \), as \( h \) diverges there.

Let us consider the relation between the dynamics of the background and supersymmetry breaking in more detail. Introducing a new time coordinate \( \tau \), which is defined by \( \tau / \tau_0 = (c_0 t)^{2/3} \), with constant \( \tau_0 = (3/2c_0) \), we find the 11-dimensional
metric (1) as

\[ ds^2 = \left[ 1 + \left( \frac{\tau_0}{\tau} \right)^{3/2} \left( c_i x^i + \frac{M}{r^6} \right) \right]^{-2/3} \left[ -dr^2 + \left( \frac{\tau_0}{\tau} \right) \delta_{ij} dx^i dx^j \right] + \left[ 1 + \left( \frac{\tau_0}{\tau} \right)^{3/2} \left( c_i x^i + \frac{M}{r^6} \right) \right]^{-1/3} \left( \frac{\tau}{\tau_0} \right)^{1/2} \left[ d\tau^2 + r^2 d\Omega^2_{(7)} \right], \tag{5} \]

where \( x^i (i = 1, 2) \) denotes the space coordinates of the world volume spacetime, the metric \( \delta_{ij} \) is the spatial part of the three-dimensional Minkowski metric \( \eta_{\mu\nu} \), and \( d\Omega^2_{(7)} \) is the line element of the seven-sphere. When we set \( c_1 = c_2 = 0 \), the spacetime is an isotropic and homogeneous universe with respect to the world volume coordinates, whose supersymmetry is completely broken. On the other hand, the 11-dimensional spacetime becomes inhomogeneous and preserves supersymmetry if parameters \( c_\mu \) satisfy \( c_\mu \delta^\mu = 0 \), and \( c_\mu \gamma^\mu \xi = 0 \). Thus, in the limit when the terms \( c_i x^i \) are negligible, which is realized in the limit \( (\tau/\tau_0) \rightarrow \infty \), for small \( r \), we find an 11-dimensional universe without supersymmetry. For concreteness, we discuss the dynamics in the region where the term \( c_i x^i \) in the function \( h(\tau, x, r) \) is smaller compared to the contribution of the M2-brane charge \( M/r^6 \). In the case of \( (\tau/\tau_0) > 0 \), we have found that the domains near the M2-brane has the supersymmetry. As the time increases, the background satisfies \( (\tau/\tau_0)^{3/2} \gg c_i x^i \). Then, the contribution of the term \( c_i x^i \) in the function \( h(\tau, x, r) \) eventually becomes negligible in the 11-dimensional metric such that supersymmetries are completely broken, which is guaranteed by the region \( c_i x^i \ll M/r^6 \). Then, the dynamical M2-brane solution also behaves as a nonsupersymmetric cosmological solution in the asymptotic future.

3. Geometry of the supersymmetric dynamical M2-brane solution

As one may expect from the dynamical M2-brane solution, the spacetime with (1) has curvature singularity. For a fixed \( x \), the spacetime asymptotically approaches the anisotropic solution at a large \( r \), while the metric becomes approximately AdS_4 x S^7 near the M2-brane region^{10,11} (at \( r \rightarrow 0 \)). Now we investigate the geometric feature near the curvature singularity. We consider the following time dependent M2-brane solution with the 11-dimensional metric

\[ ds^2 = \left( cu + \frac{M}{r^6} \right)^{-2/3} \left( -2du \, dv + dy^2 \right) + \left( cu + \frac{M}{r^6} \right)^{1/3} \left[ dr^2 + r^2 d\Omega^2_{(7)} \right], \tag{6} \]

\[ u = \frac{1}{\sqrt{2}}(t - x), \quad v = \frac{1}{\sqrt{2}}(t + x), \tag{7} \]

where \( c, M \) are constants. Since the function \( h_1(r) \) dominates near \( r \rightarrow 0 \), the background geometry describes the extremal Reissner-Nordström solution with an infinite throat. The geometry of the dynamical M2-brane is not asymptotically flat while the extremal Reissner-Nordström solution gives the asymptotically Minkowski spacetime. Near the M2-brane, the metric becomes AdS_4 x S^7. Since the square of
the four-form field strength diverges at the zeros of the function \( h(u, r) = 0 \), the curvature of the metric (7) can be singular at \( h(u, r) = 0 \).

Now we discuss the cosmological evolution of the spatial geometry in the region \( h > 0 \) and assume \( c < 0 \), in the function \( h(u, r) \). For \( u < 0 \), the function \( h \) is positive everywhere and the spatial surfaces are nonsingular unless we treat the negative charge of the M2-brane \( M < 0 \). They are asymptotically anisotropic spacetime for a fixed \( x \) coordinate. The spatial metric is still regular for \( u = 0 \) besides the region \( r \to \infty \). As time increases slightly, a singularity appears at \( r = \infty \) and moves in from spatial infinity. As \( u \) evolves further, the singularity eventually wraps the horizon completely. We start by solving radial null geodesic equations for the affine parameter \( s \) on the background (7). We now discuss the radial null geodesic near the timelike singularity. For the supersymmetric M2-brane background (7), \( h = 0 \) hypersurface corresponds to a timelike curvature singularity\(^{12} \) because \( g^{MN} \ell_M \ell_N > 0 \) for \( \ell_M = \nabla_M h \) near the singularity. Let us then consider the past directed null geodesics which can hit the curvature singularity within a finite affine parameter length. The geodesic equation gives

\[
\begin{align*}
  r(s) &\simeq r_0 + r_1 (s_0 - s)^{6/5}, \\
  h(s) &\simeq -\left( \frac{5cf}{9} \right) (s_0 - s)^{9/5} - (s_0 - s)^{6/5},
\end{align*}
\]

where \( c, f \) are constants, \( r_0 \) and \( s_0 \) denote the value of \( r \) and \( s \) at singularity.

We now turn our attention to calculate a geometrical quantity in a parallelly propagated frame along the null geodesic,

\[
\Gamma \equiv C_{MPNQ} E_2^M E_2^N k^P k^Q,
\]

where \( C_{MNPQ} \) is the Weyl tensor, \( k^M \) denotes the tangent vector of null geodesic, and \( E_2^M \) is a parallelly propagated spacelike unit vector orthogonal to \( k^M \). These are defined by

\[
k = (d\mu/ds) \partial_u + (dv/ds) \partial_v + (dr/ds) \partial_r, \quad E_2 = h^{1/3} \partial_y.
\]

In terms of the metric (7) and 11-dimensional null vectors, we find

\[
\Gamma \sim (s_0 - s)^{-2}.
\]

The shear \( \sigma \) and the expansion rate \( d\theta/ds \) of the congruence along the null vector \( k^M \) diverge near the singularity as

\[
\sigma \sim \int^s \Gamma ds \sim (s_0 - s)^{-1}, \quad \left( \frac{d\theta}{ds} \right) \sim -\sigma^2 \sim -(s_0 - s)^{-2}.
\]

Then, we obtain

\[
\int^s \theta ds = \int^s \left( \frac{d\ln A}{ds} \right) ds \sim \ln (s_0 - s),
\]

where \( A \) is the volume element of the null geodesic congruence. This implies that the timelike singularity is a strong type of curvature singularity, as the volume element of any congruence along the radial null geodesic vanishes there.
4. Discussions

In the present work, we have constructed the dynamical supersymmetric M2-brane solution for the warped compactification of an 11-dimensional supergravity. The solution is given by an extension of a static supersymmetric M2-branes solution. In the case of a dynamical M2-brane background, a quarter of maximal supersymmetries exists. If the M2-brane charge vanishes, our solution gives a plane wave background which preserves a half of the full supersymmetry. Therefore, in the far region from the M2-brane, the background changes from the dynamical M2-brane to time-dependent plane wave background. This means that one quarter of the maximal supersymmetry is enhanced to a half of the possible rigid supersymmetries in the maximal case when one moves in the transverse space to the M2-brane.

Although we have mainly discussed the single M2-brane solution in this work, it is possible to generalize it to the solution which describes an arbitrary number of extremal M2-branes in an expanding universe. We have found that the degree of the supersymmetry breaking is strongly related to the dynamics of the background. Then, the time evolution of the geometry is deeply connected with the hierarchy and supersymmetry breaking while the inhomogeneity of the M2-brane world volume coordinates makes preserving the supersymmetry. In the region where the effect of the inhomogeneity of the M2-brane world volume coordinates is smaller compared to the contribution of the M2-brane charge, our supersymmetric solution describes the breaking of the supersymmetry, which is the transition from the supersymmetric universe to a nonsupersymmetric one as time evolves.

The dynamical M2-brane solutions can always take a form in the function $h(x,r) = h_0(x) + h_1(r)$, where the function $h(x,r)$ depends on the linear function of the M2-brane world volume coordinates $x$ as well as coordinates of the transverse space to the M2-brane. Since the existence of the function $h_0(x)$ implies the dynamical instability in the moduli of internal space, it would be useful to study the stability of a solution.

Motivated by the construction of a new supersymmetric solution, we have studied the global structure of the dynamical M2-brane background. We have found that the time dependence changes the causal structure of a static M2-brane solution. Since the volume element of any congruence along the radial null geodesic vanishes at the curvature singularity, it turns out that this is a strong version of a timelike singularity. We have studied null geodesics which terminate a coordinate singularity in terms of an analytic extension across there and showed that there is a regular null hypersurface (or horizon) generated by a null Killing vector field. In particular, this null Killing vector field describes the generator of the horizon even if the bulk metric is asymptotically anisotropic geometry at a constant $x$ coordinate. Hence, the near horizon geometry in this solution gives the regular spacetime, and thus becomes $\text{AdS}_4 \times S^7$.

It is important to explore another analytic solution describing a supersymmetric M-brane or D-brane in the expanding Universe. One may present whether...
supersymmetric dynamical brane solutions affect the formation of the naked singularity. Upon setting an appropriate initial condition, these solutions may allow us to violate the cosmic censorship.\textsuperscript{12,14}

We can also discuss a dynamical black hole solution whose spacetime gives a time dependent universe. The near M2-brane region of this black hole in the expanding Universe is the same as the static solutions while the asymptotic structures are completely different, giving the anisotropic spacetime at a fixed $x$ coordinate with scale factors for a dynamical universe. The effective M2-brane charge for the supersymmetric background depends on the world volume coordinates of the M2-brane. The supersymmetric solutions can contain the function depending on null coordinates of the M2-brane world volume direction. The results we have obtained are not unnatural because studies of the supersymmetric plane wave background showed that it is possible to obtain time-dependent supersymmetric solutions with a nontrivial dependence on spacetime coordinates.\textsuperscript{15} Although this may be a limitation on the applications of our solution, it is interesting to explore if similar more general dynamical and supersymmetric solutions can be obtained by relaxing or extending some of our assumptions for the 10-, 11-, or lower-dimensional backgrounds. We will study this subject in the near future.
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Gamma-Ray Bursts (GRBs) are probably one of the most enigmatic sources in current astrophysics, especially when their high-energy (HE, $100 \text{ MeV} \lesssim E \lesssim 100 \text{ GeV}$) emission is considered. Fermi-LAT observations unveiled many properties of GRBs emission in the GeV band, but its physical origin is not clearly understood yet. In this context, observations of GRBs at very-high-energies (VHE, $E \gtrsim 100 \text{ GeV}$) could provide a crucial contribution in the understanding of the physical processes driving GRB emission at the highest energies. For this purpose, ground facilities performing fast-follow up of GRBs above $\sim 100 \text{ GeV}$ with high sensitivity are needed. In particular the MAGIC telescopes were designed to have a low energy threshold ($\sim 50 \text{ GeV}$) and to perform fast follow-up of GRBs thanks to their fast slewing movement. Up to date, 101 GRBs were followed-up by MAGIC in different observational conditions, providing a large data sample to search for VHE emission. This contribution will focus on the MAGIC GRBs follow-up campaign and highlight the observation of the short and nearby ($z = 0.16$) GRB 160821B, an interesting event showing a hint of VHE gamma-ray emission.
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1. Introduction

Gamma-Ray Bursts (GRBs) are transient events occurring at cosmological distances, releasing a huge amount of energy in electromagnetic radiation in a small time period. After more than 50 years from their discovery, many aspects of GRBs are still puzzling. Among them, the origin of their high-energy (HE) emission and the possible presence of a very-high-energy (VHE) component are still debated topics in GRB physics. In the HE range, Fermi-LAT provides most of the information, from which it is seen that the GeV emission is delayed with respect to the lower energy emission and with a long lasting duration. Generally the HE spectra are well fitted using a power-law model, even if in some cases an additional spectral component is needed. The latter could be linked with a process producing photons at VHE, pointing out to the importance of performing GRB observations in the energy range above $\sim 100 \text{ GeV}$. In this context, ground-based instruments like Imaging Atmospheric Cherenkov Telescopes (IACTs) can provide a good photon statistics in the VHE range. Among IACTs, MAGIC has some important figures of merit which are crucial for the follow-up of GRBs, namely a low energy threshold, a high sensitivity and a lightweight structure to allow fast repositioning.

In the following contribution we describe the MAGIC GRB follow-up program, focusing on the observational challenges of such a project and on the results obtained in the last years.
2. The MAGIC experiment

MAGIC is an IACT experiment with two identical telescopes of 17 m diameter. It is located in one of the Canary Islands, La Palma (28.8° N, 17.8° W), at an altitude of 2200 m a.s.l. The MAGIC telescopes were designed to observe astrophysical sources of gamma-rays in stereoscopic mode above an energy threshold of \( \sim 50 \text{ GeV} \) at trigger level and at zenith. The sensitivity which can be achieved by MAGIC is as low as 0.7% of the Crab Nebula flux above 220 GeV in 50 h. For short timescales, which are important in the case of the follow-up of transient sources like GRBs, the flux sensitivity is at the level of 10% of the Crab Nebula flux above 100 GeV in 1 hour.

2.1. GRBs follow-up with MAGIC

The detection of Gamma-Ray Bursts in the VHE band is one of the primary scientific goals of MAGIC and each year a considerable amount of hours are devoted to their follow-up. The transient nature of GRBs makes their follow-up challenging for facilities like MAGIC, characterized by a limited field of view. For this reason, MAGIC was designed to be able to repoint in short time\(^a\) in response to GRB alerts coming from the GCN (Gamma-ray Coordinates Network\(^b\)). These alerts are processed by the MAGIC Automatic Alert System, which checks the visibility of the targets from the MAGIC site. If a GRB is observable, an automatic procedure repoints the telescopes in fast mode towards its sky position, while the different subsystems are prepared for data taking. This procedure was revisited in 2013 in order to be more robust against possible hardware failures. Beside the automatic follow-up, MAGIC performs so called late-time observations of GRBs detected by Fermi-LAT: the source is observed even after 24 h or more with respect to the trigger time of the event. The goal of such strategy is to detect a possible long-lasting VHE emission from GRBs.

In 15 years of operation, up to June 2018, MAGIC followed-up 101 GRBs in good observational conditions and not affected by any major hardware problem. See Fig. 1 for a skymap of such events. Despite the huge effort, MAGIC could not detect any VHE gamma-ray signal from GRBs (status up to June 2018). In one case though, described below, MAGIC data shows a hint of signal in the VHE band.

2.2. GRB 160821B

Swift-BAT detected the short GRB 160821B (\( T_{90} = 0.48 \text{ s} \) in the 15-350 keV energy range) at 22:29:13 UT\(^6\) and MAGIC received the alert at 22:29:26 UT. Using

\(^{a}\)25 s for a 180° rotation.

\(^{b}\)https://gcn.gsfc.nasa.gov/.
the automatic GRB procedure, MAGIC was on target just 24 s after the onset of the GRB. Thanks to optical observations by the William Herschel Telescope, the redshift of the GRB was estimated to be $z = 0.16$.

MAGIC observation started under moderate moonlight conditions at a zenith of $\sim 34$ degrees, with a night sky background (NSB) level between three and five times the one under dark moonless conditions. The first 1.5 hours of data were affected by a non optimal atmospheric transmission, due to the presence of clouds. For the rest of the observation the weather conditions were good and the NSB increased at a level between five and nine times with respect to dark conditions. The observation stopped after 4 hours from the trigger time, with the GRB reaching a zenith of $\sim 55$ degrees.

A dedicated analysis was performed on GRB 160821B, for two reasons in particular: the presence of the Moon during observations and the low atmospheric transmission in the first part of data taking. The former issue is handled as described in Ref. 5. In the latter case, the data are corrected for the low atmospheric transmission using the data collected by the LIDAR instrument installed on top of the MAGIC counting house building. The dedicated analysis resulted in a hint of gamma-ray signal detection with a significance of $3.1 \sigma$, as shown in Fig. 2.

If we make the assumption that this signal is real, this GRB would be the first to be detected at VHE energies and it would open a new window in the understanding of (short) GRBs emission. A detailed modeling and interpretation of such event will be the main topic of an upcoming paper, currently in preparation.
Fig. 2. $\theta^2$ distribution for data taken on GRB 160821B (points) and for the background events (grey shaded area). $\theta^2$ is defined as the squared angular distance between the nominal position of the source and the reconstructed arrival direction of the events.

3. Future prospects for GRB follow-up with MAGIC

MAGIC is currently one of the main actors in the follow-up of GRBs in the VHE band. The automatic procedure ensures to observe GRBs as fast as possible, without causing hardware failures. The efforts in pushing the capabilities of the telescopes under moonlight or non-optimal weather conditions provide MAGIC with a higher chance to detect a GRB at very high energies, as indicated by the case of GRB 160821B. Even in this case, there is room for improvement. A change in the automatic procedure is foreseen in the nearby future, namely the inclusion of the Sum Trigger.\(^9\) This novel trigger system, used successfully when MAGIC operated as a single telescope, is now in an advanced and stable state, providing an energy threshold as low as 30 GeV for low zenith angles. This feature is crucial for the observation of distant sources like GRBs.
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Lorentz symmetries represent one of the cornerstones of modern physics, and yet independent approaches aiming at combining general relativistic with quantum effects often imply some form of departures from them. According to the simplest models, particles having different energies emitted at the same time from a given source should be detected at different times from a far-away detector, thereby producing a phenomenon of in-vacuo dispersion with a linear correlation between the time of observation and particles’ energy. Given that, the search for energy-dependent time lags in gamma-ray bursts (GRB) has gradually become a standard way to make tests of fundamental physics and also look for the first signatures of the sought-after quantum theory of gravity. Most of the current studies, considering a single GRB or just the most energetic photon for each GRB analysis, allowed to set very tight constraints on the relevant scale, usually believed to be close to the Planck mass. However, due to the rather poor understanding of the spectral evolution of GRBs, statistical analyses over collections of GRBs would provide more reliable outcomes. Here we test in-vacuo dispersion by analysing all the photons with energy at the emission greater than 5 GeV emitted from 7 GRBs observed by Fermi-LAT. Remarkably, we find preliminary evidence of in-vacuo-dispersion-like spectral lags consistently with what has been noticed by some recent studies which, though, had focused only on the energy range above 40 GeV.
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1. Introduction

Over the last 15 years there has been considerable interest (see e.g. Refs. 1–9 and references therein) in quantum-gravity (QG) induced in-vacuo dispersion, the possibility that spacetime itself might behave essentially like a dispersive medium for particle propagation: there might be an energy dependence of the travel times of ultrarelativistic particles from a given source to a given detector.

The most studied\textsuperscript{1–9} modelization of quantum-gravity-induced in-vacuo dispersion is

\[ \Delta t = \eta_X \frac{E}{M_P} D(z) \pm \delta_X \frac{E}{M_P} D(z), \] (1)
where \( z \) is the redshift of the relevant GRB and

\[
D(z) = \int_0^z \frac{d\zeta}{H_0 \sqrt{\Omega_\Lambda + (1 + \zeta)^3 \Omega_m}}.
\]

(2)

\( \Omega_\Lambda, \ H_0 \) and \( \Omega_m \) denote, as usual, respectively the cosmological constant, the Hubble parameter and the matter fraction\(^{16}\). \( M_P \) denotes the Planck scale (\( \simeq 1.2 \cdot 10^{28} \text{eV} \)) and the values of the parameters \( \eta_X \) and \( \delta_X \) in (1) are to be determined experimentally. Here “\( \pm \delta_X \)” accounts for quantum-uncertainty (fuzziness) effects, while \( \eta_X \) characterizes systematic effects. Finally, the label \( X \) intends to allow for a possible dependence\(^{1,9}\) on the type of particles and/or on their spin/helicity. We shall not consider either fuzziness or particle/spin dependent effects.

Eq. (1) tells us that, if we wish to test the in-vacuo-dispersion hypothesis, then we need far away transient sources emitting very-high energy particles. Given that, gamma-ray bursts (GRBs) perhaps represent the most suitable sources\(^{1–4}\). Many studies have been able to set very tight constraints on the QG scale (i.e. \( E_{QG} \equiv M_P / \eta_X \) if \( \delta_X = 0 \)) close to or, in some analyses, even beyond the Planck scale (see, e.g., Ref. 17 and references therein). However, the main challenge for this type of analyses consists in the difficulty to disentangle the QG effect from the intrinsic spectral lags. In absence of a satisfactory astrophysical mechanism to take into account source effects, there are two natural ways to face this problem: use multiple kind of sources and/or messengers, and increase the size of the data.

Some of us were involved in the first studies using IceCube data for searching for GRB-neutrino in-vacuo-dispersion candidates\(^{8,10–12}\). Analogous investigations were performed in a series of studies\(^{13–15}\) focusing on the highest-energy GRB photons observed by the Fermi telescope. As summarized in Fig. 1 these studies provided rather strong statistical evidence of in-vacuo-dispersion-like spectral lags. For each point in Fig. 1 (black points are “GRB-neutrino candidates”\(^{10}\), while the blue points are GRB photons with energy at emission greater than 40 GeV) we denote by \( \Delta t \) the difference between the time of observation of the relevant particle and the time of observation of the first low-energy peak in the GRB, while \( \Delta E^\ast \) is the redshift-rescaled energy of the relevant particle defined as \( \Delta E^* \equiv (E \times D(z))/D(1) \). The linear correlation between \( \Delta t \) and \( \Delta E^* \) visible in Fig. 1 is just of the type expected for quantum-gravity-induced in-vacuo dispersion, and it has been estimated\(^{10}\) that such a high level of correlation would occur accidentally (in absence of in-vacuo dispersion) only in less than \( 0.1\% \) of cases, while GRB photons could produce such high correlation only in less than \( 0.1\% \) of cases\(^{12}\).

This “statistical evidence” motivated us to explore whether or not the in-vacuo-dispersion-like spectral lags persist at lower energies. Thus, we here contribute to the attempt to reduce the impact of intrinsic delays by extending the window of the statistical analysis down to 5 GeV. This increases the number of photons analyzed by more than an order of magnitude (only 11 photons are considered in Fig. 1, whereas the analysis we here report involves 148 photons). Indeed, given the poor
understanding of the GRB time spectra, analyses based on the time of observation of a single photon \(^{18}\) may not uncover a feature, which though could be revealed by statistical analyses.

2. Data analysis: Widening the energy window

Our analysis focuses on the same GRBs whose photons took part in the analyses which led to the picture here summarized in Fig. 1, i.e. GRB080916C, GRB090510, GRB090902B, GRB090926A, GRB100414A, GRB130427A, GRB160509A, but includes all the photons with energy at the source greater than 5 GeV. Since we cannot assume all the GRB photons were emitted in coincidence with the first GRB peak as in Fig. 1, we consider a \(\Delta t\) pair, which gives for each pair of photons in our sample their difference of time of observation. Thus, each pair of photons (from the same GRB) gives us an estimated value of \(\eta_\gamma\)

\[
\eta_\gamma^{\text{pair}} = \frac{M_p \Delta t_{\text{pair}}}{D(1)E^*_{\text{pair}}},
\]

where \(E^*_{\text{pair}}\) is the difference in values of \(E^*\) for the two photons in the pair. Of course the \(\Delta t_{\text{pair}}\) for many pairs of photons in our sample could not possibly have anything to do with in-vacuo dispersion: if the two photons were produced from different phases of the GRB (different peaks) their \(\Delta t_{\text{pair}}\) will be dominated by the intrinsic time-of-emission difference. Those values of \(\eta_\gamma^{\text{pair}}\) will be spurious, they will be “noise” for our analysis. However we also of course expect that some pairs of photons in our sample were emitted nearly simultaneously, and for those pairs the \(\Delta t_{\text{pair}}\) could truly estimate \(\eta_\gamma\). Form Fig. 1 one gets \(\eta_\gamma = 30 \pm 6\), then we would expect that values of \(\eta_\gamma^{\text{pair}}\) of about 30 are more frequent than expected without a relationship between arrival times and energy of the type produced by in-vacuo dispersion.
Fig. 2. Normalized distribution of $\eta_{\gamma}^{[\text{pair}]}$ for all pairs of photons (from the same GRB) within our data set. For bins where the observed population is higher than expected we color the bar in purple up to the level expected, showing then the excess in red. For bins where the observed population is lower than expected the bar height gives the expected population, while the blue portion of the bar quantifies the amount by which the observed population is lower than expected.

This is just what we find, as shown perhaps most vividly by the content of Fig. 2. The main point to be noticed in Fig. 2 is that we find in our sample a frequency of occurrence of values of $\eta_{\gamma}^{[\text{pair}]}$ between 25 and 35 which is tangibly higher than one would have expected in absence of a correlation between $\Delta t_{\text{pair}}$ and $E_{\gamma}^{*}\text{pair}$. Following a standard strategy of analysis (see, e.g., Ref. 17) we estimate how frequently $25 \leq \eta_{\gamma}^{[\text{pair}]} \leq 35$ should occur in absence of correlation between $\Delta t_{\text{pair}}$ and $E_{\gamma}^{*}\text{pair}$ by producing $10^5$ sets of simulated data, each obtained by reshuffling randomly the times of observation of the photons in our sample. We also performed some variants of our analysis, first by dividing our data sample in three different energy ranges and considering only those pairs made of photons belonging to different groups (or excluding the photons with energy at the emission greater then 40 GeV, i.e. the only ones contributing to Fig. 1). Following a different procedure, we also estimated $\eta_{\gamma}$ with a best-fit technique performed for every triplet of photons from the same GRB. Remarkably, the excess of results for $\eta_{\gamma}^{[\text{pair}]}$ between 25 and 35 shows up in all these analyses with an overall significance of about 0.5%.

3. Discussion and Outlook

In summary we found rather striking indications in favor of values of $\eta_{\gamma}$ of about 30 in GRB data for all photons with energy at emission greater than 5 GeV. On the basis of our exploration, on future similar-size GRB data samples one should find again at least some partial manifestation of the same feature. We are of course much further from establishing whether this feature truly is connected with QG-induced in-vacuo dispersion, rather than being some intrinsic property of GRB signals. The imprint of in-vacuo dispersion is coded in the $D(z)$ for the distance dependence and, while that does give a good match to the data, one should keep in mind that only a few redshifts (a few GRBs) were relevant for our analysis. Moreover, given the very tight constraints on systematic QG delays\textsuperscript{18}, in-vacuo dispersion should most likely be of statistical (“fuzzy”) nature.
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The first detection of gravitational waves a binary neutron star merger GW170817 by the LIGO-Virgo Collaboration has provided fundamental new insights into the astrophysical site for r-process nucleosynthesis and on the nature of dense neutron-star matter. The detected gravitational wave signal depends upon the tidal distortion of the neutron stars as they approach merger. We examine how the detected chirp depends the adopted equation of state. This places new constrains on the properties of nuclear matter. The detected evidence of heavy-element nucleosynthesis also provides insight into the nature of the r-process and the fission properties of the heaviest nuclei. Parametrically, one can divide models for the r-process into three scenarios roughly characterized by the number of neutron captures per seed nucleus (n/s). In addition to neutron-star mergers, these include magneto-hydrodynamic jets from supernovae and the neutrino heated wind above the proto neutron star in core-collapse supernovae. Insight from GW170817 allows one to better quantify the relative contributions of each astrophysical site and the fission termination of the r-process recycling.
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1. Introduction

On August 17, 2017, Nature revealed herself in a most spectacular way, both from the gravitational waves detected by the LIGO and VIRGO collaborations, and by the multitude of follow up observations of the GRB170817A kilonova, along with IR and optical ground-based observations. In this work we consider two aspects of what may have been learned from this event. On the one hand, the GW chirp implies a possible dilemma regarding the Nuclear EOS deduced from the Post-Newtonian tidal-polarizability vs. observed neutron star properties. Here we discuss our analysis of the chirp in numerical general relativity as a means to better constrain the EoS and clarify the current dilemma. The second aspect considered here is that the kilonova EM spectrum indicates evidence of r-process nucleosynthesis that has implications for the fission barriers and termination of fission recycling during the r-process.

In the LIGO analysis and in follow up analysis, the tidal polarizability was deduced from post-Newtonian expansion. The tidal polarizability (or deformability) is an intrinsic neutron-star property highly sensitive to the compactness parameter \( A \sim (M/R)^5 \) that describes the tendency of a neutron star to develop a mass quadrupole as a response to the tidal field induced by its companion. Based upon the most recent analysis by LIGO it has been deduced that the reduced tidal
polarizability is $\tilde{\Lambda} = 190^{+390}_{-120}$ implying that the radius of the stars of 1.4 M$_\odot$ is in the range $10.5 \, \text{km} \leq R \leq 13.3 \, \text{km}$.

However, in this work we consider the possibility that as the stars approach merger during the chirp they are neither well described by post-Newtonian physics, not as a simple quadrupole deformation. Indeed, one desires to trace the evolution of the binary from when they first enter the LIGO window until some 30 sec later when the stars merge. For an orbit period of $\sim 100$ ms, this would require evolving the system for $\sim 3000$ orbits. This is indeed an daunting task from the standpoint of numerical relativity for which it is difficult to follow more than a few orbits due to limitations of computational resource.

In this work, however, we report on the first analysis of a general relativistic hydrodynamic simulation$^{3,8}$ that is capable of stably numerically integrating thousands of orbits. The solution of the field equations and hydrodynamic equations of motion is summarized in Refs. 9, 10. One starts with the slicing of spacetime into the usual one-parameter family of hypersurfaces separated by differential displacements in a time-like coordinate as defined in the (3+1) ADM formalism$^{11,12}$.

In Cartesian $x,y,z$ isotropic coordinates, proper distance is expressed as

$$ds^2 = -(\alpha^2 - \beta_i \beta^i)dt^2 + 2\beta_i dx^i dt + \phi^4 \delta_{ij} dx^i dx^j,$$  \hspace{1cm} (1)

where the lapse function $\alpha$ describes the differential lapse of proper time between two hypersurfaces. The quantity $\beta_i$ is the shift vector denoting the shift in space-like coordinates between hypersurfaces. The curvature of the metric of the 3-geometry is described by a position dependent conformal factor $\phi^4$ times a flat-space Kronecker delta $(\gamma_{ij} = \phi^4 \delta_{ij})$. This conformally flat condition on the metric provides a numerically valid initial solution to the Einstein equations. The vanishing of the Weyl tensor for a stationary system in three spatial dimensions guarantees that a conformally flat solution to the Einstein equations exists.

To solve for the fluid motion of the system in curved spacetime it is convenient to use an Eulerian fluid description$^9$. By introducing the usual set of Lorentz contracted state variables it is possible to write the relativistic hydrodynamic equations in a form which is reminiscent of their Newtonian counterparts$^9$. The hydrodynamic state variables are: the coordinate baryon mass density, $D$, the internal energy density $E$ and the covariant spatial momentum density, $S_i$;

$$D = W \rho; \quad E = W \rho \epsilon; \quad S_i = (D + E + PW)U_i.$$  \hspace{1cm} (2)

Key to maintaining is to evolve the the spatial three velocity in the rotating frame,

$$V^i = \alpha \frac{U_i}{\phi^4 W} - \beta^i,$$  \hspace{1cm} (3)

In terms of these state variables, the hydrodynamic equations in the CFA are as follows: The equation for the conservation of baryon number takes the form,

$$\frac{\partial D}{\partial t} = -6D \frac{\partial \log \phi}{\partial t} - \frac{1}{\phi^6} \frac{\partial}{\partial x^j} (\phi^6 D V^j).$$  \hspace{1cm} (4)
The equation for internal energy evolution becomes,
\[
\frac{\partial E}{\partial t} = -6(E + PW) \frac{\partial \log \phi}{\partial t} - \frac{1}{\phi^6} \frac{\partial}{\partial x^j} (\phi^6 E V^j) \\
- P \left[ \frac{\partial W}{\partial t} + \frac{1}{\phi^6} \frac{\partial}{\partial x^j} (\phi^6 W V^j) \right].
\] (5)

Momentum conservation takes the form,
\[
\frac{\partial S_i}{\partial t} = -6 S_i \frac{\partial \log \phi}{\partial t} - \frac{1}{\phi^6} \frac{\partial}{\partial x^j} (\phi^6 S_j V^j) - \frac{\partial P}{\partial x^i} \\
+ 2 \alpha (D + E + PW) \left( W - \frac{1}{W} \right) \frac{\partial \log \phi}{\partial x^i} + S_j \frac{\partial \beta^j}{\partial x^i} \\
- W(D + E + PW) \frac{\partial \alpha}{\partial x^i} - \alpha W(D + \Gamma E) \frac{\partial \chi}{\partial x^i}.
\] (6)

where the last term in Eq. (6) is the contribution from the radiation reaction potential \( \chi \) as defined in Refs. 3, 9, 8. Including this term allows for a calculation of the orbital evolution via gravitational wave emission in the CFA.

As a first test and calibration we have constructed quasi-stable orbits for which this term is set to zero. We then reconstruct the time sequence of orbits by fitting a modified form of the chirp,
\[
\frac{96}{5} \pi^{8/3} M^{5/3} t + \frac{3}{8} f^{5/3}(\alpha t^2 + bt + c) + C = 0
\] (7)

where \( a, b \) and \( c \) are deduced from fits to the numerical simulation and correspond to corrections due to the inclusion of higher moments in mass-energy and momentum in the chirp. This correction is motivated by the deviation of a logarithmic \( f \) vs. \( t \) plot from a straight line in numerical simulations.

An example of a reconstructed chirp is shown in figure 1 based upon orbits described in Refs. 3, 8. These show a stronger sensitivity to the nuclear EoS than that deduced from the PN analysis of tidal polarizability.\(^{1,4} \)
2. Constraints on r-process nucleosynthesis and the termination of fission recycling

Observation of the multi-messenger followup\textsuperscript{2} of the GRB170817A make a strong case for the existence newly synthesized r-process material in the ejecta from the binary neutron star merger. The light curve\textsuperscript{16} and spectrum\textsuperscript{17} are consistent with heating and opacity from $\sim 0.02 - 0.04 \, M_\odot$ of heavy-elements produced during r-process nucleosynthesis.

Ejecta from such neutron-star mergers can be characterized by extremely neutron-rich nucleosynthesis for which the r-process proceeds until beta- or neutron-induced fission occurs along the r-process path. Figure 2 from Ref. 13 highlights a key dilemma in nuclear physics. If the r-process path ends among light isotopes with $A \approx 285$ asymmetric fission occurs leading to a prominent peak around $A = 130$. On the other hand if the r-process proceeds until $A \approx 300$ as indicated by the fission barriers and yields from Refs. 14, 15, then a more unimodal

![Fig. 2](image-url)

Fig. 2. Illustration from Ref. 13 of the impact of fission yields and fission recycling on the final r-process abundances. Upper panel shows the relative contributions for 3 representative nuclei compared with the final abundance distribution. The lower panel shows the same final r-process yields compared with the distribution that would result if fission recycling were only to occur from parent nuclei at the termination of the r-process path at $A = 285$. 
fission distribution leads to the formation of the rare-earth peak, but little yield around the A=130 peak. Hence, identification of elements near the A=130 peak in the ejecta from the GRB170817A kilonova would answer a very important question regarding the fission barriers and yields of the heaviest elements formed in nature. Indeed, the tentative identification\textsuperscript{16} of prominent absorption features due to neutral Te-I and Xe-I in the spectrum of the kilonova appears to have answered this question. However, this is controversial since it requires cool material and minimal line broadening, neither of which are expected in this environment. Obviously, confirmation of this detection is necessary in future observations.
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We discuss some aspects of de Araujo, Coelho and Costa
1,2 concerning the role of a
time dependent magnetic ellipticity on the pulsars' braking indices and on the putative
gravitational waves (GWs) these objects can emit. Since only nine of more than 2000
known pulsars have accurately measured braking indices, it is of interest to extend this
study to all known pulsars, in particular as regards GW generation. In summary, our
results show a pessimistic prospect for the detection of GWs generated by these pulsars,
even for advanced detectors such as aLIGO and AdVirgo, and the planned Einstein
Telescope, would not be able to detect these pulsar, if the ellipticity has magnetic origin.
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1. Ellipticity of Magnetic Origin and Gravitational Waves from Pulsars

If the magnetic field and (or) the angle between the axes of rotation and the mag-
netic dipole of the pulsars are independent of time, the combination of magnetic
dipole and gravitational wave (GW) brakes could only explain braking index (n) in
the interval $3 < n < 5$. The observations, however, show that only PSR J1640-4631
has braking index in this interval, as can be seen in Table 1. In particular, we con-
sider this issue in the context of magnetic ellipticity
1. It is worth stressing that the
magnetic field and the angle between the axes of rotation and the magnetic dipole
of the pulsars are dependent on time.

Recall that the equatorial ellipticity is given by

$$\epsilon = \frac{I_{xx} - I_{yy}}{I_{zz}},$$

where $I_{xx}, I_{yy}, I_{zz}$ are the moment of inertia with respect to the rotation axis, $z$,
and along directions perpendicular to it.

The pulsar is deformed by its own dipole magnetic field. Such deformation
associated with the fact that the axes of rotation and of the magnetic dipole are
misaligned generates an ellipticity given by (see, e.g., Bonazzola and Gourgoulhon\textsuperscript{3}; Konno et al.\textsuperscript{4}; de Freitas Pacheco and Regimbau\textsuperscript{5}):

$$\epsilon_B = \kappa B_0^2 R^4 \frac{1}{GM^2} \sin^2 \phi,$$

where $B_0$ is the dipole magnetic field, $R$ and $M$ are the radius and the mass of the star respectively, $\phi$ is the angle between the rotation and magnetic dipole axes, whereas $\kappa$ is the distortion parameter, which depends on both the star equation of state (EoS) and the magnetic field configuration\textsuperscript{5}. We consider that $\kappa = 10 – 1000$, as suggested by numerical simulations\textsuperscript{3,5}.

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>$P$ (s)</th>
<th>$\dot{P}$ $(10^{-13}$ s/s)</th>
<th>$n^{\circ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSR J1734-3333</td>
<td>1.17</td>
<td>22.8</td>
<td>0.9 ± 0.2\textsuperscript{8}</td>
</tr>
<tr>
<td>PSR B0833-45 (Vela)</td>
<td>0.089</td>
<td>1.25</td>
<td>1.4 ± 0.2\textsuperscript{9}</td>
</tr>
<tr>
<td>PSR J1833-1034</td>
<td>0.062</td>
<td>2.02</td>
<td>1.8569 ± 0.0006\textsuperscript{10}</td>
</tr>
<tr>
<td>PSR J0540-6919</td>
<td>0.050</td>
<td>4.79</td>
<td>2.140 ± 0.0009\textsuperscript{11}</td>
</tr>
<tr>
<td>PSR J1846-0258</td>
<td>0.324</td>
<td>71</td>
<td>2.19 ± 0.03\textsuperscript{12}</td>
</tr>
<tr>
<td>PSR B0531+21 (Crab)</td>
<td>0.033</td>
<td>4.21</td>
<td>2.51 ± 0.01\textsuperscript{13}</td>
</tr>
<tr>
<td>PSR J1119-6127</td>
<td>0.408</td>
<td>40.2</td>
<td>2.684 ± 0.002\textsuperscript{14}</td>
</tr>
<tr>
<td>PSR J1513-5908</td>
<td>0.151</td>
<td>15.3</td>
<td>2.839 ± 0.001\textsuperscript{11}</td>
</tr>
<tr>
<td>PSR J1649-4631</td>
<td>0.207</td>
<td>9.72</td>
<td>3.15 ± 0.03\textsuperscript{15}</td>
</tr>
</tbody>
</table>

Note: $n^{\circ} = f_{\text{rot}} \dot{f}_{\text{rot}} / \dot{f}_{\text{rot}}^2$, where $f_{\text{rot}} = 1/P$ is the rotating frequency, $\dot{f}_{\text{rot}}$ and $\ddot{f}_{\text{rot}}$ are their time derivatives.

Recall that the power emitted by a rotating magnetic dipole is given by\textsuperscript{16}

$$\dot{E}_d = -\frac{16\pi^4}{3} \frac{B_0^2 R^6 \sin^2 \phi}{c^3} f_{\text{rot}}^4,$$

and the power loss via GW emission reads\textsuperscript{17}

$$\dot{E}_{\text{GW}} = -\frac{2048\pi^6}{5} \frac{G}{c^5} I^2 \epsilon^2 f_{\text{rot}}^6.$$

Also, the total energy of the pulsar is provided by its rotational energy, $E_{\text{rot}} = 2\pi^2 I f_{\text{rot}}^6$, and any change on it is given by $\dot{E}_d$ and $\dot{E}_{\text{GW}}$, namely

$$\dot{E}_{\text{rot}} \equiv \dot{E}_{\text{GW}} + \dot{E}_d.$$

Now, from the definition of the braking index (see, e.g., the note in Table 1), one can easily obtain that\textsuperscript{a}

$$n = 3 + 2\eta - 2 \frac{P}{\dot{P}} (1 + \eta) \left[ \frac{\dot{B}_0}{B_0} + \hat{\phi} \cot \phi \right],$$

\textsuperscript{a}The detailed derivation of Eq. (6) can be found in de Araujo, Coelho and Costa\textsuperscript{1}. 

\textsuperscript{1}
where $\eta$ is defined in such a way that $\dot{E}_{GW} = \eta \dot{E}_{\text{rot}}$, which is interpreted as the efficiency of GW generation. In de Araujo, Coelho and Costa\textsuperscript{1} it is also shown that with Eq. (6) one can explain, in principle, the braking indices of the pulsars of Table 1.

Recall that the GW amplitude generated by a pulsar reads
\[
h^2 = \frac{5}{2} \frac{G I}{c^3 r^2} \left| \frac{\dot{f}_{\text{rot}}}{f_{\text{rot}}} \right|.
\]
(7)

This equation considers that the spindown is due to gravitational waves only, i.e., $n = 5$ (spindown limit - SD).

From the definition of $\eta$ one obtains that $\dot{f}_{\text{rot}} = \eta \dot{f}_{\text{rot}}$, i.e., the part of the spindown related to the GW emission brake. Thus, one can obtain an equation for the GW amplitude that holds for $n < 5$, namely
\[
\bar{h}^2 = \frac{5}{2} \frac{G I}{c^3 r^2} \left| \frac{\dot{f}_{\text{rot}}}{f_{\text{rot}}} \right| = \frac{5}{2} \frac{G I}{c^3 r^2} \eta \left| \frac{\dot{f}_{\text{rot}}}{f_{\text{rot}}} \right|.
\]
(8)

Recall that the GW amplitude also reads
\[
h = \frac{16\pi^2 G I \epsilon f_{\text{rot}}^2}{c^4},
\]
(9)
(see, e.g, Shapiro and Teukolsky\textsuperscript{17}). Combining both equations for the GW amplitude one obtains
\[
\epsilon = \sqrt{\frac{5}{512\pi^4} \frac{c^5 \dot{P} P^3}{G I}} \eta.
\]
(10)

Now, for a purely magnetic brake we have
\[
\bar{B}_0 \sin^2 \phi = \frac{3 I c^3}{4\pi^2 R^6} P \dot{P},
\]
(11)
where $\bar{B}_0$ would be the magnetic field whether the break were purely magnetic. If there is also a GW brake contribution we have that $B_0 < \bar{B}_0$. Combining the definition of $\eta$ and Eq. (10) one obtains after some algebraic manipulation the following equation for the efficiency $\eta$
\[
\eta = 1 - \left( \frac{B_0}{\bar{B}_0} \right)^2,
\]
(12)
which is obviously lower than one, as it should be. Substituting this last equation into Eq. (2) we obtain
\[
\epsilon = \frac{3 I c^3}{4\pi^2 G M^2 R^2} P \dot{P} (1 - \eta) \kappa.
\]
(13)
Finally, substituting this last equation into Eq. (10), we obtain
\[
\eta = \frac{288}{5} \frac{I^3 c}{G M^4 R^4} \frac{\dot{P}}{P} (1 - \eta)^2 \kappa^2.
\]
(14)
Notice that with Eqs. (13) and (14) we obtain $\epsilon$ and $\eta$ in terms of $M$, $R$, $I$, $P$ and $\dot{P}$ for a given value of $\kappa$. Since in practice $\eta \ll 1$, the following useful equations are obtained

$$\epsilon \simeq \frac{3I_c^3}{4\pi^2GM^2R^2}P\dot{P}\kappa$$  \hspace{1cm} (15)

and

$$\eta \simeq \frac{288}{5} \frac{I^3c}{GM^4R^4}P\dot{P}\kappa^2.$$ \hspace{1cm} (16)

We now calculate $\epsilon_B$ and $\eta$ for the pulsars of Table 1. We then adopt fiducial values for $M$, $R$ and $I$. We adopt $\kappa = 10$ and 1000, which have the same orders of magnitude of the values considered by, e.g., Regimbau and de Freitas Pacheco.

In Table 2 we present the result of these calculations. Even for the extremely optimistic case, the value of the ellipticity is at best $\epsilon_B \sim 10^{-5}$ (for PSR J1846-0258) and the corresponding efficiency $\eta \sim 10^{-8}$. Therefore, the amplitude of the GW in this case would be four orders of magnitude lower than the spindown limit ($\eta = 1$). Thus, even advanced detectors such as aLIGO and AdVirgo, and the planned Einstein Telescope, would not be able to detect these pulsars.

<table>
<thead>
<tr>
<th>Pulsar</th>
<th>$\epsilon$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSR J1734-3333</td>
<td>$1.2 \times 10^{-7} (-5)$</td>
<td>$1.1 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR B0833-45 (Vela)</td>
<td>$4.9 \times 10^{-10} (-8)$</td>
<td>$8.3 \times 10^{-14} (-10)$</td>
</tr>
<tr>
<td>PSR J1833-1034</td>
<td>$5.5 \times 10^{-10} (-8)$</td>
<td>$1.9 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR J0540-6919</td>
<td>$1.1 \times 10^{-9} (-7)$</td>
<td>$5.7 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR J1846-0258</td>
<td>$1.0 \times 10^{-7} (-5)$</td>
<td>$1.3 \times 10^{-12} (-8)$</td>
</tr>
<tr>
<td>PSR B0531+21 (Crab)</td>
<td>$6.1 \times 10^{-10} (-8)$</td>
<td>$7.5 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR J1119-6127</td>
<td>$7.2 \times 10^{-8} (-6)$</td>
<td>$5.8 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR J1513-5908</td>
<td>$1.0 \times 10^{-8} (-6)$</td>
<td>$6.0 \times 10^{-13} (-9)$</td>
</tr>
<tr>
<td>PSR J1640-4631</td>
<td>$8.9 \times 10^{-9} (-7)$</td>
<td>$2.8 \times 10^{-13} (-9)$</td>
</tr>
</tbody>
</table>

Notice that Eqs. (15) and (16) do not depend on the braking index $n$. Consequently, we can calculate such quantities for the pulsars of the ATNF Pulsar Catalog. We refer the reader to the paper by de Araujo, Coelho and Costa for details. In Fig. 1 we show an interesting histogram with the data of the ATNF Catalog, namely, the number of pulsars for $\log \epsilon_B$ bin. Note the high number of pulsars concentrated around $\sim 10^{-10} (10^{-8})$ for $k = 10 (1000)$. The values of $\eta$ are also extremely small, a histogram can be found in de Araujo, Coelho and Costa, where can be seen a peak at $10^{-16} - 10^{-15}$.

These extremely small values of $\epsilon_B$ and $\eta$ imply that the GW amplitudes are at best seven orders of magnitude smaller than those obtained by assuming the spindown limit (SD), being therefore hardly detected (see Fig. 2).
2. Final Remarks

We present an expression for the braking index considering that the ellipticity is of magnetic dipole origin and time dependent. In this context, we model the braking indices of the 9 pulsars that have such measured quantities accurately. Then we calculate the amplitudes of the GWs generated by these 9 pulsars. Summing up, we conclude that these amplitudes are too small to be detected. For example, the pulsar PSR J1846-0258 would need to be observed for over 1000 years to be detected by the Einstein Telescope.

Since the equations for $\eta$, $\epsilon_B$ and $h$ are independent of $n$, we extend our study for most of the pulsars of the “ATNF Pulsar Catalog”. Regarding detectability, the prospects remain pessimistic, since the ellipticity generated by the magnetic dipole is extremely small, the corresponding amplitude of GWs is much smaller than the amplitude obtained via the spin-down limit.
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A strategy for detecting non-gaussianity of stochastic gravitational waves
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We study how to probe non-gaussianity of stochastic gravitational waves with pulsar timing arrays. The non-gaussianity is a key to probe the origin of stochastic gravitational waves. In particular, the shape of the bispectrum which characterize the non-gaussianity carries valuable information of inflation models. We show that an appropriate filter function for three point correlations enables us to extract a specific configuration of momentum triangles in bispectra.

1. Introduction

Stochastic gravitational waves (GWs), the GW analog for the cosmic microwave background, are going through us from all directions. They contain primordial GWs\textsuperscript{1,2} produced during inflation\textsuperscript{3–6} in addition to GWs of cosmological/astrophysical origin\textsuperscript{7}. As the name suggests, stochastic GWs are characterized by statistics such as the power spectrum, bispectrum and higher order correlation functions.

The detection of the power spectrum of stochastic GWs is a clue to probe the early universe. Moreover, the bispectrum of stochastic GWs, which represents the non-gaussianity, is a powerful tool to discriminate astrophysical and primordial origin since the former has a gaussian distribution as long as event rates are high enough to create continuous GWs\textsuperscript{7,8}.\textsuperscript{a} Therefore, the bispectrum of stochastic GWs enables us to probe the early universe. Indeed, the bispectrum of primordial GWs contains the detail of inflation models like nonlinear interactions of the graviton. The shape of bispectra, which depends on inflation models\textsuperscript{15–18}, allows us to discriminate inflation models.\textsuperscript{b} Furthermore, the imprint of new particles with the mass comparable to the Hubble scale during inflation can potentially appear in the squeezed limit of momentum triangles\textsuperscript{20–26}. Therefore, the bispectrum is a powerful probe of the early universe and beyond the standard model.

Now, GW detectors are in operation to probe stochastic GWs, although no signal of stochastic GWs has been detected yet. The sensitive frequency band of interferometers like LIGO\textsuperscript{27} and Virgo\textsuperscript{28} is around $10^2$ Hz, while pulsar timing

\textsuperscript{a}Alternatively, if the event rate is too low to produce continuous GWs, the distribution is not gaussian. Detectability of such feature is explored in Refs. 9–14.

\textsuperscript{b}Recently, it was shown that the detection of power spectrum of primordial GWs is not enough to exclude bouncing universe models\textsuperscript{19}. Therefore, the bispectrum is also important to distinguish inflation and bouncing universe models.
arrays such as EPTA and NANOGrav are searching for stochastic GWs with a frequency range $10^{-9}-10^{-7}$ Hz. The constraints on the energy density of stochastic GWs are $\Omega_{GW} < 1.2 \times 10^{-9}$ (EPTA), $\Omega_{GW} < 3.4 \times 10^{-10}$ (NANOGrav), and $\Omega_{GW} < 1.1 \times 10^{-11}$ (PPTA), respectively. In future, the space interferometers, LISA and DECIGO, will be launched in a few decades. The pulsar timing array project SKA will start in 2020 and significantly improve the current sensitivity. Its possible upper limit is $\Omega_{GW} < 1.0 \times 10^{-13}$. Therefore, it is worth exploring a new theoretical research area for forthcoming observations.

In this paper, we investigate a method for detecting the bispectrum of stochastic GWs with pulsar timing arrays. In particular, we explain how to utilize a filter function not only to maximize the signal to noise ratio (SNR), but also to extract a specific configuration of momentum triangles in the bispectrum.

2. GW signal in pulsar timing arrays

In the Minkowski spacetime, GWs as tensor perturbations of the metric can be expanded with plane waves:

$$h_{ij}(t, \vec{x}) = \sum_A \int_{-\infty}^{\infty} df \int d\hat{\Omega} e^{2\pi i (f t - |f| \hat{\Omega} \cdot \hat{x})} \tilde{h}_A(f, \hat{\Omega}) e_{ij}^A(\hat{\Omega}),$$

where $\hat{\Omega}$ is the direction of propagation of GWs. Polarization tensors, which satisfy $e^A_{ij}(\hat{\Omega}) e^{A'}_{ij}(\hat{\Omega}) = 2 \delta^{AA'}$, can be defined by

$$e^+_{ij}(\hat{\Omega}) = \hat{m}_i \hat{m}_j - \hat{n}_i \hat{n}_j, \quad e^\times_{ij}(\hat{\Omega}) = \hat{m}_i \hat{n}_j + \hat{n}_i \hat{m}_j .$$

Here, $\hat{m}$ and $\hat{n}$ are unit vectors perpendicular to $\hat{\Omega}$ and one another.

GW detectors have their specific response to GWs. For instance, pulsars can be utilized as a detector. A pulsar is a neutron star which emits periodic electromagnetic fields very accurately. If gravitational waves $h_A(f, \hat{\Omega})$ exist continuously between the Earth and a pulsar (the direction $\hat{p}$), we observe the redshift of an emitted pulse as

$$\tilde{Z}(f, \hat{\Omega}) = \left( e^{-2\pi i L(f+|f| \hat{\Omega} \cdot \hat{p})} - 1 \right) \sum_A \tilde{h}_A(f, \hat{\Omega}) F^A(\hat{\Omega}, \hat{p}) ,$$

where

$$F^A(\hat{\Omega}, \hat{p}) \equiv e^1_{ij} \frac{1}{2} \frac{\hat{p}^i \hat{p}^j}{1 + \hat{\Omega} \cdot \hat{p}}$$

is the pattern function. It represents a geometrical factor, namely, dependence of the sensitivity on the configuration of the detector and GWs. Furthermore, we integrate Eq.(3)

$$\ddot{z}(f) = \int d\hat{\Omega} \tilde{Z}(f, \hat{\Omega}) ,$$
because stochastic GWs propagate toward all directions. The quantity that is actually measured is the residual defined by

$$R(t) \equiv \int_0^t dt' \int_{-\infty}^{\infty} df e^{2\pi i ft'} \tilde{\varepsilon}(f)$$

$$= \int_0^t dt' \int_{-\infty}^{\infty} df \int d\Omega e^{2\pi i ft'} \left( e^{-2\pi i L(f+f')\hat{\Omega} \cdot \hat{p}} - 1 \right) \sum_A \tilde{h}_A(f, \hat{\Omega}) F^A(\hat{\Omega}, \hat{p}).$$

(7)

Since, for pulsar timing measurement, the minimum frequency is about 0.1 yr\(^{-1}\) and the shortest distance between the Earth and a pulsar is \(\sim 100\) ly, we have \(fL \gtrsim 10\).

In this range, the exponential term in the parenthesis of Eq. (7) can be approximated to zero because it oscillates rapidly. Hence, Eq. (5) can be approximated as

$$\tilde{\varepsilon}(f) \approx -\sum_A \int d\Omega \tilde{h}_A(f, \hat{\Omega}) F^A(\hat{\Omega}, \hat{p}).$$

(8)

We find that the correlation of residuals is directly related with that of stochastic GWs. Therefore, observing appropriate correlation function of the signals, we can probe the statistic of stochastic GWs.

3. Probing bispectrum with pulsar timing arrays

Let us define the bispectrum as

$$\langle \tilde{h}_A(f_1, \hat{\Omega}_1) \tilde{h}_A^*(f_2, \hat{\Omega}_2) \tilde{h}_A^*(f_3, \hat{\Omega}_3) \rangle = B_{AA'A'}(|f_1|, |f_2|, |f_3|) \bar{\delta}(f_1 - f_2 + f_3)$$

$$\times \hat{\delta}^{(3)}(\hat{\Omega}_1 + \hat{\Omega}_2 + \hat{\Omega}_3).$$

(9)

The first delta function denotes that correlations of stochastic GWs are time-independent. The second delta function shows that the momenta form a closed triangle due to homogeneity of the Minkowski spacetime. The bispectral shape varies depending on the inflation model, so that its measurement is a key to probe the early universe.

We define a correlation function of signals in three detectors with a filter function as follows:

$$S_{123} = \int_{-T/2}^{T/2} dt_1 \int_{-T/2}^{T/2} dt_2 \int_{-T/2}^{T/2} dt_3 \, s_1(t_1) s_2(t_2) s_3(t_3) Q(t_1, t_2, t_3),$$

(10)

where the signal \(s_i(t_i)\) in each detector contains the GW signal \(z_i(t_i)\) and noises \(n_i(t_i)\). We introduce a filter function in a form \(Q(t_1, t_2, t_3) = Q(at_1 + bt_2 + ct_3)\), where \(a, b\) and \(c\) are positive constants. It will turn out that the filter function enables us to extract a specific configuration of the momentum triangle determined by these constants. Moving on to Fourier space, we have

$$S_{123} = \int_{-T/2}^{T/2} dt_1 \int_{-T/2}^{T/2} dt_2 \int_{-T/2}^{T/2} dt_3 \, \int_{-\infty}^{\infty} df_1 \int_{-\infty}^{\infty} df_2 \int_{-\infty}^{\infty} df_3 \, \tilde{s}_1(f_1) \tilde{s}_2(f_2) \tilde{s}_3(f_3) \tilde{Q}(f)$$

$$\times e^{2\pi i f_1 t_1} e^{2\pi i f_2 t_2} e^{2\pi i f_3 t_3} e^{-2\pi i (at_1 + bt_2 + ct_3)}.$$
where we have assumed $\tilde{Q}(-f) = \tilde{Q}(f)$. As in the case of the power spectrum, taking $T \to \infty$, one can carry out the integration:

$$S_{123} = \int \int \int_{-\infty}^{\infty} df_1 df_2 df_3 \hat{s}_1(f_1) \hat{s}_2(f_2) \hat{s}_3(f_3) \tilde{Q}(f) \delta(f_1 - af) \delta(f_2 - bf) \delta(f_3 - cf)$$

$$= \int_{-\infty}^{\infty} df_1 \hat{s}_1(af) \hat{s}_2(bf) \hat{s}_3(cf) \tilde{Q}(f).$$

The ensemble average of $S_{123}$ becomes

$$\langle S_{123} \rangle = \int_{-\infty}^{\infty} df \langle \hat{s}_1(af) \hat{s}_2(bf) \hat{s}_3(cf) \rangle \langle \tilde{Q}(f) \rangle.$$  
(13)

It should be noted that Eq. (13) is valid even for a single pulsar case as long as the noise is gaussian, namely, $\langle n_i(t)n_j(t)n_k(t) \rangle = 0$. From Eqs. (8), (9) and (13), one can deduce

$$\langle S_{123} \rangle = 2T \sum_{A,A',A''} \int_{0}^{\infty} df \frac{1}{f^3} B_{A A' A''} (af, bf, cf) \tilde{Q}(f) \sin \left( \frac{\pi(a + b + c) f T}{2} \right)$$

$$\times \left( \frac{4\pi i}{abc} \right)^2 \Gamma_{A A' A''} (a, b, c; \hat{p}_1, \hat{p}_2, \hat{p}_3),$$

where the ORF for the three point correlation is defined by

$$\Gamma_{A A' A''} (a, b, c; \hat{p}_1, \hat{p}_2, \hat{p}_3) = \frac{-abc}{(4\pi)^2} \int \int \int d\hat{\Omega}_1 d\hat{\Omega}_2 d\hat{\Omega}_3 \delta^{(3)} (a\hat{\Omega}_1 + b\hat{\Omega}_2 + c\hat{\Omega}_3)$$

$$\times F^{A} (\hat{\Omega}_1, \hat{p}_1) F^{A'} (\hat{\Omega}_2, \hat{p}_2) F^{A''} (\hat{\Omega}_3, \hat{p}_3).$$

In Eq. (14), we see that the frequency and the angular integrals are separated due to the filter function, although there appears a suppression factor, $\int_{-T/2}^{T/2} e^{2\pi i (a + b + c) f t} dt = \frac{\sin \left( \frac{\pi(a + b + c) f T}{2} \right)}{\pi(a + b + c) f}$, in the first line. Eq. (15) shows that a specific configuration of the momentum triangle determined by $a, b$ and $c$ is extracted. Therefore, we can probe the shape of the bispectrum with changing those parameters. For this purpose, we need to carry out the angular integration to evaluate the ORF. Although we do not study it in this paper, a full discussion is found in the paper.\(^{35}\)

4. Conclusion

In this paper, we investigate a method for detecting the bispectrum of stochastic GWs with pulsar timing arrays.\(^{35}\) We showed that an appropriate filter function in

\(^{35}\)Note that we have defined the ORF to be scale invariant with respect to $a, b$ and $c$.

\(^{36}\)Allowing $a, b$ and $c$ to be negative, one can remove the suppression factor when $a + b + c = 0$, i.e., in the collinear limit. It implies that pulsar timing arrays is more sensitive to collinear limits of the bispectrum. However, we only focus on positive constants case to probe general momentum triangles in this paper.

\(^{37}\)In an equal-time three point correlation function, all momentum triangles are integrated. Such case is well studied in the context of LISA.\(^{37-39}\)
three point correlations enables us to extract a specific configuration of momentum triangles in the bispectrum of stochastic GWs. Therefore, one can probe the bispectral shape, which carries important information of the early universe, by adjusting the filter function. Although we did not evaluate the ORF in this paper, a full discussion is found in the paper 35.
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We present results from general-relativistic (GR) three-dimensional (3D) core-collapse simulations with approximate neutrino transport for three non-rotating progenitors (11.2, 15, and 40 $M_\odot$) using different nuclear equations of state (EOSs). We find that the combination of progenitor’s higher compactness at bounce, that is a consequence of the use of softer EOS, leads to stronger activity of the standing accretion shock instability (SASI). We confirm previous predication that the SASI produces characteristic time modulations both in neutrino and gravitational-wave (GW) signals. Our results indicate that the correlation of the neutrino and GW signals, if detected, would provide a new signature of the vigorous SASI activity in the supernova core.
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1. Introduction

Core-collapse supernovae (CCSNe) have been attracting attentions of theoretical and observational astrophysicists for many decades. From multi-wavelength electromagnetic (EM) wave signals, a wide variety of observational evidence have been reported so far, which have all pointed toward CCSNe being generally aspherical. However the EM signals could only provide an indirect probe of the explosion mechanism of CCSNe, because they snapshot images of optically thin regions far away from the central engine. On the contrary, neutrinos and gravitational waves (GWs) are expected to provide direct probes of the inner-workings of CCSNe as they propagate from the inner-core almost without interacting stellar mantle.

From a theoretical point of view, neutrino radiation-hydrodynamics simulations of CCSNe are converging to a point that multi-dimensional (multi-D) hydrodynamics instabilities including neutrino-driven convection and the Standing-Accretion-Shock-Instability (SASI$^2$) play a crucial key role in facilitating the neutrino mechanism of CCSNe. Conventionally the GW and neutrino signatures reflecting such CCSNe mechanisms have been studied rather separately. For the neutrino signals, Ref. 3 was the first to find the SASI-induced modulations in the neutrino signals. They found that the SASI-induced modulation is clearly visible for two high-mass progenitors where high SASI activity was observed. Regarding the GW emissions from CCSNe, there are several emission processes in the postbounce phase. Among them, the most distinct GW emission process generically seen in recent self-consistent CCSN models is the one from the PNS surface oscillation$^{4,5}$. 
The characteristic GW frequency increases monotonically with time due to an accumulating accretion to the PNS, which ranges from \( \sim 100 \) Hz to \( \sim 1000 \) Hz. As for another recent finding from self-consistent 3D models, it becomes clear that the SASI also produces a characteristic signature in the GW emission\(^5\)\(^-\)\(^7\). In this emission process, the GW frequency appears in relatively low frequency range of \( \sim 100 \) to 250 Hz, that is consistent with the SASI frequency, and persists when the SASI dominates over neutrino-driven convection\(^5\),\(^6\).

These findings may raise a simple question whether there is some correlation between the SASI-induced neutrino and GW signals. Spotted by the neutrino and GW astronomy in the advanced era, the time is ripe to study in detail what we can learn about the explosion mechanism from the future simultaneous detection of neutrinos and GWs using outcomes of multi-D CCSN models. We will estimate neutrino event rates in both Hyper-K and IceCube from our 3D-GR models. We perform a correlation analysis between the GW and neutrino signals.

2. Numerical Methods

The numerical schemes for our 3D-GR models are essentially the same as those in Ref. 5. For the metric evolution, we employ the standard BSSN variables (\( \tilde{\gamma}_{ij} \), \( \phi \), \( \tilde{A}_{ij} \), \( K \), and \( \tilde{\Gamma}^i \))\(^8\),\(^9\). Solving the evolution equations of metric, hydrodynamics, and neutrino radiation in an operator-splitting manner, the system evolves self-consistently as a whole satisfying the Hamiltonian and momentum constraints. The total stress-energy tensor is 

\[
T_{\alpha\beta}^{(\text{total})} = T_{\alpha\beta}^{(\text{fluid})} + \sum_\nu T_{\alpha\beta}^{(\nu)},
\]

where \( T_{\alpha\beta}^{(\text{fluid})} \) and \( T_{\alpha\beta}^{(\nu)} \) are the stress-energy tensor of fluid and the neutrino radiation field, respectively. We consider three flavors of neutrinos (\( \nu \in \nu_e, \bar{\nu}_e, \nu_x \)) with no energy dependence. Here \( \nu_x \) represents heavy-lepton neutrinos (i.e. \( \nu_\mu, \nu_\tau \) and their anti-particles).

We use three EOSs based on the relativistic-mean-field theory with different nuclear interaction treatments, which are DD2 and TM1 of Ref. 10 and SFHx of Ref. 11. SFHx is the softest EOS followed in order by DD2, and TM1. We study frequently used solar-metallicity models of a 15 \( M_\odot \) star\(^12\), 11.2, and 40 \( M_\odot \) star\(^13\).

The 3D computational domain is a cubic box with 15000 km width and nested boxes with 8 refinement levels are embedded. Each box contains 128\(^3\) cells and the minimum grid size near the origin is \( \Delta x = 458 \) m. Our 3D-GR models are named by the progenitor mass with the EOS in parenthesis like S15.0(SFHx) which represents the progenitor mass of 15.0 \( M_\odot \) and the EOS SFHx are used. GWs are extracted from our simulations using the conventional quadrupole formula.

3. Results

We first present a short overview of hydrodynamics features in Fig. 1 (see Ref. 14 for more details). In S15.0(SFHx), the SASI activity was observed in the non-linear phase with global scale hot entropy structures. While in a lighter progenitor model
S11.2(SFHx), convection is observed by formation of small-scale convective bubbles behind the roundish stalled shock and dominates over the SASI motion.

To see how the SASI, that is more pronounced in S15.0(SFHx) than in S11.2(SFHx), makes a correlation between GW and neutrino signals, we show in Fig. 2 the GW amplitude $A_+ [\text{cm}]$ and the neutrino event rate $N_\nu [\text{ms}^{-1}]$ in the top panel and their spectrum in the bottom. Here $N_\nu [\text{ms}^{-1}]$ is for Hyper-K (fiducial mass 440 kton$^{13}$) and we show two extreme cases where the detector measures the original $\bar{\nu}_e$ (red line) or $\nu_x$ (green line) flux. The latter case corresponds to the complete flavor conversion through the Mikheyev-Smirnov-Wolfenstein (MSW) effect. In the bottom panel, the contours (red curves) correspond to the Fourier-decomposed anti-electron type neutrino event rates (two arbitrary chosen values of $dN_\nu/dF = 0.4$ (thin red line) and 0.8 (thick red line)). The left and right columns are for S15.0(SFHx) and S11.2(SFHx), respectively.

The bottom left panel (S15.0(SFHx)) shows a clear overlap between the neutrino modulation (see red contours in the spectrogram) and the GW modulation at $T_{pb} \gtrsim 150$ ms in the frequency range of $F \sim 100-150$ Hz. Since the GW emission in the frequency range of $F \sim 100-150$ Hz seen at $T_{pb} \gtrsim 150$ ms is considered to be originated from strong SASI motion$^{5-7}$, the overlap naturally indicates that the SASI motion disturbs both the neutrino spheres and PNS core surface. The latter is the main emission region of the low frequency GWs$^{5,6}$. On the other hand, in the smaller mass progenitor of S11.2(SFHx), we do not find any remarkable simultaneous oscillation of the neutrino and GW signals.
When the complete flavor conversion between $\bar{\nu}_e$ and $\nu_x$ is assumed (green line at $T_{pb} \geq 150$ ms of model S15.0(SFHx) in Fig. 2), the time modulation is significantly suppressed as already reported in Ref. 3. This is because that the neutrino spheres of heavy-lepton neutrinos are located much deeper inside compared to those of anti-electron neutrinos. Consequently they are less affected by the SASI activity and the correlation between the GW and the neutrino event rate are expected to become weaker in the case of the complete flavor swap.

![Fig. 2. For models S15.0(SFHx) (left) and S11.2(SFHx) (right), the top panel shows the neutrino event rate $N_\nu$ [ms$^{-1}$] (red and green lines are for $\bar{\nu}_e$ and $\nu_x$, respectively) for Hyper-K and the GW amplitude $A_+ = Dh_+$ [cm] (black line), whereas in the bottom panel we plot contours (red curves, only for $T_{pb} \geq 100$ ms) of the anti-electron type neutrino spectra that are superimposed on the color-coded GW spectrum. Here $D$ and $h_+$ are the source distance of $D = 10$ kpc and the GW strain with plus mode, respectively. The observer’s direction is fixed along the z-axis.]

4. Summary and Discussion

We have presented results from our 3D-GR core-collapse simulations with approximate neutrino transport for two representative non-rotating progenitors ($11.2$ and $15\ M_\odot$). The SASI activity was seen for $15\ M_\odot$ star, while the entropy driven convection dominates over the SASI in $11.2\ M_\odot$ star. The combination of progenitor’s higher compactness at bounce leads to the stronger SASI activity, that is consistent with previous studies, e.g., Ref. 16. Our 3D-GR models have confirmed previous predications that the SASI produces characteristic time modulations both in the neutrino and GW signals. Among the computed models, a $15.0\ M_\odot$ model exhibited more violent SASI motion, where the SASI-induced modulation in both GWs and neutrinos were clearly observed. The typical modulation frequency is in the range of $\sim$100-200 Hz, which is consistent with the oscillation period of the SASI motion.
Our results suggest that the correlation of the neutrino and GW signals, if detected, could provide a new signature of the vigorous SASI activity in the supernova core, which can be barely seen (like for the 11.2 $M_\odot$ model) if neutrino-convection dominates over the SASI.

In order to clarify whether we can or cannot detect the SASI-induced modulation in the GW and neutrino signals, we primarily need to perform a GW signal reconstruction study (e.g., Ref. 17). This is the most urgent task that we have to investigate as a sequel of this work. For a Galactic event, we apparently need third-generation detectors for observing the SASI-modulated GW signals\textsuperscript{5–7}, whereas the neutrino signals could be surely detected by IceCube and Super-K\textsuperscript{3}. The neutrino burst can be used to determine the core bounce time, which raises significantly the detection efficiency of the GWs\textsuperscript{18}. Our current study extends the horizon of previous prediction such as, when we would succeed the simultaneous detection of neutrino and GW signals from future nearby CCSN event, we could infer the supernova triggering dynamics (e.g., the SASI) from the following specific features (1) the low frequency ($F \sim 100$ Hz) modulation in both GW and neutrino signal and (2) a few 10 ms time delay of the SASI-modulated GW signal from the SASI-modulated neutrino event rate.
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The first-order electroweak phase transition in the early universe could occur in multiple steps leading to specific multi-peaked signatures in the primordial gravitational wave (GW) spectrum. We argue that these signatures are generic phenomena in multi-scalar extensions of the Standard Model. In a simple example of such an extension, we have studied the emergence of reoccurring and nested vacuum bubble configurations and their role in the formation of multiple peaks in the GW spectrum.

Despite of the great success of measurements at the Large Hadron Collider (LHC), the persistent absence of new physics evidence is driving an increasing discomfort among the particle physics community. The current void of new phenomena either indicates that new physics can only be manifest at a larger energy scale than previously thought, or results from a lack of sensitivity of the current experiments measuring rare events. In fact, the weaker the interaction strength between the SM and new physics, the greater the challenge to probe it.

On the other hand, the recent discovery of a binary neutron star merger, firstly observed by the gravitational waves (GW) interferometers of the LIGO-Virgo collaboration, a new era of multi-messenger astronomy has begun. Furthermore, the reach of GW observatories is by no means exhausted and larger sensitivities are designed for future space-based interferometers such as those of the LISA, DECIGO and BBO collaborations. This opens up the door for a plethora of new studies including connections with both cosmology and particle physics (see e.g. Refs. 5, 6 and references therein). In particular, the potential observation of a stochastic GW background produced by violent processes in the early universe, e.g. by expanding vacuum bubbles associated with strong cosmological phase transitions, may well become a gravitational probe for beyond-the-SM (BSM) physics and a complement for collider measurements. In this contribution, we discuss the key implications of such successive transitions for GW signals.
In cosmology, thermal evolution of the EW-breaking vacuum as the universe cools down is determined by the temperature-dependent part of the one-loop effective potential. Given the field content and its quantum numbers of an underlying multi-scalar fundamental theory, the shape of the potential can be determined at any temperature $T$. In a configuration of two minima of the effective potential coexisting at the critical temperature $T_c$, by using CosmoTransitions\textsuperscript{7} one computes numerically the Euclidean action $\hat{S}_3$ describing transitions between the corresponding phases. The temperature $T_n$, at which the nucleation of vacuum bubbles effectively occurs, is estimated by setting the probability to nucleate one bubble per horizon volume to unity, which translates into $\hat{S}_3/T_n \sim 140$. The sphaleron suppression criterion $v_c/T_c \gtrsim 1$, with $v_c = v(T_c)$ the Higgs vacuum expectation value (VEV), defines a strong first-order phase transition. This typically implies that the transition produces strong GW signals detectable by the next generation of interferometers and may be used for constraining BSM scenarios. Here we study successive strong first-order EWPTs which we refer to as multi-step transitions. As a result one has more than a single transition pattern for a particular point in the parameter space, which results in sequential nucleation of bubbles of different vacua.

A generic BSM scenario typically contains a large number of scalar degrees of freedom which can be advantageous e.g. for EW baryogenesis. Even reducing the scalar sector to a few fields, new unexplored possibilities of transition patterns arise, in particular, transitions in several successive first-order steps. Therefore, a non-trivial EWPT is expected and multi-step transitions may have occurred in the early universe\textsuperscript{5}. The basic characteristics of such multi-peak spectra may also be affected by dynamics of other sectors, in particular, by the neutrino sector suggesting the use of primordial GW data for probing the neutrino mass generation mechanisms\textsuperscript{6}.

In order to illustrate the generic features of multi-step first-order EW transitions, consider for instance a minimal extension of the SM scalar sector inspired by the high-scale Grand-unified trinification theory\textsuperscript{8}. Besides the SM Higgs field $H_1$, it contains an additional EW doublet $H_2$ and singlet $\phi$ fields which are charged under a U(1) family symmetry. The resulting potential possesses an approximate discrete $\mathbb{Z}_2$ symmetry acting as $H_j \rightarrow -H_j$ ($j = 1, 2$) and $\phi \rightarrow -\phi$ which significantly simplifies the vacuum structure of the model. An expansion of the scalar fields in terms of real components

$$H_j = \frac{1}{\sqrt{2}} \left( \phi_j + h_j + i\eta_j \right), \quad \phi = \frac{1}{\sqrt{2}} \left( \phi_s + S_R + i S_I \right),$$

defines the quantum fluctuations $h_1$, $h_2$ and $S_R$ about the classical configurations $\phi_\alpha = \{ \phi_1, \phi_2, \phi_s \}$, respectively. With this expansion, the classical potential reads

$$V_{cl}(\phi_\alpha) = \frac{1}{2} m_\phi^2 |\phi_\alpha|^2 + \frac{1}{2} \lambda_\alpha |\phi_\alpha|^4 + \frac{1}{4} \lambda_{\alpha\beta} |\phi_\alpha|^2 |\phi_\beta|^2.$$  

A comprehensive analysis of the tree-level vacuum structure was performed recently in Ref. 8. It was shown that the basic characteristics of EWPTs in this model, in
particular, sequential first-order transitions, are generic for multi-Higgs extensions of the SM. Thus, this model, due to the simplicity of its potential (2), could serve as a good benchmark scenario for further in-depth explorations of cosmological implications of multi-scalar BSM theories.

\[
\Phi \rightarrow H_1, \quad \Phi \rightarrow H_2 \rightarrow H_1, \quad (3)
\]

For simplicity, let us now consider a representative configuration of the parameter space where the only existing phases given in terms of the VEVs of the scalar fields \( v_\alpha \equiv \langle \phi_\alpha \rangle_{\text{vac}} = \{ v_1, v_2, v_s \} \) are \( (0, 0, 0), (v_1, 0, 0), (0, v_2, 0) \) and \( (0, 0, v_s) \), which we recast as \([0], H_1, H_2 \) and \( \Phi \), respectively. The possible first-order transitions were found to be \( H_1 \leftrightarrow H_2 \), \( H_1 \leftrightarrow \Phi \), \( H_2 \leftrightarrow \Phi \), which take place readily in the leading \((m/T)^2\) order of the thermal expansion and are expected to be strong. Here, without loss of generality we identify the stable phase at \( T = 0 \) with \( H_1 \) which is simple but represents the basic features of a generic EW-breaking vacuum \( \{ v_1, v_2, 0 \} \).

In a particular sequence of transitions to the true vacuum \( H_1 \) with the following two patterns

\[
\Phi \rightarrow H_1, \quad \Phi \rightarrow H_2 \rightarrow H_1,
\]

one could expect several nucleation processes occurring in the same range of temperatures, e.g. \( \Phi \rightarrow H_1 \) and \( \Phi \rightarrow H_2 \). In this case, different sequences could be realized during the same cosmological evolution time leading to a universe where coexisting bubbles of different broken phases expand simultaneously (left panel in Fig. 1). In addition to the coexisting bubbles, more exotic cosmological objects may emerge from multi-step phase transitions. In particular, consider the second and third steps in the pattern \([0] \rightarrow \Phi \rightarrow H_2 \rightarrow H_1\), occurring at typical nucleation temperatures \( T_n(\Phi \rightarrow H_2) \gtrsim T_n(H_2 \rightarrow H_1) \). Between \( T_n(\Phi \rightarrow H_2) \) and \( T_n(H_2 \rightarrow H_1) \), the \( H_2 \)-bubbles nucleate and expand in a universe filled with the \( \Phi \)-phase. Then at \( T_n(H_2 \rightarrow H_1) \), while they are still expanding, the \( H_1 \)-bubbles emerge and nucleate inside the \( H_2 \)-bubbles. As such, the \( \Phi \)-phase becomes populated with the \( H_2 \)-bubbles containing the \( H_1 \)-bubbles inside. We denote such objects as nested bubbles shown in Fig. 1 (middle panel).
Since the scalar potential keeps evolving as the universe cools down below $T_n(H_2 \rightarrow H_1)$, the initial phase $\Phi$ becomes unstable also along the $H_1$ direction, so both transitions towards $H_1$ and $H_2$ can occur (coexisting bubbles scenario). In particular, if the potential barrier between the phases $\Phi$ and $H_1$ disappears, the new $H_1$-bubbles would nucleate in the parts of the universe that still remain in the $\Phi$-phase, so both transitions towards $H_1$ and $H_2$ can occur (coexisting bubbles scenario). In particular, if the potential barrier between the phases $\Phi$ and $H_1$ disappears, the new $H_1$-bubbles would nucleate in the parts of the universe that still remain in the $\Phi$-phase $\Phi(H_1)$.

In Fig. 2 we show three realistic cosmological scenarios where the objects discussed above are expected to occur. In the left column, we plot the evolution of the action $\hat{S}_3/T$ as a function of temperature for all possible transitions. Whenever a curve corresponding to a transition $i \rightarrow j$ crosses the horizontal line $\hat{S}_3/T = 140$, a bubble of phase $j$ is nucleated inside the phase $i$, which is denoted as $i(j)$ in what follows. In the right column, we show a diagrammatic representation displaying all types of bubbles (co)existing at a given temperature and corresponding to the plots in the left column. For example, the top panel describes a first-order phase transition $\Phi \rightarrow H_1$ when $H_1$-bubbles nucleate in a universe filled with the $\Phi$-phase (i.e. $\Phi(H_1)$). In particular, a universe in the symmetric phase $[0]$ first collapses to
the Φ-phase through a second-order phase transition without generating any bubbles. Then, the $H_1$-bubbles are nucleated at $T \sim 105$ GeV and expand until the Φ-phase becomes unstable at around $T \sim 60$ GeV leaving a universe entirely filled by the true vacuum $H_1$.

![Diagram](image)

**Fig. 3.** **Left panel:** The results of the inclusive parameter scan in the considering 2HDSM where each point corresponds to a FOPT with the corresponding GW peak amplitude and frequency. Double-peak signatures are shown by red dots. **Right panel:** Benchmark double-peak GW spectra with the largest peaks entering the sensitivity domain of the LISA experiment with main characteristics specified in Table 1.

While the graphs on the second line of Fig. 2 represent a scenario where three successive steps lead to the nucleation of a nested bubbles Φ($H_2(H_1)$), those on the last line describe reoccurring bubbles that emerges from a nested ones. For instance, after nucleation of nested bubbles Φ($H_2(H_1)$), the potential barrier between the phases Φ and $H_1$ disappears (around $T \sim 60$ GeV), such that the parts of the universe in the Φ-phase collapse to the $H_1$-phase transforming the nested bubbles Φ($H_2(H_1)$) into the reoccurring ones $H_1(H_2(H_1))$. This type of cosmological objects is only possible if the nucleation temperatures of the corresponding steps are not too different (percolation typically occurs in the range of $\Delta T < 10$ GeV), and further likely to occur when symmetries in the potential enforces them to be identical.

We analyse the multi-peakedsignatures in the power spectrum of GWs using the well known formalism of Ref. 9 which describes the energy density per logarithmic frequency of the GW radiation, $h^2\Omega_{GW}$. The net GW signal is typically considered to be produced by three different sources due to bubble wall collisions, sound waves (SW) generated by the phase transitions, as well as magnetohydrodynamics (MHD) turbulences in the plasma. The bubble wall collisions typically do not contribute to the GWs production processes in the considering class of multi-scalar extensions of the SM (see also Ref. 5) so we account for the dominant SW and MHD contributions only.

The results of the inclusive parameter scan searching for FOPTs in the considering 2HDSM scenario are illustrated in Fig. 3 (left panel). Here, each point corresponds to a particular FOPT found in the scan, with calculated values of the
Table 1. Characteristics of selected benchmark double phase transitions whose GW signals emerge in the sensitivity domains of planned measurements and whose GW spectra are illustrated in Fig. 3 by green, red and blue lines, respectively. Here, the nucleation temperature, $T_n$, the scalar VEVs before $v_i$ and after $v_f$ the respective phase transition are given in units of GeV, while the peak-frequency, $f_{\text{peak}}$, is given in Hz.

<table>
<thead>
<tr>
<th>line</th>
<th>$T_n$</th>
<th>$\alpha$</th>
<th>$\beta/H$</th>
<th>$v_i$</th>
<th>$v_i'$</th>
<th>$v_f$</th>
<th>$v_f'$</th>
<th>$f_{\text{peak}}$</th>
<th>$h^2G_{\text{peak}}^{GW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>green</td>
<td>80</td>
<td>$9.6 \cdot 10^{-3}$</td>
<td>$6.1 \cdot 10^{4}$</td>
<td>0.65</td>
<td>0</td>
<td>87</td>
<td>86</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td>red</td>
<td>194</td>
<td>$7.1 \cdot 10^{-3}$</td>
<td>$1.1 \cdot 10^{4}$</td>
<td>0.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>175</td>
<td>0</td>
</tr>
<tr>
<td>blue</td>
<td>164</td>
<td>$6.6 \cdot 10^{-2}$</td>
<td>$1.1 \cdot 10^{4}$</td>
<td>0.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>158</td>
<td>0</td>
</tr>
</tbody>
</table>

induced GW peak amplitude and frequency. Scenarios corresponding to double-peak GW spectra are highlighted by red color. Here, dashed grey lines indicate sensitivities of the LISA and LIGO interferometers, as well as proposed DECIGO, BBO and SKA missions. We have selected three example scenarios whose largest peaks fall into the LISA sensitivity domain and whose GW spectra are shown in Fig. 3 (right panel). The basic characteristics of the corresponding transitions and GW signals for each green, red and blue line are summarised in Table 1. Such scenarios can be further considered as benchmarks for further explorations at GW interferometers. For a more detailed description of these and other benchmark scenarios, see Ref. 5.
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We show that gravitational wave radiative patterns from a point test particle falling radially into a Schwarzschild black hole, as derived by Davis, Ruffini, Press and Price\textsuperscript{1}, are present in the nonlinear regime of head-on mergers of black holes. We use the Bondi-Sachs characteristic formulation and express the gravitational wave luminosity and the radiated energy in terms of the \textit{news} functions. Our treatment is made in the realm of Robinson-Trautman dynamics, with characteristic initial data corresponding to the head-on merger of two black holes. We consider mass ratios in the range \(0.01 \leq \alpha \leq 1\).

We obtain the exponential decay with \(\ell\) of the total energy contributed by each multipole \(\ell\). The total rescaled radiated energy \(E_{\text{total}}^{(\ell)}/m_0 \alpha^2\) decreases linearly with decreasing \(\alpha\), yielding for the point particle limit \(\alpha \to 0\) the value \(\simeq 0.0484\), about five times larger than the result of Davis et al.\textsuperscript{1}. We also analyze the mode decomposition of the net momentum flux and the associated impulse of the gravitational waves emitted, resulting in an adjacent-even-odd mode-mixing pattern with the dominant contribution coming from the mixed mode \((2, 3)\). We obtain the exponential decay with \(\ell\) of the total gravitational wave impulse contributed by each \((\ell, \ell + 1)\) mixed mode.

\textit{Keywords:} Black hole head-on mergers; Gravitational wave luminosity; Net momentum flux; Radiative patterns.

1. Introduction

The collision and merger of two black holes are among the astrophysical sources which produce gravitational waves in the strong field regime and are therefore of crucial interest for the present direct observations made by the LIGO/VIRGO consortium\textsuperscript{2}.

In the realm of general relativity the production and extraction of gravitational waves in processes involving black holes have been investigated basically within three complementary approaches, most of them connected to binary black hole inspirals: Post-Newtonian (PN) approximations\textsuperscript{3}, numerical relativity\textsuperscript{4} and the close-limit-approximation (CLA) supplemented with PN calculations\textsuperscript{5}, as well as combinations of these approaches.

Our treatment\textsuperscript{6} is based on the Bondi-Sachs (BS) energy-momentum conservation laws in the characteristic formulation\textsuperscript{7}, that regulate the gravitational wave radiative transfer processes of the system, in the realm of Robinson-Trautman (RT) spacetimes\textsuperscript{8}. The characteristic initial data constructed for the RT dynamics already present a global apparent horizon so that the dynamics covers the post-merger phase of the system, which represents one of the most dynamic parts of the evolution, up to the final configuration of the remnant black hole\textsuperscript{9}. 

The cornerstone of our approach is the dependence of the Bondi-Sachs net four-momentum wave flux on the news functions – which are the basic quantities characterizing the gravitational wave degrees of freedom of the system and are, by definition, quantities of spin-weight $s = -2$. This decomposition is exact in the nonlinear regime, leading to an accurate evaluation of the even parity signals and of their relative contribution to the physical quantities involved in the radiative processes of the system. All these features are discussed in the following sections.

Throughout the paper we use geometrical units $G = c = 1$.

2. Robinson-Trautman Spacetimes

Robinson-Trautman (RT) spacetimes are asymptotically flat solutions of Einstein’s vacuum equations that describe the exterior gravitational field of a bounded system radiating gravitational waves. The RT metric can expressed as

$$ds^2 = \left(\frac{\lambda(u, \theta, \phi)}{r} - \frac{2m_0}{r} - 2r \frac{P_u}{P} \right) du^2 + 2dudr - \frac{r^2}{P^2(u, \theta, \phi)} d\Omega^2,$$

(1)

where $r$ is an affine parameter defined along the shearfree null geodesics determined by the vector field $\partial/\partial r$. Here $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$, where $\lambda(u, \theta, \phi)$ is the Gaussian curvature of the surfaces ($u =$const, $r =$const) defined by

$$\lambda(u, \theta, \phi) = P^2 + \frac{P^2}{\sin \theta} \left(\sin \theta \frac{P_\theta}{P}\right)_\theta + \frac{P^2}{\sin^2 \theta} \left(\frac{P_{\phi}}{P}\right)_\phi .$$

(2)

$m_0$ is the only dimensional parameter of the spacetime and fixes the energy and length scales of the system. For the stationary case $m_0$ corresponds to the rest mass of the black hole with respect to an asymptotic Lorentz frame at the future null infinity. Einstein’s equations yield

$$12m_0 P_u + P^3 \left(\frac{\lambda_\theta \sin \theta}{\sin \theta} + \frac{\lambda_{\phi}}{\sin^2 \theta}\right) = 0.$$

(3)

In the above, the subscripts $u, \theta$ and $\phi$ preceded by a comma denote derivatives with respect to $u, \theta, \phi$, respectively. Eq. (3), denoted RT equation, governs the dynamics of the gravitational field (which is totally contained in the metric function $P(u, \theta, \phi)$) and propagates the initial data $P(u_0, \theta, \phi)$ from a given initial characteristic surface $u = u_0$.

An important feature of RT spacetimes that establishes its radiative character arises from the expression of its curvature tensor that, in a suitable semi-null tetrad basis, assumes the form

$$R_{ABCD} = \frac{N_{ABCD}}{r} + \frac{III_{ABCD}}{r^2} + \frac{II_{ABCD}}{r^3},$$

(4)

where the scalar quantities $N_{ABCD}$, $III_{ABCD}$ and $II_{ABCD}$ are of the algebraic type $N$, $III$ and $II$, respectively, in the Petrov classification of the curvature tensor.
Considering axial symmetry, the curvature tensor components in the above basis that contribute to $N_{ABCD}$ are $R_{0303} = -R_{0202} = -D(u, \theta)/r + O(1/r^2)$ where
\[ D(u, \theta, \phi) = -P^2 \partial_u \left( \frac{c_{,u}}{P} \right), \quad \text{with} \quad c_{,u}(u, \theta) = \frac{1}{2} \left( \partial^2_{\theta\theta} - \cot \theta \partial_\theta \right) P(u, \theta). \] (5)

The news function $c_{,u}$ is one of the fundamental objects in our analysis. Generally speaking, it informs the presence of gravitational waves being emitted from a given bounded source and observed at the wave zone (Petrov type N).


From the supplementary vacuum Einstein equations in the BS integration scheme together with the outgoing radiation condition, the BS four-momentum conservation laws for axisymmetric RT spacetimes are given by
\[ \frac{dP^\mu(u)}{du} = -\frac{1}{4\pi} \int_0^{2\pi} d\phi \int_0^\pi \frac{1}{P}\ l^\mu(c_{,u})^2 \sin \theta \, d\theta, \] (6)
where $P^\mu(u)$ is the BS four-momentum. In the above the four vector $l^\mu = (1, 0, 0, \cos \theta)$ defines the generators of the translations of the BMS group in the temporal and Cartesian $z$ axes of an asymptotic Lorentz frame at future null infinity. The luminosity of the gravitational waves emitted is given by the right-hand side of (6).

The integration in $u$ of Eq. (6) results for $\mu = 0$ and $\mu = z$, respectively, in the total energy $E_W(u)$ and the net impulse $I_W(u)$ of the gravitational wave emission, given as
\[ E_W(u) = \frac{1}{2} \int_{u_0}^u du \int_0^\pi \frac{(c_{,u})^2}{P} \sin \theta \, d\theta, \quad I_W(u) = \frac{1}{2} \int_{u_0}^u du \int_0^\pi \frac{(c_{,u})^2}{P} \cos \theta \sin \theta \, d\theta, \] (7)
where $u_0$ is the initial time. Due to the axisymmetry, the components $I^x_W(u) = 0 = I^y_W(u)$ for all $u$.

4. Initial data and numerical evolution

The initial data to be used was derived in Aranha et al. and that can be interpreted as representing two instantaneously Schwarzschild black holes in head-on merger along the $z$ axis, at $u = u_0$,
\[ P(u_0, \theta) = \left( \frac{\alpha_1}{\sqrt{\cosh \gamma + \cos \theta \sinh \gamma}} + \frac{\alpha_2}{\sqrt{\cosh \gamma - \cos \theta \sinh \gamma}} \right)^{-2}. \] (8)
In the derivation of (8) it turns out that $\alpha = \alpha_2/\alpha_1$ is the mass ratio of the Schwarzschild masses of the initial data, as seen by an asymptotic observer. In the remaining of the paper we will take $\alpha_1 = 1$ and denote $\alpha_2 = \alpha$, the mass ratio. This data already has a single apparent horizon so that the evolution covers the post-merger regime up to the final configuration, when the gravitational wave emission
cases. For $\alpha$ sufficiently small the data may be considered as a perturbation of a Schwarzschild black hole in the RT dynamics.

The initial data (8) is evolved numerically via the RT equation (3), which is integrated using a Galerkin method with a Legendre polynomial projection basis space adapted to the axisymmetric RT dynamics. The implementation of the Galerkin method, as well as its accuracy and stability for long time runs, is described in details in Section V of Aranha et al.14 Exhaustive numerical experiments show that after a sufficiently long time $u \sim u_f$ all the modal coefficients of the Galerkin expansion become constant up to 12 significant digits, corresponding to the final time of computation $u_f$. At $u_f$ the gravitational wave emission is considered to effectively cease and we obtain $P(u_f, \theta)$ that, in all cases, can be approximated as

$$P(u_f, \theta) = P_f (\cosh \gamma_f + \cos \theta \sinh \gamma_f).$$

This final configuration corresponds to a Schwarzschild black hole boosted along the $z$ axis, with a final boost parameter $\gamma_f$ and a final Bondi rest mass $m_0/P_f^3$. In all cases $\gamma_f < \gamma$ and $P_f < 1$.

5. The mode decomposition of the radiative content of the gravitational wave emission: Energy patterns

We are now led to examine the total energy $E^{\text{total}}_W$ carried out of the system by the gravitational waves, expressed as

$$E^{\text{total}}_W = \sum_{\ell \geq 2} E_{W\ell} = \sum_{\ell \geq 2} \frac{1}{4\pi} \int_{u_0}^{u_f} N_{00}^2(u) du.$$  \hspace{1cm} (10)

where

$$N_{00}(u) = 2\pi \int_0^\pi \left( \frac{c_u(\theta, u)}{\sqrt{P}} \right) -2Y_{00}(\theta) \sin \theta d\theta.$$  \hspace{1cm} (11)

Here, $Y_{00}(\theta)$ is the spin-weight spherical harmonics11 with $s = -2$ for the axial case.

Differentiating Eq. (10) with respect to $u$ gives the mode decomposition of the luminosity, corresponding to the exact RT equivalent of the Moncrief-Zerilli formula15 for the radiated luminosity of a particle falling radially into a Schwarzschild black hole. For the mass ratios examined in our numerical simulations, we obtain that the radiated energy per multipole $\ell$ decays exponentially with $\ell$, as illustrated in Fig. 1 (left) for three values of $\alpha$ where we display the log-linear plot the points $E_{W\ell}/m_0$ versus $\ell$ for $\ell = 2...6$. The best fit curve to these points corresponds to the simple exponential law

$$E_{W\ell}/m_0 = A e^{-B\ell}.$$  \hspace{1cm} (12)

The normalized rms error between the best fit straight lines of the log-linear plots and the points is of the order of, or smaller than 0.25%. This behavior is maintained up to $\alpha = 0.7$; a complete survey is given in Aranha et al.6


Its is remarkable that the exponential pattern of the plots – first observed in the computation by Davis et al.\textsuperscript{1} of the gravitational radiation from a point test particle falling radially into a Schwarzschild black hole – extends to the nonlinear regime of head-on mergers for mass ratios at least up to $\alpha = 0.7$. In this sense, for the mass ratios considered in Fig. 1 (left), the initial data (8) may be considered to actually correspond to a perturbed Schwarzschild black hole. A complete survey is given in Aranha et al.\textsuperscript{6}

The total radiated energy $E_{\text{W}}^{\text{total}}/m_0$, for several mass ratios up to $\alpha = 0.3$, exhibits a simple linear relation with $\alpha$,

$$E_{\text{W}}^{\text{total}}/m_0 \alpha^2 = 0.143275 \alpha + 0.048462.$$  \hfill (13)

The values for $\alpha = 0.01$, not shown in Fig. 1 (left), correspond to $E_{\text{W}}^{\text{total}}/(m_0 \alpha^2) = 0.0500813$. The straight line is the best fit of the points with a normalized rms deviation $\simeq 0.35\%$. In the point particle limit ($\alpha \to 0$) we obtain $E_{\text{W}}^{\text{total}}/m_0 \alpha^2 = 0.048462$, about five times larger than the value $\sim 0.0104$ of Davis et al.\textsuperscript{1}

6. The total impulse imparted to the system via emission of gravitational waves: The adjacent-even-odd mode mixing

In the same vein we now examine the net impulse applied to the system due to the emission of gravitational waves. Following the last section, it can be expressed by

$$I_{\text{z}}^{\text{W}}(u_f) \equiv \sum_{\ell \geq 2} I_{W(\ell,\ell+1)} = \sum_{\ell \geq 2} \frac{1}{2\pi} \sqrt{\frac{(\ell + 3)(\ell - 1)}{(2\ell + 1)(2\ell + 3)}} \int_{u_0}^{u_f} N_{\ell 0}(u) N_{\ell+1,0}(u) du \hfill (14)$$

![Fig. 1. Left: Plot of the points $E_{\text{W}}/m_0$ versus $\ell$, for the several mass ratios $\alpha$ considered. This pattern – first observed by Davis et al.\textsuperscript{1} in the gravitational radiation of a point test particle falling radially into a Schwarzschild black hole – is seen to be still maintained in the nonlinear regime of head-on merger of two black holes. Right: Log-linear plots of the mixed-mode impulses $-I_{W(\ell,\ell+1)}/m_0$ versus $\ell$, for the mass ratios $\alpha = 0.0125$, 0.1. The points are accurately fitted by straight lines, showing the exponential decay of the impulses with $\ell$.]

\begin{itemize}
\item $\alpha = 0.0125$
\item $\alpha = 0.1$
\end{itemize}
that corresponds to the mode decomposition of the total net impulse into adjacent-even-odd mixed modes $I_{W(\ell,\ell+1)}$, which can be evaluated from the $N_\ell(u)$ given as in (11). We remark that the right-hand-side of (14) can be evaluated independently, so that we may obtain the impulse per mode $I_{W(\ell,\ell+1)}$ and the percentage of the contribution of each $(\ell, \ell+1)$ mixed-mode to the total net impulse imparted to the system. This can be seen in Fig. 1 (right).

This mode-mixing effect for the total momentum fluxes and the associated recoil velocities was first reported by Moncrief\textsuperscript{15} for small odd-parity axisymmetric perturbations in the Oppenheimer-Snyder collapse models, and by Lousto and Price\textsuperscript{16} for even-parity axisymmetric perturbations on a Schwarzschild black hole by a particle falling radially.

**Final Comments**

The extension of this behavior for the whole mass ratio range $0 < \alpha \leq 1$ received a detailed examination in Ref. 6, both for the radiated energy per mode as well as for the mixed mode decomposition of the net momentum flux and impulse. In this reference we also examined the luminosity and the energy carried out by gravitational waves for increasing boost parameters $\gamma = [0.5, 0.6, 0.7, 0.8, 1.3]$. We obtain that the head-on mergers become more energetic as $\gamma$ increases, while the time duration of the GW bursts $\Delta u/m_0 \simeq 2$ remains approximately constant with increasing $\gamma$.
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Constraint on the equation of state via supernova gravitational waves
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We focus on spacetime oscillations, the so-called $w$-modes, of gravitational waves emitted from a protoneutron star in the postbounce phase of core-collapse supernovae. By adopting numerical results from recent relativistic three-dimensional supernova models, we find that the $w_1$-mode frequency multiplied by the radius of the protoneutron star is expressed as a linear function with respect to the stellar compactness insensitively to the nuclear equation of state. Combining with another universal relation of the $f$-mode oscillations, it is shown that the time dependent mass-radius relation of the protoneutron star can be obtained by observing both the $f$- and $w_1$-mode gravitational waves simultaneously. That is, the simultaneous detection of the two modes could provide a new probe into finite-temperature nuclear equation of state that predominantly determines the protoneutron star evolution.

Keywords: Equation of state, protoneutron stars, gravitational waves.

1. Introduction

The gravitational waves from the mergers of binary black holes and a binary neutron star have been successfully detected\textsuperscript{1,2}, which leads to the beginning of a new age of the gravitational wave astronomy. In addition to the second-generation detectors, such as Advanced LIGO, Advanced VIRGO, and KAGRA, third-generation detectors like Einstein Telescope and Cosmic Explorer are already being proposed. Via observations with such detectors, one would obtain an imprint of open problems in compact objects. The most promising source for gravitational waves must be a merger of binary system of compact objects, while the core-collapse supernovae, which produce compact objects, could be a secondary candidate.

Up to now, in order to study the gravitational wave signals from core-collapse supernovae, extensive numerical simulations have been done. Through the results obtained by such simulations, it is considered that the $g$-mode oscillations excited around the protoneutron star surface are one of the most important gravitational wave emission in the postbounce phase\textsuperscript{3–5}. In practice, the typical frequency of $g$-mode oscillations is expressed as $\sim M_{\text{PNS}}/R_{\text{PNS}}^2$ with the mass $M_{\text{PNS}}$ and radius $R_{\text{PNS}}$ of a protoneutron star. Thus, one may extract the information of protoneutron star properties by observing the $g$-mode gravitational waves from protoneutron stars.

On the other hand, as another approach, the gravitational-wave asteroseismology is a powerful technique for extracting interior information of compact objects. With such a technique one can constrain the equation of state (EOS), mass, and compactness of cold neutron stars (e.g., Refs. 6, 7, 8). With respect to the case of protoneutron stars, a few studies have been done\textsuperscript{9–12}. In this study, by adopting
the results of numerical simulation of relativistic three-dimensional supernova models, we systematically examine the spacetime oscillations, the so-called $w$-modes, of gravitational waves from protoneutron stars. More details about this study can be seen in Ref. 10.

2. Protoneutron star models

To make a linear analysis, one has to prepare background protoneutron star models. In the present study, we adopt the numerical results of relativistic three-dimensional simulation\(^5\) with the 15$M_\odot$ progenitor models, adopting two different EOSs, i.e., SFHx and TM1. In particular, we consider very early phase up to $\sim 250$ ms after core-bounce. In order to provide a static, spherically symmetric background model, the numerical data on each time step is averaged in the angular direction. Then, the protoneutron star’s surface is determined at a fiducial rest-mass density of $10^{10}$ g/cm\(^3\). In the left panel of Fig. 1, the evolution of protoneutron star models with two EOSs is shown in $M_{\text{PNS}}$–$R_{\text{PNS}}$ plane. With time after core-bounce, the mass increases due to the mass accretion, while the radius decreases due to the cooling. So, the mass and radius of protoneutron stars change with time from lower right to upper left in the left panel of Fig. 1. We remark that the sequence of mass and radius of protoneutron stars depends strongly on the adopted EOS.

![Fig. 1. Evolution of mass and radius of protoneutron stars in the left panel, and the $w_1$-mode multiplied by stellar radius as a function of stellar compactness in the right panel\(^{10}\). The circles and diamonds correspond to the results with SFHx and TM1 EOSs.]

3. Asteroseismology in protoneutron stars

The perturbation equation derived from the linearized Einstein equations should be solved together with appropriate boundary conditions. First, we focus on the spacetime oscillations, the so-called $w$-modes, of gravitational waves from protoneutron star models. Since this mode is an oscillation of spacetime itself, the compactness, which is the ratio of $M_{\text{PNS}}$ to $R_{\text{PNS}}$, is an important parameter for describing
the frequencies. In practice, we calculate the $w$-mode frequencies with the protoneutron star models at each time step and find that the evolution of frequencies depends on the adopted EOS. However, we also find that the frequencies multiplied with the radius can be expressed well as a linear function of the stellar compactness independently of the adopted EOS, as shown in the right panel of Fig. 1. In fact, we can derive the fitting formula of the $w_1$-mode frequencies as

$$f_{w_1}^{(\text{PNS})}(\text{kHz}) \approx 27.99 - 12.02 \left( \frac{M_{\text{PNS}}}{1.4M_\odot} \right) \left( \frac{R_{\text{PNS}}}{10 \text{ km}} \right)^{-1} \left( \frac{R_{\text{PNS}}}{10 \text{ km}} \right)^{-1},$$

which is also plotted in the right panel of Fig. 1 with the dotted line.

On the other hand, we calculate the $f$-mode gravitational waves as in Ref. 9. Since the $f$-mode oscillations are a kind of acoustic oscillations, the frequencies can be characterized by the sound velocity or the stellar average density $M_{\text{PNS}}/R_{\text{PNS}}^3$. In fact, we find that the time evolution of $f$-mode frequencies from protoneutron star depends on the adopted EOS, but the frequencies can be expressed as a linear function of the square root of the stellar average density independently of the adopted EOS as

$$f_f^{(\text{PNS})}(\text{Hz}) \approx 14.48 + 4859 \left( \frac{M_{\text{PNS}}}{1.4M_\odot} \right)^{1/2} \left( \frac{R_{\text{PNS}}}{10 \text{ km}} \right)^{-3/2}.$$  

Now, we have two formulae for describing the $f$- and $w_1$-mode gravitational waves from protoneutron stars, which are independent of the adopted EOS for dense matter. So, by simultaneously observing the time evolution of two modes in the gravitational waves, one can obtain the time evolution of the stellar average density and compactness separately. That is, one can determine the mass and radius of protoneutron star at each time step after core-bounce as shown in the left panel of Fig. 1, which provides a new probe into the finite-temperature nuclear EOS.

4. Conclusion

The gravitational waves from supernovae are one of the most promising source. In the present analysis, we systematically examine the $w_1$- and $f$-mode gravitational waves after core-bounce, using the data of numerical simulations of relativistic three-dimensional supernova as a background model, and successfully derive universal formulae of $w_1$- and $f$-mode oscillations as a function of stellar compactness and average density independently of the adopted EOS. Thus, with the direct observations of gravitational waves from core-collapse supernovae, if one can identify the time evolution of $f$- and $w_1$-mode oscillations, one can in turn see the evolution of stellar average density and compactness, which tells us the evolution of mass and radius of a protoneutron star. As a result, one can in principle determine the finite-temperature nuclear EOS even through one event of gravitational waves from the core-collapse supernova.
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The relation between the physics and the difference geometry had been discussed many years, we think gravitoelectromagnetism is a way of Linking gravitational potential to the curvature in the theory and the experiments. We discuss the relation between Lense-Thirring Precession and Gravitomagnetic clock. And we report the new result of gravitomagnetic mass defect though still can not find gravitomagnetic mass. In the last, we discuss gravitomagnetic experiments in binary pulsars and near earth spacetime.
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1. The Introduction

As we known that gravitoelectromagnetism’s (GEM) tool that include Fermi-Walker transported and Lorenz group in the proper reference frame had successful applied in the Thomas precession of quantum physics. Considered the complex of difference geometry between an observer and the reference frame the relation between Post-Newtonian approximation and gravitoelectromagnetism, and gravitoelectromagnetic analogy based on tidal tensors just been discussed recently.

In the experiments, there are only three which include Lense-Thirring Precession from X-ray astrophysics, Gravity probe B from gyroscope, and LARES from laser ranging that provide the blurry evidence. Here we think gravitoelectromagnetism can linking gravitational potential to the curvature in the theory and the experiments. After introducing and reviewing gravitoelectromagnetism in Sec. 2, we discuss gravitomagnetic experiments in binary pulsars and near earth spacetime in Sec. 3, in especial, we give the experiment plan to check Kerr character of Ter-rae spacetime in Sec. 3.1 and the reason that gravitoelectromagnetism can linking gravitational potential to the curvature from the field theory in Sec. 3.2.

2. Gravitoelectromagnetism

After Einstein had general relativity, the relation between the physics and the difference geometry had been discussed many years. Even if Einstein had field equation from difference geometry, he also doubt whether it can describe the more physics for he believed in the experiments and equivalence principles. Whatever, general relativity had strong impact on compact physics, and many researcher want to merge it into other forces of interaction.
Gravitoelectromagnetism, refers to a set of formal analogies between the equations for electromagnetism and relativistic gravitation; specifically: between Maxwell’s field equations and an approximation, valid under certain conditions, to the Einstein field equations for general relativity. The analogy and equations differing only by some small factors were first published in 1893, before general relativity, by Oliver Heaviside as a separate theory expanding Newton’s law. Gravitomagnetism is a widely used term referring specifically to the kinetic effects of gravity, in analogy to the magnetic effects of moving electric charge. The most common version of GEM is valid only far from isolated sources, and for slowly moving test particles. And from the classical theory of fields, we know the field of gravity and electromagnetism in the model of the particle in the central body field both could be divide to the field with source plus the vortex field. Therefor, we think GEM could describe the weak field of spacetime.

2.1. Lense-Thirring Precession, and Gravitomagnetic clock

In 1687, Newton publish his book, which include the famous discussion of inertial forces on a fluid contained in a rotating vessel. This discussion was critically re-examined by Mach in an attempt to understand better how inertial forces arise. He suggested that the shape of the water-surface may depend on the rotation of the vessel “if the sides of the vessel increased in thickness and mass till they were ultimately several leagues thick”. A calculation of such effects became possible after Einstein formulated his general theory of relativity. Lense and Thirring propose the precession on the vertical direction of the motion. Lense-Thirring (LT) Precession (i.e. Frame dragging) was found in the astrophysical context and in Physics as gravitomagnetism effect.

Mashoon give the gravitomagnetic clock effect for the circular orbits. Recently, generalized gravitomagnetic clock effect was calculated for the GPS near the earth.

As the above mentioned, if gravitational potential can be divided into gravitoelectric potential and gravitomagnetic potential by GEM field, When the potential difference of gravitoelectric potential is proportional to the gravitational frequency shift, gravitomagnetic potential also can naturally be reflected in time measurement by some form. If the precision of clock is enough to measure gravitomagnetic potential, that means we had the chance to explore gravitomagnetic clock effect.

2.2. Gravitomagnetic mass and Gravitational mass defect

In math-physics, after the work from Minkowski, Levi-Civita, Synge, Bondi, Pirani, Hawking, and Wald et al., general differential geometry becomes the mathematical foundations of relativity. Komar mass and ADM mass become the basis concept of general relativity, the early study show gravitomagnetic mass could be exist in the theory.
Here we report we think gravitational mass defect can be find in PSR B1913+16\textsuperscript{19} though still can not find gravitomagnetic mass now.

3. Gravitomagnetic experiments in binary pulsars and near earth spacetime

In classical mechanics, the LaplaceRungeLenz vector (i.e. LRL vector) is a vector used chiefly to describe the shape and orientation of the orbit of one astronomical body around another, such as a planet revolving around a stellar. For two bodies interacting by Newtonian gravity, the LRL vector is a constant of motion, meaning that it is the same no matter where it is calculated on the orbit; equivalently, the LRL vector is said to be conserved. More generally, the LRL vector is conserved in all problems in which two bodies interact by a central force that varies as the inverse square of the distance between them; such problems are called Kepler problems. Therefore, the light bending and perihelion precession can have a unified approach which described by the LRL vector\textsuperscript{20} as the evolution under the perturbed potentials for the conservation of the LRL vector origin from the inverse-square central force. For it, the model of two spin particle and the LRL vector\textsuperscript{21} is well in most of binary pulsar for almost of it is the classical Kepler problems in the frame of classical Newtonian gravity.

For two neutron star system that is two compact sources system. In a Gedanken-experiment, to the extreme elliptic binary MSP system, we can have a hypothesis that the space-time of the orbit is flat in the apoapsis, BUT there is a new Curved space-time when two compact stars is in the periapsis for the masses of binary and the distance is very close. The Birth and death of this Curved space-time have related with Gravitational radiation. In this state, we can think it is the new Schwarzschild spacetime or Kerr spacetime in the periapsis. Therefore, LRL vector is not conservation and symmetry for it is not the inverse-square central force now. And the angular momentum vector of two stars is not conservation and symmetry for gravitational wave will bring the part of it. Therefor, we have the chance to measure orbital symmetry violations in LT Precession of binary pulsar although it predicted by the particle in one body system\textsuperscript{22,23}. and have the Angular Momentum of the Curved space-time in the periapsis by gravitomagnetic measurement\textsuperscript{24}.

Compared with Dr Wex, we think the frame of the particle in one body system is well in the periapsis. Whatever, $P_b$ and $\dot{P}_b$ are the directly measurement parameters to LT Precession of binary pulsar. But we still less the reasonable frame to estimate LT Precession and gravitomagnetic clock in the same time to pulsar - a natural clock and gyroscope.

Recently, the influence of the Coriolis Force in atom interferometry was find\textsuperscript{25} in the earth spacetime, in fact, it was detect by torsion balance in 1919\textsuperscript{26}, and aways been study by geophysical and inertial navigation. In the frame of GEM, Žemerk provide the way of spacetime dividing by five term\textsuperscript{27,28} which include Coriolis term (one early reference that mentioned the apparent Coriolis force (Lense-Thirring
effect) and “induced Coriolis force”, or “Lense-Thirring effect” by Pugh. Here we think the Coriolis force can be seen the Coriolis term of spacetime in the order of gravitational potential for GEM field should extend to the Schwarzschild spacetime naturally. Then many relativistic phenomena are predicted and many Newtonian physics phenomenon are refresh in the viewpoint of spacetime geometry.

3.1. Near earth spacetime as Kerr Spacetime

Another interesting problem is whether we can make a distinction between Schwarzschild and Kerr spacetime in the Terrae spacetime. To Kerr spacetime, it is the stationary spacetime which different with Schwarzschild spacetime that had the Static Observer. In the procession of study the analogy between general relativity and electromagnetism for slowly moving particles in weak gravitational fields, some researcher think time variable term take place is the boundary of gravitoelectromagnetism application, here we think time variable term means that non-Static Observer take place which from Kerr spacetime. As the lunar tidal have impact on the free fall objects, and from Coriolis effect and tidal effect was measured by the clock and the different type gyroscope (Optical, mechanical, vibration etc.), we think use two (or more) Full (or partly) Tensor Gradiometry (FTG) to interference in the large distance of the earth, if we can measure the time variable of the clock rate, that is enough to show that Kerr spacetime is existence for NO static observer in that scale spacetime. And the FTG Interferometer (Array) will help us in understand the large scale structure of spacetime, the partly tensor gradiometry only can find the time variable term. About the interferometric method of full tensor gravitational gradiometer array in measurement of gravitational theory and cosmology, we are applying the patent in China and in PCT.

3.2. From the curvature to potential in the Gravitoelectromagnetism

For the complex of definition about momentum (potential) of gravitational field, the local spread about the momentum of gravitational field, the momentum of gravitational wave, and the boundary between the local and non-local, all is the frontier of math-physics and theoretical physics. About gravitational wave, the objects just is in the state of fast than $C^{-5}$ which can provide Non-Local spread in the field theory. Consider gravitational wave was find, we can think the $C^{-5}$ is the boundary between the local momentum interacting of gravitational field and non-local gravitational wave momentum spread. Consiered gravitomagnetic concept (potential and mass) cross the weak field and the drastic changes of the curvature, we think gravitoelectromagnetism as a way of linking gravitational potential to the curvature in the theory and the experiments is reasonable.
4. The Summary

We discuss gravitomagnetic experiments in binary pulsars and near earth spacetime, in particular, we give the experiment plan to check Kerr character of the earth spacetime and the reason that gravitoelectromagnetism can linking gravitational potential to the curvature after reviewed the theory of gravitoelectromagnetism.
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Developing tools for multimessenger gravitational wave astronomy
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The Marcel Grossmann triennial meetings are focused on reviewing developments in gravitation and general relativity, aimed at understanding and testing Einstein’s theory of gravitation. The 15th meeting (Rome, 2018) celebrated the 50th anniversary of the first neutron star discovery (1967), and the birth of relativistic astrophysics. Another discovery of the same caliber is the detection of the binary neutron star GW170817 in 2017 – almost as if to celebrate the same jubilee – marking the beginning of multi-messenger gravitational wave astronomy. We present work in progress to craft open-sourced numerical tools that will enable the calculation of electromagnetic counterparts to gravitational waveforms: the GiRaFFE (General Relativistic Force-Free Electrodynamics) code. GiRaFFE numerically solves the general relativistic magnetohydrodynamics system of equations in the force-free limit, to model the magnetospheres surrounding compact binaries, in order (1) to characterize the nonlinear interaction between the source and its surrounding magnetosphere, and (2) to evaluate the electromagnetic counterparts of gravitational waves, including the production of collimated jets. We apply this code to various configurations of spinning black holes immersed in an external magnetic field, in order both to test our implementation and to explore the effects of (1) strong gravitational field, (2) high spins, and (3) tilt between the magnetic field lines and black hole spin, all on the amplification and collimation of Poynting jets. We will extend our work to collisions of black holes immersed in external magnetic field, which are prime candidates for coincident detection in both gravitational and electromagnetic spectra.
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1. Introduction

The 2017 detection of both gravitational waves (Ref. 1) and electromagnetic radiation (Ref. 2) from two colliding neutron stars is a very important event, akin to the discovery of neutron stars in 1967 by J. Bell and A. Hewish. This event – the rightfully-named Golden Binary – started the gold rush of multi-messenger gravitational wave astronomy. Observations from neutron star mergers provide deep insights into the highly-nonlinear interaction between strong gravity and the surrounding magnetosphere, which could explain the mechanism behind the emission of short gamma ray bursts and relativistic jets. Sources of strongly collimated astrophysical jets come at all scales, from pulsars to quasars, but they have in common one fact: they are compact objects rotating within their magnetospheres. Spinning neutron stars have a dipolar magnetic field and emit electromagnetic radiation due to the tilt between the spin axis and the magnetic field lines. Black holes don’t have magnetic poles, and therefore their magnetic fields are external, being generated by the accretion disc. Although black holes tend to align their spin with the angular momentum of the accretion disc, the spin and orientation of the accretion disks usually change as the holes grow through mergers and gas accretion.\(^3\)
Initially, merging supermassive black holes don’t rotate in the same direction, and misalignment between the accretion disc and the black hole spin is expected. Recent magnetohydrodynamic simulations show that for short timescales, jets are only partially aligned with the black hole spin. The influence of the tilt between the black hole spin and the rotation axis of the accretion disc, and therefore the role the orientation of the magnetic field plays in the formation and quenching of jets, is not yet fully understood. Another process that is not completely understood is what is under the hood of the main engine that powers the jet. Are high black hole spins essential in triggering jet production, or is the most important role played by the dynamics of the accretion disc? Theoretical models show that relativistic jets can be generated from the rotational energy of a rapidly spinning black hole in strong magnetic fields through the Blandford-Znajek (BZ) mechanism. The vacuum around a rotating black hole is electromagnetically active, and gives rise to strong electric fields when the black hole is surrounded by a magnetic field. Those gravito-rotationally induced electric fields cause a toroidal magnetic field, which plays an important role in collimating astrophysical jets. Astronomical observations report that the transition from radio-quiet to radio-loud quasars occurs for black hole spins around 0.7 to 0.9 times the speed of light. If black hole spin is at the root of this transition, one should see a sharp delimitation in the value of the black hole spins necessary for the onset and quenching of the jet. Another problem arises when two merging black holes, embedded in an external magnetic field, spiral towards each other. The gravitational waves produced in this astrophysical scenario are expected to exert a direct effect on the magnetic fields. This coupling between the magnetic field and the surrounding dynamical spacetime induces electromagnetic waves, coincidental with the production of gravitational waves, which provides a detection avenue for multimeasurer gravitational wave astronomy.

We engage in numerical explorations to study the interplay between black holes and the surrounding magnetosphere, in order to understand how spinning black holes drag the space-time around them, causing the collimation and amplification of jets. This is a problem not yet completely elucidated, although great strides have been made towards its resolution. We use the recently-released open-source GiRaFFE code (Ref. 13) to perform numerical simulation of single Kerr black holes evolving in external magnetosphere and to look at the effect of black hole spin on the output of electromagnetic luminosity in order to discern if there is a threshold spin for the production or extinction of collimated jets. Next we study the effect of tilted magnetospheres around a black hole with a fixed spin of 0.8 times the speed of light, in order to discern if the tilt angle plays any role in the amplification or reduction of the jet power.

2. Methods

**Theoretical Approach:** In order to explore the coupling between highly energetic gravitational and electromagnetic fields we use the General Relativistic Force-Free
Electrodynamics (GRFFE) ansatz. GRFFE is a limiting case of General Relativistic MagnetoHydroDynamics (GRMHD), consisting on ideal plasma coupled to strong electromagnetic and gravitational fields, when the magnetic field energy dominates and the fluid pressure can be ignored. This theoretical model combines the assumption of perfect electric conductivity of the plasma with the fact that the Lorentz force in the comoving frame is immediately neutralized by induced electric currents, and it is commonly implemented in numerical codes to analyze the magnetized environment around pulsars or accreting black holes. This GRFFE approach is implemented in our open-source GiRaFFE code (Ref. 15) designed to model the magnetosphere of highly-relativistic objects, such as neutron stars and black holes.

The spacetime is evolved with the Einstein field equations, while the dynamics of the magnetized fluid are modeled using the conservation law $\Delta_\nu T_{\nu\mu}^{EM} = 0$ for the energy-momentum tensor $T_{\nu\mu}^{EM}$, and the Maxwell’s equations $\Delta_\nu F_{\nu\mu} = 0$ for the electromagnetic tensor $F_{\nu\mu}$ in the force-free limit, $F_{\nu\mu}J_\nu = 0$. The updated variables are the magnetic field $B_i$ and the Poynting vector $S_i = -\gamma_i^\nu n_\mu T_{\nu\mu}^{EM}$. Here, $J_\nu$ is the 4-current, $\gamma_i^\nu$ is spatial three-metric, and $n_\mu$ the timeline unit vector.

Numerical Techniques: The code evolves the vector potential $A_\mu = (\Phi, A_i)$ and Poynting vector $S_i$ one-forms, supplemented with an electromagnetic gauge evolution equation on a staggered grid, in order to keep the magnetic field divergenceless. The evolution variables are linearly extrapolated to the outer boundary domain, which is causally disconnected from the interior by Adaptive Mesh Refinement (AMR). In order to prevent the force-free condition from breaking down during the evolution due to accumulation of numerical error, two supplementary conditions are imposed on $S_i$ during evolution to limit the direction and magnitude of the electric field so that it stays perpendicular to and smaller than the magnetic field: $E_i B^i = 0$ and $B^2 > E^2$. However, this condition does not account for the current sheet (CS), which inherently forms in magnetized plasmas and it’s a critical component of the magnetospheres of rapidly spinning black holes. We introduce a thin CS spatially localized at the equator by setting to zero the velocity perpendicular to the $z = 0$ plane.

Initial Specifications: We start with the magnetospheric Wald ansatz $A_t = 0, A_i = \frac{B_0}{r} (g_{i\theta} + 2n_i g_{t\theta})$ in terms of the Kerr metric in spherical coordinates. This vector potential creates a purely azimuthal magnetic field in Boyer-Lindquist coordinates, but in the horizon-penetrating Kerr-Schild coordinates there is an extra toroidal component $B_\phi$, due to the rotation of the geometry. The CS develops in the equatorial plane, forcing the anchored magnetic field lines to rotate with the black hole. There is no known exact solution for this magnetosphere, which is known as the “ultimate Rosetta Stone” for its close connection to the BZ process.

The second initial configuration is a uniform azimuthal magnetic field created by a toroidal vector potential $A_\phi = \frac{B_0}{r} r^2 \sin^2 \theta$, which in cartesian coordinates becomes $A_i = \frac{B_0}{r} (y, -x, 0)$ and produces a vertical magnetic field of magnitude $B_0$. With the CS in the equatorial plane, we tilt the magnetic field off the z-axis with an angle $\chi$ by a rotation $A_i \rightarrow \frac{B_0}{r} (y, -x \cos \chi, x \sin \chi)$ around the x-axis.
3. Results

The metric is described by the Kerr geometry in cartesian Kerr-Schild coordinates, radially shifted with $r_0 = \sqrt{1 - a^2}$ such that $r \to 1 + r_0$, and the black hole inner horizon is at $r_\text{\textendash} = 1$. We vary the spin from $a = 0.5c$ to $a = 0.95c$ and run a suite of 15 tests, with the constant $B_0 = 0.1M$ for the magnetic field. The numerical grid consists of $n = 5$ levels of refinement, with resolution scaling as $\Delta x_0/2^{n-1}$ where $\Delta x_0 = 2M$, and extends to $[-50M, +50M]$ in the $(x,y)$ plane and to $[-100M, 100M]$ in the $z$ direction. We visualize the EM luminosity: $L_{\text{EM}} = \int r^2 S d\Omega$, given by the Poynting flux across a sphere: $S = n^i \epsilon_{ijk} \sqrt{\gamma E^j B^k}$, $n^i = \frac{\tau^i}{\tau}$. In all the figures dark colors are low luminosity, bright colors are high luminosity.

*Magnetospheric Wald*: In Fig. 1 we show the time evolution of this testcase for $a = 0.95c$, at $r = 20M$. We distinguish two transient domains, between $t = \{0, 50\}M$ and $t = \{150, 200\}M$, when the electromagnetic field changes, and two stable phases: for $t = \{50, 150\}M$ with a collimated ring-like jet structure at the poles, and the second starting at $t = 200M$ when the jet broadens and precesses.

![Fig. 1. Poynting luminosity of Wald magnetosphere with equatorial CS for Kerr black hole of spin $a = 0.95c$ and radius $r = 20M$. From left to right the time is $t = \{20, 60, 100, 140, 180, 200\}M$.](image_url)

In Fig. 2 we plot the Poynting flux at $r = 20M$ and $t = 100M$ corresponding to the maximum amplitude and collimation of the jet. The intensity of the EM luminosity depends on the spin, as expected for the BZ process, however we discern the poloidal jet even at low spins, with no sign of spin threshold for jet production.

![Fig. 2. Poynting luminosity of Wald magnetosphere with equatorial CS for Kerr black hole at $t = 100M$ and $r = 20M$. From left to right the spins are: $a = \{0.5, 0.6, 0.7, 0.8, 0.85, 0.9\}c$.](image_url)

In Fig. 3 we plot the Poynting luminosity for a Kerr hole with spin $a = 0.95c$ for increasing radii $r = \{10, 20, 30, 40\}M$ at the time corresponding to the maximum
amplitude and collimation of the jet. We see that the power of the jet scale is inversely proportional to the radius, while the collimation is directly proportional.

Fig. 3. Poynting luminosity of Wald magnetosphere with equatorial CS for Kerr black hole for $a = 0.9c$. From left to right $\{r, t\} = \{10M, 90M\}, \{20M, 100M\}, \{30M, 110M\}, \{40M, 120M\}$.

Uniform Magnetosphere: Fig. 4 shows that the time evolution of the luminosity for an initially vertical magnetosphere around a Kerr black hole is similar to the Wald magnetosphere. We compare the luminosity for four tilt angles at $t = 100M$ in Fig. 5 and at $t = 300M$ in Fig. 6, and we see that it increases with the tilt angle.

Fig. 4. Poynting luminosity of vertical magnetosphere with equatorial CS for Kerr black hole with $a = 0.8c$ and $r = 20M$. From left to right the time is $t = \{60, 120, 180, 240, 300\}M$.

Fig. 5. Poynting luminosity of tilted magnetosphere with equatorial CS for Kerr black hole with $a = 0.8c$, $r = 20M$ and $t = 100M$. From left to right the angle is $\chi = \{0^\circ, 15^\circ, 30^\circ, 45^\circ\}$.

4. Discussion

We find that the geometry brings the black hole magnetosphere to a stability domain with a poloidal, precessing jet. We see two stable phases: early on, the jet forms a collimated, ring-like structure at the poles, while at late times, the jet broadens and precesses. Both the spin and the tilt angle affect the amplitude but not the shape of
Fig. 6. Poynting luminosity of tilted magnetosphere with equatorial CS for Kerr black hole with $a = 0.8c$, $r = 20M$ and $t = 300M$. From left to right the angle is $\chi = \{0^\circ, 15^\circ, 30^\circ, 45^\circ\}$.

the jet, with no indication of high spin threshold for jet formation. Visualizations are available at https://github.com/mbabiuc/KerrMagnetosphere.
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Development of position control system using thruster and thrust stand to measure $\mu$N-level force noise for drag-free control of DECIGO
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DECIGO (DECi-hertz Interferometer Gravitational wave Observatory) is a planned space mission targeting the detection of gravitational waves from very beginning of the universe, which no one has ever seen. As DECIGO utilizes freely flying Fabry-Perot cavities in orbit, a feasibility study of complex of its control systems including laser interferometer, which is tightly connected to drag-free control system together with formation-flying system, is a critical issue to realize DECIGO. As a first step to realize drag-free control required for DECIGO, we started from two experiments: the first one is a demonstration of position control using a thrust system, and the other is the development of a thrust stand to characterize the thrusters with $\mu$N-level force noise. In this paper, our progress and prospects for the next of these experiments are summarized.
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1. Introduction

The idea of DECIGO$^1$ is to build a laser interferometer having Fabry-Perot (FP) cavities in its arms with baseline of 1000 km, forming a triangular shape like LISA$^2$ in orbit. As test masses (TM), which work as mirrors for FP cavities also, probe for gravitational waves in spacetime, they are housed in spacecraft (S/C) and should be kept freely floating inside S/C using drag-free control. In addition to the control of three FP cavities, a drag-free control system tightly connected to formation-flying control to keep the three S/Cs in a triangular shape is essential to establish the control complex required for DECIGO. Using the FP cavity, instead of an optical transponder, for a laser link between S/Cs is a significant and also essential difference between DECIGO and LISA. To make these techniques feasible, sequential development of basic technologies are indispensable.

2. Demonstration of position control using thrust system

Drag-free control is a control system that S/C follow freely floating TMs inside S/C. The separation and the relative attitude between TMs and S/C are measured by local sensors, then by feeding these error signals back to the thrusters the S/C will ideally follow the TMs. Actually, as each S/C holds a couple of TM, common displacements and angle deviation of TMs relative to S/C are involved in drag-free control. On the other hand, error signals for differential degrees of freedom are fed back to the local actuators to provide forces on the TMs to maintain relative position and attitude between the TMs and the S/C. Therefore, the bandwidth of drag-free control should be below 10 Hz, in order not to degrade the signals in the observation band of the laser interferometer.
The first step to demonstrate these complex systems is an experiment of position control using thruster-like propulsion as actuators, because one of most significant difference between terrestrial detectors and space missions is that S/C is to use thrusters as actuators instead of traditional electro-magnetic actuators. The object to be position-controlled, which is supposed to be a S/C thruster on board, is suspended with a single pendulum with one degree of freedom for translation (Fig. 1). The position of the object is sensed using a photo sensor fixed on the optical table to give a differential displacement between the optical table and the object. We used a FPGA-based computer, cRIO (National Instruments), to provide digital filtering as a controller. A simple lag-lead filter was implemented on FPGA using LabVIEW software to stabilize the feedback control loop. We have composed a thruster-like propulsion system using a small CO\(_2\) gas cartridge together with regulators and flow controller using piezo valves. Therefore, the error signals from the photo sensors were fed back to the input of piezo-controlled flow controller through the FPGA controller. The photo sensor and cRIO was located on the table top, so the signals from FPGA to the piezo valves were sent via a pair of very thin wires.

The behavior of error and feedback signals in the time domain is plotted in Fig. 2, which shows that the eigen mode of the pendulum at about 0.7Hz was certainly suppressed by engaging the control loop. The corresponding transfer function of the control loop is plotted in Fig. 2. The signals around this peak structure had been effectively fed back and suppressed as it was expected from time domain signals in Fig. 2. One of the next steps is to characterize and improve the current system to perform as well as DECIGO requires. The second is to extend the system to a demonstration of drag-free control for all degrees of freedom.

3. Development of thrust stand to measure \(\mu\text{N}-\text{level force noise}\)

The TMs are to be housed and freely floating inside S/C in an ideal situation. But in reality, TMs could be affected by external accelerations caused by many sources, including gravity, electro-magnetic interaction, cosmic rays, and so on. Especially,
the displacement of S/C itself, which can act as a source of external acceleration on
the TM through some coupling between TM and S/C, is thought to be one of most
significant force noise sources. The force noise of the thrusters is an inevitable source
for the displacement on S/C. Thus, in this sense, low force noise is an indispensable
characteristic required for DECIGO. So far, the requirement for the force noise of
the thruster is set to be $10^{-7} \text{N/}\sqrt{\text{Hz}}$ at 0.1 Hz, assuming some coupling between
S/C displacements and external acceleration on the TM.

We have started to develop a so-called thruster stand to measure the force noise
spectrum of the thruster system. In order to extend measurement bandwidth below
0.1 Hz, it is well-known, and also a beneficial idea to use a torsion pendulum for
lowering resonant frequency, instead of single pendulum (Fig. 3). The measurement
method of tiny force is based on a mechanism of a servo-type accelerometer, in
which the error signals of position-controlled TM gives information on the external
acceleration. Current thruster stands have no thrust systems on board, so the main
objective of this setup is to evaluate the system noise of the measurement systems
(Phase-1). The rotation of the torsion pendulum was sensed with a couple of photo
sensors located at opposite sides of the each end of the torsion bar. Adding these signals from photosensors can eliminate the common displacement signals from the translation mode of the pendulum, and thus gives an error signal for rotation degrees of freedom. This error signal was fed back to the coil-magnet actuator to maintain the rotation angle of the torsion bar.

The measured system noise of the thruster stand is plotted in Fig. 4 together with identified noise sources. The floor noise level below several Hz is already below our requirement except at around pendulum resonant frequency. We have also tried to modify our current system to have a thruster-like propulsion system on board (Phase-2). The concept of the measurement system is the same but the weight of the stand was increased to 2.4 kg due to the thrusters and a Michelson type laser interferometer was used as a displacement sensor instead of photo sensor. The floor noise level and the noise structure in the frequency range of our interest was changed according mainly to the change in the mechanical structure, as is shown in Fig. 4. The force measurement system using a torsion pendulum seems to work below our requirement noise level in terms of system noise. Thus, the next step is to actually measure the propulsion noise of the thrusters.

![Figure 4](image-url)  
Fig. 4. The noise-equivalent sensitivity curve for the thruster stand system with identified noise sources (left) and the sensitivity curve for the thruster stand of phase-2 compared with phase-1 (right).

### 4. Conclusions

We have developed control and measurement systems closely related to a drag-free control of space gravitational wave antenna mission, DECIGO. The position control using a thrust system succeeded in showing the feasibility of the system for one degree of freedom of translation, and the thrust stand showed acceptable noise levels against requirement in terms of system noise.
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DECIGO and B-DECIGO is space gravitational wave detector project which aims decihertz band. In (B-)DECIGO, dual-pass differential Fabry-Pérot interferometer (DPDFPI) is planed to be used. Also, to reduce the noise from the space craft displacement, drag-free control is implemented. It is needed to demonstrate DPDFPI with drag-free control with a test bench. In the test bench, DPDFPI is constructed with softly suspended benches and cavities to mimic the motion in the space. In this article, the design of the optical and mechanical part in the test bench is reviewed. First, the optical design is shown. Second, mechanical suspension design is explained. All resonance modes of the important degree of freedom is designed to be less than ∼1 Hz.
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1. Introduction

DECIGO and B-DECIGO is a proposed space-borne gravitational wave detector project in decihertz frequency range.1 (B-)DECIGO have many objectives, such as, observation of compact binary coalescences such as black holes and neutron stars, measurement of Hubble constant from long duration signal of neutron star inspirals, and, especially in DECIGO, characterization of inflation. The sensitivity of DECIGO will reach ∼10^{-24} \sqrt{1/\text{Hz}} since DECIGO has a Fabry-Pérot cavity in its arms which interact gravitational waves.

In DECIGO and B-DECIGO, the dual-pass differential Fabry-Pérot interferometer (DPDFPI) as shown in Fig. 1 is planed to be used. In DPDFPI, the laser lights from two satellites co-stand in one arm cavity and its length can be measured by two ways. This leads to the redundancy which is important in space mission. In addition, the number of test mass for one interferometer is reduced in DPDFPI.

Laser interferometers are operated in ground-based gravitational wave detectors, such as Advanced LIGO, Advanced Virgo, KAGRA.2–5 However, specific control scheme of DPDFPI in (B-)DECIGO is still under consideration. In order to decide the control scheme of DPDFPI, some special techniques to space-borne detectors should be demonstrated, such as drag-free control with interferometer control. Drag-free control is a scheme where the distance and angle between the spacecraft and the test mass which is contained in the spacecraft are measured and controlled. This is necessary to reduce a noise coupled with spacecraft motion.
Before launch of (B-)DECIGO, DPDFPI with drag-free control has to be demonstrated on the ground. For the demonstration, construction of the test bench started. In this article, we reviewed the design of the test bench.

2. Design of the interferometer test bench

2.1. Overview of the test bench

The overview schematic of the test bench is shown in Fig. 1. The test bench is designed to have essential parts of (B-)DECIGO: DPDFPI and drag-free controlled spacecrafts. All main cavities and almost all input and output optics except laser sources and electro-optic modulators are placed in a vacuum chamber. The laser sources and its modulation systems for taking a length and angular signal of the cavity are placed outside of the chamber. The light is introduced though optical fibers into the chamber. The interferometer scale is about 1 m. This is limited by the size of the vacuum chamber. The detailed optical design is explained later. The mechanical system is divided into two components; test masses, i.e. cavity mirrors, and optical benches where the input and output optics are placed. The optical bench emulates the spacecraft in the space. To mimic low-gravity environment in space, the test masses and optical benches are softly suspended as explained later. As the demonstration of the drag free control, the relative motion and angle between the suspended optical bench and mirrors is measured and controlled with local sensors and actuators.

![Fig. 1. Overview schematic of DECIGO and its the test bench on ground. BS, beam splitter; FI, Faraday isolator; PD, photodetector; QPD, quadrant photodetector.](image-url)
2.2. Optical design of the test bench

The schematic of the optical design is shown in Fig. 2. The optical design of the test bench is made miniaturized and simplified compared with (B-)DECIGO design. The length of the cavity is 0.63 m and the radius of curvature of each mirror is 2 m. The cavity is critically coupled with finesse of 3100. The laser with wavelength of 1550 nm is introduced with fiber from the outside of the chamber. During the transfer, the laser is phase-modulated by electro-optic modulator for Pound-Drever-Hall technique and so-called wave front sensing technique for cavity length and alignment measurement. The fiber output collimator is placed on the suspended optical bench. The output light is split into two ways for two cavities. The light is isolated by Faraday isolators. The Faraday isolators can separate the reflected and transmitted light since the lights input from each side of the cavity have orthogonal linear polarization. The reflected light is received by radio-frequency photodetectors and quadrant photodetectors which are used to sense cavity length and alignment measurement. The transmitted light is monitored with photodetectors. In the test bench, the frequency and intensity stabilizing system is not implemented.

![Fig. 2. Optical design of the test bench. EOM, electro-static modulator; HWP, half wave plate.](image)

2.3. Mechanical design of the test bench

The schematic of the suspension system is shown in Fig. 3. In the test bench, there are two types of suspension system: optical bench and cavity mirror suspension system. They are designed to have resonant frequency less than \( \sim 1 \text{ Hz} \) for all considered modes.

The cavity mirrors are suspended with a double pendulum system. The first stainless beam is \( 10 \times 2 \times 2 \text{ cm}^3 \) and mass of 360 g. It is suspended by single tungsten wire with 10-cm long and 120-\( \mu \text{m} \) diameter. The mirror holder which contains the cavity mirror is suspended from one edge of the beam by two tungsten...
wires with 40-μm diameter. The mirror holder is made of aluminum and its mass is about 220 g. The mirror holder has plus shape to increase moment of inertia for yaw and pitch motion. To compensate the mass of the mirror holder, a the counter weight is attached on the other edge of the beam.

The optical bench is suspended with a single piano wire whose diameter is 150 μm and length is 25 cm via a coil spring with spring constant of $\sim 10^3$ N/m. The optical bench is an aluminum plate with thick of 1.5 cm and diameter of 30 cm. The total mass of the optical bench including optic on it is estimated to be about 15 kg.

The estimated resonant frequencies of the mirror and the optical bench suspension for each important mode calculated with a toolkit of 3D rigid-body modeling coded in Mathematica® in Refs. 9, 10 are shown in Table 1. For the mirror and the optical bench suspension, the mode in terms of the center of the mirror and aluminum plate are considered, respectively. Table 1 shows that the requirement is almost achieved.

![Diagram of suspension system](image)

**Fig. 3.** Schematic (upper panel) and CAD image (lower panel) of the suspension system of the test bench. Left and right panels show the mirror and optical bench suspension system, respectively. In the CAD image of the optical bench (d), the coil spring is not shown. For the mirror and the optical bench suspension, the mode in terms of the center of the mirror and aluminum plate are considered, respectively.
Table 1. Resonant frequencies for each mode of two suspension types. Mode name: L, longitudinal; T, translation; V, vertical; Y, Yaw; P, pitch; R, roll. Since the roll mode of the mirror does not matter due to the symmetry of the mirror, its resonant frequency is shown just for reference.

<table>
<thead>
<tr>
<th>Suspension type</th>
<th>L</th>
<th>T</th>
<th>V</th>
<th>Y</th>
<th>P</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
<td>0.02 Hz</td>
<td>1 Hz</td>
<td>0.5 Hz</td>
<td>0.1 Hz</td>
<td>0.05 Hz</td>
<td>(30 Hz)</td>
</tr>
<tr>
<td>Optical Bench</td>
<td>1 Hz</td>
<td>1 Hz</td>
<td>1.4 Hz</td>
<td>0.01 Hz</td>
<td>0.09 Hz</td>
<td>0.09 Hz</td>
</tr>
</tbody>
</table>

2.4. Local sensors and actuators

To measure the relative motion and angle between the cavity mirrors and optical bench, reflective photosensors and optical levers are used. The motion and angle of the optical bench in the inertial system of a ground is also measured with photosensor and optical levers. As actuators, conventional coil-magnet actuators are used. They are used to apply force between mirror suspension and optical bench and apply force to the optical bench from the ground. The latter simulates thrusters of space craft, such as cold gas or field-emission electric propulsion thrusters. Note that these sensors and actuators are not ones which will be used in (B-)DECIGO. However, they can be replaced by the real ones for the integration test of the whole (B-)DECIGO system in future.

3. Summary and outlook

In this article, we reviewed the experimental design of the test bench for DECIGO and B-DECIGO. Optical and mechanical systems which is essential part of the test bench has been designed. Construction of the test bench is on going and will be followed by demonstration of the DPDFPI with drag-free control.
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KAGRA is a new gravitational wave detector which aims to begin joint observation with Advanced LIGO and Advanced Virgo from late 2019. Here, we present KAGRA’s possible upgrade plans to improve the sensitivity in the decade ahead. Unlike other state-of-the-art detectors, KAGRA requires different investigations for the upgrade since it is the only detector which employs cryogenic cooling of the test mass mirrors. In this paper, investigations on the upgrade plans which can be realized by changing the input laser power, increasing the mirror mass, and injecting frequency dependent squeezed vacuum are presented. We show how each upgrade affects to the detector frequency bands and also discuss impacts on gravitational-wave science. We then propose an effective progression of upgrades based on technical feasibility and scientific scenarios.
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1. Introduction

The era of gravitational wave astronomy began with the first direct detections of gravitational waves from binary black holes and binary neutron star systems by Advanced LIGO and Advanced Virgo\textsuperscript{1,2}. Improving the sensitivity of these detectors enables more frequent detections and more precise source parameter estimation. To this end, there have been extensive studies to improve the sensitivity beyond the detector’s original design sensitivity.

Within LIGO Scientific Collaboration and Virgo Collaboration, there are ongoing effort to upgrade Advanced LIGO and Advanced Virgo detectors to A+\textsuperscript{3} and AdV+\textsuperscript{4}, respectively, by around 2024\textsuperscript{5}. The designed sensitivities of A+ and AdV+ are improved over that of Advanced LIGO and Advanced Virgo by roughly a factor of two. The improvement is in part realized by the coating thermal noise reduction either from the mechanical loss reduction of the coating material or from larger beam size. Also, broadband quantum noise reduction is expected by using a 300-m filter cavity to generate frequency dependent squeezed vacuum\textsuperscript{6,7}. Twofold broadband sensitivity improvement leads to eightfold increase in the detection rate, and halves the parameter estimation error.

KAGRA is another laser interferometric gravitational wave detector which is being built in Japan\textsuperscript{8,9} and plans to start observation jointly with Advanced LIGO and Advanced Virgo from late 2019. Compared with the other detectors, KAGRA has two technologically unique features: it is constructed at a seismically quiet underground site, and it uses sapphire mirrors at cryogenic temperatures to reduce thermal noise. Therefore, KAGRA has a unique potential to further improve its sensitivity, and upgrading KAGRA will require different approach compared with the other detectors.

In this paper, we discuss the prospects for the upgrade of the KAGRA detector. We start by describing possible technologies that can be applied for upgrading KAGRA and show that different technologies will improve the sensitivity in different frequency bands. We then discuss impacts on gravitational wave detections for each upgrade, and show possible strategy for the KAGRA upgrade in this decade.

2. Technologies for the KAGRA upgrade

The current design sensitivity of KAGRA is shown in Fig. 1. At low frequencies, the sensitivity is limited by the suspension thermal noise and the quantum radiation pressure noise. At high frequencies, the sensitivity is limited by the quantum shot noise. At the most sensitive band in the mid-frequencies, the sensitivity is limited by the mirror thermal noise, which mainly comes from the coating Brownian noise. Thanks to cryogenic cooling of the sapphire test masses to 22 K, the mirror thermal noise is smaller than Advanced LIGO and Advanced Virgo although the size of the test mass is smaller. However, the suspension thermal noise is higher since the heat extraction is done by the sapphire fibers suspending the test mass and it requires thick and short fiber (1.6 mm diameter, 35 cm long) for efficient heat extraction. The
quantum shot noise is also higher due to input laser power limitation for cryogenic cooling. Because of these features, KAGRA plans to use quantum non-demolition techniques such as the detuning of the signal recycling cavity and homodyne readout to reduce quantum noise in the most sensitive band at the cost of narrowing the detector bandwidth. Detailed discussion on the sensitivity optimization of KAGRA is given in Refs. 10, 11.

To improve the sensitivity of KAGRA, retuning of laser power and suspension parameters will help at certain frequency bands. Increasing the mirror mass and injection of frequency dependent squeezed vacuum are also promising ways to improve the sensitivity. In the following subsections, we will discuss the effect of each technology for the upgrade of KAGRA. We will then discuss longer term prospects for the upgrade which can be realized by combining multiple technologies in this decade. Example sensitivity curves of KAGRA upgraded with different technologies discussed below are shown in Fig. 2 (Left). The interferometer parameters and the dimensions of the suspension fibers to calculate these sensitivity curves are optimized with particle swarm optimization method described in Ref. 11. The sensitivity curve data are available at Ref. 14.

2.1. **Laser power and heat extraction**

The input laser power and suspension thermal noise is closely related in KAGRA since heat extraction is done by the suspension fibers. To improve the sensitivity at low frequencies, reduction of suspension thermal noise is necessary. This can be done by changing the suspension fibers to thinner and longer ones since suspension thermal noise scales with $d_f^2/l_f$, where $d_f$ and $l_f$ are the diameter and the length of the fiber, respectively. However, this will result in larger shot noise because the heat extraction efficiency will be less and maximum input laser power allowed will be...
Fig. 2. (Left) Example sensitivity curves for the upgrade of KAGRA using different technologies. LF: Lower input power plan to focus on low frequency. HF: Higher power plan with frequency independent squeezed vacuum to focus on high frequency. 40kg: Sensitivity with increased mass of the test masses from 22.8 kg to 40 kg. FDSQZ: Sensitivity with the injection of frequency dependent squeezed vacuum generated with a 30-m filter cavity. Longer term: Example of longer term upgrade plan combining multiple technologies. Sensitivity curves for A+ and AdV+ are also shown for comparison. (Right) The horizon distance of example KAGRA upgrades for equal-mass, nonspinning binaries. The horizon distance shows the maximum distance at which gravitational waves can be detected with signal-to-noise ratio of more than 8.

less. Similarly, higher laser power to reduce shot noise at high frequencies require thicker and shorter suspension fibers, which will result in larger suspension thermal noise.

The LF curve shown in Fig. 2 is an example curve which the sensitivity at low frequencies is improved by lowering the laser power at the beam splitter from 673 W to 5 W. This plan requires higher detuning of the signal recycling cavity to reduce quantum noise at around 20-30 Hz. The suspension thermal noise peak at 31 Hz in the original KAGRA design sensitivity comes from the vertical motion of the intermediate mass suspension. Therefore, to remove this peak from the low frequency band, the LF plan also requires heavier intermediate mass with thinner and longer suspension wires. The interferometer parameters are optimized to maximize the inspiral range of 100 $M_\odot$ - 100 $M_\odot$ binary in the detector frame.

The HF curve shown in Fig. 2 on the other hand focuses on the high frequencies by increasing the laser power at the beam splitter to 3400 W. It also assumes the injection of frequency independent squeezed vacuum to further reduce the shot noise. Here, 6 dB of detected squeezing at high frequencies is assumed. The interferometer parameters are optimized to minimize the sky localization error of GW170814-like binary neutron stars.

2.2. Increasing the mirror mass

Increasing the mass of the test mass generally improves the sensitivity since the suspension thermal noise and quantum radiation pressure noise scales with $m^{-3/2}$ and $m^{-1}$, respectively. The coating thermal noise also can be reduced since larger
mirror allows larger beam size on the mirror. Assuming both the aspect ratio of the mirror and the ratio of the beam diameter to the mirror diameter to be the same, the coating thermal noise scales with $m^{-1/3}$.

The 40kg curve shown in Fig. 2 is an example sensitivity with the mirror mass increased from 22.8 kg to 40 kg. Considering the design inside the current KAGRA cryostat, 40 kg would be the size limit without changing the cryostat drastically. The interferometer parameters are optimized to maximize the inspiral range of $1.4 M_\odot$-$1.4 M_\odot$ binary. We note here that coating thermal noise reduction by larger beam size is assumed but smaller mechanical loss of the coating material is not assumed in the sensitivity calculation to show a feasible plan.

Interestingly, increasing the mirror mass result in the sensitivity improvement only at mid-frequencies where coating thermal noise dominates. This is because heavier mass requires higher laser power to keep the frequency $f_{\text{SQL}}$ where quantum noise reaches the standard quantum limit to be the same. In case of KAGRA, $f_{\text{SQL}}$ should be as high as possible until the quantum noise reaches the coating thermal noise, if we want to maximize the inspiral range. This is because the frequency dependence of the standard quantum limit ($f^{-1}$) is larger than that of the inspiral signal ($f^{-2/3}$). Therefore, the laser power scales with more than $m$. Higher laser power requires thicker suspension fibers and in the end the suspension thermal noise is not much dependent on the mirror mass.

### 2.3. Frequency dependent squeezing

Injection of frequency dependent squeezed vacuum is a promising way to reduce both radiation pressure noise and shot noise, which can be done without increasing the mirror mass or the laser power. The $FDSQZ$ curve shown in Fig. 2 is an example curve which can be realized with 30-m filter cavity and 5 dB of detected squeezing at high frequencies. 30-m filter cavity can be constructed along the vacuum tubes of the signal recycling cavity. The interferometer parameters are optimized to maximize the inspiral range of $1.4 M_\odot$-$1.4 M_\odot$ binary.

As discussed previously, the input laser power should be increased for higher $f_{\text{SQL}}$ and this result in slightly worse suspension thermal noise. Also, injection of squeezed vacuum prefers no detuning of the signal recycling cavity. Therefore, injection of frequency dependent squeezed vacuum result in a sensitivity improvement at high frequencies.

### 2.4. Longer term prospects

As we have shown, applying only one of these technologies give sensitivity improvement at certain frequency bands. Combination of multiple technologies is necessary for broadband sensitivity improvement. The $Longer term$ curve shown in Fig. 2 is an example sensitivity for 5 to 10-year upgrade plan which can be realized with 100 kg mirrors, 30-m filter cavity and 3500 W of the laser power at the beam splitter.
The interferometer parameters are optimized to maximize the inspiral range of 1.4 $M_\odot$-1.4 $M_\odot$ binary. The situation is similar to FDSQZ plan, but because of larger test mass, suspension thermal noise and coating thermal noise are also reduced. In total, twofold broadband sensitivity improvement will be realized.

3. Science case study and discussion on strategic upgrade

Although combination of multiple upgrade components is necessary for the broadband sensitivity improvement, upgrades to the detector should be done in an incremental way. Which to be implemented at earlier stages depend on the technological feasibility and impact on gravitational-wave science.

Figure 2 (Right) shows the horizon distance of each example upgrade for compact binary coalescences. LF plan has the largest horizon distance above $\sim 200M_\odot$ in total mass, whereas 40kg plan has the largest horizon distance for smaller masses. We can say that LF has the highest probability of detecting the intermediate mass black holes (IMBHs).

Although the horizon distance is not great, HF plan gives the smallest sky localization error for binary neutron stars. The median of the sky localization error for GW170817-like binaries calculated with the same method described in Ref. 11 for LF, HF, 40kg and FDSQZ are 0.507 deg$^2$, 0.105 deg$^2$, 0.156 deg$^2$ and 0.119 deg$^2$, respectively. For the sky localization of 30 $M_\odot$-30 $M_\odot$ binary black holes, 40kg gives the smallest error. For constraining neutron star equation of state and for search for continuous waves from pulsars, HF and FDSQZ will be the best choices since the sensitivity from 500 Hz to 4 kHz is important for these studies. For the test of general relativity through inspiral-merger-ringdown waveform, broadband configuration such as FDSQZ and 40kg would be preferred.

From the technical feasibility point of view, LF has the largest uncertainty since there are many kinds of low frequency excess noises other than the fundamental noises discussed above, such as scattered light noise, vibration noise from cryocoolers, interferometer controls noise etc. 40 kg test mass would be feasible in next few years, but even larger mirror is required for longer term upgrade. Considering that higher power laser source and squeezed vacuum source are required also for longer term upgrade, implementing these as a first step to focus on high frequency sensitivity improvement would be a strategy for the upgrade. HF plan is also attractive in that it might be able to do original science because HF has better sensitivity at high frequencies than A+ and AdV+.

4. Summary

Upgrading KAGRA requires simultaneous tuning of the parameters related to thermal noise and those related to quantum noise since the heat extraction is done through the fibers suspending the test mass mirrors. We showed that shifting the
detector frequency band of KAGRA is possible by changing the input laser power. We also showed that increasing the mirror mass and injection of frequency dependent squeezed vacuum will improve the sensitivity at mid-frequencies and high frequencies, respectively. Considering the technical feasibility and impact on the detection of gravitational waves, possible strategy for upgrading KAGRA would be to focus on high frequency improvement with higher laser power and squeezed vacuum injection for near term. In a longer term, broadband twofold improvement with frequency dependent squeezed vacuum injection and heavier mirror would be realized.

In this study, improvements in the coating, increased heat conductivity of the suspension sapphire fibers and reduced heat absorption of the sapphire mirror are not considered. More detailed investigations and other possibilities of the upgrade will be reported elsewhere.
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We demonstrated a cryogenic mirror suspension for a gravitational detector, KAGRA,
and evaluated several performances such as cooling time and damping control. Cooling
mirrors is promising technique for reducing the mirror thermal noise that fundamen-
tally limits sensitivity of current ground-base gravitational-wave detectors around 100
Hz region. Cryogenic technology for mirror suspensions is therefore essential for fur-
ther improvement of detector sensitivity beyond the 2nd generation detectors such as
aLIGO, aVIRGO, and KAGRA. In this paper, current status of KAGRA cryopayloads
is discussed.
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1. Introduction

The first direct detection of gravitational waves (GW) were achieved in 2015, and
more than 10 GWs are detected during LIGO-VIRGO observation run 1 and 2 by
LIGO Scientific Collaboration and Virgo Collaboration. These discoveries yield
fruitful knowledge on our universe and open a new window of GW astrophysics and
astronomy. For promoting them, it is crucial to construct a global network of GW
detectors with sufficient high sensitivity such as KAGRA and LIGO-India.

KAGRA is an interferometric GW detector located at Kamioka-mine in Japan.
Two key features of KAGRA are using underground site for reducing seismic noise
and cooling mirrors for mitigating thermal noise. KAGRA experienced two test
runs called i-KAGRA operation in 2016 and bKAGRA phase1 operation in 2018,
which are the first underground km-scale interferometer operation and km-scale
cryogenic interferometer operation, respectively.

It is a promising method to use cooled mirrors in order to reduce thermal noise,
which fundamentally limits sensitivity of laser interferometric gravitational-wave
detectors at room temperature such as aLIGO and aVIRGO. So, it is quite im-
portant to apply cryogenic technique to GW detectors for developing the further
sensitive GW detectors like LIGO Voyager and Einstein Telescope.

2. KAGRA cryogenic payload

2.1. Overview

Sapphire test masses of KAGRA are suspended by 13.5-meter 9-stage suspensions
(Type-A suspensions), which consist of 5-stage room-temperature suspension
(Type-A tower) and 4-stage cryogenic suspension (cryogenic payload). Stages of
the cryogenic payload are platform, marionette, intermediate mass, and mirror from the top and there are corresponding recoil masses except for the platform. The intermediate mass has four sapphire blade springs and the mirror is suspended from them with four sapphire fibers. Since the sapphire fiber is too thick to make a loop, sapphire fibers are hooked on sapphire ears bonded on the side of the mirror.

To actuate angular and translational motions of mirrors, there are 6 coil-magnet actuators on both marionette stage and intermediate mass stage, and 4 on test mass stage. To sense the local motion of the mirror, three kinds of local sensors are installed: optical levers (OLs) for mirror and marionette, length-sensing optical lever for mirror and reflective-type photosensors (PSs) for intermediate mass and marionette stages. These actuators and sensors are utilized for mirror alignment, local damping control, and interferometer operation.

2.2. Sapphire mirror

Hydroxide catalysis bonding (HCB) method is used for bonding the ear to the mirror because it is strong enough to support the mass at cryogenic temperature and not low-Q bonding to introduce additional thermal noise. To mitigate a coupling between longitudinal and pitch motion, the position of the sapphire ears should be 48 mm below the center of gravity of sapphire mirrors. It is also important to bond the ears to the center of the mirror along the optical axis to reduce coupling.

Fig. 1. Schematic view of the Type-A suspension and cryogenic payload.
between vertical and pitch motion. Coordinates of mirror shapes and ear position are shown in Fig. 2.

After bonding the sapphire ears to the mirrors, we measure the position of ears. Table 1 represents the measured result of the practical KAGRA mirrors.

After the confirmation of the ear positions, mirror stores for one month to promote chemical reaction of HCB. Then, tests of the ear strength are performed for one week. All the mirror for KAGRA were already passed these processes and delivered at Kamioka-mine.

![Fig. 2. Coordinates of mirror shapes and ear position.](image)

Table 1. Summary of the mirror shapes and ear positions of KAGRA sapphire mirrors. Precision of the measurement is 50 \( \mu \text{m} \) for length and 0.1 degrees for angle.

<table>
<thead>
<tr>
<th>Mirror</th>
<th>Diameter (mm)</th>
<th>Thickness (mm)</th>
<th>( d_R ) (mm)</th>
<th>( d_L ) (mm)</th>
<th>( h_R ) (mm)</th>
<th>( h_L ) (mm)</th>
<th>( \theta ) (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITMX</td>
<td>220.34</td>
<td>150.12</td>
<td>35.03</td>
<td>35.02</td>
<td>48.27</td>
<td>48.38</td>
<td>36.0</td>
</tr>
<tr>
<td>ITMY</td>
<td>220.30</td>
<td>150.32</td>
<td>35.29</td>
<td>35.25</td>
<td>48.48</td>
<td>48.37</td>
<td>36.0</td>
</tr>
<tr>
<td>ETMX</td>
<td>220.28</td>
<td>149.96</td>
<td>35.09</td>
<td>35.05</td>
<td>48.03</td>
<td>48.08</td>
<td>36.0</td>
</tr>
<tr>
<td>ETMY</td>
<td>220.34</td>
<td>149.57</td>
<td>34.83</td>
<td>34.82</td>
<td>48.25</td>
<td>48.10</td>
<td>36.1</td>
</tr>
</tbody>
</table>

3. Installation of cryogenic payloads

Once the mirrors are delivered to the Kamioka-mine, they are suspended by cryogenic payloads and installed to KAGRA cryostats. Since the height of whole Type-A suspension is too large to install at once, Type-A towers and cryogenic payloads are installed individually and connected with 3.3-meter maraging-steel rod after each installation (Fig. 3).

All the electrical cables on cryogenic payloads are connected from the top of Type-A tower and fixed along each stage of Type-A suspension to avoid vibration.
injection through the cables. On the other hand, heat conductors for cooling is
directly connected to a marionette recoil mass to cool the suspension effectively.
Therefore, the material of the heat conductors is extremely pure aluminum that
can balance high thermal conductivity with low stiffness to reduce vibration due to
heat connection.

The first KAGRA cryogenic payload was suspended in November, 2017 and the
last one was suspended in February, 2019.

4. Cooling

A cryogenic payload of the ETMY was cooled during the bKAGRA phase1 and the
sapphire mirror reached 18 K. It takes almost one month to be a steady state, which
is almost as we expected. Details are discussed in a paper.6

5. Angular motion

Mirror angular motion should be small sufficiently when we operate an interferometric
gravitational wave detector. Active damping control is therefore implemented
to the cryogenic payload during the bKAGRA phase1 operation. Figure 4 shows
typical angular motion of the sapphire mirror with and without damping control of
the cryogenic payload.

Yaw motion of the suspension could be reduced from the RMS of 4.4 \( \mu \text{rad} \) to
that of 1.2 \( \mu \text{rad} \). However, pitch motion of the suspension increased from the RMS
of 0.18 $\mu$rad to that of 1.0 $\mu$rad due to the actuator coupling between yaw and pitch motion. This large coupling is due to the rubbing of the electrical cables, such as actuators, thermometers, and sensors, between room temperature suspension and the platform.

Residual RMS of the angular motion is limited by several peaks around 0.2 Hz. These peaks are also due to the rubbing. This rubbing issue was solved after bKAGRA phase1 operation by tying cables to the suspension wires. So, our current suspension has no peak around there.

6. Summary and Future

All KAGRA sapphire mirrors were ready and already suspended by the Type-A suspension. Initial cryogenic suspension had some issues, especially on the angular motion of the mirror. However, these problems have been already solved and current cryogenic payload performance is quite stable.

All suspensions have been already installed, and all vacuum chambers were evacuated in April, 2019. At the beginning of May, the final sapphire mirror started to be cooled, and the facility construction of KAGRA was completed. So, we are ready to start full-fledged commissioning. LIGO and VIRGO Observation run 3 has already started from April, 2019, and we are promoting interferometer commissioning to join the O3.
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We present some preliminary results of our work about the close encounter of binary stars hosting planets on S-type orbits with the Sgr A* supermassive black hole in the center of our Galaxy.
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1. Introduction

Tidal breakup of binary stars passing close to a supermassive black hole (SMBH) in the center of galaxies may lead to the capture of one star around the SMBH (S-star) and the ejection of its companion as a hypervelocity star (HVS) (Hills mechanism). HVSs are fast-moving B-type main sequence stars observed in the Galactic halo at distances 50-120 kpc from the Galactic Center. Some of them moving at extremely high velocities, i.e. they are not gravitationally bound to the Galaxy. The first observation of HVSs was in 2005, a $3M_\odot$ main-sequence star, leaving the Galaxy with a heliocentric radial velocity of $853 \pm 12$ km$s^{-1}$. HVSs that are originated from the Galactic Center can be used to constrain the Milky Way (MW) dark matter halo mass distribution since their orbits are completely determined by the MW potential. A 3-4 $M_\odot$ star could be accelerated to such high velocities due to a close encounter with a relativistic gravitational potential. So far, various mechanisms, as a result of close encounters with the relativistic potential well, have been proposed to study the ejection of HVSs. Yu & Tremaine suggested a three-body interaction between a single star and a binary black hole (BBH). In this scenario, Sgr A* is assumed to be one component of a BBH. HVSs may also have been produced as a result of the interaction between stars within 0.1 pc of the Sgr A* black hole (BH) and a cluster of stellar-mass BHs that have segregated to that region. Furthermore, the close interaction between a massive, orbitally decayed, globular cluster and the SMBH can give rise to ejection of some stars in the cluster as HVSs.

Over the last decade monitoring the central arcsecond (< 0.05 pc) of the MW by two groups of researchers, a shows the presence of both population of early-type and late-type stars (about 40 bright stars), the so-called S-stars. Unlike HVSs, S-stars are the most tightly bound stars which revolve around the SMBH residing in

---

*a* A group centered in the Max Planck Institute for Extraterrestrial Physics and a group at UCLA, California.

b-“S” stands for “(infrared) source”. 
the centre of the Galaxy (e.g., Schödel et al. 2002). Refs. 11, 12, 13, 14 acquired orbital parameters of the S-stars using high-resolution near-infrared observations. Their results show that such stars would have semimajor axes in the range ∼ 0.005 to ∼ 0.05 pc, masses in the range 3-20 $M_\odot$. Similarly to HVSs, these are also classified as main-sequence stars, mostly of spectral type B. That is to say, they might be the former companion of the HVS in Hills mechanism.

On another side, it is known that stars borrow planets around them, also when they are in binaries. Therefore, it seems interesting to study the interaction of binary stars hosting planets with the SMBH in the MW center. In this work, we investigate the orbital properties of the plunging binary stars and their fate together with that of their planets after close interactions with the SMBH in the Galactic Center (GC).

2. Computational Method

We performed a huge set of simulations using a regularized $N$-body algorithm, the AR-CHAIN integrator, which includes post-Newtonian corrections up to order 3.5 and properly modified (ARGdf code) to account for an analytic external potential and its dynamical friction. Assuming spherical symmetry for the inner galactic region, we considered as mass distribution model the sum of a Dehnen’s and a Plummer’s distribution.

For our simulations, we considered both the case of a non-spinning (Schwarzschild) and a spinning (Kerr) with the dimensionless spin parameter $\chi = 0.76$ SMBH with mass $M_\bullet = 4 \times 10^6 M_\odot$ initially placed in the origin of the reference frame. We assumed binary stars of 3 $M_\odot$ each revolving around each other on initial circular orbit with (initial) separation in the range $a_\star = 0.1 - 0.5$ AU. The mass value chosen is comparable to the mass of the first HVS observed. Each star has one planet initially at $a_p = 0.02$ AU from its host star with mass $m_p = 10^{-3} M_\odot$ (Jupiter-like planet). The center of mass of the binary star is assumed initially at 2000 AU away from the SMBH. We give the system a transverse (respect to the line joining the binary and the SMBH) initial velocity of 66.5 km s$^{-1}$. We run simulations at varying the inclination of the binary orbital plane respect to that of the motion of its center of mass; 0°, 90° and 180°. We vary also the initial orbital phase angle values of the binary ($\phi$) in the $0^\circ - 360^\circ$ range at steps of $15^\circ$.

<table>
<thead>
<tr>
<th>inclination (degrees)</th>
<th>$a_\star$ (AU)</th>
<th>$a_p$ (AU)</th>
<th>$m_\star$ ($M_\odot$)</th>
<th>$m_p$ ($M_\odot$)</th>
<th>$\phi$ (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1 - 0.5</td>
<td>0.02</td>
<td>3</td>
<td>0.001</td>
<td>0-360</td>
</tr>
<tr>
<td>90</td>
<td>0.1 - 0.5</td>
<td>0.02</td>
<td>3</td>
<td>0.001</td>
<td>0-360</td>
</tr>
<tr>
<td>180</td>
<td>0.1 - 0.5</td>
<td>0.02</td>
<td>3</td>
<td>0.001</td>
<td>0-360</td>
</tr>
</tbody>
</table>
3. Preliminary Results

When a binary star hosting planets, with our given parameters, is disrupted by the SMBH, stars and planets may eject as hypervelocity stars or hypervelocity planets (HVPs). In some cases, stars and/or planets may remain bound to the SMBH in highly eccentric orbits or are swallowed by it. In Figures 1 and 2 we sketch two possible examples for the fate of binary+planets system after a close interaction with a spinning SMBH.

The main aim of this work is to check conditions upon which binary stars borrowing planets around them can give rise to HVSs still keeping bound their planets even after the close interaction with the SMBH in the GC.

In Fig. 1, the initial semi-major axis of the binary star motion is 0.3 AU and the orbital plane inclination is 90°. After the first encounter, there is a break-up of the binary. One star is ejected keeping its planet bound (red line) and the former companion star starts revolving around the SMBH (magenta line) while its planet is ejected as HVP (green line). Fig. 2 refers to an initial separation of 0.1 AU for the two stars in the binary; again, the inclination of the plane is 90°. In this case, after the first encounter with the SMBH, the stars swap their planets, and one of the stars escapes the GC as HVS with the planet orbiting around it (green line). The companion star loses the planet after three passages around the SMBH (red line shows the three revolutions around the SMBH before they get separated); its planet ejects as HVP (blue line).
The following pie charts (Figs. 3 and 4) quantify the likelihood of different outcomes for the co-rotating and counter-rotating cases, after the binary star is broken up by the SMBH in our whole set of simulations. An intriguing aspect to examine, deepening the work by Fragione & Ginsburg, will be checking the detection chance of such HVPs around their hosting stars, with transit techniques.
4. Forthcoming Research

An immediate and natural future development of this work is enlarging the study to binary and triple systems hosting multi-planet systems. This would allow an estimate of the number of high-velocity wandering planets, other than providing an estimate of the background contribution of multiple small bumps of gravitational wave emission.
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We briefly describe and discuss the set-up of the project MOCCA Survey Database I. The database contains more than 2000 Monte Carlo models of evolution of real star cluster performed with the MOCCA code. Then, we very briefly discuss results of analysis of the database regarding the following projects: formation of intermediate mass black holes, abrupt cluster dissolution harboring black hole subsystems, retention fraction of black hole - black hole mergers, and tidal disruption events with intermediate mass black holes.
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1. Introduction

Recent high resolution observations of globular clusters (GC) provide a very detailed picture of their physical status and show complex phenomena connected with multiple stellar populations, binary evolution, black holes (BH) and the Galactic tidal field. Despite such great observational progress there are many theoretical uncertainties connected with the origins of GCs and their primordial properties. To bridge the gap between present-day observed star cluster properties and their properties at the time of cluster formation, we need to discriminate between different theories and models by means of numerical simulations of GC evolution. The best suited codes for such a task are N-body and Monte Carlo codes. In this paper we will describe results of Monte Carlo simulations done with the MOnte Carlo Cluster simulAtor - MOCCA, (and references therein) All those simulations were collected in a MOCCA Survey Database I, which then was analyzed from the point of view of properties and evolution of different kinds of BH populations.
2. MOCCA and MOCCA Survey Database I

The MOCCA code is a version of the Monte Carlo codes and can be considered as so-called ‘kitchen sink’ code, which is able to follow most physical processes important during star cluster dynamical evolution. The MOCCA code treats the relaxation process using the method described by Henon,\textsuperscript{13} that was significantly improved by Stodl"{o}kiewicz,\textsuperscript{25,26} and more recently by Giersz and his collaborators.\textsuperscript{10–12,17} (and reference therein). For stellar and binary evolution Jarrod Hurley’s BSE code is used,\textsuperscript{15,16} and for the scattering experiment John Fregeau’s Fewbody code.\textsuperscript{7} The realistic description of an escape process in a tidally limited cluster is done on the basis of the Fukushige & Heggie theory.\textsuperscript{8} The MOCCA code provides as many details as N-body codes. It can follow evolution and movement of particular objects. The MOCCA code is extremely fast. It needs about a day to complete an evolution of a real size globular cluster. So, instead of just one N-body model, hundreds or thousands models can be computed with different initial conditions. The MOCCA code is ideal either for dynamical models of a particular cluster or for large surveys.

The MOCCA Survey Database I\textsuperscript{2} contains about 2000 models of GCs with different initial masses, structural and orbital parameters. The brief description can be found on Fig. 1 and more details is given in Askar et al., Table I.\textsuperscript{2}

As it was pointed out by Askar et al.,\textsuperscript{2} it can be assumed that the MOCCA Survey Database I cluster models are more or less representative of the Milky Way GC population.
3. Intermediate Mass BH Formation in GCs

In the literature, so far, there were four possible groups of scenarios proposed for intermediate mass BH (IMBH) formation in GCs: Direct collapse of very massive Population III stars proposed by Madau and Rees,\textsuperscript{20} runaway merging of very massive MS stars in dense young star clusters, first discussed by Portegies Zwart et al.,\textsuperscript{23} accretion of the residual gas on stellar mass BHs formed from the first generation stars recently proposed by Leigh et al.\textsuperscript{19} and the scenario based on results of MOCCA simulations of evolution of dense stellar systems proposed by Giersz et al.\textsuperscript{12} In this scenario an IMBH is formed because of buildup of BH mass solely due to mergers in dynamical interactions and mass transfers in binaries. This scenario is a much expanded and refined scenarios proposed earlier by Miller & Hamilton\textsuperscript{21} and by Leigh et al.\textsuperscript{19}

In the MOCCA Survey Database I there were about 460 IMBHs formed out of 2000 models, and they formed even in very low N models, as small as consisting of 40000 objects. As it is described in detail in Ref. 12 there are generally two regimes of IMBH formation: 1) very fast an IMBH mass buildup (FAST) starting from the very beginning of the cluster evolution, which requires very large initial central densities. In a time of about one Gyr, an IMBH mass grows to up a few tens of thousands $M_\odot$, and 2) slow IMBH mass buildup (SLOW) starting later on in the cluster evolution, usually, around the core collapse. It requires rather moderate initial central densities, and masses of IMBHs are quite moderate, from a few hundred up to a few thousand $M_\odot$. The process of IMBH formation is highly stochastic. The larger the initial cluster concentration, the earlier, faster and with higher probability an IMBH will form.

Here is the detailed, slightly updated comparable to Ref. 12, description of the FAST and SLOW scenarios:

(1) SLOW and FAST formation scenarios;

(a) SLOW scenario - either a single BH is left after the early phase of SN explosions (SNe), or a single BH is formed via mergers or collisions during dynamical interactions, usually around the core collapse time. The central density has to be greater than about $10^5 M_\odot/pc^3$;

(b) FAST scenario - several dozen/hundreds BHs remain in the system after the early phase of SNe, and form a dense central subsystem. The central density must be extremely high, greater than $10^8 M_\odot/pc^3$, for an IMBH to form. Alternatively, all BHs are quickly and efficiently removed from the system via dynamical interactions. If at least one remains, then the SLOW scenario is followed;

(2) Initial mass buildup of IMBH progenitors:

(a) If the cluster density is large enough, the collisions between main sequence (MS) stars lead to formation of very massive MS stars, hundreds of $M_\odot$. If
such a star collides with a BH then a very massive BH (already an IMBH) is formed.

(b) If cluster density it is not large enough MS does not collide efficiently and stellar mass BH will be formed, because of stellar evolution and strong stellar winds.

(3) BHs are the most massive objects in GC, so they quickly form a binary via a three-body interaction;

(4) Further BH binary evolution is due to dynamical interactions with other binaries and stars, or because of gravitational wave radiation (GW):

(a) orbit tightening leading to mass transfer from MS/Red Giant/Asymptotic Giant Branch companions;
(b) exchanges and collisions, leaving the binary intact;
(c) total collisions during dynamical interactions or GW mergers - in this case, the binary is destroyed and only a BH is left;

(5) Newly created single BH quickly forms a new binary via another three-body interaction, which is further free to undergo subsequent dynamical interactions with other single and binary stars, and the process repeats. In this way, the BH mass steadily increases.

Total collisions are the most important ingredient of an IMBH formation in the SLOW scenario. In this way BH mass can steadily increase and BH binaries are not kicked out from the system due to dynamical three- or four-body interactions. That is the reason why IMBH formation is so stochastic in the SLOW scenario.

As it can be seen in Fig 2, there are clearly visible two channels of dynamical interactions leading to formation IMBH seeds: runaway MS star mergers and BH formation because of collisions with a BH, and runaway mergers and BH formation because of pure stellar evolution. The larger the cluster density the larger the maximum mass of runaway merged MS star and consequently the larger the BH mass (collision product of stellar mass BH and very massive MS star). Less dense models form lower mass BHs, which later in the course of evolution will substantially grow. Very massive BHs are preferentially formed for very dense models at the very beginning of the cluster evolution. We should here caution readers, the above picture relies on very uncertain properties and evolution of extremely massive MS stars formed in runaway collisions and on the amount of accreted mass onto stellar mass BH during collision with extremely massive MS star. Such collision is more similar to the common envelope phase than to direct collision of similar mass BHs and a MS stars, in which probably only small amount of mass can be accreted onto BH. We checked, that in the case of only 10% of accreted mass an IMBH is still formed, so the FAST scenario seems to work in real physical systems.

We would like to stress that the presented scenarios for IMBH formation in GCs, in particular the SLOW scenario, do not require any specific conditions, unlike
Fig. 2. Mass of just formed BH as a function of mass of MS star just before a supernova explosion. Open circles - formation of BH before 1 Gyr. Filled circles - formation of BH after 1 Gyr. The color bar on the right side shows the initial cluster central densities in \( M_\odot / \text{pc}^3 \).

other scenarios proposed in the literature. IMBH formation occurs solely via binary dynamical interactions and mass transfer in binaries. The FAST scenario is more probable to occur in galactic nuclei, or in extremely dense star clusters.

4. BH-BH Merger Gravitational Wave Radiation Kicks

We used Mocca Survey Database I to estimate GW kick retention fraction of BH-BH merger products. We found about 4500 such mergers. The amplitude of the GW recoil kick velocity depends on the spin magnitudes, degree of misalignment between BH spins and the binary angular momentum and on the BH mass ratio. The kick velocities were calculated according to Ref. 3 and final spins according to Ref. 24. We checked many different assumptions about the BH spins: random, constant equal to 0.5, or a function of metallicity and initial stellar mass. There are two classes of mergers: mergers in ‘primordial’ binaries (binaries which keep the same stars during the whole evolution), which have only small spin misalignments, and ‘dynamical’ mergers in binaries which were involved in strong interactions, e.g. exchanges or disruptions, for which spin directions were distributed randomly. The evolution of each BH was tracked. Each product of BH-BH merger, also a BH, was assigned with a recoil kick velocity. Merger products with velocities greater than the cluster escape velocity were removed from any further interactions. Those merger products that remained in the cluster were assigned with a modified spin value, computed according to Ref. 24, and could contribute to next generations of
BH-BH mergers. ‘Dynamical’ mergers were mainly mergers with IMBHs and have small mass ratio, so nearly 0.7 of them were retained in the system. For ‘primordial’ binaries the retention fraction seems to saturate at about 0.2. This is connected with the fact that most ‘primordial’ BH-BH binaries consist of low mass BHs, which according to Belczynski et al.\textsuperscript{6} have large spins. On average, we should expect that about 0.3 mergers will be retained in the system. This result does not strongly depend on the assumed initial BH spin distributions.

The retention fraction is a strong function of time. In the case of ‘dynamical’ mergers, it is changing from the initial values of 0.5-0.6, when the IMBH mass is still relatively small, and steadily increasing up to 0.9 in the later stages of the cluster evolution, when the mass ratios in IMBH-BH mergers drop down to 0.01 - 0.001 values. The retention fraction for ‘primordial’ binaries substantially increases after about 1 Gyr due to decrease of the mass ratio. It seems that first binaries with mass ratio close to 1 are merged and later on binaries with smaller and smaller mass ratios start to merge. The retention fraction for models with BH subsystems is very small and equal to about 0.1. This is because such models have relatively low concentration and low escape velocity. There is a clear correlation, the larger the cluster concentration the larger the retention fraction. Interested readers, we refer to the paper by Morawski et al.\textsuperscript{22} where they can find all details connected with this work.

We would like to stress that our results confirm analytic and semi-analytic results obtained earlier by many authors, but for the first time real simulation data was used to obtain the BH merger retention fraction and its dependence on the different cluster evolutionary scenarios and global cluster parameters. This approach is not fully self consistent, but it is the first step to fully integrate BH merger kicks in dynamical evolution of GCs.

5. Tidal Disruption Events with IMBHs

Formation of IMBHs in the MOCCA models and their subsequent mass buildup have to be connected with tidal disruption of star intruders, so called tidal disruption events (TDEs). We analyzed the MOCCA Survey Database I looking for disruptions of white dwarfs (WD), MS stars or other luminous stars. We found 344755 WD-IMBH type events, 750753 MS-IMBH type events and 42934 other-IMBH type events. The work is still in progress and we would like only to summarize briefly a very preliminary results. Most TDEs are formed in massive GCs with relatively small galactocentric distances. To form an IMBH in the FAST scenario a very large central density is needed. Such density can be achieved easily in massive GCs with small tidal radii (small galactocentric distances). Due to dynamical friction, some of such GCs will migrate towards to galactic center and merge with the nuclear cluster (NC). From that point, our models of GC evolution are no longer applicable. Interestingly, any TDE events associated with IMBHs hosted by those
Fig. 3. The TDE rates as a function of the GC age. Red lines - rates for WDs. Green lines - rates for WDs and MS stars. Dashed line - for all models, solid line - only for models which do not migrate to the galactic center. Top panel - TDE density rate \((Gpc^{-3}yr^{-1})\). Middle panel - TDE rate per GC \((Myr^{-1})\). Bottom panel - number of active GCs. Red dots - time when GC merge with nuclear star cluster, green dots - time when new IMBH is formed.

GCs would be observable in the galactic nuclei. In any case, in order to calculate the IMBH TDE rate in actual GCs we exclude from our computations those GC models that have fallen into the NC. In the Fig. 3 we show the TDE rates computed assuming that all TDEs outside the galactic center can be observed. Present day TDE rate density is smaller by factor of about 3–4 when the evolution of GCs in the galactic environment (in a Milky-Way type galaxy) is taken into account. Also the number of “active” GCs in which TDEs are happening is much smaller now than was, showing strong influence of galactic environment on the observed TDEs. Interestingly, IMBHs formed in the SLOW scenario are responsible for only a small fraction of possible TDEs. The obtained TDE rates are comparable to other theoretical estimates.

In the future work we are planning to populate galaxies in the local universe with MOCCA GCs models and estimate the local TDE rates.
Fig. 4. Evolution of the fraction of cluster bound mass as a function of time for tidally filling Mocca cluster models with 700000 objects (stars and binaries), $W_0 = 6$ and binary fraction equal to 0.95, for different tidal radii and SNe natal kicks mass fallback set to ON or OFF.

6. BH Subsystem and a Third Cluster Dissolution Mechanism

We used the Mocca Survey Database I to investigate the dissolution process for dynamically evolving star clusters embedded in an external tidal field, with focus on the presence and evolution of a stellar-mass BH subsystem. We argue that the presence of a BH subsystem can lead to the dissolution of tidally filling star clusters and this can be regarded as a third type of cluster dissolution mechanism, in addition to well known mechanisms connected with strong mass loss due to stellar evolution and mass loss connected with the relaxation process. As it can be seen in Fig. 4 for models with mass fallback ON (high BH retention fraction), the third process is characterized by abrupt cluster dissolution connected with the loss of dynamical equilibrium. The abrupt dissolution is powered by the strong energy generation from a massive stellar-mass BH subsystem accompanied by tidal stripping. We argue that such a mechanism is universal and should also work for tidally under-filling clusters with top-heavy IMF. Observationally, star clusters which undergo dissolution powered by the third mechanism would look as ‘dark clusters’ i.e. composed of stellar mass BH surrounded by expanding halo of luminous stars,\(^4\) and they should be different from ‘dark clusters’ harbouring an IMBH as discussed by Ref. 1. An additional observational consequence of an operation of the third dissolution mechanism should be larger than expected abundance of free floating BHs in the Galactic halo. Interested readers, we refer to the paper by Giersz et al.\(^9\) where they can find all details connected with this work.
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For the first time we detected microlensing events at zero latitude in the Galactic bulge using the VISTA Variables in the Vía Láctea Survey (VVV) data.9 We have discovered a total sample of \( N = 630 \) events within an area covering \( 20.7 \) sq. deg.11,12 Using the near-IR color magnitude diagram we selected \( N = 291 \) red clump sources, allowing us to analyse the longitude dependence of microlensing across the central region of the Galactic plane. We thoroughly accounted for the photometric and sampling efficiency. The spatial distribution is homogeneous, with the number of events smoothly increasing toward the Galactic center. We find a slight asymmetry, with a larger number of events toward negative longitudes than positive longitudes, that is possibly related with the inclination of the bar along the line of sight. We also examined the timescale distribution which shows a mean on \( 17.4 \pm 1.0 \) days for the whole sample, and \( 20.7 \pm 1.0 \) for the Red Clump subsample

Keywords: Gravitational lensing: microlensing — Galaxy: bulge — Galaxy: structure.

1. Introduction

Gravitational microlensing is a geometrical effect related to the apparent increase in the brightness of a background source by an object (lens) located sufficiently close to the line of sight.13 This effect is useful to detect objects independently of their intrinsic brightness, with a wide range of masses from planets to black holes.

The main surveys dedicated to detect microlensing events in the galactic bulge are the Massive Astrophysical Compact Halo Objects (MACHO),2 the Optical Gravitational Lensing Experiment (OGLE),16 the Microlensing Observations in Astrophysics (MOA),4 the Expérience pour la Recherche d’Objets Sombres (EROS),3 the Disk Unseen Objects (DUO),1 the Wise Observatory14 and the Korean Microlensing Telescope Network (KMTNet).7,8

Although a large number of events have been discovered, it is not possible to study the plane of the Milky Way (\( |b| < 2^\circ \)) with these optical surveys due to the
high extinction and crowding. However, the Galactic plane is especially interesting because, as the density of stars increases, we expect to find microlensing events in large quantities.\textsuperscript{19}

The only way to study the plane of the Galaxy is through observations in infrared bands. Motivated by this, we carried out the first systematic search of microlensing events at low latitudes using the \textit{VISTA Variables in the Vía Láctea Survey} (VVV).\textsuperscript{9} We analysed 14 VVV tiles (from b327 to b340) covering a large area within $-10.00^\circ \leq l \leq 10.44^\circ$ and $-0.46^\circ \leq b \leq 0.65^\circ$. The 3 innermost tiles (b332, b333 and b334) were published in Ref. 11. The other 11 tiles are presented in Ref. 12.

2. The VVV data

The \textit{VISTA Variables in the Vía Láctea Survey} (VVV)\textsuperscript{9} is an ESO public survey scanning the Milky Way bulge and adjacent section of the southern mid-plane in the near-infrared. Using the Visible and Infrared Survey Telescope for Astronomy (VISTA) 4-meter telescope located at ESO Cerro Paranal Observatory in Chile.
Fig. 2. Left: Examples of two typical microlensing event light curves. Right: Fits to all 630 microlensing events discovered between 2010 and 2015.

The area studied comprises $63 \times 10^6$ light curves for individual point sources and a multi-epoch campaign in the $K_s$-band ($K_s < 17.5$ mag) with $\sim 90$ epochs spanning six seasons of observations (2010–2015). The PSF photometry was carried out using DAOPHOT II/ALLSTAR package.\(^5\) The search procedure was done using the standard microlensing model, i.e., considering sources and lenses as point-like objects.

3. VVV Microlensing events

Initially we found 182 microlensing events in the three innermost tiles (b332, b333 and b334), with an excess in the number of events in the central tile and a relatively large number of long timescale events (with $t_E > 100$ days). We extended the sample in order to study in greater detail the behaviour along the Galactic longitude. The final sample consists of 630 microlensing events within $-10.00^\circ \leq l \leq 10.44^\circ$ and $-0.46^\circ \leq b \leq 0.65^\circ$. The complete sample is shown in Fig. 1 along with the OGLE and MOA events discovered during the same period. Fig. 2 shows all of the microlensing fits as well as two typical light curves. The animation that shows the microlensing events detected during the operation of the VVV survey is available online.\(^6\) In the upper panel an image of the studied area is shown and the flash corresponding to each microlensing event detected in their respective positions. The intensity of the flash is associated with the amplitude. In the lower panel this figure

\(^6\)https://www.youtube.com/watch?v=Uv0BEAKVSQo
is reproduced as a function of time. The different colors correspond to the tile of each event and therefore are related to its position.

The events show a homogeneous distribution, smoothly increasing in numbers towards the Galactic centre, as predicted by different models due to the high stellar density. Considering that we expect to find a smaller amount of microlensing events due to the extreme extinction and crowding, the increase in the number of events towards the center of the galaxy is expected to be even more peaked. Additionally, we found an asymmetry in the density distribution with a higher number of events (≈ 60%) at negative Galactic longitudes, this can be explained by the inclination of the bar along the line of sight.

Red Clump (RC) sources are low-mass stars that are burning Helium in the core. The study of the sources located in the RC is more reliable because they are more localised in the Color-Magnitude Diagram (CMD) and we can assume that they belong to the bulge. Consequently, using the near-IR Color-Magnitude Diagram we selected the Red Clump sources to analyze the longitude dependence of microlensing across the central region of the Galactic plane. Fig. 3 shows the CMD of the 14 VVV tiles along with the final sample of events. The red circles are the events located in the RC, corresponding to 46% of the sample (N = 291 events).

In order to study the timescale distribution it is crucial to implement an efficiency analysis. The photometric efficiency was performed using artificial star simulations for the RC stars. The incompleteness is severe as we approach to the

![Figure 3](image-url)

**Fig. 3.** Left: $K_s$ vs. $J-K_s$ color magnitude diagram for the 14 VVV tiles. The black circles are the microlensing sources, and the red circles are the red clump sources. Right: Efficiency corrected timescale distributions. The blue histogram is the distribution of the complete sample. The red histogram corresponds to the RC sources. Dashed lines show the best fit model of each histogram. The green shows the model proposed by Wegg et al. normalised to the peak of our distribution. Figure from Ref. 12.
Galactic center, reaching values close to 40%. The sampling efficiency is cadence and timescale dependent, and was computed using Monte Carlo simulations for each fixed representative timescales with random impact parameters and times of maximum magnification. Due to the different cadence among the 14 tiles studied we performed the efficiency for each tile separately. With this analysis we conclude that the VVV Survey is limited by the sampling efficiency and is more efficient discovering long timescale events than short timescale events due to the large time coverage but low and irregular cadence.

The efficiency corrected timescale distribution is shown in Fig. 3 for the complete sample and for the RC sources. The mean timescale is $17.4 \pm 1.0$ days for the complete sample and $20.7 \pm 1.0$ days for the RC sources, in agreement with previous results. We also examined the timescale distribution for different longitudes, obtaining a clear decrease in the mean timescales as we approach to zero longitudes. A similar trend was previously reported by Wyrzykowski et al. 2015 but at higher latitudes using OGLE data.

4. Summary

We detected $N = 630$ microlensing events in the plane of the Galaxy using the VVV data. We performed for the first time a longitude analysis across the central Galactic plane at $b = 0$ deg. The spatial distribution shows a peak in the center as expected, although it is asymmetric, with more events towards negative longitudes.

The efficiency analysis demonstrates that the VVV survey is successful in detecting long/intermediate timescale events in highly reddened areas. Short timescale events are harder to find due to the low cadence of the survey (nightly at best). Our results can be complemented with other near-IR surveys to study the event rate, such as the UKIRT microlensing survey, which is currently mapping the inner bulge with a higher cadence.

We computed the timescale distribution corrected by efficiency for the complete sample and RC sources. The distribution shows a peak consistent with previous measurements at higher latitudes in the bulge.

This study has many applications, from the study of the general behaviour of the complete microlensing population, to the study of specific events such as the events showing parallax effect, binary sources or lenses, as well as the very long timescale events which favor massive lenses (like black holes). Furthermore, the analysis at very low latitudes is useful to optimise the observational campaign for the Wide Field Infrared Survey Telescope (WFIRST) and to complement other recent near IR surveys.

In this context, the study of a larger area is warranted to increase the statistics and in turn cover common areas with OGLE and MOA in order to complete a panoramic coverage of the event rates in the inner regions of the Milky Way.
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We study the evolution of a massive primordial hard black hole binary (BHB) in small- and intermediate-size isolated star clusters, modelled as proxies of galactic open clusters (OCs), by means of direct \( N \)-body simulations. Some of our models show a significant hardening of the BHB in a relatively short time. Some of them merge within the cluster. The perturbation of stars around BHB systems is key to induce their coalescence. Under our assumptions, we estimate a BHB merger rate of \( R_{\text{mrg}} \sim 2 \, \text{yr}^{-1} \, \text{Gpc}^{-3} \). In some cases the BHB triggers tidal disruption events which, however, are not linked to the GW emission.
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1. Introduction

The Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo have detected five sources of GWs¹⁻⁴ corresponding to a system of BHB.

BHBs, can form either (i) in the field in isolation and via stellar evolution of a binary of two extended stars⁵ (ii) or via dynamical interactions in a dense stellar system⁶,⁷ Here we focus on the evolution of primordial stellar BHBs in low-mass star clusters. In such models the impulsive effect produced by the stochastic, large, fluctuations of the field felt by stars, whose amplitude over the mean field is of order \( \sqrt{N}/N \), can significantly affect the BHB dynamical evolution. This effect is also reflected in the two-body relaxation time scale which is short in such systems if compared for example to globular clusters. In addition, the relatively low number of stars of OCs gives the possibility to integrate the system upon a long evolution time without needing a rescaling of the results.

We shortly resume as follows the methods and results of the recent paper by Rastello et al. (2019).⁸

2. Method and Models

To study the BHB evolution inside its parent cluster, we used \texttt{NBODY7},⁹ a direct summation \( N \)-body code that integrates in a reliable way the motion of stars in stellar systems, with a careful treatment of strong gravitational encounters, taking also into account stellar evolution. We created four sets of simulations representing OC models at varying initial number of stars (Table 1, column 1). Each cluster is modelled assuming a Kroupa IMF and a Plummer density profile at virial equilibrium with a core radius \( r_c = 1 \, \text{pc} \), and solar metallicity (Z⊙). The OCs have
masses in the range 300 $M_\odot$ – 3000 $M_\odot$ (Table 1, column 2). For simplicity, we do not take into account primordial binaries. Then we assumed that each cluster host a primordial hard massive BHB composed by two BH of mass $M_{BH} = 30 M_\odot$ each) that is initially placed in the OC centre. The initial BHB semi major axis is 0.01 pc and we considered two initial eccentricities, $e = 0$ and $e = 0.5$ (Table 1, columns 3 and 4). To give statistical significance to the results we generated 150 different realizations of every model, which are denoted with names A00, A05, B00, B05, C00, C05, D00 and D05, where the letter refers to increasing $N$ and the digits to the initial BHB orbital eccentricity. All models were evolved up to 3 Gyr, which is about 3 times the simulated OC relaxation time.

<table>
<thead>
<tr>
<th>$N_{cl}$</th>
<th>$M_{cl}$ ($M_\odot$)</th>
<th>$a$(pc)</th>
<th>$e$</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>$3.2 \times 10^2$</td>
<td>0.01</td>
<td>0.0</td>
<td>A00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>A05</td>
</tr>
<tr>
<td>1024</td>
<td>$7.1 \times 10^2$</td>
<td>0.01</td>
<td>0.0</td>
<td>B00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>B05</td>
</tr>
<tr>
<td>2048</td>
<td>$1.4 \times 10^3$</td>
<td>0.01</td>
<td>0.0</td>
<td>C00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>C05</td>
</tr>
<tr>
<td>4096</td>
<td>$2.7 \times 10^3$</td>
<td>0.01</td>
<td>0.0</td>
<td>D00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>D05</td>
</tr>
</tbody>
</table>

3. Dynamics of the black hole binary

3.1. General evolution

Our simulations show the existence of three main evolutionary scenarios for the fate of the BHB because of the gravitational interactions (Table 2): (i) the binary shrinks, becoming harder; (ii) the BHB gains energy, increasing its semi-major axis and, finally, (iii) the BHB can be disrupted.

We can see that, typically, about 90% of all binaries shrink their semi-major axis as they evolve (Fig. 1), as one can expect upon the so-called Heggie’s law (softer binaries get softer while hard binaries get harder). In few of the studied cases, typically those of very low dense clusters (model A and B), the BHB becomes wider. Because of the initial choice of the BHB semi-major axis, gravitational encounters with other stars rarely ionise it, although we observe a few such events, typically below 7%.\(^8\) This ionisations happen in the interval between $\sim 5$Myr and $\sim 100$Myr, usually driven by the encounter of the BHB with a massive star ($\gtrsim 10 M_\odot$).\(^8\)

4. Sources of gravitational waves

4.1. Relativistic binaries

The fraction of BHB coalescences in our simulations is $\sim 3\%$. In particular, in low density clusters, model A and B, the percentage of mergers is quite low,
Fig. 1. Semi-major axis evolution in four of our simulations for initially circular and eccentric binaries.

Table 2. Percentage of BHBs (i) getting harder (col. 2); (ii) getting wider (col. 3) or (iii) break up (col. 4).

<table>
<thead>
<tr>
<th>Model</th>
<th>% Harder</th>
<th>% Wider</th>
<th>% Break up</th>
</tr>
</thead>
<tbody>
<tr>
<td>A00</td>
<td>89.1</td>
<td>7.9</td>
<td>2.9</td>
</tr>
<tr>
<td>A05</td>
<td>97.1</td>
<td>2.1</td>
<td>0.7</td>
</tr>
<tr>
<td>B00</td>
<td>92.5</td>
<td>2.7</td>
<td>4.8</td>
</tr>
<tr>
<td>B05</td>
<td>94.0</td>
<td>2.0</td>
<td>4.0</td>
</tr>
<tr>
<td>C00</td>
<td>93.6</td>
<td>0</td>
<td>6.4</td>
</tr>
<tr>
<td>C05</td>
<td>96.5</td>
<td>0</td>
<td>3.5</td>
</tr>
<tr>
<td>D00</td>
<td>94.2</td>
<td>0</td>
<td>5.8</td>
</tr>
<tr>
<td>D05</td>
<td>97.1</td>
<td>0</td>
<td>2.8</td>
</tr>
</tbody>
</table>

around 0.7%. As the mass (and the density) of the cluster increases, the number of relativistic mergers found is larger: 2.1% in model C00, 4.3% in C05 7.1% in D00 and 5.7% in D05. The majority of mergers occur in a time range between 5 Myr and 1.5 Gyr. As shown in Fig. 2, it is remarkable that the pericentre distances drop down to 7 – 8 orders of magnitude with respect to the initial value. The eccentricities fluctuate significantly, episodically reaching values very close to unity. We found that about 50% of the mergers are mediated by a three body encounter with a perturber star which is thus a fundamental ingredient for BHB coalescence in low dense star clusters. An example of such mechanism is discussed as follows.

4.1.1. A detailed example of a merger event

In order to check with accuracy the process of BHB coalescence upon perturbation, we followed the evolution of one of the allegedly merging BHB by mean of the few-body integrator ARGdf. Based on the ARCHAIN code, ARGdf includes a treatment of dynamical friction effect in the algorithmic regularization scheme, which models at high precision strong gravitational encounters also in a post-Newtonian scheme with terms up to the 2.5 order. We chose, at random, one of our simulations of the D00 sample to set initial conditions for the high precision evolution of a “pre merger” BHB considering its interaction with the closest 50 neighbours, number that we checked as sufficient to give accurate predictions at this regard.
Fig. 2. Time evolution of the BHB semi major axis, pericentric distance, and eccentricity (from left to right, respectively) of some representative coalescence cases.

Fig. 3. Left panel: triple formation, right panel: zoom of the three body interaction, bottom panel: BHB eccentricity evolution.
This integration is a clear example of the relevance of dynamical interactions with other stars. Fig. 3 (left panel) is a snapshot of the BHB evolution and the formation of a triple system with a perturber star. The BHB shrinks by interacting with such perturber, of mass 3.4 $\text{M}_\odot$, which is on a retrograde respect to the inner binary and with an inclination of 105° inducing an eccentric Kozai-Lidov mechanism. We note also a flyby star of mass 0.5 $\text{M}_\odot$ which interacts with the triple system (BHB & perturber). In Fig. 3 (bottom panel) we display the step-like increase of the BHB eccentricity, which is marked by the repeated interactions with the outer star. At any revolution of the perturber around the BHB we observe a step increasing of the eccentricity. On the contrary, this flyby is not sufficient to make a significant perturbation on the eccentricity evolution. Fig. 3 (right panel) sketches the evolution of the BHB latest orbits before the coalescence event. The plot in the rectangle is a zoom of the final part of the BHB trajectory (at its right side), spanning a length $\sim 10^{-7}$ pc. Therefore, in this particular case the triple system built up is the main ingredient that drives the BHB coalescence. A similar result is derived by Ref. 11 for low dense star clusters.

4.2. Gravitational Waves

In Fig. 4 we show the amplitude vs frequency of emitted gravitational waves for the case described in. 4.1.1 Using the last orbital parameters of the binary which correspond to the last integration made with $\text{ARGdf}$, we derive a coalescence time $T_{\text{mrg}} \cong 7$ yrs. We have set the luminosity distance to that of the first source detected by LIGO, $^1$ which corresponds to a redshift of about $z = 0.11$. As described by the work of Chen & Amaro-Seoane (2017), $^{12}$ only circular sources are audible by LISA, which is “deaf” to eccentric binaries of stellar-mass black holes that emit their maximum power at frequencies farther away from LISA. Hence, this particular source would only enter the Advanced LIGO detection band.

4.3. Merger Rate

We estimate the merger rate following the prescription in Rastello et al., 2019$^8$, Sec. 4.5, Eq. (3) and Eq. (4). Assuming the total number of OCs in our Galaxy and the number of Milky way-like galaxies within redshift $z = 1$, we obtain a merger rate $R_{\text{mrg}} \approx 2 \text{Gpc}^{-3} \text{yr}^{-1}$.

This estimate is however derived under the most favourable conditions, and thus represents the highest merger rate expected from low-mass OCs. Note that the BHB merger rate inferred from the first LIGO observations (GW150914) is in the range 2 - 600 $\text{Gpc}^{-3} \text{yr}^{-1}$. $^{13}$ Our BHB merger rate is consistent with those found in Refs. 11, 14, 15 for BHB mergers in Young Massive Star Clusters. Although BHB mergers originating in open clusters-like systems might be less numerous than those

---

$^a$An animation of the triple orbit and the eccentricity evolution is available at https://youtu.be/zk8waNtublk.
produced in massive star clusters, they would add a comparable amount to the BHB merger rate in the Universe because of their larger abundance.\textsuperscript{11,15,16}

4.4. Tidal Disruption Events

As a serendipity outcome in our simulations, we found that in a few cases, the BHB disruption is mediated by a star, which binds to one of the two BHB former components.\textsuperscript{8} The newly formed BH-star pair is characterized by a high eccentricity ($e > 0.9$) and a pericentre sufficiently small to rip the star apart and give rise to a tidal disruption event (TDE). Such events are however not linked to the BHB coalescence. In our models, TDEs involve either main sequence stars (MS), stars in the core He burning phase (HB) or in the early asymptotic giant branch (AGB) phase. Indeed, a component swap occurs in 28.5\% of the cases, with the new companion star being swallowed by the heavier BH. Our findings suggest that X-ray or UV emission from OCs can be the signature of the presence of BHs with masses as high as $20 - 30 \, M_{\odot}$. Following the indications in Ref. 8 we found a TDE rate of $\Gamma_{\text{TDE}} = 0.3 - 3.07 \times 10^{-6}\text{yr}^{-1}$ per MW-like galaxies in the local Universe.

5. Conclusions

We studied the evolution of a primordial massive black hole binary in low density star clusters, and we derived that: (i) in $\sim 95\%$ of the simulations performed, the BHB hardens (its semi-major axis reduces by 2 to 4 orders of magnitude) due to the repeated scatterings with flyby stars, while its eccentricity increases

Fig. 4. Characteristic amplitude $h_c$ of the first most important harmonics for the model of described in Sec. 4.1.1 at a luminosity distance of $D = 500$ Mpc.
significantly. This process takes place on a relatively short time-scale, \( \sim 1 \) Gyr; (ii) in \( \sim 1.2\% \) of the cases, instead, the perturbations induced by massive stars that occasionally approach the BHB make it wider; (iii) in the remaining \( \sim 4.8\% \) cases, the interactions with OC stars are sufficiently strong to break up the BHB.

In \( \sim 3\% \) of the models, the star-BHB interactions are sufficiently effective to drive the BHB coalescence within a Hubble time. We find that a crucial ingredient to induce the BHB to merge is the interaction with a perturbing star, whose individual action considerably shortens the merger time. In our simulations, we see mergers take place in a time ranging from 5 Myr to 2.9 Gyr. In a few cases, the merging binaries emit GWs from the \( 10^{-3} \) to the 10 Hz frequency band. This suggests that merging BHBs in OCs can, potentially, be seen both by LISA, \( \sim 200 \) yr before the merger, and LIGO, during the last phase preceding the merger.

Extrapolating our results to the typical population of OCs in MW-like galaxies in the local Universe, we found that the most optimistic merger rate for this type of BHB mergers in low-mass stellar systems is \( R_{\text{merg}} \sim 2 \) yr\(^{-1}\) Gpc\(^{-3}\), a value compatible with the rate expected for galactic nuclei, but smaller than that inferred for globular clusters and young massive clusters.

Finally, we found that tidal disruption events in OCs would occur at a rate \( \Gamma_{\text{TDE}} = 3.08 \times 10^{-6} \) yr\(^{-1}\) per MW-like galaxies in the local Universe.\(^8\)
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Nuclear Stellar Clusters are so dense stellar systems (containing up to 10^7 stars in few parsec radius) that their dynamics cannot be followed with the high precision, direct summation available N-body codes over a long integration time. Here we present the main idea of our new computational approach to study the dynamics of the MW NSC exploiting the facilities of the high precision hybrid parallelized code NBODY6++GPU. This strategy will allow us to study the evolution of the NSC over its 2-body relaxation time with an acceptable numerical effort by mean of a massive computational platform.
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1. Introduction

The Milky Way (MW) hosts a Super Massive Black Hole (SMBH) in its center, of mass of about M_{SMBH} ~ 4 × 10^6 M_☉ that is surrounded by a very dense stellar system: the Nuclear Stellar Cluster (hereafter MWNSC). The NSC is very massive (10^6 – 10^7 M_☉) and luminous (4.1 × 10^7 L_☉) with a half-light radius of ~ 4 pc. The density of the NSC is of the order of ~ 10^7 M_☉ pc^{-3}.

A peculiarity of all NSCs known is that they always contain an old stellar population (age > 1 Gyr), and most of them show also the presence of a young stellar population with ages below 100 Myr. This feature is probably connected with the NSC origin. According to the so called in situ model, NSCs consist mostly of stars formed (locally) from radial gas inflow into the galactic center. On the other hand the dry-merging scenario explains the origin of NSCs by massive clusters that migrated to the galactic center via dynamical friction and, further, merge to form a dense nucleus. Even if these models are still debated, there are many observational evidences which favor the dry merging model in case of dE galaxies and also in the case of the MW NSC.

The MW NSC is the one we know better because we are able to observe with high resolution resolving many of its stars, so it constitutes a wonderful “laboratory” to study many astrophysical processes in the innermost Galactic region, within the SMBH influence radius, such as Tidal Disruption Events (TDEs) and Extreme Mass Ratio Inspirals (EMRIs).
1.1. The Computational Challenge

Despite the large quantity of works regarding the formation of NSCs, in literature there is a lack of material concerning their subsequent evolution.\(^7,8\) This is mainly due to numerical problems because NSCs are so dense systems that their dynamics cannot be followed with high-precision, direct summation, available \(N\)-body codes.

The easiest way to model dense star clusters with a central massive black hole is the use of Fokker-Planck or Monte Carlo approaches, but these methods are severely approximated.\(^9\) Actually, to achieve high accuracy and reliable results, it would me much better resorting on direct \(N\)-body simulations. Thanks to the recent improvements of the available \(N\)-body codes, it was possible to perform direct \(N\)-body simulation up to one million of stars\(^{10}\) as done by Wang et al., (2016)\(^{11}\) for globular clusters, or Panamarev et al. (2018)\(^{12}\) for the Galactic centre, both using the code \texttt{NBODY6++GPU}.\(^{10}\) Nevertheless, \(N\)-body simulations of star clusters remains very time consuming. Considering individual time-stepping, the computational cost per crossing time depends on the number of steps per particle, which varies with different time-step control criteria as well as on the integration method and star cluster properties.\(^{10,11}\) Thus, an efficient parallelization of a direct \(N\)-body code is compulsory when dealing with large particle numbers. One of the best suitable codes for studying a very crowded star cluster as the MW NSC is \texttt{NBODY6++GPU}.\(^{10}\) Such code is an MPI parallelization of the standard \texttt{NBODY6} code apt to an accurate integration of the movement of many bodies. It is optimal for collisional systems, where long times of integration and high accuracy are both required. \texttt{NBODY6++GPU} is designed to work across multiple nodes and, on a supercomputer, it allows to perform \(N\)-body simulations up to one million of stars. Our simulation tests and our future production simulations run on the super-computing cluster JUWELS (developed by Forschungszentrum Jülich Supercomputing Centre, Germany) qualified as the best German computer in the TOP500 list of the fastest supercomputers in the world, with a 12.6 Petaflops/s peak. It is composed by 2500 nodes equipped with Intel Xeon CPUs (2 \(\times\) 24 cores) and 48 nodes hosting 4 NVIDIA Tesla V100 GPUs each.

In the following section we present our planned implementation of the idea of one of the authors of this paper (RCD) as numerical strategy aiming to cope with the problem of the study of the evolution of a NSC towards relaxation with a portable numerical method and avoiding a mere re-scaling of short simulation results.

2. Numerical Strategy

In spite of its speed and efficiency, the \texttt{NBODY6++GPU} cannot deal with a NSC that hosts more than \(\approx 10^7\) stars over many crossing times. So, some clever numerical strategy is needed which, at the same time, leads to a long term simulation run and a sufficiently high precision. A scheme of our “numerical approach” is shown in Fig. 1.
Fig. 1. Scheme of our approach (image is not to scale). The SMBH (central black circle) is surrounded by a light-blue region which corresponds to an NSC “sub-cluster” region, delimited by a (white) boundary. The magenta shell identifies the entire physical NSC. The (external) grey region refers to the external galactic components (nuclear bulge, bulge, halo and disk).

In the assumption of a “local” spherical symmetry in the NSC\(^a\) star distribution, for computational convenience we consider a “sub-cluster” region of the NSC (light-blue region in Fig. 1) which contains approximately \(N \sim 10^6\) stars (indicated in yellow in Fig. 1) which corresponds to the maximum number of stars that we can simulate with \texttt{NBODY6++GPU}. The boundary of the sub-cluster region is indicated by a white shell (Fig. 1) of radius \(r_b\). The sub-cluster region is initially sampled from a Plummer density profile of solar metallicity stars whose masses follow the Kroupa IMF. The number of primordial binaries is assumed to be 5% of the total number of nuclear cluster stars. Stellar evolution is considered as implemented in the standard \texttt{SSE} and \texttt{BSE} tools.\(^{13}\)

The entire NSC occupies the whole magenta sphere in Fig. 1. The dynamical role of stars which cross in or out the NSC region cannot be neglected to study the evolution of the entire NSC. Therefore to account for their contribute we developed a method described as follows:

- The boundary and the sub-cluster region are not physical limits and the stars can freely evolve across these regions. We keep track of the orbits of the stars that exit the sub-cluster region (moving through the magenta-ring) and re-enter either into the sub-cluster region or escape forever from it. This task is done by building up a proper boundary condition as described below.

\(^a\)Since we are interested in the secular dynamical evolution of the MW NSC towards relaxation, the initial conditions for the \(N\)-body simulation are constructed assuming the dry-merger formation of the MW NSC.
We exclude or continue to consider in our computation stars that, on the base of their mechanical energy, are so energetic that they likely cross with no return within the $r_b$ boundary or, being less energetic, would actually re enter the boundary. These latter, indeed, will likely spend a time $\Delta t$ out of the sub-cluster region before re enter it. So, they are dynamically important for the global evolution of the NSC and need to be properly taken into account.

The “re-injection” of any, $i$-th, of these stars is done by a suitable estimate of the re-enter time $t_{re,i}$. Actually, in the hypothesis that outside the sub-cluster region the potential is spherically symmetric, the $i$-th object individual energy per unit mass is

$$E_i = \frac{1}{2} \dot{r}_i^2 + \frac{1}{2} \frac{L_i^2}{r_i^2} + U(r_i)$$

(1)

where $L_i$ is the specific angular momentum (per mass), $r_i$ is the norm of the position vector of the $i$-th-star, $U(r_i)$ is the gravitational potential.

An estimate of $t_{re,i}$ is obtained by computing

$$\Delta t_i \equiv 2 \int_{r_b}^{r_{apo}} \frac{dr}{\sqrt{2E_i - \frac{L_i^2}{r_i^2} - 2U(r_i)}}$$

(2)

where $r_{apo}$ is the star apocenter distance off the sub-cluster region.

As known, the apocenter distance is solution for $r_i$ of the equation:

$$E_i = \frac{1}{2} \frac{L_i^2}{r_i^2} - U(r_i) = 0.$$  

(3)

After determination of $t_{re,i}$, we need to assign to the $i$-th-star a position and a velocity at the crossing of the boundary. We randomly derive the new position and the new velocity of the stars when it re-enters the boundary surface. In particular, in the acceptable assumption that the $i$-th-star feels out of the $r_b$ boundary only a smooth gravitational potential, we have that the norm of its velocity when it re enters the boundary is identical to the one when it exited. The orientation of the velocity vector at re-enter is done by extracting the velocity radial component ($v_{r,i}$) an inclination $-\pi/2 < \phi < \pi/2$ with respect to the plane tangent to the re-enter point on the boundary sphere.

• In our representation of the nuclear star cluster we need also to take into account stars that cross the boundary region coming from outside. If we have information on the distribution function $f(r,v)$ of the stellar system at the boundary we can use it to sample velocity and position of such stars. Such stars, whose masses are distributed according to the chosen IMF, are indeed “inserted” within the sub-cluster region assigning them a randomly chosen initial position on the boundary.
Since the MWNSC is not an isolated system but it is embedded in Galactic environment we need to take care also of the other Galactic components. In the case of the MW center we face the interesting co-evolution of the NSC and the central SMBH, whose presence strongly influences the dynamical evolution of the entire MWNSC. According to our strategy the central SMBH is modelled as a fixed point-mass (Kepler) potential, \( U_{BH} = -\frac{GM_{BH}}{r} \). The mass, \( M_{BH} \), of the SMBH is assumed 10% of the initial total mass of the NSC. Moreover, the central black hole is allowed to grow its mass via star capture within the accretion radius of. This is crucial when aiming to the study of events like tidal disruption of stars onto the central black hole.

The other, smooth, Galactic components are modelled as a Dehnen, a Miyamoto & Nagai and a logarithmic density profile, respectively, for the bulge, the disc and the halo.

In order to develop this numerical strategy we have modified the code NBODY6++GPU by implementing routines to add an external potential for central black hole and unresolved stellar component and to let escaping stars return. Results of ongoing numerical simulations will be published elsewhere.
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According to our current knowledge about physical and dynamical properties of the Milky Way-M31 system, it seems likely that these two galaxies will collide and eventually merge in a time very sensitive to initial conditions. Using the HiGPUs code, we have performed several numerical simulations to study the dynamics of the system, trying to define the role of indeterminacy in the present day observed relative velocities of the two galaxies and the time of the merger. At the same time, we have followed the dynamics of the two massive black holes sitting in the galactic centers, to check (within the space and time resolution limits of our simulation) their relative motion upon the completion of the galaxies merger process.
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1. Purposes of the work

In this work we aim to follow the evolution of the “binary” system composed by our own galaxy, the Milky Way (MW), and the nearby Andromeda galaxy (M31). Observational data are currently not sufficient to strictly constrain the dynamics of this interaction and, therefore, a wide range of scenarios for their future evolution are possible. In any case, almost all of them imply an eventual merger between the two galaxies in a time which is very dependent upon parameters of the simulation.

In our study we considered a set of initial conditions spanning a range of values of the tangential component of the relative velocity of the MW and M31. This allowed us to quantify how these differences affect the interaction. A particular subtopic of relevant interest is the motion of the two massive black holes (SMBHs) known to be present in the two galaxies central regions, with especial regard to the last phase of the galactic merging process, when the two SMBHs are expected to form a close binary system. The results we obtained so far for the evolution of their orbits during the galaxies interaction, are interesting but the present simulation resolution is not enough to represent the very final stage, down to what is called the “final parsec problem”.

2. Methods

For these simulations we have used the HiGPUs code, which performs direct \( N \)-body calculations exploiting a full parallelization on hybrid platforms (CPUs and Graphic Processing Units). So far, we have used a number of particles of order
3.2 × 10^4, aiming to extend resolution by reaching, at least, one million of particles. Initial conditions are obtained with the code “GSAM” (Galaxy SAMpler), written by Arca-Sedda et al. (2015), and able to generate star clusters models with different density distributions. In our case the two galaxies are modelled according to a King density profile.

We have performed three different simulations at varying the transverse velocity of Andromeda as seen by the MW, keeping unchanged the other parameters.

In Table 1 all the initial parameters, common to the three simulations, are shown.

### Table 1. Common initial conditions in the three simulations.

<table>
<thead>
<tr>
<th>Milky Way</th>
<th>Andromeda</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (M☉)</td>
<td>9.0 × 10^{11}</td>
</tr>
<tr>
<td>W₀</td>
<td>6</td>
</tr>
<tr>
<td>King radius r_₀ (kpc)</td>
<td>1.535</td>
</tr>
<tr>
<td>Relative radial velocity (km/s)</td>
<td>−120</td>
</tr>
<tr>
<td>Initial separation (kpc)</td>
<td></td>
</tr>
</tbody>
</table>

3. Preliminary results

Modelling the two galaxies orbital evolution, we could investigate how the merger time changes at varying the relative initial transverse velocity (V_{t0}), as summarized in Table 2. Our results show that the great uncertainty on this kinematical parameter makes the time of merger undetermined for a factor ∼ 80. Actually, a wide range of merger times are found in the literature: in some cases^4 a very low transverse velocity was reported (V_{t0} ≈ 17km/s), whereas in others^5 a value about 10 times larger, V_{t0} ≈ 164km/s. According to the most recent estimations^6 a reliable value seems V_{t0} ≈ 57km/s, but the level of uncertainty is still very large. For these reasons, our results are only indicative, as upper and lower limits. Moreover, in these present simulations the intergalactic medium (IGM) has not been considered, which, on its side, should act to reduce the time for the merger of the two galaxies.

### Table 2. Time of the merger for the three initial tangential velocities of M31.

<table>
<thead>
<tr>
<th>V_{t0} (km/s)</th>
<th>Time of the merger (Gyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>6.7</td>
</tr>
<tr>
<td>50</td>
<td>108.8</td>
</tr>
<tr>
<td>80</td>
<td>544.6</td>
</tr>
</tbody>
</table>
Figure 1 plots some snapshots of the merging process in the case with $V_{t0} = 50$ km/s: in the left panel we show the relative motion of only the two central SMBHs while, on the right, the two interacting galaxies are shown.

We have plotted in Fig. 2 the time evolution of the distance between the two SMBHs in the three cases of $V_{t0}$ examined. It should be noticed that, after the merger of their host galaxies, the two SMBHs keep orbiting around each other at almost constant distance (roughly circular orbit). The reason why the SMBHs binary does not experience a further shrink is due to the loss of efficiency of gravitational encounters, because, due to insufficient number of simulation particles, there are too few “stars” enclosed within the scale the two SMBHs are orbiting. This means that to reproduce satisfactorily the inner dynamics of the SMBHs binary we need at least a factor 10 larger $N$. 
Anyway, an interesting result is that the distance at which the binary stalls (around 300 pc) seems to be independent of the initial tangential velocity, because it likely depends only on $N$ and not on the other initial conditions.

4. Tentative Conclusions

This short note reports some of our current work on the dynamics of the future merging process of our Galaxy and Andromeda. Since the tangential velocity of Andromeda is not precisely constrained by observations, we decided to perform three simulations varying this parameter. Depending of this, we have found that the time of the merger results great. This is partly due to that in these preliminary simulations we did not consider the role of the intergalactic medium, which, according to some previous simulations\textsuperscript{3}, can speed up significantly the merger process, via dynamical friction.

The relative motion of the two central SMBHs shows a regular behaviour on a large spatial scale, but we should increase the resolution to extend reliably the study also to the innermost region of the new cluster formed after the merger. Actually, we are planning other simulations with larger values of $N$, extending the range of values for $V_{t0}$, and with the inclusion of the intergalactic medium dynamical friction effect.
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The recent detection of a binary neutron star merger by the LIGO and Virgo collaborations (LVC) and its corresponding electromagnetic counterpart from several astronomer teams marks the birth of multi-messenger astronomy1. Due to the size of the sky localization from a GW signal only, which can span tens to thousands of square degrees, there are significant benefits to rank the galaxies inside these large sky areas to maximize the probability of counterpart detection. Here we present a new procedure to query the galaxy catalogs, rank the galaxies and eventually define a prior for time allocation and scheduling algorithms.

1. Introduction

Multi-messenger astronomy demonstrated its scientific potential from the very first event observed via gravitational waves and via electromagnetic (EM) radiation, GW170817. The success of the observational campaign following GW170817 originates also from some lucky coincidences, beginning with the fact that this has been the closest event to Earth and with the highest signal to noise ratio (SNR) so far detected by the gravitational waves detectors. This helped significantly in localising of the source, as the skymap produced shortly after limited the area containing the source with 90% probability to just 28 deg2, instead of the usual hundreds or thousands deg2.

This typical large value of the 90% area of the skymap is due to the method used to identify candidates gravitational events using the coincident SNR to assign a value to the total SNR: the current strategy adopted by the pipelines used by LVC for online detection of a gravitational wave signal is to consider whether all the online detectors find a trigger with high SNR from the same template in each detector in a time window which is compatible with a gravitational wave traveling time between each other. While using the coincident SNR limits the computational costs and allows a quick identification of candidates events, it comes at the cost of neglecting some informations that could reduce the area of the 90% probability region.

Assuming that the triggers are due to a binary neutron stars gravitational wave signal coming from a certain galaxy, one expects to measure not only trigger times compatible with the traveling time of a gravitational wave between the detectors, but also coherence in phases and amplitudes of the signals recorded in each detector. The coherent SNR includes exactly these informations to assign a value to the total
SNR measured by the detectors network. Clearly, a full-sky search with coherent SNR is computationally more expensive than a full-sky search with coincident SNR, and therefore the latter is still currently preferred by the online detection pipelines.

Our idea is to use the coherent SNR only for a reduced number of points in the sky, identified by the galaxies inside the region at the 90% c.l. of the skymap produced by BAYESTAR, and subsequently rank the galaxies according to their value of coherent SNR. The computational costs are further reduced if we avoid to compute the matched filtering output for a template bank and use instead the SNR time series already produced by an online detection pipeline, such as the Multi-Band Template Analysis (MBTA) pipeline\(^2\).

In the following we report preliminary results from a “proof of concept” analysis performed with the LaL code lalapps\_cohPTF\_inspiral\_c\(^3\), that worked for us to test the viability of our approach.

2. Coincident and coherent SNR

Following the standard matched filtering theory, given the output of the detector \(i\), \(s(t) = n(t) + h(t)\), we assume that the noise \(n(t)\) is Gaussian and stationary and with power spectral density \(S_n(f)\) defined as
\[
\langle \tilde{n}(f) \tilde{n}^*(f') \rangle = \frac{1}{2} S(f - f') S_n(f).
\]
This is used to define the single detector inner product between two time series \(a(t_0)\) and \(b(t_0 + t)\),
\[
(a|b)(t) = 4R \int_0^\infty df \frac{\tilde{a}(f) \tilde{b}^*(f)}{S_n(f)} e^{-i2\pi ft}.
\]

The odds of a signal \(h\) being present in the data can be evaluated via the likelihood \(\Lambda_h(t) = \frac{P(s|h)}{P(s|0)} = e^{-\frac{(s - h|s - h)}{2}}\), and therefore the log-likelihood for the single interferometer takes the form
\[
\ln \Lambda_h(t) = (s|h)(t) - \frac{1}{2}(h|h)(t).
\]
This allows us to define the SNR time series for the waveform \(h\) as
\[
\rho_h^2(t) = 2 \ln \Lambda_h(t).
\]

Consider now to have two detectors, \(i\) and \(j\). What a typical online detection pipeline does in order to identify interesting candidates is to compute \(\rho_h(t)\) for each detector output \((s^i(t), s^j(t))\) and for every waveform template within a template bank. If the time series \((\rho^i_h(t), \rho^j_h(t))\) of the same template \(h\) exceed a fixed threshold \(\rho\) for times \((t_i, t_j)\) such that \(|t_i - t_j| \leq d_{ij}/c\), where \(d_{ij}\) is the distance between the detectors, then the pipeline denotes it as a candidate event with coincident SNR given by
\[
\rho_{\text{coinc}} = \sqrt{[\rho^i_h(t_i)]^2 + [\rho^j_h(t_j)]^2}.
\]

The coherent SNR can be defined from a straightforward generalisation to a multi-detector likelihood given by \(\ln \Lambda_h(t) = (s|h) - \frac{1}{2}(h|h)\), where we denote the
scalar product for multiple detectors $i$ as $(a|b) := \sum_i (a^i|b^i)$. Taking advantage of some peculiarities of the compact binaries coalescence signals we are interested into,\(^a\) we can obtain a simple expression for the coherent SNR as
\[
\rho_{coh}^2(t) = 2 \max (\ln \Lambda_0(t)) = (s|h_\mu) M^{\mu\nu}(s|h_\nu),
\] (5)
where $h_\mu^i$ are given by
\[
\begin{align*}
    h_1^i(t) &= F_+^i(\theta^i, \phi^i, \chi^i) h_0(t), \\
    h_2^i(t) &= F_\times^i(\theta^i, \phi^i, \chi^i) h_0(t), \\
    h_3^i(t) &= F_+^i(\theta^i, \phi^i, \chi^i) h_\pi^2(t), \\
    h_4^i(t) &= F_\times^i(\theta^i, \phi^i, \chi^i) h_\pi^2(t),
\end{align*}
\] (6)
$F_{+,\times}^i$ being the detector response functions to the plus (+) and cross (×) polarization components of the waveform.\(^b\) The matrix $M^{\mu\nu}$ depends only on the sensitivities and response functions of the detectors.

The computation of the matched filtering terms $(s|h_\nu)$ are responsible for most of the computational cost of the coherent SNR, but are precisely what MBTA computes for its independent task of online detection. Computing coherent SNR using MBTA output will simply consists in summing these time series, properly time-shifted depending on the galaxy within the skymap for which we want to estimate the coherent SNR.

3. Methods

We select about 90 gravitational wave sky localizations from Ref. 4 in which a triple detection is considered. The 90% confidence level for each probability skymap is build using the MOC (Multi Order Coverage map) method based on HEALPix sky tessellation.\(^5\) MOC is a multi-scale mapping based on HEALPix sky tessellation. It is essentially a simple way to map irregular and complex sky regions into hierarchically grouped predefined cells. Each MOC cell is defined by two numbers: the hierarchy level (HEALPIX ORDER) and the pixel index (HEALPIX NPIX). The NUNIQ scheme defines an algorithm for packing an (ORDER, NPIX) pair into a single integer for compactness.\(^6\) We compute the MOC region at a given probability level and subsequently, we query databases for retrieving objects whose position falls within this MOC map at 90% confidence level. The GLADE catalog is used in the analysis.\(^7\)

We compute the sky position of the maximum probability pixel defined by the BAYESTAR pipeline with the healpy package.\(^8\)

The values of component masses of the template with highest coincident SNR are passed to a script that prepares a single-template bank that is used for the...

\(^a\)The interested reader can find a detailed derivation in Ref. 9.

\(^b\)These are given in terms of $h_0$ and $h_\pi^2$ by $h_+(t) = A^1 h_0(t) + A^3 h_\pi^2(t)$, $h_\times(t) = A^2 h_0(t) + A^4 h_\pi^2(t)$. 
analysis. The template bank and the GPS times related to the each event are input of the function that computes the coherent SNR, lalapps\text{cohPTF}_\text{inspiral}, looping over the selected galaxies from the GLADE catalog cutting at 1-sigma distance reported in the image’s header\textsuperscript{3}.

4. Preliminary results

In a small fraction of our datasample (10 cases) the injection positions meet with the highest coherent-SNR values. This fact has motivated our investigation to set up a EM follow-up strategy. Two different strategies are planned to optimise a follow-up activity in a few minutes after the first rapid sky localization using the coherent SNR measured for the galaxies within the 90% c. l. The skymap tiling is performed by the GWsky tool\textsuperscript{10}.

4.1. Strategy for telescope with a large Field of View

We measure the sky distances between (i) the position of the injection and the position of the galaxy with the highest coherent SNR; Dist (inj - MAXsnr), with median = 6.6. (ii) the position of the injection and the maximum probability pixel; Dist (inj - MAXpix), with median = 9.7. The two distances are compared in Fig. 1. The distance Dist (MAXsnr - inj) is narrower. If the trend will be confirmed, the injection could be promptly imaged in a one/few tile(s) by centering the FoV telescope at the position of the maximum coherent SNR.

Fig. 1. Distributions of the angular distances between the true location of the injection and the pixel of maximum probability (green) or the galaxy with greatest coherent SNR (red). There is a mild indication of a better performance of our method.
4.2. Strategy for telescope with a small Field of View

We rank the coherent SNR from the highest value to the lowest value. The injection position in the rank is determined for testing. In 48 cases over 84 under examination, the galaxy target using the coherent SNR information captures the injection in a better position than galaxies localized in the confidence levels gradually growing. In Fig. 2, we show a case in which the injection is ranked at the position 3 using the coherent SNR scenario while in the contour plots approach it is localized at the 41\% c.l. in which 285 galaxies are distributed.

![Fig. 2](image)

Fig. 2. A particular case in which the injection is ranked at the position 3 using the coherent SNR scenario while in the contour plots approach it is localized at the 41\% c.l. in which 285 galaxies are distributed.

5. Conclusion

We are testing our method to ensure its validity for a very large sample and to verify if it could significantly decrease the allocated time for an EM follow-up activity (or in which special cases, if there are). At this stage, we note a positive trend when the coherent SNR approach (measured for each galaxy in 90\% c.l.) is applied to tile the skymap compared to the traditional contour-plot method provided in a rapid GW sky localization.

We are also preparing a separate code that implements this general algorithm on MBTA. Taking advantage of the matched filtering already performed by MBTA during the online search we expect to be able to obtain the rank of galaxies within few minutes from the trigger.
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A stochastic background of gravitational waves can be described basically as the superposition of several unrelated events, of cosmological or astrophysical origin. This is a generic definition: depending on specific cases the background can show a rich statistical structure, both in the space and time domain, and in principle several physical information of great interest can be extracted from it. I will discuss the features of this kind of signal, giving some details about how detection and parameter estimation procedures can be designed to obtain optimal performances.
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1. Introduction

A stochastic background of gravitational waves can be seen as a gravitational wave field which evolves from an initially random configuration, or equivalently as the result of a superposition of signals generated by many uncorrelated and unresolved sources.

Expected stochastic backgrounds can be of cosmological origin. They can be generated by several physical mechanisms in the early evolution of the Universe, such as inflation, phase transitions, cosmic strings. These are of great importance as they can carry information about early Universe1.

A background can be generated also by astrophysical sources2, such as for example compact binaries coalescences, supernovae, rotating neutron stars.

The stochastic background couples to a given detector which gives as an output a signal $s_i^A$, modeled by a stochastic process. This is really the sum of a contribution coming from the background $h_i^A$ and another given by the detector’s noise $n_i^A$, namely

$$s_i^A = h_i^A + n_i^A$$  \hspace{1cm} (1)

Here the capital index labels the detectors, and the lowercase one enumerate the data.

2. Detection

If we know the statistical properties of the stochastic processes $h_i^A$ we can evaluate the possibility of detecting a stochastic background3. We suppose that the noises $n_i^A$ are Gaussian stochastic processes. We do not make at this stage particular assumptions about the signals $h_i^A$: they are described by some probability density $p_h(h_i^A|\alpha)$ which depends by a set of parameters $\alpha$. Then the probability density for
observed data can be written as

\[ p_s(s^A; \alpha) = \mathcal{N} \int p_h(h^A; \alpha) \exp \left\{ -\frac{1}{2} [C_n^{-1}]_{ij} (s_i^A - h_i^A)(s_j^A - h_j^A) \right\} dh^A \]  

(2)

where \( C_h \) is the covariance array of the background. Using the Bayes theorem this can be converted to the probability density for the model parameters \( \alpha \)

\[ p_s(\alpha | s^A) = \frac{p_s(s^A | \alpha) p(\alpha)}{\int p_s(s^A | \alpha) p(\alpha) d\alpha} \]  

(3)

where \( p(\alpha) \) is the prior for these. This can be used to infer the properties of the background from the data. For example marginalizing over non interesting parameters we can get the joint probability distribution between the one we are interested to. It is also, at least in principle, the starting point to design a detection test such as

\[ \frac{\int p_s(s^A | \alpha; \mathcal{H}_1) p(\alpha) d\alpha}{\int p_s(s^A | \alpha; \mathcal{H}_0) p(\alpha) d\alpha} > \lambda \]  

(4)

where \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) are the hypothesis of presence and absence of a background. This approach is however not commonly used because it leads to quantities which are difficult to manage: a simpler strategy will be discussed in the following.

2.1. The Gaussian case

We give some details for a Gaussian stochastic background, which is the simpler to analyze. In this case

\[ p_h(h^A | \mathcal{H}_1) = \mathcal{N} \exp \left\{ -\frac{1}{2} [C_h^{-1}]_{ij} h_i^A h_j^B \right\} \]  

(5)

where \( C_h \) is the spectral covariance array of the stochastic background signal. The integral (2) can be computed explicitly in this case. However here we want to follow a different but almost equivalent approach. Given a network of detectors, we want to find a statistic of the form

\[ \hat{Y} = \int Q^{AB}(\omega) S^{AB}(\omega) d\omega, \quad S^{AB}(\omega) = s^{A^*}(\omega) s^B(\omega) \]  

(6)

with the best signal to noise ratio. We work in the frequency domain assuming a stationary background and we set \( Q^{AB} = 0 \) when \( B = A \). The signal to noise ratio is given (when \( C_h \ll C_n \)) by

\[ \frac{\langle \hat{Y} \rangle}{\sqrt{\langle \hat{Y}^2 \rangle - \langle \hat{Y} \rangle^2}} \simeq \frac{T \sum_{A \neq B} \int |\hat{Q}^{AB}(\omega)| C_h^{AB}(\omega) d\omega}{\sqrt{2T \sum_{A \neq B} \int |\hat{Q}^{AB}(\omega)|^2 C_n^{AA}(\omega) C_n^{BB}(\omega) d\omega}} \]  

(7)

where \( T \) is the observation time. This is maximized by choosing

\[ Q^{AB}(\omega) \propto \frac{C_h^{BA}(\omega)}{C_n^{AA}(\omega) C_n^{BB}(\omega)} \]  

(8)
The statistic of $\hat{Y}$ is a Gaussian one, and we can compute the false alarm probability for a given threshold $\lambda$ as
\[
P_{FA}(\lambda) = \int_{-\infty}^{+\infty} N(x; \mu_0, \sigma_0^2) dx = \frac{1}{2} \text{erfc}\left(\frac{\lambda - \mu_0}{\sqrt{2\sigma_0}}\right)
\] (9)

The detection probability can be obtained in the same way, by substituting the mean $\mu_0 = 0$ and the variance $\sigma_0$ of $\hat{Y}$ evaluated in absence of the signal with the analogous quantities $\mu_1$ and $\sigma_1$ evaluated when the signal is present. The detection probability for a given false alarm can now be written as
\[
P_D \simeq \frac{1}{2} \text{erfc}\left(\text{erf}^{-1}\left(2P_{FA}\right) - \frac{1}{2} \sum_{A \neq B} \int T \frac{|C_{AB}^{BB}(\omega)|^2}{C_{AA}^{AA}(\omega)C_{BB}^{BB}(\omega)} d\omega\right)
\] (10)

Note that $C_{AA}^{AA}$ is the noise power spectrum in the detector $A$. The detection probability increases with the square root of the measurement time, and is reduced when there is a loss of coherence between the detectors. This coherence is usually described by the overlap reduction function
\[
\gamma_{AB}(\omega) \equiv \frac{C_{AB}(\omega)}{\sqrt{C_{AA}(\omega)C_{BB}(\omega)}}
\] (11)

which depends on the separation and orientation of the two detectors.

3. Models

We can write the observed background as a superposition of modes in some specific basis, for example
\[
h_{ij}(\vec{x}, t) = \sum_P \int df \int d\Omega \ A_P(\hat{n}, f) e^{i\vec{n} \cdot \vec{x}} e^{i2\pi f c (\hat{n} \cdot \vec{x} - ct)}
\] (12)

where the amplitudes $A_P(\hat{n}, f)$ are modeled as stochastic variables. Here the sum is over the polarizations $P$ and the integrals over frequencies and directions of propagation. In this way the background is described by a (multivariate) probability distribution $p(A_P(\hat{n}, f))$ or equivalently by the amplitude’s moments (we can safely assumed the first order one to be zero)
\[
\langle A_P^k(\hat{n}_1, f_1) \cdots A_P^k(\hat{n}_k, f_k) \rangle \quad k = 2, \ldots
\] (13)

The coupling between the background and a detector is given by
\[
h^A(t) = D^A_{ij}(t) h_{ij}(\vec{x}^A(t), t)
\] (14)

Here $D^A_{ij}(t)$ is the detector tensor, which is time dependent because the orientation of the $A$-th detector can change with time owing to the earth’s rotation. The gravitational wave strain field is evaluated at the position $\vec{x}^A$ of the detector. Using Eq. (12) we get
\[
h^A(t) = \sum_P \int df \int d\Omega_n A_P(\hat{n}, f) D^A_{ij}(t) e^{i\vec{n} \cdot \vec{x}^A(t)} e^{i2\pi f t}
\] (15)
so we can associate a set of stochastic processes to the set of detectors.

If the amplitudes $A^{P}(\hat{n}, f)$ follow a (multivariate) Gaussian distribution, then the processes $h^{A}$ are completely described by

$$
C_{h}^{AB}(t, t') = \langle h^{A}(t) h^{B}(t') \rangle
$$

$$
= \sum_{P,Q} \int df \int d\Omega_{n} \int df' \int d\Omega'_{m} \langle A^{P}(\hat{n}, f) A^{Q}(\hat{m}, f')^{*} \rangle
\times D_{ij}^{A}(t) D_{kl}^{B}(t')^{*} \epsilon_{ij}^{P}(\hat{n}) \epsilon_{kl}^{Q}(\hat{m})^{*} e^{i \frac{2\pi}{\Omega}(\hat{n} \cdot \hat{x}^{A}(t) - \hat{m} \cdot \hat{x}^{B}(t'))} e^{i 2\pi (f - f')} \tag{16}
$$

On the typical time scale of observations, we can assume that the statistical properties of the background do not change. Under this assumption of stationarity we can write

$$
\langle A^{P}(\hat{n}, f) A^{Q}(\hat{m}, f')^{*} \rangle \equiv \Lambda^{PQ}(\hat{n}, \hat{m}, f) \delta(f - f') \tag{17}
$$

and we obtain

$$
C_{h}^{AB}(t, t') = \sum_{P,Q} \int df \int d\Omega_{n} \int d\Omega'_{m} \Lambda^{PQ}(\hat{n}, \hat{m}, f)
\times D_{ij}^{A}(t) D_{kl}^{B}(t')^{*} \epsilon_{ij}^{P}(\hat{n}) \epsilon_{kl}^{Q}(\hat{m})^{*} e^{i \frac{2\pi}{\Omega}(\hat{n} \cdot \hat{x}^{A}(t) - \hat{m} \cdot \hat{x}^{B}(t'))} e^{i 2\pi (f - f')} \tag{18}
$$

Note that this does not mean that the stochastic processes $h^{A}$ are stationary. The reason is that a non stationarity is induced by the motion of the detectors, which change their positions and their orientations owing to the earth’s rotation and revolution around the sun. If we neglect revolution, which gives an effect which is usually negligible, we can write

$$\hat{x}^{A}(t) = R(t) \hat{x}^{A} \tag{19}$$

where $R$ is a rotation matrix and

$$
C_{h}^{AB}(t, t') = \sum_{P,Q} \int df \int d\Omega_{n} \int d\Omega'_{m} \Lambda^{PQ}(R(t) \hat{n}, R(t') \hat{m}, f)
\times D_{ij}^{A}(t) D_{kl}^{B}(t')^{*} \epsilon_{ij}^{P}(\hat{n}) \epsilon_{kl}^{Q}(\hat{m})^{*} e^{i \frac{2\pi}{\Omega}(\hat{n} \cdot \hat{x}^{A}(t) - \hat{m} \cdot \hat{x}^{B}(t'))} e^{i 2\pi (f - f')} \tag{20}
$$

The simpler situation is when the background is isotropic and there are no correlations between different directions in the sky. In this case $\Lambda^{PQ}$ does not depend on the directions and is insensitive to the rotation of the detectors. By using the previous expressions to connect $C_{h}^{AB}$ to physical quantities we obtain

$$\Omega_{gw}(f) = \frac{1}{\rho_{c}} \frac{d\rho_{gw}}{d \log f} = \frac{4\pi^{2} f^{3}}{3 H_{0}^{2}} C_{h}^{AA}(f) \tag{21}
$$

where $\rho_{gw}$ is the energy density of the background and $\rho_{c}$ the present value of the critical energy density for closing the universe. In the same way it is possible to evaluate the overlap reduction function.
3.1. Non standard polarizations

General relativity predicts only two different polarizations for gravitational waves. But a general metric theory can have up to six independent polarizations.

In principle it is possible to disentangle these polarizations by using the signals of a network of detectors. The idea is that each polarization has a peculiar overlap reduction function, so it is possible to introduce the statistics

\[ Y^{AB}(f) = \frac{20\pi^2}{3H_0^2T^3} s^A(f)^* s^B(f) \]  

whose expectation values are connected to the energy densities of the different polarizations by the overlap functions

\[ \langle Y^{AB}(f) \rangle = \gamma_{AB}^P(f) \Omega_{gw}^P(f) \]  

The different contributions are obtained by inverting this relation.

3.2. Anisotropic backgrounds

It is possible to investigate an anisotropic stochastic background by exploiting the time dependence in Eq. (20). The basic idea is that contributions to the measured signal are modulated in phase and amplitude in a way which depends on the detector and on the direction. If we introduce on each detector a demodulation factor which is appropriate for a given direction, when we evaluate the correlation we wash out other contributions. In this way it is possible to reconstruct a map of the background intensity in the sky, with an angular resolution which scales as \( \lambda_{gw} d \), where \( d \) is the spatial separation between the detectors.

This can be seen as a solution of an inverse problem, and it comes out that at least three detectors are needed to remove the degeneracies.

3.3. Non Gaussian backgrounds

As we said in the introduction we can look at a stochastic background as a result of the superposition of many uncorrelated events. This is especially true for an astrophysical stochastic background, where the events can be for example coalescences of binary compact objects.

A key parameter that characterizes the background is the duty cycle for a given upper cut-off in the red shift parameter \( z \)

\[ D(z) = \int_0^z (1 + z') \tau \times \frac{dR}{dz'}dz' \]  

where the first factor is the observed duration of the event and the second the observed rate of events. When \( D \ll 1 \) the events do not overlap and can be detected separately. When \( D \gg 1 \) we are in the opposite situation, there is a very large overlap and the signal can be described by a Gaussian stochastic background.
The intermediate regime $D \sim 1$ is a peculiar one. It is not possible to resolve each event owing to the overlap, but the typical number of overlapped signals is not too large and the stochastic background is not a Gaussian one.

Several approaches have been elaborated in order to deal with this, details can be found in the literature\textsuperscript{9–13}.

4. Conclusions and perspectives

During the last years several kind of analysis have been applied to the data, attempting to detect a stochastic background of gravitational waves.

No detections have been obtained until now, but interesting upper limit exists\textsuperscript{14}. There are some promising candidates\textsuperscript{15,16} that hopefully will be detected when the final sensitivity of current advanced detectors will be reached.

In the next generation of detectors, with an improvement of one order of magnitude in sensitivity, it will be possible to test for non trivial models, to detect sub-threshold events as a background, and maybe to start a synergy with other kind of detectors using multimessenger strategies.
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The localization of Gravitational Wave (GW) sources, that is crucial in identifying their physical nature via the joint use of GW interferometers and other messengers (electromagnetic, neutrino, etc.), is mainly based on the observed delays between pairs of interferometers. Time-Frequency (TF) representations can be effectively used for GW detection and parameter estimation. In particular, it is possible to estimate the arrival time delay between the GW signals detected by two interferometers by suitably aligning the related TF maps. In this work we compare different TF representations and alignment techniques, by using numerical simulation based on recent public-domain GW data.
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1. Introduction

Direction of arrival (DOA) estimation is a crucial aspect of gravitational wave (GW) and multi-messenger astronomy. The DOA can be retrieved with high accuracy from the observed arrival-time delays \( d \) between the GW signals detected by different pairs of interferometers in a network of three or more non-colocated detectors.

Time-Frequency (TF) maps are tools of choice used for unmodeled transient GW signals affected by nonstationary disturbances of instrumental and/or environmental origin. The Constant Q-Transform (CQT)\(^1\), in several flavours (including Q, Omega and Omicron pipelines), is currently used in LIGO-Virgo Collaboration (LVC) data analysis. Among available alternatives, the Wigner-Ville (WV) distribution features the best localization/resolution properties\(^2\), but contains intermodulation artifacts, due to its bilinear nature. The Radial-Gaussian Kernel (RGK) \( \text{smoothed WV} \)\(^3\) removes these artifacts, that hinder the visual readability of the WV distribution, with minimal resolution loss. The main purpose of this paper is to evaluate the effectiveness of the TF maps in estimating the GW signals DOA. Due to the image-like structure of the TF maps, it is possible to use alignment techniques borrowed from image processing. In particular, we will test the Phase Correlation (PhC) method\(^4\) and the Lukasiewicz Triangular Norm (LTN) method\(^5\), both implemented with \text{sub-pixel} accuracy, by using numerical simulations.
2. TF Maps for Delay Estimation: CQT and WV

The CQT of a signal \( x(t) \) for a given value of the (so-called \textit{quality factor}) parameter \( Q \) is defined as follows:

\[
X_{CQ}(t,f,Q) = \int_{-\infty}^{+\infty} x(\tau)w(\tau-t,f,Q)e^{-i2\pi f\tau}d\tau.
\] (1)

The best performance (the finest time-frequency resolution) is achieved when \( w(\tau-t,f,Q) \) is a \textit{Gaussian window}, but this latter has infinite support. Therefore, in GW data analysis pipelines the so-called \textit{bisquare window} is used instead. For increasing values of \( Q \), the CQT has lower temporal resolution. This effect is evident also in Fig. 1, displaying two CQT maps of the GW150914 signal as received by the LIGO-Hanford interferometer\(^6\). Lower values of \( Q \) are therefore better suited for time delay \( d \) estimation.

The WV distribution of a signal \( x(t) \) is defined as follows

\[
W_x(t,f) = \int_{-\infty}^{+\infty} \tilde{x} \left( t + \frac{\tau}{2} \right) \tilde{x}^* \left( t - \frac{\tau}{2} \right) e^{-i2\pi f\tau}d\tau,
\] (2)

where \( \tilde{x}(t) = x(t) + iH[x(t)] \) is the analytic mate of \( x(t) \), \( H[\cdot] \) denoting the Hilbert transform operator.

The WV transform is a \textit{quadratic} representation and is affected by artifacts due to intermodulation (e.g. see Fig. 1). A possibility to solve this issue is to perform a smoothing procedure\(^3\). This amounts to computing the \textit{Ambiguity Function} (AF), i.e. the 2D-Fourier transform of WV distribution

\[
A(\xi,\tau) = \mathcal{F}[X_W(t,f)],
\] (3)

where \( \mathcal{F}[\cdot] \) denotes the \((t,f) \rightarrow (\xi,\tau)\) Fourier operator, and using a suitable kernel \( K(\xi,\tau) \) to produce a new TF representation, given by

\[
X_S(t,f) = \mathcal{F}^{-1}[A(\xi,\tau)K(\xi,\tau)],
\] (4)

where \( \mathcal{F}^{-1}[\cdot] \) denotes the \((\xi,\tau) \rightarrow (t,f)\) inverse Fourier operator. In particular a radially-Gaussian smoothing kernel can be used, that in the polar coordinates \((\rho,\theta)\), of the AF domain can be written:

\[
K(\rho,\theta) = \exp\left\{ -\frac{\rho^2}{2\sigma^2(\theta)} \right\}.
\] (5)

Note that the AF symmetry property \( A(-\xi,-\tau) = A(\xi,\tau) \) implies \( K(\rho,\theta + \pi) = K(\rho,\theta) \). Therefore we may determine \( \sigma(\theta) \) to maximize the energy content of the kernel-weighted AF subject to a volume constraint, namely:

\[
\max_{\sigma(\theta)} \int |A(\rho,\theta)K(\rho,\theta)|^2 \rho d\rho d\theta : \int |K(\rho,\theta)|^2 \rho d\rho d\theta \leq \alpha.
\] (6)

The smoothed version of the WV distribution is thus tailored to the actual (energy) distribution in the AF plane. In Fig. 1 we show the WV-based TF maps of the GW150914 signal, as received by the LIGO-Hanford detector\(^5\).
3. Delay Estimation

Consider two detectors that (disregarding the different directional gains) receive signals $x(t)$ and $y(t) = x(t-d)$ respectively, yielding the TF representations $|X(t, f)|$ and $|Y(t-d, f)|$. In practice, each TF map is evaluated at discrete times and frequencies, $(t_n, f_m) = (n/f_s, m/f_s)$, where $f_s$ is the sampling rate and $n$ and $m$ are integers such that $n \in [0, N-1]$ and $m \in [0, M-1]$, yielding a discrete 2D image $X \in \mathbb{R}^{N \times M}$, whose elements are $X(n, m) = |X(t_n, f_m)|$.

In this subsection we will present two techniques to estimate the delay $d$ by aligning the two discretized TF representations $X$ and $Y$ at subpixel level, so as to minimize the effect of TF discretization on the time delay estimation.

3.1. Phase Correlation

The first alignment technique is based on the well known Phase Correlation (PhC) method, using a subpixel accuracy version implemented in a computational efficient way. The 2D Discrete Fourier Transform (DFT) is denoted as $\mathcal{F}_{a \times b} \colon (n, m) \rightarrow (k, l)$, where $a \times b$ is the matrix dimension. Then, we compute the normalized cross-spectrum $S = \frac{\mathcal{F}_{N \times M}[Y] \circ \mathcal{F}_{N \times M}[X]^*}{|\mathcal{F}_{N \times M}[X] \circ \mathcal{F}_{N \times M}[X]^*|}$, where $S \in \mathbb{R}^{N \times M}$, and $\circ$, $\circ -$ denote element-wise (Hadamard) product and quotient, respectively. In order to implement a subpixel time shift estimator, $S$ should be embedded in a suitably larger matrix of zeros $0 \in \mathbb{R}^{\kappa N \times \kappa M}$, where $\kappa > 1$ is an integer. Therefore, the inverse DFT will be performed on a larger dimension to compute the cross-correlation matrix via

$$ R = F_{\kappa N \times \kappa M}^{-1}[S] \in \mathbb{R}^{\kappa N \times \kappa M}. $$

Finally, we seek the cross-correlation maximum location, i.e.

$$ (u, v) = \arg \max_{(n, m)} R_n, $$
yielding the time delay estimator (for \( \kappa N \) even, as usual)
\[
\hat{d}_{PhC} = \begin{cases} \frac{u}{\kappa f_s} , & u \in [0, \kappa N/2 - 1], \\ \frac{u - \kappa N}{\kappa f_s} , & u \in [\kappa N/2, \kappa N - 1]. \end{cases}
\] (10)

3.2. Lukasiewicz Triangular Norm

The second alignment technique considered in this work is based on Lukasiewicz Triangular Norm (LTN), selected for its simplicity and appealing properties\(^7\), and defined as
\[
T_L(x_0, y_0) = \max\{0, x_0 + y_0 - 1\}, \forall x_0, y_0 \in [0,1].
\] (11)

In order to implement a subpixel estimator, we interpolate the original TF map. To this end, we use the *bicubic interpolator*\(^8\), denoted as \(B_{a \times b}[]\), where \(a \times b\) is the dimension of the output matrix. Therefore, disregarding border effects, it is possible to define the estimator:
\[
\hat{d}_{LTN} = \frac{1}{\kappa f_s} \arg\max_u \sum_{k=1}^{\kappa N} \sum_{j=1}^{M} T_L (X_b(k,m), Y_b(k + u,m)),
\] (12)

where \(X_b(k,m)\) and \(Y_b(k + u,m)\) are elements of the interpolated matrices \(X_b = B_{\kappa N \times M}[X]\) and \(Y_b = B_{\kappa N \times M}[Y]\), respectively.

Note that it is possible to speed up the algorithm (otherwise rather slow) by finding a raw estimate of \(d\) without performing the interpolation step, and then refining it via the subpixel version in Eq. (12) by considering only values of \(d\) close to the raw estimate.

![Fig. 2. RMSE for different time delay estimators, namely \(\hat{d}_{PhC}\) (left plot) and \(\hat{d}_{LTN}\) (right plot). The blue dashed lines refer to the quantization error \(= 1/(f_s \sqrt{12})\). Other relevant parameters are the number of Monte Carlo trials \(N_{MC} = 100\) and the coefficient \(\kappa = 100\) in Eq. (10) and Eq. (12).](image_url)
4. Numerical Results

In this section we discuss the performance of the above TF-based time delay estimators via numerical simulations. We generate two chirping signals \( s_x(t) \) and \( s_y(t) \) differing by a time-delay \( d \), using the IMRPhenom model\(^9\), whose relevant parameters are the companion masses \( M_1 \) and \( M_2 \), and the effective spin \( \chi_{\text{eff}} \). We set these parameters so as to fit the GW150914 signal\(^10\). Moreover, we set the observation interval \( T = 1/8 \) s, so that, for \( f_s = 16384 \) Hz, both discretized signals \( s_x(n) \) and \( s_y(n) \) consist of \( N = 2048 \) samples. Then, we add independent realizations of Gaussian white noise to the signal to obtain two noisy signals \( x(n) = s_x(n) + w_x(n) \) and \( y(n) = s_y(n) + w_y(n) \), with the same Signal-to-Noise Ratio (SNR), defined as

\[
\text{SNR} = \frac{\sum_{n=0}^{N-1} s^2(n)}{\sum_{n=0}^{N-1} w^2(n)}.
\]

Finally, we compute the TF-maps of \( x(n) \) and \( y(n) \) and estimate the time delay \( d \) using the techniques presented in the previous section. We gauge the estimation performance via standard Monte Carlo counting procedures, computing the Root Mean Square Error (RMSE), defined as

\[
\text{RMSE} = \sqrt{\frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} (\hat{d}_i - d)^2},
\]

where \( N_{\text{MC}} \) is the number of Monte Carlo trials (here \( N_{\text{MC}} = 100 \)) and \( \hat{d}_i \) is the time delay estimate for the \( i \)-th trial.

The results are shown in Fig. 2. We can see that, as expected, the sharpness of the TF representation is key for both PhC and LTN estimators. Indeed, the CQT performs poorly for high values of the Q factors (corresponding to lower time resolution), while the RMSE is significantly lower for low Q values. For low and medium SNR values, the uniform sharpness of the WV distribution has a clear advantage, but for high SNR its intermodulation artifacts cause performance degradation. This doesn’t happen in the smoothed WV that, for high SNR, clearly outperforms the other TF representations considered. The combination smoothed WV-LTN outperforms PhC for high SNR values; on the other hand, for low and medium SNR values the combination WV-PhC yields the best performance.

5. Conclusion

In this paper we compared the performance of different Time-Frequency representations and alignment techniques for estimating the time delay between the GW signals received by two interferometers. The WV-based representations, as expected, outperform the CQT, due to their uniformly higher resolution. Moreover, the LTN is more effective than PhC for delay estimation, for high SNR values. even if its computational burden is higher. Future works will analyze more sophisticated TF maps capitalizing on sparse representations\(^11,12\), and refined alignment techniques to further improve the DOA estimation.
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The most general gravitational wave is composed of six polarization modes in metric theories of gravity. Polarization modes of gravitational waves can be used for the gravitational-wave tests of general relativity because the properties of polarization modes depend on the specific theory of gravity. We study the separability of the polarizations and the degeneracies between binary and polarization parameters for the inspiral gravitational waves from the compact binary coalescences.
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1. Introduction

The detection of gravitational waves from compact binary coalescences by Advanced LIGO and Advanced Virgo provides experimental approach to test general relativity [1-3]. In general metric theory of gravity, there are four non-tensorial polarization modes of gravitational waves in addition to two tensor modes allowed in general relativity [4]. Moreover, the number and the properties of the polarization modes reflect the nature of the theory of gravity. Thus, polarization test of gravitational waves make it possible to test general relativity. We focus on the polarization test of the inspiral gravitational waves from compact binary coalescences. We need to consider the source parameters, which are correlated with each other and determine the frequency evolution, to separate the polarizations from compact binary coalescences unlike some other waveforms. Polarization search by GW170814 had been conducted by the substitution of the antenna pattern functions [5]. However, the observational results of the polarizations may be affected by the inclination-angle dependence or the existence of other polarization modes. Thus, we study the separability of the polarizations and the degeneracies between binary and polarization parameters for the inspiral gravitational waves from the compact binary coalescences [6].
2. Angular dependence of a gravitational-wave waveform in modified gravity

In general relativity, the detector signal of I-th detector can be expressed as,

\[ h_I = \frac{2}{5} G_{T,I} h_{GR}, \]  

(1)

where \( h_{GR} \) is the gravitational-wave waveform in general relativity and \( G_{T,I} \) is the geometrical factor for the tensor modes defined by

\[ G_{T,I} := \frac{5}{2} \left\{ (1 + \cos^2 \iota) F_{+,I}(\theta_s, \theta_e) + 2i \cos \iota F_{\times,I}(\theta_s, \theta_e) \right\} e^{i \phi_D,I(\theta_s, \phi_s, \theta_e, \phi_e)}. \]  

(2)

Here \( \iota \) is the inclination angle, \( \theta_s := (\theta_s, \phi_s, \psi_p) \) is the source direction angle parameters \( (\theta_s, \phi_s) \) and polarization angle \( \psi_p \), \( \theta_e := (\theta_e, \phi_e, \psi) \) is the detector location and orientation angle parameters, and \( \phi_D,I \) is the Doppler phase. We calculated geometrical factors for non-tensorial modes having different inclination-angle dependence from those of tensor modes by quadrupole formula,

\[ G_{V_x,I} := \sqrt{\frac{525}{56} \sin^2 \iota F_{V_x,I}(\theta_s, \theta_e)} e^{i \phi_D,I(\theta_s, \phi_s, \theta_e, \phi_e)}, \]  

(3)

\[ G_{V_y,I} := \sqrt{\frac{15}{2} \sin \iota F_{V_y,I}(\theta_s, \theta_e)} e^{i \phi_D,I(\theta_s, \phi_s, \theta_e, \phi_e)}, \]  

(4)

\[ G_{S_2,I} := \sqrt{\frac{225}{8} \sin^2 \iota F_{S_2,I}(\theta_s, \theta_e)} e^{i \phi_D,I(\theta_s, \phi_s, \theta_e, \phi_e)}. \]  

(5)

The inclination-angle dependence for the scalar dipole radiation is proportional to \( \sin \iota \) in modified gravity theories with a scalar degree of freedom \[7\],

\[ G_{S_1,I} := \sqrt{\frac{45}{2} \sin \iota F_{S_1,I}(\theta_s, \theta_e)} e^{i \phi_D,I(\theta_s, \phi_s, \theta_e, \phi_e)}. \]  

(6)

3. Polarization model

We adopt polarization models using the above geometrical factors and adding additional polarization amplitude parameters \( A_s \). The followings are examples of our polarization models.

Model TS1 is a tensor-scalar dipole model in which a scalar mode having the inclination-angle dependence of dipole radiation is added.

\[ h_I = \{ G_{T,I} + A_{S_1} G_{S_1,I} \} h_{GR}. \]  

(7)

Model TS2 is a tensor-scalar quadrupole model in which a scalar mode having the inclination-angle dependence of quadrupole radiation is added.

\[ h_I = \{ G_{T,I} + A_{S_2} G_{S_2,I} \} h_{GR}. \]  

(8)
Model TV is a tensor vector model in which the combination of vector x and vector y mode is added.

\[ h_I = \{ G_{T,I} + A_{V_x} G_{V_x,I} + A_{V_y} G_{V_y,I} \} h_{\text{GR}}. \]  

4. Results

We estimate model parameters for 500 BBHs or 500 BNSs whose angular parameters are uniformly random, with a detector network such as three detectors aLIGO-AdV(HLV) or four detectors aLIGO-AdV-KAGRA(HLVK) in each polarization model by Fisher analysis. We use the inspiral waveform up to 3 post-Newtonian order in amplitude and 3.5 post-Newtonian order in phase as \( h_{\text{GR}} \), and consider 11 model parameters in general relativity and additional polarization amplitude parameters. Table 1 is the results of the medians of parameter estimation errors and correlation coefficients. We say that the polarization modes would be separable when the errors of the additional polarization amplitude parameters are less than unity because their fiducial values are set to be unity.

| Model  | \( \Delta A_{V_x} \) | \( C(A_{V_x}, \log d_L) \) | \( C(A_{V_x}, \cos \iota) \) | \( \Delta \Omega_s [\text{deg}^2] \) | \( \Delta A_{S1} \) | \( C(A_{S1}, \log d_L) \) | \( C(A_{S1}, \cos \iota) \) | \( \Delta \Omega_s [\text{deg}^2] \) | \( \Delta A_{S2} \) | \( C(A_{S2}, \log d_L) \) | \( C(A_{S2}, \cos \iota) \) | \( \Delta \Omega_s [\text{deg}^2] \) | \( \Delta A_{V_y} \) | \( C(A_{V_y}, \log d_L) \) | \( C(A_{V_y}, \cos \iota) \) |
|-------|--------------------|---------------------|----------------------|--------------------|----------------|---------------------|----------------------|----------------|-----------------|---------------------|----------------------|----------------|----------------|---------------------|---------------------|----------------|
| BBH(HLV) | BBH(HLVK) | BNS(HLV) | BNS(HLVK) | BBH(HLV) | BBH(HLVK) | BNS(HLV) | BNS(HLVK) | BBH(HLV) | BBH(HLVK) | BNS(HLV) | BNS(HLVK) | BBH(HLV) | BBH(HLVK) | BNS(HLV) | BNS(HLVK) | BBH(HLV) | BBH(HLVK) | BNS(HLV) | BNS(HLVK) |
| SNR   | 33.3               | 40.2               | 36.4                | 44.3              | 33.3          | 40.2               | 36.4                | 44.3              |
| \( \Delta \log d_L \) | 0.678               | 0.179                       | 0.359                | 0.134              | 0.676          | 0.182                       | 0.358                | 0.134              |
| \( \Delta \Omega_s [\text{deg}^2] \) | 4.74                | 0.912                       | 0.919                | 0.250              | 4.74           | 0.913                       | 0.862                | 0.246              |
| \( \Delta A_{S1} \) | 1.16               | 0.284                       | 0.606                | 0.197              | 1.16           | 0.284                       | 0.606                | 0.197              |
| \( C(A_{S1}, \log d_L) \) | 0.998              | 0.989                       | 0.996                | 0.984              | 0.998          | 0.989                       | 0.996                | 0.984              |
| \( C(A_{S1}, \cos \iota) \) | -0.553             | -0.500                       | -0.231               | -0.159             | -0.553         | -0.500                       | -0.231               | -0.159             |
| \( \Delta \log d_L \) | 0.676               | 0.182                       | 0.358                | 0.134              | 0.676          | 0.182                       | 0.358                | 0.134              |
| \( \Delta \Omega_s [\text{deg}^2] \) | 4.74                | 0.913                       | 0.862                | 0.246              | 4.74           | 0.913                       | 0.862                | 0.246              |
| \( \Delta A_{S2} \) | 1.51               | 0.385                       | 0.765                | 0.256              | 1.51           | 0.385                       | 0.765                | 0.256              |
| \( C(A_{S2}, \log d_L) \) | 0.997              | 0.989                       | 0.996                | 0.984              | 0.997          | 0.989                       | 0.996                | 0.984              |
| \( C(A_{S2}, \cos \iota) \) | -0.609             | -0.564                       | -0.246               | -0.189             | -0.609         | -0.564                       | -0.246               | -0.189             |
| \( \Delta \log d_L \) | 1.98               | 0.310                       | 1.22                 | 0.193              | 1.98           | 0.310                       | 1.22                 | 0.193              |
| \( \Delta \Omega_s [\text{deg}^2] \) | 5.68                | 0.795                       | 0.813                | 0.187              | 5.68           | 0.795                       | 0.813                | 0.187              |
| \( \Delta A_{V_y} \) | 2.55               | 0.420                       | 1.37                 | 0.241              | 2.55           | 0.420                       | 1.37                 | 0.241              |
| \( \Delta A_{V_y} \) | 3.91               | 0.513                       | 2.12                 | 0.298              | 3.91           | 0.513                       | 2.12                 | 0.298              |
| \( C(A_{V_y}, \log d_L) \) | 0.999              | 0.993                       | 0.998                | 0.991              | 0.999          | 0.993                       | 0.998                | 0.991              |
| \( C(A_{V_y}, \cos \iota) \) | -0.846             | -0.335                       | -0.307               | -0.207             | -0.846         | -0.335                       | -0.307               | -0.207             |
| \( C(A_{V_y}, A_{V_y}) \) | 0.987              | 0.814                       | 0.948                | 0.624              | 0.987          | 0.814                       | 0.948                | 0.624              |

In all models, the additional polarization amplitude parameters are strongly correlated with the amplitude parameters such as the luminosity distance and the inclination angle. In the model TS1 and TS2 having three polarizations, \( A_S \) is determined even by three detectors HLV for BNS. However, it is difficult to separate the additional polarization mode by three detectors HLV for BBH due to the short
duration of the signal although the number of the detectors is equal to the polarization modes. In the model TV, the errors of the amplitude parameters are larger than unity with HLV for both BBH and BNS so that four detectors are always necessary to determine two additional polarizations.

Thus, we found that at least the same number of detectors is necessary to separate the polarization modes and obtain the polarization information of gravitational waves in principle. However, even when the number of detectors is equal to the number of the polarization modes, the modes would be inseparable in some cases, depending on the correlation among the amplitude parameters. Therefore, there are two conditions for the separation of polarization modes; (i) the same number of detectors or more as the number of polarization modes and (ii) significant signal-to-noise ratio (SNR) and the long duration of the signal.

5. Discussions

The second condition for the separation of polarizations (ii) indicates that the duration of the signal or frequency band of the detector has essential role in polarization test. Here, we use the networks composed of the second generation gravitational-wave detectors. However, a single next generation gravitational-wave detector such as the Einstein Telescope and the Cosmic Explorer could test several polarization modes because they have great sensitivity at lower frequency so that they could be effectively treated as a detector network including a set of detectors along its trajectory due to the Earth’s rotation.
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The MAGIC Collaboration operates two Imaging Atmospheric Cherenkov Telescopes (IACTs) which investigate the gamma-ray sky from 50 GeV to 50 TeV. In recent years, the ever-increasing development of new measurement instruments and the new synergies between research teams world-wide have contributed to the beginning of the multi-messenger era. The performance characteristics of the MAGIC telescopes make them well suitable for multi-messenger studies: numerous follow-ups of gravitational and neutrino alerts have been performed, along with the historic detection of the first neutrino-blazar association TXS 0506+56. In this context, since recent years it is also possible for external scientists to contribute to the MAGIC Collaboration observations and scientific output.
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1. Introduction

The era of multi-messenger astronomy began formally already in the middle of the 20th century, with the study of cosmic rays and neutrinos from the Sun. It then progressed a few decades later progressed with the neutrino detection of SN1987A. In 2017 it acquired a more widespread and public interest. The discovery of gravitational waves (GW) from the neutron star merger GW170817 triggered a multi-messenger observational campaign. Such a multi-collaboration effort found another application also in the case of the first neutrino-blazar association of TXS 0506+056.

In the case of GWs, interest has been fueled by the possibility of detecting electromagnetic counterparts, required to constrain nature and physics of sources emissions - GW are not affected by gamma-ray attenuation during intergalactic propagation at Very-High-Energies (VHE). This happened only after the first pure GW signals reached the LIGO detectors (first binary black hole mergers - GW150914\(^1\) and GW151226\(^2\)).

Neutrinos have been studied for a longer time, since they represent a neutrally charged messenger which is also weakly interacting with matter. These properties made neutrinos the perfect tool for studies aiming to pinpoint sources responsible for Ultra-High-Energy (UHE) cosmic-rays acceleration. The interplay between neutrinos and electromagnetic radiation - in particular VHE photons - is critical in order to link the presence of neutrinos in a source’s total emission to the production of cosmic rays at VHE and UHE.

Multi-messenger astronomy represents also a milestone in a multi-collaborative effort between many observatories and experiments world-wide. The MAGIC telescopes have been part of this community for many years, putting effort in both neutrino and GWs follow-ups.
2. The MAGIC telescopes and the IACT technique

The MAGIC collaboration is composed by more than 200 members from more than 10 countries, and operates a pair of Imaging Atmospheric Cherenkov Telescopes (IACTs) on the island of La Palma (Canary Islands, Spain). These instruments aim to detect and study astrophysical sources responsible for the emission of Very-High Energy (VHE) radiation.

Such phenomena cannot be properly investigated with sufficient statistics and precision by space-borne instruments, given the prohibitive energy domain of the emitted particles. In particular, due to their limited sizes, any material comprising scientific payloads on board of satellites will suffer from limited radiation lengths and collection areas at increasing energies. This effect results in a progressive decrease in the triggering rates of events with energies over hundreds of GeV.

The Imaging Cherenkov Atmospheric technique (IACT) aims to solve this issue by exploiting the atmosphere as part of the measuring process. In this way it is possible to gain more powerful stopping power and greater effective area at higher energies.

Instruments like MAGIC detect VHE primary particles which impact the Earth’s atmosphere by observing the product of such impacts: cascade showers. Any primary particle (gamma rays, electrons or hadrons) will produce an associated shower, which develops through the atmospheric medium due to successive diffusion between secondary particles and nuclei. In the case of IACT facilities, the signal is constituted often by primary gamma rays, whereas the remaining particle populations are to be considered background.

Instead of detecting directly the secondary products of each shower, the IACT technique aims to detect the Cherenkov radiation emitted as a result of the propagation in the atmosphere of such particles. This radiation is collected by each IACT telescope in a camera, after the shower’s image is projected on a reflecting surface. Each camera is composed of more than 1000 pixels, each represented by a photo-multiplier (PMT) which converts light signals into electrical impulses. Starting from this input, each event’s image is properly cleaned, removing background features which will depend on the observing conditions. Subsequently, a statistical analysis is performed in order to retrieve, energy, direction and nature of the primary particle (gamma ray or hadron), given the cascade shower it produced. All the analysis chain is dependent on specific Monte Carlo simulations covering both the instrument’s performance and a model of the atmosphere at the observing site.

Modern IACT facilities are composed of more than one of such instruments, providing increased precision in the estimation of the shower’s directions which in turn results in competitive angular resolutions and collection areas at VHE.

The current setup of the MAGIC telescopes is the result of an upgrade performed in 2011-2012, which produced an identical configuration between the two telescopes, operating in stereoscopic mode since 2009. Multi-messenger studies have in particular few critical requirements, which are covered at VHE by the current
MAGIC performance:

- fast repositioning,
- low energy thresholds,
- high sensitivities within hour timescales.

In Table 1 we emphasise the MAGIC performance features more relevant for multi-messenger studies.

Table 1. Summary of the main features of the MAGIC telescopes and performance relevant for multi-messenger studies.

<table>
<thead>
<tr>
<th>Hardware features</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5° Field Of View</td>
<td>Angular resolution of 0.06° @ 1 TeV - 0.1° at 100 GeV</td>
</tr>
<tr>
<td>Low voltage photo-multipliers</td>
<td>Energy resolution of 15% at 1 TeV and 23% at 100 GeV</td>
</tr>
<tr>
<td>~ 480m² total reflective surface</td>
<td>Fast repositioning up to 7 deg/s</td>
</tr>
<tr>
<td>Lowest structural weight</td>
<td>Energy range from ≲ 50 GeV to ~50 TeV</td>
</tr>
<tr>
<td>Standard and “Sum” trigger systems</td>
<td></td>
</tr>
</tbody>
</table>

Such characteristics result in a sensitivity of \( \sim 10\% \) of the Crab Nebula flux in 1 hour above 100 GeV (\( \sim 0.66\% \) Crab, 5\( \sigma \) in 50 hours above 220 GeV) as shown in Fig. 1(a) and Fig. 1(b).

Particularly relevant for multi-messenger studies have been the continuous improvements of the MAGIC telescopes in increasing their duty cycle. This has been done not only by progressively reducing technical and operational delays each year, but also by developing new hardware and software resources in order to allow observations during higher Night-Sky Background conditions, such as moderate and strong moonlight.
The effect that this kind of observing conditions have on registered data results mainly in a higher energy threshold, due to the higher cleaning levels required to extract the shower signal from a stronger NSB. Depending on moonlight intensity, the MAGIC telescopes can compensate by reducing the high voltage (HV) in the PMTs (which in turn reduces their gain by $\sim 1.7$ times) and by inserting an additional UV-pass filter in front of both cameras.

The overall performance in such conditions has been recently described in Ref. 5 and results in a sensitivity which is still competitive, even if affected by unavoidable degradations dependent on the single setups:

- $\lesssim 10\%$ for nominal HV,
- $\lesssim 15-30\%$ for nominal HV,
- $\lesssim 60-80\%$ when using UV-pass filters.

3. Multi-messenger astronomy with the MAGIC telescopes

3.0.1. Neutrinos

Since 2012 MAGIC is part of the Gamma-Ray Follow-up program\(^6\). Only during the last observation cycle in 2017 the MAGIC telescopes have invested more than 30 hours on mainly two different types of neutrino follow-up searches from IceCube astrophysical neutrinos:

- a persistent source searches of $\nu_\mu$ tracks (HESE-37, HESE-38 and a multi-PeV track\(^7\)),
- follow-ups of HESE/EHE real-time alerts (HESE-160427 and HESE/EHE-160731A).

A visualisation of both population of alerts observed by the MAGIC telescopes is shown in Fig. 2. No significant VHE gamma-ray signal has been detected by MAGIC for such events, which have been described in Ref. 8.

A major historical milestone in multi-messenger astrophysics was achieved by MAGIC being the first VHE instrument to detect gamma rays from a direction consistent with a HE neutrino. The blazar TXS 0506+056 became the first known source to emit both messengers.

Given the performance of MAGIC over neutrino follow-ups, it has been also possible to preliminary constrain the flux of astrophysical neutrino sources at at $\lesssim 0.1\%$ of the diffuse flux of neutrinos (3 years of Icecube data) - such result is comparable to the recent limits from IceCube in the Northern Sky\(^9\).

3.0.2. Gravitational waves

MAGIC is has been also part of MoU with LIGO/Virgo, aimed to identify and follow gravitational wave candidate events since 2014. This kind of follow-ups are still limited by the difficult search for the possible EM counterpart, due to the
limited field of view of IACTs and the extent of the localisation areas of the available GW facilities (which reached a sensible improvement with the addition of the Virgo detector to the LIGO ones).

An important milestone for the Collaboration and the IACT community has been set during the Observation-1 (O1) cycle of LIGO, when the MAGIC telescopes performed the first ever IACT ToO observation of GW151226.

The case of GW151226 has been of particular importance for MAGIC, IACT and GW communities because it represented the first experiment of multi-messenger communication between these two kinds of facilities. Delays due to e.g. the interplay between the different types of alerts (GCN and MAGIC notices) and duty cycle (bad weather in particular), contributed to the development of early strategies to select LIGO sky regions within maximum source probability confidence level, in particular:

- choice of the visibility region area depending on a chosen probability threshold (50%, 90%),
- additional observations of other EM partners,
- overlap with existing catalogs\(^\text{11}\).

4. Latest developments and future perspectives

These multi-messenger efforts have encouraged the members and working groups of the MAGIC Collaboration to develop and adapt new ideas and apply them to software, hardware and strategies:

- Off-axis upper limit calculation on flux over sky-maps for multi-messenger related alerts,
GW follow-up observational strategies with selection of potential host galaxies from catalogs and application of emission models to estimate detectability,
update of the MAGIC Automatic Alert system to improve prompt response,\textsuperscript{12}
plans to apply “Sum-trigger” to future automatic follow-ups in order to reach a lower energy threshold,
Very Large Zenith Angle observations will expand the available observational limits while shifting sensitivity to higher energies\textsuperscript{13}.

In 2016 the MAGIC Collaboration started a program aimed at fostering scientific cooperation with external scientists. Each year this program is renewed with usual deadline around October. Interested individuals or teams are invited to visit the web page \url{https://magic.mpp.mpg.de/outsiders/magicop} and make contact as soon as possible.

The MAGIC telescopes continue to monitor the VHE sky with continuous developments on both hardware and software, keeping up with the latest discoveries.
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The unprecedented VHE $\gamma$-ray outburst of PKS 1510-089 in May 2016
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PKS 1510-089 ($z = 0.361$), one of only a handful of flat spectrum radio quasars detected in the very high energy (VHE, $E > 100$ GeV) $\gamma$-rays, is known for its flux variability and complex multiwavelength behaviour. VHE observations by H.E.S.S. and MAGIC in May 2016 detected an unprecedented flare, both in intensity and in the shortness of its variability timescale. The flare lasted less than 48 hours, during which time the flux reached about 80 per cent of the Crab Nebula flux above 200 GeV. In addition, the intranight variability of this source was detected for the first time. Simultaneous observations in high energy (HE, $E > 100$ MeV) $\gamma$-rays performed with Fermi-LAT and optical $R$-band performed with ATOM show behaviour not consistent with simple simultaneous brightening in all bands. While a significant hardening of the spectrum is visible in HE, the flux increased only moderately. A simultaneous rise in daily-averaged optical flux was seen in the $R$-band. However, the intranight $R$-band flux evolution shows two prominent peaks, while only one is visible in the VHE range. These intriguing features of the flare will be presented in detail. We will also discuss possible explanations for the observed emission.

Keywords: Gamma-rays; multiwavelength; blazars; PKS 1510-089.

1. Introduction

PSK 1510-089 is a flat spectrum radio quasar located at RA=$15^h12^m52.2^s$, Dec=$-09^\circ06’21.6”$ (J2000), with the redshift of $z = 0.361$. It is a highly variable source of electromagnetic radiation in all energy bands, exhibiting a complex MWL behaviour. It was first detected in the very high energy (VHE, $E > 100$ GeV) $\gamma$-ray band with High Energy Stereoscopic System (H.E.S.S., see Section 2.1) in 2009$^5$ Major Atmospheric Gamma-Ray Imaging Cherenkov (MAGIC, see Section 2.1) detected VHE $\gamma$-ray signal from PSK 1510-089 in 2012. $^6$ The first detection of variability in the VHE band occurred during an outburst in 2015.$^7$ The flux was variable on a daily time-scale. An exceptional VHE $\gamma$-ray outburst of PKS 1510-089 in May 2016 was observed both with H.E.S.S. and MAGIC, revealing intra-night variability for the first time, on which we report here. We also present results in the high energy (HE, $E > 100$ MeV) $\gamma$-rays and optical band.
2. Data analysis and results

2.1. VHE $\gamma$-ray band

H.E.S.S. is an Imaging Atmospheric Cherenkov Telescope (IACT) array located in the Khomas Highland in Namibia at an altitude of about 1800 m a.s.l. It consists of four 12-m telescopes (CT1-4) and a 28-m telescope (CT5) in the centre of the array. The energy threshold of the system under optimal conditions is $\sim 50\text{GeV}$. However, because of technical problems in the observation period, only CT2−4 data were used in the present analysis, resulting in higher energy threshold of $\sim 200\text{GeV}$.

H.E.S.S. observed PSK1510-089 from MJD 57535 to 57545. A total of 31 runs (about 28 min per run) passed the standard quality selection resulting in a total live time of 13.6h. The data were analysed with the Model analysis chain using loose cuts. The results were cross-checked and verified using the independent reconstruction and analysis chain ImPACT.

The H.E.S.S. light curve for the entire observation period (MJD 57535−57545) with nightly averaged flux above 200GeV is shown with red points in panel (a) of Fig. 1. The signal was significantly detected only on the nights of MJD 57537/8 and 57538/9. The average flux above 200GeV on the night of the highest flux (MJD 57538) was $(14.3\pm0.6)\times10^{-11}\text{cm}^{-2}\text{s}^{-1}$, corresponding to 56% of the flux from Crab Nebula above the same energy threshold (0.56 C.U.). This was $\sim 15$ times higher than what H.E.S.S. measured in 2015. We fitted the run-by-run based light curve with a constant. The hypothesis of constant flux was rejected at the level of $>10\sigma$. On the night of the highest flux the source was observed for 4 runs, totalling in 1.8h of data. The light curve with flux above 200GeV is shown with red points in panel (a) of Fig. 2. Again the constant flux is ruled out on a run-by-run basis with $5.4\sigma$, confirming the first ever detection of VHE intra-night variability in PSK1510-089.

The flux above 200GeV reached $(20\pm1)\times10^{-13}\text{cm}^{-2}\text{s}^{-1}$, equivalent to 0.8 C.U. The spectrum is best fitted with a power-law (PL) $F(E) = N_0 \times (E/E_0)^{-\Gamma}$ folded with exponential function representing $\gamma$-ray flux attenuation due to the extragalactic background light (EBL). Spectral parameters are as follows: normalisation flux $N_0 = (19.0\pm0.8)\times10^{-10}\text{TeV}^{-1}\text{cm}^{-2}\text{s}^{-1}$, spectral index $\Gamma = 2.9\pm0.2$ and decorrelation energy $E_0 = 268\text{GeV}$. The intrinsic spectrum is shown in Fig. 3 with red points.

MAGIC is a stereoscopic system located in Canary Island of La Palma, at the height of 2200 m a.s.l. It consists of two identical 17-m IACTs. The standard trigger threshold of the MAGIC telescopes for low zenith angle observations is $\sim 50\text{GeV}$. However, from the MAGIC location, PSK1510-089 is observable at zenith angles above 38°, resulting in higher trigger threshold of $\sim 90\text{GeV}$ for the present analysis. Nevertheless, we integrated flux above 200GeV, in order to have both H.E.S.S. and MAGIC light curves in the same energy range. MAGIC observed PSK1510-089 on MJD 57535/6 and for five consecutive nights between MJD 57538/9 and 57542/3. A total of 7.5h of data were collected for the whole observation period, while 2.7h of data were collected on the night of flare. For
a short period during the observation on MJD 57538/9, partial cloudiness caused variable rates in the MAGIC data acquisition. Those data were excluded based on pyrometer measurements, leaving the final data sample of 2.53 h. The data were analysed using the MAGIC analysis and reconstruction software (MARS).\textsuperscript{15,17}

The MAGIC light curve for the entire observation period with nightly averaged flux above 200 GeV is shown with green points in panel (a) of Fig. 1. The signal was significantly detected only on the night of MJD 57538/9, when the average flux above 200 GeV was $(7.36 \pm 0.40) \times 10^{-11} \text{ cm}^{-2} \text{ s}^{-1}$,\textsuperscript{12} equivalent to 0.32 C.U. This was $> 5$ times higher than upper limits of the flux on the rest of the nights from this data set, $\sim 4$ times the flux MAGIC measured in 2015,\textsuperscript{7} and as much as $\sim 20$ times the flux MAGIC measured in 2012.\textsuperscript{6} Intra-night variability on MJD 57538/9 was also detected in MAGIC light curve, shown with green points in panel (a) of Fig. 2. Each point represents one 20-min run. A fit with a constant is ruled out with $> 10\sigma$. The flux changed from $\sim 0.5$ C.U. in the first to $\sim 0.075$ C.U. in the last run. The observed spectrum on the night of the flare was reconstructed between 60 and 700 GeV. Again it is best fitted with a PL folded with the EBL attenuation.\textsuperscript{13} Spectral parameters are: $N_0 = (34.7 \pm 1.5) \times 10^{-10} \text{ TeV}^{-1} \text{ cm}^{-2} \text{ s}^{-1}$, $\Gamma = 3.37 \pm 0.09$
and $E_0 = 175\text{GeV}$.\cite{12} The intrinsic spectral energy distribution (SED) is shown in Fig. 3 with green points.

All uncertainties quoted are statistical only, for both observatories, while the systematic uncertainty on the energy scale is 15%.

We calculated variability time-scale from $t_{\text{var}} = \frac{1}{2}(F_i + F_{i+1})(t_{i+1} - t_i)/|F_{i+1} - F_i|$.\cite{18} Smallest $t_{\text{var}}$ is $18 \pm 5\text{ min}$ between $7^{th}$ and $8^{th}$ MAGIC points (see Fig. 2). Based on causality argument we set upper limit on the size of the VHE $\gamma$-ray emission region $R \leq c\delta t_{\text{var}}/(1 + z) = 1.2 \times 10^{15}(\delta/50)\text{ cm}$, where $\delta$ is relativistic Doppler factor. Adopting $\theta_j \sim 0.2/\Gamma$ for the jet opening angle,\cite{19} where $\Gamma$ is the relativistic Lorentz factor (here we use $\Gamma = \delta$), and assuming the $\gamma$-ray emission region fills the entire cross section of the jet, we estimated the distance of the emission region from the black hole (BH) to be $d \sim R/\theta_j \sim 3 \times 10^{17}(\delta/50)^2\text{ cm}$.

It should be noted that both $\theta_j \sim 0.2/\Gamma$ and $\delta \sim 50$ are extreme values. Larger opening angle, or smaller Doppler factor would put the emission region closer to the BH. On the other hand, abandoning the assumption of filling the entire cross section of the jet, would allow the emission region to be located further down the jet.

Fig. 3. PSK 1510-089 SED in HE and VHE band for the night of the flare. The H.E.S.S. data are given in red and the MAGIC ones in green points. The Fermi-LAT confidence regions are obtained by integrating over precise H.E.S.S. (red) and MAGIC (green) observation windows respectively. Plot adopted from Ref. 12.

### 2.2. Multiwavelength picture

We combined our data with observations in HE with Fermi-LAT and optical $R$-band observations with ATOM.

LAT is sensitive in the $0.02 - 300\text{ GeV}$ interval.\cite{20} In an all-sky-survey mode, it scans the entire sky in 3 hours, while any point in sky is observed continuously for 30 min. We analysed publicly available Pass 8 SOURCE class events with energy $> 100\text{MeV}$ in the region within $15^\circ$ from the PSK 1510-089 position. We applied a zenith angle cut of $< 90^\circ$. The analysis was performed with the ScienceTools.
software package version v10r0p5 using the P8R2_SOURCE_V6 instrument response function and the GLL\_EM\_v06 and ISO\_P8R2\_SOURCE\_V6\_v06 models for the Galactic and isotropic diffuse emission,\textsuperscript{21} respectively. We produced a light curve for the whole period of VHE observations, shown in panel (b) in Fig. 1, where each point represents flux integrated over 24h, centred on VHE observation. For this purpose, we assumed a PL spectral model with parameters free to vary between bins. The flux variability is apparent, however smaller than in the VHE band. Indeed the change is slower and the flux level significantly lower than the historical maximum\textsuperscript{2} in this band.

Inspecting the spectral index on 24-hour scale, a hardening of the HE spectra with the increase of the VHE flux can be seen, reaching $1.7 \pm 0.1$, and then dropping to average value of $2.368 \pm 0.004$ after the flare (see Fig. 1c). On the night of the flare, LAT detected 8 photons with $E > 1 \text{ GeV}$ (Fig. 2b); 6 of them in the H.E.S.S. observation window (4 with energies in the $10 - 25 \text{ GeV}$ interval), when the VHE flux was higher, compared to the MAGIC observation window when only two photons were detected, both with energies below 10 GeV. Combined HE – VHE SED is shown in Fig. 3. The LAT confidence regions were obtained by integrating over precise VHE observation windows and calculated up to the highest detected energies for the respective period. The spectral indices were $\Gamma = 1.4 \pm 0.2$ and $\Gamma = 1.7 \pm 0.2$ in the H.E.S.S. and MAGIC windows, respectively. We calculated the difference in the spectral indices between HE and VHE spectra ($\Delta \Gamma$) and logarithm of ratio between extrapolated HE and measured VHE fluxes ($\tau = \ln(F_{\text{extra}}/F_{\text{obs}})$) for both observation windows. We obtained $\Delta \Gamma = 1.5 \pm 0.3$ and $\Delta \Gamma = 1.7 \pm 0.2$, and $\tau = 3.9 \pm 1.4$ and $\tau = 5.4 \pm 0.9$ for H.E.S.S. and MAGIC windows, respectively. The SED peak was located in the $10 - 60 \text{ GeV}$ interval. Possible causes of the spectral break are absorption of $\gamma$-rays in the broad line region (BLR), but also intrinsic effects such as Klein-Nishina regime, break in electron spectrum etc. Our calculations put the emission zone (see Section 2.1) just outside of the BLR if $R_{BLR} = 2.6 \times 10^{17} \text{ cm}$ is adopted.

ATOM is a 75 cm optical telescope located on the H.E.S.S. site,\textsuperscript{22} monitoring H.E.S.S. $\gamma$-ray sources. The magnitudes of each flux point were derived with differential photometry using five comparison stars in the same field of view. The resulting fluxes were corrected for Galactic extinction. Nightly averaged light curve (Fig. 1d) shows a similar flux evolution as in VHE band. However, a comparison on a finer time-scale for the flare night (Fig. 2c) shows double-peaked structure, in contrast to the VHE light curve shape.

3. Summary

H.E.S.S. and MAGIC observed an exceptionally strong and fast flare from PSK\_1510-089 in VHE, detecting for the first time intra-night variability in this band. Although we saw no obvious counterparts in lower energies, a significant hardening of the spectrum was detected in the HE. A HE–VHE spectral break could
indicate a BLR absorption, however the shortest variability time-scale of 18 ± 5 min put the γ-ray emission region just outside of the BLR.
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The detection of a cosmic neutrino flux by the IceCube telescope triggers the search for the astrophysical accelerators responsible for it. Among them, Galactic sources are expected to contribute at some level: thanks to its location in the Northern hemisphere, KM3NeT is optimally suited to constrain their contribution with a clean event sample of upgoing muon tracks. Therefore, it is timely to investigate the discovery potential of KM3NeT to extended sources of very-high-energy neutrinos. The study presented is based on a comparative analysis of the sensitivity of KM3NeT and CTA. The methods are then applied to two interesting Galactic gamma-ray sources: the brightest TeV supernova remnant, RX J1713.7-3946, and the Galactic Center Ridge.
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1. Introduction

The identification of the sources contributing to the diffuse neutrino flux detected by IceCube (Ref. 1), as well as the discovery of discrete sources of VHE neutrinos, are the major objective of neutrino astronomy for the coming years. In the feasible future, the upgraded IceCube and the planned KM3NeT will serve as the major tools of neutrino astronomy. The production mechanisms of very-high-energy (VHE) neutrinos are connected to the hadronic interactions of ultra-relativistic protons with the ambient gas and radiation. These processes are accompanied by the production at comparable rates of VHE gamma rays. The ground-based gamma-ray detectors, in particular the current arrays of Imaging Atmospheric Cherenkov Telescopes (IACTs) provide lower flux sensitivities for point-like sources around 1 TeV, compared to the sensitivities of present neutrino detectors, as IceCube, and forthcoming ones, as KM3NeT. With the exception of compact objects and sources located at cosmological distances, TeV gamma-ray fluxes should be taken as a robust criterion regarding the expectations of discovery of discrete VHE neutrino sources. Given the difference in the TeV flux sensitivities of IACT arrays and KM3-scale neutrino detectors, the gamma-ray fluxes are especially constraining for point-like sources. For mildly-extended sources with an angular size $\sim 1^\circ$, which is one order of magnitude larger than the point spread function (PSF) of IACTs but still comparable to the PSF of VHE neutrino detectors, the gamma-ray flux sensitivity degrades, while the flux sensitivity of neutrino detectors does not change significantly. Here, this question is studied based on the comparative analysis of the sensitivities of CTA and KM3NeT for extended sources. In Sec. 2 the procedure defined to compute the instrument sensitivity is defined, considering different sizes of the sources and analyzing the different impact they have on the sensitivity of these instruments.
As an application of this study, the case of two Galactic objects is considered, for which the gamma-ray and neutrino connection has been widely discussed in literature: the young supernova remnant (SNR) RX J1713-3946 is presented in Sec. 3, while the region of the Galactic Center Ridge is investigated in Sec. 4. Finally, conclusions are derived in Sec. 5.

2. Sensitivity studies to extended sources

A common procedure for gamma-ray and neutrino telescopes is here introduced for the computation of the sensitivity curves: the same analytical approach is applied, thus the calculated sensitivities of two detectors can be compared. Since the sensitivity curves have to be compared point by point, the same energy binning is used for both the gamma-ray and the neutrino sensitivities. Three bins per logarithmic decade are defined, so that the energy resolution of both instruments is covered in each bin. The minimum detectable flux is defined as the flux that gives in each energy bin: (i) a minimum number of signal events, $N_{s_{min}}$, (ii) a minimum significance level of background rejection, $N_{\sigma_{min}}$, and (iii) a minimum signal excess over the background uncertainty level. Thus, the instrument sensitivity is fixed by the one condition among the three listed above which dominates over the other two.

The number of signal events, $N_{s}$, is obtained by folding an $E^{-2}$ power-law spectrum with the instrument response: these are reported in Fig. 1 for the CTA Southern Array configuration (4 large size telescopes, 24 medium size telescopes and 72 small size telescopes) and to the six building block KM3NeT in the observation channel of up-going muons.

In the following, $N_{s_{min}} = 10$ is set for CTA and $N_{s_{min}} = 1$ for KM3NeT. The significance level of the detection is expressed by the standard deviation $\sigma$, defined as $\sigma = N_{s}/\sqrt{N_{b}}$, where $N_{b}$ is the number of background events in the energy bin. The threshold on the minimum number of $\sigma$ is set to $N_{\sigma_{min}} = 5$ for CTA and to $N_{\sigma_{min}} = 3$ for KM3NeT. The values of $N_{s_{min}}$ and $N_{\sigma_{min}}$ are smaller in the case of neutrino telescopes in order to investigate the limits of the source detection capability. Concerning the condition on the background uncertainty, in the case of CTA a 1% systematic uncertainty on the modeling of the background is assumed and a signal of at least five times this background accuracy level is required, i.e. $N_{s}/N_{b} \geq 0.05$, following the approach adopted by CTA in Ref. 3. In the case of neutrinos, instead, the approach adopted by KM3NeT in Ref. 4 is followed and a 25% background systematic uncertainty is assumed, mainly related to uncertainty in the theoretical modeling of the atmospheric neutrino background. In the neutrino case, a signal of at least three times higher than the background accuracy is assumed: this converts into requiring a signal to background ratio of at least $N_{s}/N_{b} \geq 0.75$. An observation time of 50 hours is assumed for the CTA (a pointing of the source is required), while 10 years are assumed for KM3NeT.
The radial dimension of the source strongly affects the sensitivity of detection. Here eight different source sizes are considered, i.e. $R_{\text{src}} = [0.1, 0.2, 0.5, 0.8, 1.0, 1.2, 1.5, 2.0]$ deg. In the sensitivity computation, the angular resolution $\sigma_{\text{PSF}}$ affects the actual size of the observed region of interest (ROI). The radius of the ROI is defined as $R_{\text{ROI}} = \sqrt{\sigma_{\text{PSF}}^2 + R_{\text{src}}^2}$. Spherical sources placed at the center of the field of view are considered, covering a solid angle $\Omega = \pi R_{\text{ROI}}^2$ for the background computation. The resulting sensitivity curves are shown in Fig. 2(a) for the gamma-ray telescope and in Fig. 2(b) for the neutrino telescope: note that these curves correspond to the differential sensitivities, thus the per bin sensitivity allows not only the identification of a source but also its spectroscopic analysis. Fig. 2 demonstrate that the deterioration of the sensitivity with source size shows an energy dependence for both instruments. In principle, a simple re-scaling of the point-source sensitivity according the actual extension of the source (i.e. through an energy-dependent scaling-factor proportional to $R_{\text{ROI}}/\sigma_{\text{PSF}}$), would predict a
stronger deterioration of the sensitivity for extended objects at energies at which the angular resolution is smaller. Thus, since the angular resolution is improved with energy, one would expect stronger effect at higher energies. Nevertheless, Fig. 2 does not show such a tendency for both telescopes. The reason is that at very high energies the detection of the signal proceeds at the very low background rate, thus the detection condition is determined by the signal statistics rather than by the background, i.e. by condition 1) listed in Sec. 2. Indeed, it is seen from Fig. 2 that the sensitivities become almost independent of the source extension at few tens of TeV for both gamma rays and neutrinos.

Fig. 2. Minimum detectable flux computed according to the procedure described in Sec. 2 in the case of extended sources for: (a) 50 hour observation with CTA and (b) 10 year exposure with KM3NeT.

3. The case of RX J1713.7-3946

The case of such SNR is of great interest for neutrino telescopes, given that it is one of the brightest sources in the TeV sky. Moreover, its location in the sky makes it observable with up-going events at the latitude of KM3NeT for 70% of the time. The recent data from the H.E.S.S. Collaboration (see Ref. 6) suggest a spectrum in the form of a power-law with an exponential suppression as:

$$\frac{dN_\gamma}{dE}(E) = \phi_0 \left( \frac{E}{E_0} \right)^{-\alpha} \exp \left[ - \frac{E}{E_{\text{cut}}} \right]$$

(1)

with $E_0 = 1$ TeV, $\phi_0 = 2.3 \times 10^{-11}$ TeV$^{-1}$ cm$^{-2}$ s$^{-1}$, $\alpha = 2.06$ and $E_{\text{cut}} = 12.9$ TeV for the best-fit model. Note that the best-fit flux of the source, previously published by the H.E.S.S. Collaboration in Ref. 7, with the parameters $\phi_0 = 2.13 \times 10^{-11}$ TeV$^{-1}$ cm$^{-2}$ s$^{-1}$, $\alpha = 2.04$ and $E_{\text{cut}} = 17.9$ TeV, predicts a noticeably higher flux of neutrinos at the most relevant energies for their detection, namely
$E \geq 10$ TeV. This is visible in Fig. 3(a), where the expected neutrino fluxes from both H.E.S.S. measurements are shown together with the flux sensitivities of the two instruments for a source with a radius of 0.6 deg (the 5σ minimum detectable flux is shown for CTA and the 3σ one for KM3NeT). High quality spectroscopic measurements of gamma rays at the highest energies are still missing, due to the limited sensitivity of current instruments. Apparently, this uncertainty will be substantially diminished by CTA for a rather short observation time. Remarkably, even for the lowest predicted neutrino flux, a statistically significant detection of the latter by KM3NeT seems realistic within a time scale of 10 years.

![Fig. 3](image)

**Fig. 3.** Minimum detectable flux computed according to the procedure described in Sec. 2 for CTA and KM3NeT to: (a) the extended SNR RX J1713.7-3946 (spherical source with radius of 0.6 deg) and (b) the diffuse emission from the Galactic Center Ridge (rectangular box with longitudinal size of 2.0 deg and latitudinal size of 0.6 deg). Solid lines refer to gamma-ray fluxes, dashed curves to muon neutrino fluxes, computed in the hypothesis that the corresponding gamma-ray flux results entirely from hadronic $pp$ interactions (see Ref. 8).

### 4. The case of the Galactic Center Ridge

Another promising object from the point of view of detection of multi-TeV neutrinos is the Galactic Center Ridge. The observations with the H.E.S.S. telescope revealed the presence of a diffuse component in the emission from the 200 pc region of the Galactic Center (see Refs. 9, 10). The hard energy spectrum of the emission, as reported in Ref. 10, extends above 10 TeV without any indication of a spectral break or a cut-off. This condition makes such source another candidate to be detected by KMeNeT (see Ref. 11). The most recent H.E.S.S. measurements of the Galactic Center Ridge in Ref. 12 point toward an unbroken power-law spectrum of the form:

$$\frac{dN_\gamma}{dE}(E) = \phi_0 \left( \frac{E}{E_0} \right)^{-\alpha}$$

with $E_0 = 1$ TeV, $\phi_0 = 1.2 \times 10^{-8}$ TeV$^{-1}$ cm$^{-2}$ sr$^{-1}$ s$^{-1}$, $\alpha = 2.28$. This spectrum corresponds to the region $|l| \leq 1.0$ deg, $|b| \leq 0.3$ deg. The estimation of the
sensitivities is thus done for a rectangular box with longitudinal size of 2.0 deg and latitudinal size of 0.6 deg. The results are shown in Fig. 3(b), where three spectra of neutrinos are calculated: the unattenuated power law that closely follows the gamma-ray measurements and two more spectra obtained assuming an exponential cut-off in gamma rays at 100 TeV and 1 PeV. One can see that only in the case of location of the gamma-ray cut-off beyond 100 TeV, the gamma-ray data could guarantee a statistically significant detection of the counterpart neutrinos by KM3NeT. Gamma-ray data above 100 TeV are too weak to be detected by the H.E.S.S. telescopes, even after a decade of continuous monitoring of this region. The exploration of this energy domain requires more powerful gamma-ray instruments, such as CTA. This can be seen in Fig. 3(b). However, it is worth to note that gamma rays, even in the case of their effective production above 100 TeV, would hardly escape the Ridge because of the absorption at interactions with the enhanced far infrared radiation fields in the central 100 pc region. Thus it is likely that the neutrinos remain the only messengers of information about the cosmic-ray protons with energies larger than 1 PeV. This opens a unique opportunity for KM3NeT to provide a major contribution to the exploration of the inner Galactic Center region.

5. Conclusions

This analysis presented here shows that, assuming a source emitting a gamma-ray $E^{-2}$ differential energy spectrum through a fully hadronic mechanism, a minimum gamma-ray flux of $E^2\phi_\gamma(10 \text{ TeV}) > 1 \times 10^{-12} \text{ TeV cm}^{-2} \text{ s}^{-1}$ is necessary in order to investigate with a $3\sigma$ significance its neutrino counterpart on a time scale of 10 years with KM3NeT, if the source has an angular size of $R_{\text{src}} = 0.1$ deg. In the extreme case of a source with a radial extent of $R_{\text{src}} = 2.0$ deg, only sources brighter than $E^2\phi_\gamma(10 \text{ TeV}) > 2 \times 10^{-11} \text{ TeV cm}^{-2} \text{ s}^{-1}$ will be in the reach of neutrino telescopes. In particular, RX J1713.7-3946 and the Galactic Center Ridge remain potential sources for the upcoming generation of neutrino detectors.
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We explore the sensitivity of the relic supernova neutrino background from core-collapse supernova explosions to the nuclear equation of state (EoS). This sensitivity arises largely from the contribution to neutrino emission from failed supernovae (fSNe). We consider a variety of astrophysical scenarios, including different progenitor masses, different cosmological star formation rates, starbursts, quiescent star formation, and a metallicity dependence of the initial mass function. We find that the EoS signature remains robust under a variety of conditions. We demonstrate the viability of future neutrino detectors to distinguish the nuclear EoS via the relic supernova neutrino spectrum.
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1. Introduction

We have studied1–3 the contribution to the relic supernova neutrino (RSN) spectrum from different types of SNe. These previous works have shown that there is a clear EoS dependence in the spectrum. In particular in Ref. 3 we clarified the sensitivity to various astrophysical scenarios in order to quantify the EoS dependence of the RSN spectrum. For example, any change in the occurrence of core-collapse supernovae (CCSNe) vs. failed supernovae (fSNe) can affect the expected spectrum. Therefore, we have applied different criteria for a successful SN explosion and analyzed their effects on the RSN spectrum.

Moreover, the observational estimation of the cosmic star formation rate (SFR) is an involved procedure based upon different sources, e.g., UV light from galaxies and the far infrared (FIR) luminosity4. It also depends on modeling for the interpretation of the observational data, e.g., the fit to the spectral energy distribution
Therefore, it is valuable to consider different SFR estimates and study their effects on the RSN spectrum.

The star formation rate also depends upon the choice of the stellar initial mass function (IMF). The IMF is a fundamental quantity not only for SFR estimation but also for the occurrence of each type of SN. A universal IMF, typically Salpeter-like IMF, is commonly assumed in almost every aspect of the astronomical derivation. Theoretical studies have attempted to derive this universality\textsuperscript{6,7}. Nevertheless, a convincing theory for the universal IMF has not yet been established. Another uncertainty surrounding the IMF is its metallicity dependence. In general cooler molecular clouds should more easily collapse to form stars. Therefore, metal-poor molecular clouds, which may be common at high redshift, could tend to form more massive stellar objects. This leads to the concept of a top-heavy IMF in the early universe, i.e., a $z$-dependent IMF.

In Refs. 1, 2, 3 we have investigated the EoS dependence of the RSN spectrum by applying a variety of scenarios. These works show that the EoS dependence is sufficiently robust that the relic supernova neutrino spectrum can be used to gain insight into the nuclear EoS for core-collapse supernova explosions almost independently of the many uncertainties in the astrophysical scenarios.

One must know which progenitors become which type of SN because each SN emits a different spectrum of neutrinos [cf. Ref. 1]. Many numerical simulations have been performed which produce supernova explosions similar to SN1987A. Recent progress in multi-dimensional supernova simulations has led to successful explosions\textsuperscript{8–11}. There is a common feature in the relationship between the structure of the progenitor and successful explosions\textsuperscript{12–17}. The progenitors with greater compactness are less able to explode because they experience more accretion of material before the shock passes through the core. Indeed, successful/failed SNe occur with a non-monotonic dependence on progenitor mass\textsuperscript{12,14,16,17}. Previously, most of studies of relic supernova neutrinos assumed definitive mass ranges within which a certain type of SN can occur. The relic neutrino spectrum must be re-evaluated by taking into account the sporadic dependence of the SN explosion on the progenitor mass.

In Ref. 3 we followed the work of Ref. 14 and adopted the fraction $f_{\text{SN}} = 0.26$ for progenitors in the mass range of $10 - 40 M_\odot$ to include the dependence of the SN explosion on progenitor in this mass range. We then take $f_{\text{SN}} = 1.00$ for $M > 40 M_\odot$. We use this SN-progenitor relationship as the fiducial case throughout this work. For comparison, we also apply $f_{\text{SN}} = 1.00$ for $M > 18 M_\odot$, which has been adopted in previous work with respect to the red supergiant problem\textsuperscript{2}.

Several different SFR formulae have been proposed to fit the observational data. The data mostly are interpreted from the UV luminosity of galaxies at different redshifts (e.g., Refs. 20, 21). This derivation is complicated because of the possible extinction due to the dust surrounding galaxies\textsuperscript{22}. Also, the stellar composition at different ages must be taken into consideration so that the color of each galaxy is
matched to the observations. Typically a Salpeter-like IMF is assumed for both the deduction of the SFR from the UV light and the color matching. Moreover, not only the UV source but also the IR emission is used for the SFR estimate.

The relic supernova neutrino spectrum depends strongly upon the SFR through the rate of occurrence for each type of SN. In Ref. 3 the SFR fitting formula proposed by Ref. 4 was adopted. It has been argued that the observationally deduced supernova rate tends to be smaller than the theoretical value. This is the so-called supernova rate problem. This depends upon the choice of SFR. The SFR adopted in this work, gives a more conservative relic SN neutrino estimation and is independent of the supernova rate problem.

As mentioned above, most evaluations of the SFR are based upon the UV luminosity, which is mainly emitted by OB stars. The dust surrounding galaxies, however, always complicates the evaluation of the UV. There is a claim that the SFR based upon UV light is an underestimate especially for starburst galaxies. Recently, a new method based upon SED modeling has been proposed in order to take into account the star formation embedded in dense molecular clouds. This study has shown that the SFR for $z > 3.5$ is higher by a factor of 2 to 3 than the estimate from UV light. We also apply this SFR to see how it affects the relic SN neutrino spectrum compared to the fiducial case.

The IMF is commonly assumed to be a universal function that is independent of the physical conditions of the star formation site. One of the popular functional forms is the Salpeter-A IMF (Sal-A). This is a two-segment power-law given by $\phi_0(M) = M^{-\zeta} = M^{-(1+\Gamma)}$, with $\zeta = 2.35 \pm 0.2$ ($\Gamma = 1.35 \pm 0.2$) for stars with $M \geq 0.5M_\odot$ and $\zeta = 1.5$ ($\Gamma = 0.5$) for stars with $0.1 < M < 0.5M_\odot$. This is the adopted IMF for the present work. Most of the popular IMFs including the Sal-A are observationally deduced for stars in the Milky Way. There are also theoretical derivations of the power-law index for the IMF. For example, a power law IMF is explained by the turbulent motion of molecular clouds in a magnetic field. However, no definitive theory for the IMF, and the universality of the IMF remains an open question.

The relationship between metallicity and the IMF was also considered. The IMF in metal poor environments molecular clouds may not sufficiently cool to collapse gravitationally on small scales. We explored the IMF-metallicity relationship by adopting a cosmological metallicity evolution. If we consider a variable IMF, it is necessary to make a correction to the SFR, which is IMF dependent.

We follow the standard method to evaluate the detection rate of relic SN neutrinos as described in Refs. 1, 2, 3, 31, 33. For each type of SN we adopt $z_{max} = 5$ as the redshift at which star formation begins and $R_{SN}$ is the cosmic supernova rate. $dN_{\nu}(E_\nu)/dE_\nu$ is the neutrino spectrum emitted at the source, and the energy $E'_\nu = (1 + z)E_\nu$ is the energy at emission. $E_\nu$ is the redshifted energy observed in the detector. A standard cosmology with $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.3$, $\Omega_\Lambda = 0.7$ was adopted and a Fermi-Dirac distribution was assumed.
for all neutrino species from each type of SN. Two models of fSNe, one with a soft EoS\(^{35}\) (LS-EoS, \(K = 180\)) and a stiff EoS\(^{36}\) (Shen-EoS) were considered from the numerical models of Ref. 37.

The supernova rate \(R_{SN}\) is depends on the cosmic SFR, and \(\phi_0(M)\) is the IMF. Here, \(M_{SN}\) denotes the range of progenitor masses that lead to a particular type of SN. Hence, it is obvious that the neutrino flux depends not only upon the cosmic SFR and the IMF, but also upon the occurrence of each type of SN. Then, the detector event rate is

\[
\frac{dN_{\text{event}}}{dE_{e^+}} = N_{\text{target}} \frac{1}{c} \frac{dN_{\nu}}{dE_{\nu}} \sigma(E_{\nu}) \frac{dE_{\nu}}{dE_{e^+}},
\]

where \(N_{\text{target}}\) is the number of target particles in the detector. \(\sigma(E_{\nu})\) is the cross section for neutrino interactions within the detector. In the calculations, we assume a water Čerenkov detector so that the neutrino absorption is dominated by the \(\bar{\nu}_e + p \rightarrow e^+ + n\) reaction with \(E_{\nu} = E_{e^+} + 1.3\) MeV.

The effects of neutrino oscillations on the final neutrino signals have also been considered.\(^1\) Two possible cases were considered i.e. either a normal or inverted mass hierarchy associated with complete non-adiabatic mixing (Case I) and an inverted mass hierarchy associated with complete adiabatic mixing (Case II) through the MSW high-density resonance. We denote the case without neutrino oscillations as Case III. These schemes were applied to each different astronomical scenario.

2. Results

We numerically treated both Type-II SNe and SNeIb,c as luminous core-collapse SNe in the same manner and denote them simply as CCSNe. We then showed the results within different astrophysical scenarios. For each case we considered the neutrino oscillations (Cases I & II) in the inverted and normal hierarchy and cases without neutrino oscillations (Case III). Comparisons among different scenarios for Case I, II, and III are made by looking at the locations of peak and tail of spectrum.

Figure 1 shows the the essential result of these studies. It shows the differences between the peak and the tail of the observable observed neutrino detector response for all uncertainties included in the no-oscillations studies (Case III). This figure reveals the robustness of the EoS dependence by indicating the characteristic locations with the rectangular symbols as described above. The EoS dependence appears as a robust separation between the predicted RSN spectra for a stiff vs. a soft EoS. Other cases show a similar pattern.\(^3\)

In summary, the fiducial case in this study, we have adopted the SFR parametrized by Ref. 4 along with the sporadic CCSN/fSN occurrence in the mass range of \(10^{-40}M_\odot\) based upon the numerical studies of Ref. 14. We then estimated the RSN spectrum. In addition, we have considered a wide variety of astrophysical scenarios and investigated the EoS dependence of the RSN spectrum for each case with and without the occurrence of neutrino oscillations. We find that the EoS dependence of the RSN spectrum manifests prominently in the high energy tail in
Fig. 1. Comparison of Case III (without neutrino oscillation) for all scenarios. The figure includes only rectangles for the location of peak and tail which characterize the spectrum for each cases. In the left upper panel, the spectrum of the fiducial case without the error band are included for reference. The solid line is for the Shen EoS and the dashed line for the LS EoS. The right upper panel shows the detail of the peak locations for both the Shen and LS EoSs. Similarly the details of tails are shown in the left bottom (for the LS EoS) and right bottom panel (for the Shen EoS).

any scenario considered. The robustness of this EoS dependence can be understood in that the RSN spectrum is determined mostly by the SFR for $z < 2$. For example, in the case which adopts an enhanced cosmic SFR for $z > 3$, it is clearly seen that the RSN exhibits an EoS dependence similar to that of the fiducial cosmic SFR.
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The Chinese mission Insight–HXMT allows for a high sensitivity study of the X-ray sky in 1250 keV, thanks to a smart combination of collimated detectors operating in different energy bands and providing a source location accuracy of 1 arcmin for a 20-σ source. In addition to observing Galactic sources, the HXMT High Energy (HE) instrument also operates in the so-called GRB mode, that makes it possible to detect and characterise GRB prompt emission from 200 keV to 3 MeV with an effective area as high as 2000 cm², thus filling the sensitivity gap of presently flying main GRB detectors in this energy range. We report the results of intensive simulations of the expected performances of HXMT for GRB science, showing how, especially in combination with, e.g., Swift/BAT and Fermi/GBM, the HXMT/HE will provide a significant improvement in the characterisation of temporal and spectral properties of the prompt emission of long GRBs, as well as an improved detection rate and better spectral characterisation of short GRBs.

Keyword: Gamma-ray bursts.

1. Introduction

The Insight Hard X-ray Modulation Telescope (HXMT) was launched June 15, 2017 in a 43°-inclination orbit and is devoted to X-ray astrophysics. The payload consists of three collimated instruments covering a total energy band of 1–250 keV. The High–Energy instrument (HE), made of 18 phoswich detection units NaI(Tl)+CsI(NaI), operates in the 20–250 keV and has a total geometric area of \( \sim 5000 \) cm², time resolution of 25 μs and energy resolution of 19% at 60 keV. All the information for each photon is recorded. The detection system and the design of the HE units are very similar to those of the BeppoSAX/PDS instrument, thus making it an excellent instrument for the study of hard X-ray sources as well as a sensitive full-sky gamma-ray burst (GRB) monitor. In the normal operation mode, the energy band is 20–250 keV for NaI detectors and 40–600 keV for CsI detectors. The HE electronics and on-board data handling system are designed in such a way...
to identify NaI and CsI events, and to measure the energy of these events along with their occurrence time. In the normal mode, the CsI detectors above 100 keV exhibit an effective area ranging from few hundreds cm$^2$ for front incident radiation, to $\sim$1500–2000 cm$^2$, for radiation coming from the rear of the instrument. In the GRB operation mode, activated during Earth occultation of pointed sources, the HV of the HE instrument units is lowered to reduce the gain by a factor of $\sim$5, thus changing the energy band of the NaI detectors from 20–250 keV to 100–1250 keV and that of the CsI from 40–600 keV to 200–3000 keV (right panel of Fig. 1). In this paper we focus on the capabilities of HXMT/HE to detect and characterise the prompt emission of GRBs. In fact, the HE instrument is also operated in a GRB mode that allows to derive with high accuracy the temporal and spectral properties of the detected GRBs in the energy range from 200 keV to 3 MeV, thanks to an average effective area of $\sim$1500–2000 cm$^2$. This way, HXMT complements the sensitivities of other important and presently flying GRB detectors, like, e.g., Swift/BAT (15–150 keV) and Fermi/GBM (8 keV–30 MeV but with small effective area), thus providing a relevant contribution to the understanding of the physics of the prompt emission, one of the main open issues in the GRB field (e.g., see Ref. 3 for a review), and to the use of spectrum–intensity correlations for cosmology$^4$ (left panel of Fig. 1). For instance, the spectral peak energy, $E_p$, corresponding to the peak of the $\nu F_\nu$ spectrum, is a key parameter for GRB prompt emission models. In addition, $E_p$ strongly correlates with the GRB radiated energy during the prompt emission$^5,6$, during the early X-ray afterglow$^7$, and with the time variability and properties of the power density spectrum of the gamma-ray time profile$^8$. With
reference to the “Band function”\(^9\), the high-energy spectral index \(\beta\) is also very important for testing and discriminating among various models, thus providing clues to the physics and geometry of the ultrarelativistic jet that is thought to act in a GRB. Swift/BAT measures mostly power-law spectra, thus providing estimates of \(E_p\) only for a few GRBs and almost no estimates of \(\beta\), whilst most Fermi/GBM spectra can be fitted with a cut-off power-law, with no clues on \(\beta\).

2. GRB spectroscopy

We quantified the improvements expected by joining HXMT/HE with other missions through simulations with the xspec package (v.12) in terms of the accuracy in determining \(E_p\) and \(\beta\). The response matrix of HXMT/HE in GRB mode was obtained through intensive Monte Carlo simulations of the instrument and of the whole satellite, combined with extensive on-ground calibrations\(^1\). We used the response matrix for an offset incident angle of \(\theta = 135^\circ\), which is the rear side direction. The background spectrum was derived by taking into account the expected in-flight background components, including CXB, primary and albedo protons, electrons and positrons, gamma-rays albedo and SAA proton activated fluorescence by instrument and satellite structures\(^10\). Figure 2 (left) shows the Swift/BAT (measured)

![Fig. 2. Left: \(\nu F_\nu\) spectrum of GRB161218A as measured by Swift/BAT and expected with HXMT/HE (GRB mode) by assuming the spectral parameters measured by Konus-WIND\(^11\). Right: simulated Fermi/GBM and HXMT/HE (GRB mode) spectra of a medium–weak GRB (10–1000 keV fluence of \(5 \times 10^{-6}\) erg cm\(^{-2}\)) with a typical Band spectral shape with \(\alpha = -1\), \(\beta = -2.3\) and \(E_p = 300\) keV and 25-s duration. Channels have been grouped to ensure > 2\(\sigma\) significance.

and HXMT/HE (simulated) joint spectrum of the medium intensity GRB161218A. While BAT alone would measure a simple power-law spectrum, the HE data are essential to constrain both \(E_p\) and \(\beta\) by measuring the whole spectral curvature. A comparison between Fermi/GBM and HXMT/HE spectral capabilities is also shown (right): we simulated the spectrum of a medium–weak GRB (10–1000 keV fluence of \(5 \times 10^{-6}\) erg cm\(^{-2}\)) with a typical Band spectral shape: \(\alpha = -1\), \(\beta = -2.3\) and \(E_p = 300\) keV. In particular, we simulated the spectra of the two NaI detectors and
the BGO detector most illuminated by the considered GRB, as usual with real data. Although the nominal energy band of the GBM extends up to 20–30 MeV, its effective area is poor with respect to that of HXMT/HE at energies higher than ∼300 keV (Fig. 1). Thus, also in this case HXMT/HE data are essential to constrain the spectral shape and determine \( E_p \) and \( \beta \). We then simulated a set of Fermi/GBM (using real background data) and HXMT/HE (GRB mode) spectra by assuming the above typical spectral shape and a 10–1000 keV fluence in the range \( 10^{-4}–10^{-7} \) erg cm\(^{-2} \). The results are shown in Fig. 3 in terms of fractional 1σ uncertainty in the estimates of \( E_p \) and \( \beta \) as a function of GRB fluence. Clearly, HXMT/HE alone constrains \( E_p \) well only for the brightest GRBs, whereas \( \beta \) is measured well down to the faintest ones. Conversely, the Fermi/GBM alone constrains \( E_p \) down to medium-bright GRBs. Yet, only the joint analysis of both instruments enables a good estimate of \( E_p \) down to fluences as low as \( 5 \times 10^{-7} \) erg cm\(^{-2} \). This will significantly increase the number of GRBs that can be used for testing prompt emission models and for the study of the \( E_p \)-intensity correlations. For progressively lower GRB fluences and higher values of \( E_p \) the HXMT spectral capabilities become increasingly relevant, especially for short GRBs, whose average \( E_p \) is higher than that of long ones\(^{12} \).

3. GRB timing

The degree of variability exhibited by GRB light curves is long known to be related to luminosity\(^{13,14} \) and spectral properties\(^{8} \). Among the various characterising temporal observables, such as the average\(^{15} \) and the individual power density spectrum\(^{8,16} \), noteworthy is the so-called spectral (or “time”) lag, i.e. the delay between the time profiles of a given GRB at two different energy channels with softer photons lagging behind harder ones. The spectral lag is important for several aspects: (i) it anti-correlates with luminosity for long GRBs\(^{17,18} \) as well as for GRB X-ray
flares\(^{19}\); (ii) it discriminates between long and short GRBs, for which typical values are several ten or hundred ms vs. just a few ms, respectively\(^{20}\); (iii) an exhaustive self-consistent explanation is still missing, although two main interpretations have been put forward: (a) a spectral hard-to-soft evolution within the fluid comoving frame, or (b) a kinematic/geometric effect due to the Doppler factor connected with the bulk Lorentz factor of the jet, or the combination of both. The spectral lag is usually calculated through the cross-correlation function (CCF) of the two profiles. As such, its accuracy strongly depends on the number of counts, especially in the harder channel, which is more significantly hampered by low-count statistics: indeed, above \(>300\) keV the lag calculation is an almost uncharted territory, apart from rare, exceptionally bright events. This limitation is even more severe for short GRBs due to the lower fluence and harder photons than for long GRBs. Thanks to its large effective area above a few hundreds keV, HXMT/HE holds a great promise for the spectral lag calculation even for less fluent GRBs, such as short ones. We assessed the potential of joining HXMT/HE to Fermi/GBM through a number of simulations of short GRB profiles, assuming the response function for an off axis angle of \(\theta = 135^\circ\) in GRB mode. In particular, we simulated a fast-rise exponential decay (FRED) with an instantaneous spectrum described by a Band function with typical values for short GRBs: \(\alpha = -0.5\), \(\beta = -2.3\), and \(E_p\) monotonically decreasing from the initial value of 1 MeV according to Ref. 21. Figure 4 shows

![Fig. 4. Left: simulated profile of a short GRB (\(T_{90} = 0.84\) s; 10–1000-keV fluence of \(5 \times 10^{-6}\) erg cm\(^{-2}\)) with hard-to-soft evolution due to a decreasing \(E_p\) (top). The HXMT/HE profile above 300 keV is shown in comparison with the Fermi/GBM soft (50–300 keV) and hard (> 300 keV) bands. In the hard channel the better statistical quality of HXMT/HE is evident. Right: spectral lag between HXMT/HE (> 300 keV) and Fermi/GBM (50–300 keV) profiles as a function of the 10–1000-keV fluence of the short GRB, compared with the true value (solid line).]
the different simulated profiles for HXMT/HE and for Fermi/GBM (left), where the statistical quality of the latter is clearly lower than that of the former. We then calculated the lag via CCF between the soft energy channel of Fermi/GBM and that of HXMT/HE for a number of identically shaped short GRBs within increasing γ-ray fluences and compared the results with the true value (measured without statistical noise): the result (right panel) shows the unprecedented good accuracy obtained at any given fluence in the considered range. This will allow for a better characterisation of the spectral lag of a larger number of short GRBs, whose relevance cannot be overstated given their association with the mergers of binary neutron stars revealed through the detection of gravitational waves, as was first the case for GRB170817A/GW170817\textsuperscript{22}.
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An updated calculation of the high energy diffuse gamma and neutrino flux from the galactic disk
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We provide updated expectations for the diffuse gamma and neutrino emission produced in the TeV domain by the interaction of cosmic rays with the gas contained in the galactic disk. Motivated by recent analyses of the Fermi-LAT data, we consider different assumptions for the cosmic ray space and energy distribution in the Galaxy, including the possibility that cosmic ray energy spectrum depends on the galactocentric distance.

\textit{Keyword}: High energy photons and neutrinos.

1. Introduction

Cosmic rays (CR) that propagate in different regions of the Galaxy interact with the gas contained in the galactic disk through hadronic processes and produce a diffuse flux of high energy (HE) gammas and neutrinos. These particles propagate to Earth along straight lines providing us with information on the CR space and energy distributions and, thus, in turn, on the CR transport in the galactic magnetic field. In this work, we present updated predictions for the diffuse galactic gamma-ray and neutrino flux produced by this mechanism in the TeV domain. Our results are obtained by using the phenomenological approach introduced in Ref. 1 that allows us to implement different assumptions for the CR space and energy distribution in a simple and direct way, including the possibility of a position dependent CR spectral index, recently emerged from analyses of the Fermi-LAT data\textsuperscript{2–5}.

2. The diffuse gamma and neutrino fluxes

The diffuse gamma (at energies $E_{\gamma} \leq 20$ TeV where gamma ray absorption in the Galactic radiation field is expected to be negligible) and neutrino fluxes produced by the interaction of CR with the interstellar medium in the galactic plane can be written as:

$$\varphi_{i,\text{diff}}(E_{\gamma}, \hat{n}_i) = A_i \left[ \int_{E_i}^{\infty} \frac{dE}{E} \frac{\sigma(E)}{E} F_i \left( \frac{E_{\gamma}}{E} \right) \right] \int_0^{\infty} dl \varphi_{\text{CR}}(E, r_\odot + l \hat{n}_i) n_H(r_\odot + l \hat{n}_i),$$

(1)
where \( i = \nu, \gamma \) stands for neutrinos and gamma respectively, \( E_i \) and \( \hat{n}_i \) indicate the energy and arrival direction of the considered particles and \( r_\odot = 8.5 \) kpc is the position of the Sun. The total inelastic cross section in nucleon-nucleon collision, \( \sigma(E) \), is given by:

\[
\sigma(E) = 34.3 + 1.88 \ln(E/1\,\text{TeV}) + 0.25 \ln(E/1\,\text{TeV})^2 \, \text{mb},
\]

where \( E \) is the nucleon energy, while the spectra \( F_i(E_i/E, E) \) of produced secondary particles are described (with 20% accuracy) by the analytic formulas given in Ref. 6. The constant \( A_i \) is equal to 1 for photons and 1/3 for neutrinos, since the one flavour neutrino flux \( \Phi_{\nu,\text{diff}} \) is obtained by summing over the production rates of \( \nu_e \) and \( \nu_\mu \) in the sources, i.e.:

\[
F_\nu(E_i/E, E) \equiv F_{\nu_e}(E_{\nu_e}/E, E) + F_{\nu_\mu}(E_{\nu_\mu}/E, E),
\]

and then assuming flavour equipartition at Earth, as it is expected with good accuracy due to neutrino mixing, see e.g. Ref. 7. The gas density \( n_H(r) \) is described as in Ref. 8; the heavy element contribution is included by assuming that the total mass of the interstellar gas is a factor 1.42 larger than the mass of hydrogen, as it is expected if the solar system composition is considered representative for the entire galactic disk.

Following Ref. 1, the CR nucleon flux is given as a function of position and nucleon energy by:

\[
\varphi_{\text{CR}}(E, r) = \varphi_{\text{CR},\odot}(E) g(r) h(E, r)
\]

where \( \varphi_{\text{CR},\odot}(E) \) represents the local flux,\(^a\) \( g(r) \) is an adimensional function (normalized to one at the Sun position \( r_\odot) \) introduced to describe the spatial distribution

\(^a\)In this work, we use the symbol \( \varphi \) for angle-differential fluxes and \( \Phi \) for angle-integrated fluxes.
Fig. 2. The diffuse HE gamma-ray flux at $E_\gamma = 1$ TeV as a function of the Galactic longitude $l$ (for $b = 0$) obtained by assuming that the CR spectrum is position-independent (blue lines) and by implementing CR spectral hardening in the inner Galaxy (red lines) as described by Eqs. (4), (8). Solid and dashed lines (in each group) are obtained by assuming that the CR spatial distribution follows that of SNR with smearing radius $R = 1$ kpc and $R = \infty$, respectively.

of CR while the function $h(E, r)$, given by:

$$h(E, r) = \left( \frac{E}{\bar{E}} \right)^{\Delta(r)}$$

with $\bar{E} = 20$ GeV and $\Delta(r) = 0$, introduces a position-dependent variation $\Delta(r)$ of the CR spectral index.

We describe the local CR nucleon flux $\varphi_{\text{CR,\odot}}(E)$ according to the data driven parameterization given in Ref. 9 that relies as little as possible on theoretical assumptions. In the energy range of interest for the present analysis, that roughly corresponds to $E \simeq 10 \times E_\gamma \sim 10$ TeV when we consider photons with energy $E_\gamma \sim 1$ TeV, the total nucleon flux is lower than the broken-power law parameterization adopted in our previous calculation\(^1\) by $\sim 12\%$. For neutrinos, we are interested at larger CR energies $E \sim 20 \times E_\nu \sim 2$ PeV, as can be understood by considering that the astrophysical signal emerges from background components at $E_\nu \sim 100$ TeV in IceCube data. At these energies, the determination of the local flux is affected by relevant uncertainties and the total nucleon flux adopted in this work is reduced by a factor $\sim 2$ with respect to that given in Ref. 10.

The function $g(r)$ is determined by the distribution of the CR sources $f_S(r)$, that is assumed to follow the Supernova Remnants (SNR) number density parameterization given by Ref. 12, and by the propagation of CR in the Galactic magnetic field. Following Ref. 11, we define the function $g(r)$ as:

$$g(r) = \frac{1}{N} \int d^3x \ f_S(r - x) \ \frac{F(|x|/R)}{|x|}$$

where $N$ is a normalization constant given by:

$$N = \int d^3x \ f_S(r_\odot - x) \ \frac{F(|x|/R)}{|x|}$$
Fig. 3. The diffuse HE neutrino flux at $E_\nu = 100$ TeV as a function of the Galactic longitude $l$ (for $b = 0$) obtained by assuming that the CR spectrum is position-independent (blue lines) and by implementing CR spectral hardening in the inner Galaxy (red lines) as described by Eqs. (4), (8). Solid and dashed lines (in each group) are obtained by assuming that the CR spatial distribution follows that of SNR with smearing radius $R = 1$ kpc and $R = \infty$, respectively.

while the function $F(\nu)$ is defined as:

$$F(\nu) \equiv \int_\nu^{\infty} d\gamma \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\gamma^2}{2}\right)$$  \hspace{1cm} (7)

This kind of behaviour can be motivated as the solution of 3D isotropic diffusion equation with constant diffusion coefficient and stationary CR injection. In this context, the smearing parameter $R$ represents the diffusion length $R = \sqrt{2Dt_G}$, where $D$ is the diffusion coefficient and $t_G$ is the integration time.

The functions $g(r)$ calculated for different smearing radii $R$ are shown as a function of the galactocentric distance by the black lines in the left panel of Fig. 1 where they are compared with the CR density at $E_G \simeq 20$ GeV and the $\gamma$-ray emissivity integrated above $E_\gamma = 1$ GeV (which is a proxy of the CR flux) obtained from Fermi-LAT data in Refs. 3, 4, 5. While we believe that the data show a clear trend as a function of $r$, we think that they still do not allow to discard any of the proposed curves. We thus consider the two extreme assumptions $R = 1$ kpc and $R = \infty$, corresponding to the thick black lines in Fig. 1, in order to encompass a large range of possibilities and to provide a conservative estimate of the uncertainty in the gamma-ray flux connected with different descriptions of the CR spatial distribution in the Galaxy.

The possibility of CR spectral hardening in the inner Galaxy is implemented by modelling the function $\Delta(r)$ in Eq. (4) as:

$$\Delta(r, z) = \Delta_0 \left(1 - \frac{r}{r_\odot}\right)$$  \hspace{1cm} (8)

with $r_\odot = 8.5$ kpc, in galactic cylindrical coordinates. This choice is equivalent to what is obtained in Ref. 2 by considering a phenomenological CR propagation model.

\hspace{1cm} bSince the assumed smearing length is larger than the thickness of the galactic disk, we neglect in both cases the variation of the CR flux along the galactic latitudinal axis. In other words, we assume $g(r, z) \simeq g(r, 0)$ in the disk, where we used galactic cylindrical coordinates.
characterized by radially dependent transport properties. The numerical parameter $\Delta_0$ that physically corresponds to the difference between the CR spectral index at the Sun position, $\alpha_\odot \simeq 2.7$ at $E = 20$ GeV, and its value close to the galactic center, is taken as $\Delta_0 = 0.3$ since this assumption allows us to reproduce the trend with $r$ observed in Refs. 3, 4, 5 for $r \lesssim 10$ kpc, as it is shown in the right panel of Fig. 1. In more external regions, the evidence for a variation of CR energy distribution is much weaker and we assume that $\Delta(r)$ is constant, as shown by the black solid line.

3. Results

The diffuse HE gamma-ray flux at $E_\gamma = 1$ TeV is plotted in Fig. 2 as function of the Galactic longitude (at the fixed latitude $b = 0$, left panel) and latitude (at the fixed longitude $l = 0$, right panel). Blue lines are obtained by assuming that the CR spectrum is independent from the position in the Galaxy (we refer to this in the following as the “standard” scenario) while red lines implement CR spectral hardening in the inner Galaxy. Solid and dashed lines in (each group) are obtained by assuming that the CR spatial distribution is described by the function $g(r)$ given in Eq. (5) with smearing radius equal to $R = 1$ kpc and $R = \infty$, respectively.

The angle-integrated gamma-ray flux is equal to $\Phi_\gamma = (7.0 - 8.0) \times 10^{-13}$ cm$^{-2}$ s$^{-1}$ GeV$^{-1}$ at 1 TeV in the standard scenario with upper and lower bounds corresponding to $R = 1$ kpc and $R = \infty$, respectively. The inclusion of CR hardening increases the integrated flux by 1.2 -- 1.3, the exact enhancement factor being dependent on the assumed CR spatial distribution. Even if the effect on the total flux is relatively small, CR hardening may be responsible for a much more significant increase of the gamma-ray flux in the central region $-60^\circ \leq l \leq 60^\circ$. We see indeed from Fig. 2 that the enhancement factor can be as large as $\sim 2$ in the direction of the Galactic center. This factor is larger than the uncertainty due to CR spatial distribution that can be conservatively estimated from the width of the coloured bands in the figure. Additional uncertainty sources are the normalization of the local CR flux at $E \sim 10$ $E_\gamma \sim 10$ TeV, the distribution of gas in the Galaxy, the hadronic interaction cross section, etc. All these are expected to produce a total error smaller than the difference between red and blue lines in the figure, suggesting that effects of CR hardening can be probed by TeV scale gamma-ray observations of the galactic central region. A detailed comparison of the obtained predictions with the observational data in the TeV domain by Argo-YBJ, HESS, Milagro and HAWC experiments is performed in Ref. 11.

Finally, the diffuse neutrino flux at $E_\nu = 100$ TeV is given as a function of the galactic longitude and latitude in Fig. 3 where we also show with a green line the isotropic astrophysical neutrino flux that is obtained from the six years HESE event rate observed by IceCube$^{13}$. Our new calculations provide $\sim 40\%$ smaller neutrino

$^{*}$Refs. 4, 5 report the spectral index $\alpha_\gamma$ of gamma emission associated to $\pi_0$ decay. This is converted into the spectral index $\alpha$ of the parent CR by $\alpha_\gamma \simeq \alpha + 0.1$. 

fluxes than what obtained in our previous work\textsuperscript{1}, as a combined consequence of the revised description of the local CR flux (which accounts for a factor $\sim 2$ reduction) and the inclusion of heavy element contribution to the galactic gas distribution (which is responsible for a $\sim 40\%$ enhancement). The angle-integrated neutrino flux is equal to $\Phi_\nu = (1.0 - 1.2) \cdot 10^{-18} \text{ cm}^{-2} \text{ s}^{-1} \text{ GeV}^{-1}$ at 100 TeV in the standard scenario and it is equal to $\sim 3 - 4\%$ of the isotropic astrophysical flux observed by IceCube. The inclusion of CR hardening increases the integrated flux by $1.5 - 1.8$, the exact enhancement factor being dependent on the assumed CR spatial distribution. The effect is larger in the direction of the inner Galaxy where CR spectral hardening increases the predicted neutrino flux up to a factor $\sim 6$, producing a visibly different angular distribution with respect to the standard scenario.
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Gamma-ray emission from the near black hole environment in AGN
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"Gap"-type particle acceleration in the vicinity of supermassive black holes (BHs), accompanied by curvature and Inverse Compton radiation, could in principle lead to variable gamma-ray emission that may be detectable with current instruments. We shortly comment on the occurrence of magnetospheric gaps at the jet base, and the realisation of different potentials. The detection of rapid variability becomes most instructive by imposing a constraint on possible gap sizes, thereby limiting extractable gap powers and allowing to assess the plausibility of a magnetospheric origin. The relevance of this is discussed for the radio galaxies M87 and IC310. The detection of magnetospheric gamma-ray emission generally allows for a sensitive probe of the near black hole region and is thus of prime interest for advancing our understanding of the (astro)physics of extreme environments.
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1. Introduction

With the experimental progress during the last few years the high energy processes occurring in the vicinity of a supermassive black holes (BHs) have gained particular attention.2,4–9,13,14 The occurrence of strong, unscreened electromagnetic field components around rotating BHs could in principle facilitate an efficient particle acceleration to very high energies (Ref. 11 for a review). This process is naturally accompanied by \( \gamma \)-ray production via curvature emission (the radiation of charged particles moving along curved magnetic fields) and inverse Compton upscattering of ambient (accretion disk) soft photons. Provided that suitable conditions are met, the close BH environment could enable high (Blandford-Znajek-type) power extraction and account for rapid gamma-ray variability on timescales of \( \sim \tau_g/c = 1.4(M_{BH}/10^9 M_\odot) \) hr and shorter (Ref. 2). A characteristic feature in this context is the occurrence of charge-deficient regions (the so-called "gaps") close to the BH.

2. "Gaps" around supermassive black holes

Magnetospheric emission models usually rely on efficient "gap"-type particle acceleration. According to Ohm’s law, \( \mathbf{J} = \sigma(\mathbf{E} + \mathbf{v}/c \times \mathbf{B}) \), a deficiency of electric charges (i.e., low conductivity \( \sigma \)) within the BH magnetosphere can lead to the formation of regions with an unscreened parallel electric field component, i.e. where \( \mathbf{E} \cdot \mathbf{B} \neq 0 \). Thus, magnetospheric particles moving along magnetic fields into such charge-empty regions ("gap") can be strongly accelerated to high energies by these parallel electric field components.
The formation of “gaps” is closely associated with mechanisms for the charge density supply into the magnetospheric environment. The conditions under which charges are injected in the magnetosphere are still not fully understood. It seems likely, however, that the presence of a hot, radiatively inefficient accretion flow (RIAF) could facilitate particle injection via photon annihilation \((\gamma + \gamma \rightarrow e^+ + e^-)\) of MeV disk photons (Bremsstrahlung peak). As it turns out, below a certain accretion rate the resulting charge density is not sufficient to screen the electric field, so that magnetospheric particle acceleration becomes a plausible process (Ref. 6).

3. The structure of magnetospheric “gaps”

It is usually believed that the magnetospheric structure of astrophysical BH can be reasonably approximated (at least in a time-averaged sense) by an electromagnetic force-free solution. Such a configuration is known to facilitates an efficient electromagnetic extraction of the rotational energy of the BH (Ref. 3). For this to be possible, however, some quasi-steady electric currents that pervade the magnetospheres as sources of the magnetic field and that are carried by charged particles flowing through them, need to be sustained despite the presence of inflows and outflows. If we suppose, to the contrary, that under-dense \((\rho_e < \rho_{GJ})\) regions (“gaps”) are formed in which a parallel electric field \(E_{\parallel}\) is established, this does not necessarily invalidate over-all force-freeness.

Vacuum “gaps” could occur around at least two locations, the null surface (NS) and the stagnation surface (SS) (Refs. 5, 7, 8). Figure 1 provides an illustration of their locations for an exemplary (split monopole) BH magnetosphere (split monopole). The former surface (NS) designates the region where the generalised Goldreich-Julian charge density \(\rho_{GJ}\) vanishes, changing sign across it (red solid line). This happens close to the location where the field line rotation frequency \(\Omega_F\) equals the Lense-Thirring angular frequency \(\omega_\bullet\) \((r_g)\), i.e., usually on radial scales \(r \sim r_g = GM/c^2\). In order for the BH magnetosphere to be force-free (vanishing \(E_{\parallel}\)) the real charge density \(\rho_e\) should correspond to \(\rho_{GJ}\). As \(\rho_{GJ}\) changes signs across the null surface, \(\rho_e\) is required to have opposite signs on opposite sites, hence a parallel electric field component could easily arises around this surface (Refs. 5, 7). The stagnation surface (SS), on the other hand, naturally occurs in an MHD outflow driven by a rotating (Kerr) BH and designates the surface that separates plasma motion inwards (inflows) from the gravitational field from plasma motion outwards (outflows) above it (green solid line). This surface is in general non-spherical and located inside the (outer) light cylinder, typically on radial scales of some \(r_g\).

To allow for a general (time-averaged) force-free MHD description, plasma would need to be continuously replenished to maintain a charge density \(\rho_e \geq \rho_{GJ}\).

4. Different realisations of the “gap” potential

In its simplest (one-dimensional, non-relativistic) form the “gap” electric field \(E_{\parallel}\) and potential \(\Phi_e\) along a path length \(s\) in the presence of a non-zero charge density
Fig. 1. Structure of the BH magnetosphere for a split-monopole and field line rotation frequency $\Omega = c/4r_g$. Gray solid lines represent field lines and dashed black lines denote contour levels of Goldreich-Julian density. Between the inner and outer light cylinder (yellow lines) the null (red) and stagnation (green) surfaces are located. Across the null surface the charge density changes sign, while the stagnation surface separates matter inflow and outflow, respectively.

$\rho_e$ can be determined from Gauss law

$$\frac{dE}{ds} = 4\pi (\rho_e - \rho_{GJ}) \quad \text{with} \quad \frac{d\Phi}{ds} = -E,$$

so that the relevant voltage drop becomes $\Delta V_{\text{gap}} = \Phi_e(s = h) - \Phi_e(s = 0)$, where $h$ denotes the characteristic gap height. It is easily seen that a “gap” emerges only if the real charge density $\rho_e$ diverges from the expected $\rho_{GJ}$.

Different solutions are obtained however, dependent on what type of boundary conditions (e.g., highly or weakly under-dense) are considered to be realised, as we show in Ref. 8. In general, the resultant voltage drop can be written as $\Delta V_{\text{gap}} = \Phi_e(h/r_g)^\nu$, with $\Phi_e \approx \Omega \tau_D^2 B_H/c$, where $B_H$ corresponds to the strength of the normal magnetic field component threading the horizon, and the coefficient $\nu$ is dependent on the chosen “gap” scenario:

(a) If $\rho_e \ll \rho_{GJ}$, for example, then

$$\Delta V_{\text{gap}} = \Phi_e \left( \frac{h}{r_g} \right)^2,$$

(b) While for $\rho_e \sim \rho_{GJ}$ one instead finds

$$\Delta V_{\text{gap}} = \Phi_e \left( \frac{h}{r_g} \right)^3,$$

i.e., a scaling $\propto h^3$ where the power index is now increased by one.
5. VHE gamma-ray emission from magnetospheric “gaps”

If the potential is sufficiently strong as expected around supermassive BHs, a single particle entering the gap can be accelerated to very high energies (up to Lorentz factors $\gamma \sim 10^{10}$), emitting curvature and inverse Compton gamma-ray photons on its way. In the presence of an ambient photon field, a pair cascade ($\gamma + \gamma \rightarrow e^+ + e^-$) is triggered, that can lead to vacuum breakdown and the formation of highly conducting pair plasma, i.e., to enough charges ($\rho_e \geq \rho_{GJ}$) to annihilate the parallel electric field and ensure gap closure $\mathbf{E} \cdot \mathbf{B} = 0$. As a consequence, the magnetic field lines can be considered as nearly orthogonal to the $\mathbf{E}$ field, with just enough $\mathbf{E} \cdot \mathbf{B}$ remaining to produce sparks of $e^+ e^-$-pairs and keep the magnetosphere filled with plasma. An electromagnetic force-free solution could then provide a reasonable approximation to the time-averaged structure of such a magnetosphere.

6. Associated “gap” luminosities

Given the anticipated potential strengths around supermassive BHs a significant amount of the non-thermal emission of magnetospheric “gaps” is expected to occur in the high and very high energy $\gamma$-ray domain (Refs. 11, 6, 5, 9). The different “gap” potential noted above, however, lead to different expectations for the maximum “gap” luminosity $L_{gap} \approx n_e V_{gap} dE_e/dt$ (with characteristic gap volume $V_{gap} \propto r_g^2 h$) for a gap of height $h$. As we show in (Ref. 8) the maximum extractable “gap” power is in general proportional to the classical Blandford-Znajek jet power, $L_{BZ} \propto r_g^2 B_H^2 \propto \dot{m} M_{BH}$ (with $B_H \propto \dot{m}^{1/2}$, $\dot{m}$ being the accretion rate), and a sensitive function of the gap height $h$, i.e.,

$$L_{gap} \sim \eta_3 L_{BZ} \left( \frac{h}{r_g} \right)^{\beta},$$

where the index $\beta \geq 1$ depends on the respective “gap”-setup: for case (a) noted above (Eq. (2)) one has $\beta = 2$ with $\eta_2 = 1$, while for case (b) $\beta = 4$ with $\eta_4 = 1/6$.

7. The phenomenological relevance of magnetospheric “gaps”

The anticipated occurrence of magnetospheric gamma-ray emission in AGN in principle allows for a fundamental probe of their near BH environment including accretion physics and jet formation. For this to be feasible, however, several constraints need to be met. On the one hand, the escape and detectability of VHE gamma-rays up to a few TeV at least requires the presence of a radiatively inefficient accretion flow (RIAF) close to the BH as otherwise severe $\gamma \gamma$-absorption in the disk photon field will occur (Ref. 8). On the other hand, in classical blazar-type sources (with jets viewed at small inclination) the observed VHE gamma-ray emission is expected to be dominated by the strongly Doppler-boosted emission of their jets. Hence
only in sources where the jet is sufficiently misaligned, such that Doppler effects are modest, might magnetospheric emission become detectable. This has made misaligned and under-luminous AGN, in particular nearby radio galaxies, to the most promising targets (see e.g. Ref. 10 for review and further references). The occurrence of magnetospheric emission in these sources could contribute to the spectral hardening at GeV energies seen in some sources and possibly account for rapid VHE variability on horizon crossing-times and shorter. As the extractable power depends on the gap size \( h \), Eq. (4), the plausibility of a magnetospheric origin can be investigated for sources in which significant VHE variability is detected.

In the radio galaxy M87 (distance \( d = 16.7 \) Mpc), for example, day-scale VHE variability has been detected during several TeV high states (with \( L_{VHE} \approx 10^{41} \text{erg/s} \)). There are also indications that the TeV emission is accompanied by delayed radio core flux enhancements supporting the conclusion that the VHE emission may originate at the jet base very close to the BH (Ref. 1). One typically expects magnetospheric “gaps” to possess maximum heights of \( h \lesssim r_g \) (if efficient pair production takes place, screening may well occur earlier, see Ref. 6). M87 has a BH mass of \( M_{BH} = (2 - 6) \times 10^9 M_\odot \), corresponding to light crossing times of \( \Delta t_H = r_g/c \approx (3 - 9) \) hr. The VHE variability observed to date does not impose a stronger constraint on \( h \). To ensure transparency to VHE photons the accretion flow would need to be radiatively inefficient (as indeed expected in M87) and this on average constrains inner accretion rates to satisfy \( \dot{m}_c \leq 0.01 \), see e.g. Ref. 8 for details. When this is put in context, extractable gap powers are such as to allow accommodation of the \( \gamma \)-ray emission seen from M87, see Figure 2.
The situation is different for the Perseus Cluster radio galaxy IC310 (at $d = 80$ Mpc), believed to host a BH of $M_{BH} = 3 \times 10^8 M_\odot$. The minute-scale VHE variability seen during a strong VHE flare in Nov. 2012 (with isotropic $L_{VHE} = 2 \times 10^{44}$ erg/s) would imply a gap height $h \leq c \Delta t = 0.2 r_g$ (Ref. 2). When this is employed in Eq. (4) along with the ADAF constraint $\dot{m}_c \leq 0.01$, extractable powers tend to become too small to account for the observed VHE emission (see Figure 2), thus disfavouring conventional magnetospheric scenarios for its origin.

8. Conclusions

Non-thermal magnetospheric processes could in principle lead to a non-negligible contribution at gamma-ray energies that could vary on horizon crossing times. As this contribution is non-boosted, potential targets would need to be close enough and possess jets sufficiently misaligned for this emission to become detectable by current instruments. The extractable gap power is a sensitive function of the gap height ($h/r_g$). Detection of rapid variability on timescales smaller than $r_g/c$ thus becomes most constraining and could allow to probe different gap descriptions. When put in context of recent observations, this suggests that the gamma-ray emission seen from M87 may have a magnetospheric origin, while such a scenario appears rather disfavoured in the case of IC310.
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We employ two radio surveys to find young energetic active galactic nuclei (AGN) with flat spectrum, and search for their counterpart in the Second Planck Catalogue of Compact Sources (PCCS2) at 353 GHz. We find 21 and 6 such AGN in the S4 and S5 Strong Source Surveys, respectively. Although none of them are within the error circle about the sky position of the track-type high-energy neutrinos already detected by the IceCube South Pole Neutrino Observatory, their flat spectrum and high-frequency detection imply they might emit neutrinos to be observed in the near future. Extending the list of these sources with the 114 flat spectrum AGN appearing with PCCS2-counterpart we already found in the Parkes Catalogue, we conclude that most of them have flux density between $400 \div 1400$ mJy at 5 GHz. This range is a good selection criterion for the future campaigns at 5 GHz aiming to find the possible sources of high-energy neutrinos.
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1. Introduction

In the last years extensive studies have been carried out aiming at identifying the origin of the cosmic high-energy (HE) neutrinos detected by the IceCube South Pole Neutrino Observatory\textsuperscript{1–5}. Active galactic nuclei (AGN), powered by supermassive black holes (SMBHs), are promising candidates, as they are able to produce the dominant isotropic neutrino background between $10^4 \div 10^{10}$ GeV\textsuperscript{6}.

IceCube is located at the Amundsen-Scott South Pole Station, and the observatory uses one cubic kilometre of the Antarctic ice as detector matter. The detector strings penetrate up to 2500 m deep underground, and are sensitive to the Cherenkov radiation of electrons and muons emerging from the interaction of electron and muon neutrinos with the ice. Electrons induce shower-type, while muons induce track-type event topologies. The arrival direction of the parent neutrino is constrained more precisely for the track-type events (within 2°).

Track-type HE neutrinos pinpoint their specific sources, the blazars, a class of radio-loud AGN pointing their jet towards the Earth. We first demonstrated\textsuperscript{7} that in the case of the track-type neutrino ID5 and blazar PKS 0723-008 by cross-
correlating the Parkes Catalogue\textsuperscript{8} and the Second Planck Catalogue of Compact Sources (PCCS2)\textsuperscript{9} at 353 GHz with the arrival direction of track-type HE neutrino events detected by IceCube\textsuperscript{2,10,11}.

Recently the IceCube Collaboration with partner observatories on Earth and in space has reported on the multimessenger observations of the blazar TXS 0506+056\textsuperscript{12}. The HE neutrino event IC-170922A detected at 22/9/2018 was in temporal and positional coincidence with a prominent $\gamma$-ray flare shown by this source. Subsequently we reported on the radio brightening of the neutrino emitting blazar TXS 0506+056\textsuperscript{13}, supporting its identification as source of the HE neutrino IC-170922A. The radio brightening of TXS 0506+056 preceding the detection of a HE neutrino is similar to the one we reported for PKS 0723-008 and IceCube event ID5\textsuperscript{7}, suggesting something similar happened with these blazars. The high energy of these neutrinos imply violent events as progenitors, such as the coalescence of compact objects, as we already suggested\textsuperscript{7,13,14}. The published candidates for track-type IceCube neutrinos, with the neutrino ID-s in brackets: PKS 0723-008\textsuperscript{7} (ID5), PKS B1206-202\textsuperscript{7} (ID8), PKS B2300-254\textsuperscript{7} (ID18), PKS B2224+006\textsuperscript{7} (ID44), TXS 0506+056\textsuperscript{12} (IC-170922A), GB6 J1040+0617\textsuperscript{15} (IC-141209A), all six of them are flat spectrum sources at GHz-frequencies.

Here we investigate two other radio catalogues, the S4 Strong Source Survey\textsuperscript{16} and the S5 Strong Source Survey\textsuperscript{17}, to identify further possible sources of track-type HE neutrinos. We report on the results here, also on the integrated flux density of the flat spectrum AGN from these surveys, as well as from the Parkes Catalogue\textsuperscript{8}, that have counterparts in the PCCS2\textsuperscript{9} at 353 GHz.

2. Flat-spectrum AGN with Planck-counterpart at 353 GHz

An enormous shock-wave generated in the coalescence of two compact objects accelerates both the light and the heavy particles in their immediate environment. The former process leads to enhanced synchrotron emission and flat spectrum up to high radio frequencies ($\sim\mathrm{THz}$) due to the relativistic electrons, while the latter process leads to the emission of ultra-high energy cosmic rays (UHECRs) and HE neutrinos due to the relativistic protons and nuclei. The gravitational wave (GW) signal of a merger is accompanied by huge flares emerging across all regimes of the EM spectrum, as well as by significant excess in HE particles. Due to their much larger mass the coalescence of two SMBHs produces much more energetic GW signal as compared to the merger of astrophysical black holes or neutron stars. Consequently a more violent shock-wave propagates through the immediate environment of the SMBH merger, capable to induce the highest energy particles, and therefore we focused on AGN.

We searched for flat-spectrum AGN in the S4 Strong Source Survey\textsuperscript{16} (flux limit 500 mJy, sky coverage $+35^\circ < \delta < +70^\circ$, where $\delta$ is the declination), in the S5 Strong Source Survey\textsuperscript{17} (flux limit 250 mJy, sky coverage $+70^\circ < \delta < +90^\circ$), and in the Parkes Catalogue\textsuperscript{8} (flux limit 250 mJy, sky coverage all the sky south of
declination $+27^0$, excluding the Galactic Plane and the Magellanic Cloud regions). The spectral index $\alpha$ was defined with the convention $S \sim \nu^{+\alpha}$ between 2.7 GHz and 5 GHz. We cross-correlated the coordinates of flat spectrum AGN from these catalogues with the coordinates from the Second Planck Catalogue of Compact Sources (PCCS2)\textsuperscript{9}. We used data from the PCCS2 taken at 353 GHz, which is the highest frequency measurements at which the contamination from the Galactic plane can be safely corrected. The error on the sky position of the point sources at this frequency is 8 arcmin. Then we cross-correlated the coordinates of flat spectrum AGN having PCCS2 counterpart with the coordinates of the 15 track-type HE neutrinos detected by the IceCube, considering the errors on the positions as well. The detection data of these neutrino events are summarized in Table 1.

### Table 1. Data of the 15 track-type HE neutrino events detected by the IceCube\textsuperscript{2,10,11}

<table>
<thead>
<tr>
<th>ID</th>
<th>$E_{\text{dep}}$ (TeV)</th>
<th>RA ($^\circ$)</th>
<th>$\delta$ ($^\circ$)</th>
<th>$\theta$ ($^\circ$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$78.7_{-6.0}^{+10.8}$</td>
<td>127.9</td>
<td>-31.2</td>
<td>$\lesssim 1.4$</td>
</tr>
<tr>
<td>5</td>
<td>$71.4_{-9.0}^{+5.0}$</td>
<td>110.6</td>
<td>-0.4</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>8</td>
<td>$32.6_{-11.1}^{+3.0}$</td>
<td>192.4</td>
<td>-21.2</td>
<td>$\lesssim 1.3$</td>
</tr>
<tr>
<td>13</td>
<td>$253_{-26}^{+26}$</td>
<td>67.9</td>
<td>40.3</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>18</td>
<td>$31.5_{-1.3}^{+4.6}$</td>
<td>345.6</td>
<td>-24.8</td>
<td>$\lesssim 1.3$</td>
</tr>
<tr>
<td>23</td>
<td>$82.2_{-8.8}^{+8.8}$</td>
<td>208.7</td>
<td>-13.2</td>
<td>$\lesssim 1.9$</td>
</tr>
<tr>
<td>28</td>
<td>$46.1_{-5.7}^{+5.7}$</td>
<td>164.8</td>
<td>-71.5</td>
<td>$\lesssim 1.3$</td>
</tr>
<tr>
<td>37</td>
<td>$30.8_{-3.3}^{+3.3}$</td>
<td>167.3</td>
<td>20.7</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>38</td>
<td>$200_{-14.4}^{+5.3}$</td>
<td>93.34</td>
<td>13.98</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>43</td>
<td>$46.5_{-2.7}^{+2.7}$</td>
<td>206.63</td>
<td>-21.98</td>
<td>$\lesssim 1.3$</td>
</tr>
<tr>
<td>44</td>
<td>$84.6_{-7.9}^{+7.9}$</td>
<td>336.71</td>
<td>0.04</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>45</td>
<td>$429.9_{-49.1}^{+57.4}$</td>
<td>218.96</td>
<td>-86.25</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>47</td>
<td>$74.3_{-7.2}^{+8.3}$</td>
<td>209.36</td>
<td>67.38</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>53</td>
<td>$27.6_{-2.2}^{+2.6}$</td>
<td>239.02</td>
<td>-37.73</td>
<td>$\lesssim 1.2$</td>
</tr>
<tr>
<td>55</td>
<td>$2600_{-300}^{+300}$</td>
<td>110.34</td>
<td>11.48</td>
<td>$\lesssim 1.0$</td>
</tr>
</tbody>
</table>

3. Discussion

We found 21/6/114 flat spectrum AGN with PCCS2-counterpart at 353 GHz in the S4-S5 Surveys and in the Parkes Catalogue, respectively. The map of the flat spectrum AGN with PCCS2-counterparts and the track-type HE neutrino events are presented in Figure 1 in galactic coordinates. The number of these sources in 200 mJy-bins is presented in Figure 2, separately at 2.7 GHz and at 5 GHz. Most of these AGN have flux density between 400 ÷ 1400 mJy at 5 GHz. This range might be a good selection criterion for future campaigns at 5 GHz, aiming to find the possible sources of HE neutrinos.
Fig. 1. Map of flat spectrum AGN with Planck-counterpart at 353 GHz in galactic coordinates, employing Mollweide projection. The error circle of the track-type neutrino events (denoted by their ID-number) is presented by continuous black line and three times it’s size by a dashed line. The event ID5 is marked by a red cross.

Fig. 2. The number of flat spectrum AGN with Planck-counterpart at 353 GHz, binned by their flux density measured at 2.7 GHz (upper panel) and at 5 GHz (bottom panel). There are 6, respectively 4 AGN that are brighter than 5000 mJy at 2.7 GHz, respectively 5 GHz.

We proposed a scenario of binary SMBH evolution, which naturally explains the observed HE neutrino emission leading to the emission of GWs through a sequence induced by the merger \(^7,13,14\). We expect that there are three main phases of the emission of HE particles in this scenario. The first one is the process of
spin-flip, when the jets sweep through a large cone (see M82 where this may have been detected,\textsuperscript{18,19}). The second one is after the spin-flip, when a new jet is boring into the environment, leading to more injection of the seed particles to create HE nuclei, gammas and neutrinos. The third one is probably in the instant of the coalescence of SMBHs, when a giant shock-wave may be generated by low-frequency GWs (lfGWs) to accelerate particles to high energies, leading to a final burst of HE nuclei, gammas and neutrinos. Only the HE neutrinos are detectable across the universe. Considering TXS 0506+056, the post-merger SMBH binary scenario provides a consistent physical picture explaining the already occurred multimessenger observations (radio, $\gamma$-ray, and HE neutrino).

The next-generation IceCube detector, the future ten-cubic-kilometre detector IceCube-Gen2, is a very promising development regarding this work. This instrument is aimed to detect very high-energy astrophysical neutrinos in the PeV to EeV range, yielding hundreds of neutrinos across all flavours at energies above 100 TeV. This will enable detailed spectral studies, significant point source detections, important for quantifying the HE particle emission of the individual candidatesources. The IceCube-Gen2 spectra together with the EM-observations will teach us how to find AGN harbouring SMBHs, that will merge within a very short time emitting GWs.

A great challenge will be the direct detection of these lfGWs (of order of microHz to milliHz) by the future Laser Interferometer Space Antenna (LISA) mission. The ultimate proof of the above scenario will be this direct detection of lfGW-signal of the candidate sources.
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The Space Variable astronomical Object Monitor (SVOM) is a mission dedicated to the detection and characterization of Gamma-Ray Bursts and other high-energy astrophysical transients. SVOM is jointly developed by the Chinese Academy of Science (CAS), the Chinese National Space Administration (CNSA) and the French space agency (CNES) with a launch date foreseen at the end of 2021. SVOM will enable to observe new sources in a large wavelength domain, from the near infrared to gamma rays, thanks to its unique combination of space and ground based instruments. The space borne instruments include two wide field of view monitors, ECLAIRs and GRM, operating in the hard X-ray to gamma-ray energy band, and two narrow field telescopes, MXT and VT, operating in the X-ray and visible domain. On the ground three dedicated robotic telescopes, F-GFT-Colibri, C-GFT, and GWACs will provide complementary coverage in the near infrared and visible bands. SVOM alerts will be distributed publicly to the scientific community in order to enhance the scientific return of the mission.
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1. Introduction

The Space Variable astronomical Object Monitor (SVOM) mission is being jointly developed by the Chinese Academy of Science (CAS), the Chinese National Space Administration (CNSA) and the French space agency (CNES), and its launch date is foreseen for the end of 2021. The science goals are shared between a Core Programme (CP), a General Programme (GP), and a Target of Opportunity (ToO) Programme. The goals of the CP include the detection and characterization of Gamma-Ray Bursts (GRBs) with a particular emphasis on the detection of high redshift ($z > 5$) events and their use as probes of the early Universe, the broad band coverage of the GRB prompt emission, and the building of a uniform afterglow data sample from the X-rays to the near infrared. The CP will make use of 25% of the SVOM observation time. During the rest of the time SVOM will be operated as an observatory performing pre-planned (GP, 60% of the SVOM time) and un-anticipated ToO observations (15% of the time). This sharing applies to the
nominal lifetime of the mission (i.e., the first three years on orbit) and will evolve
during the extend mission including a higher fraction of ToO time (up to 40% of
the SVOM observation time). The reason for it is that SVOM is also suited to
play a role in the upcoming era of multi-messenger astronomy, being able to pro-
vide follow-up of triggers related to gravitational wave, neutrino, very high energy
gamma-ray or synoptical astronomy.

In order to favour the follow-up of SVOM GRBs by ground based observatories,
SVOM will be mainly pointing to the anti-solar direction. In addition, in order
to maximize the GRB detection sensitivity, at least during the nominal mission
lifetime, the SVOM pointing has been defined as to avoid the Galactic plane (which
in turn facilitates the follow-up from ground) and other bright X-ray sources (such
as Sco X-1). Thanks to this pointing strategy we expect that about 75% of the
SVOM GRBs can be followed promptly from ground, increasing the chances of
measuring their redshift through spectroscopy.

For a detailed view of the SVOM science objectives we refer the reader to the
SVOM white paper$^1$. In this paper we will mainly review the SVOM space payload
and the associated ground segment.

2. The SVOM Space Segment

SVOM will be launched from Xichang in China by a LM-2C rocket and injected
into a circular low Earth orbit with an inclination of about 30° at an altitude of
$\sim$625 km. It will carry two wide field monitors and two narrow field telescopes.
The wide field monitors are ECLAIRs, a coded mask telescope operating in the 4–
250 keV energy range, provided by CNES in collaboration with French laboratories
(IRAP, APC, CEA-Irfu), and the GRM, a set of three non-imaging gamma-ray
spectrometers, sensitive in the 15 keV–5 MeV energy range, provided by IHEP
Beijing. The narrow field telescopes are the MXT, sensitive in the 0.2–10 keV
energy range provided by CNES in collaboration with CEA-Irfu, LAL, MPE, and
the University of Leicester, and the Visible Telescope (VT), provided by the NAOC
in collaboration with XIOPM.

2.1. ECLAIRs

ECLAIRs is composed by a focal plane of $80 \times 80$ CdTe pixels of $4 \times 4 \times 1$ mm$^3$ size.
A $54 \times 54$ cm$^2$ mask with an open fraction of 40% and a pixel size of about 1.1 cm is
placed 46 cm above the detection plane. The system provides a $\sim$2 sr field of view
and a point spread function of 52 arc min (FWHM). The ECLAIRs data stream
(monitored on time scales from 10 ms to about 20 minutes on 4 energy bands and
in 9 detector zones) is analysed in real time on board the satellite by the UGTS
electronic box in order to search for new sources appearing in the field on view.
Once a new source is detected its coordinates are computed and transmitted to the
satellite in order to send the information to ground based observatories and to slew
to place the ECLAIRs error box (<12 arc min) into the field of view of the narrow filed telescopes for more accurate localization and physical characterization in the X-rays and in the visible domain. ECLAIRs will be able to detect all kind of GRBs, see Fig. 1, but thanks to its low energy threshold of only 4 keV it will be more sensitive than previous experiments to X-ray rich GRBs which could represent the population of high distance GRBs due to cosmological energy shift. ECLAIRs is expected to detect about 60 GRBs per year.

Fig. 1. Left: the ECLAIRs coded mask telescope. Right: the probability of detection by ECLAIRs (color code) of a sample of GRBs observed by previous experiments, plotted as a function of the GRB duration and spectral peak energy.

2.2. GRM

The Gamma-Ray Monitor (GRM) system is composed by three Gamma-Ray Detectors (GRD) and a particle monitor. Each GRD is made of a NaI(Tl) scintillating crystal, a photomultiplier and its readout electronics, and has a geometrical area of 200 cm², thickness of 1.5 cm, FoV of ±60 degrees with respect to its symmetry axis, dead time <8 µs, temporal resolution <20 µs and energy resolution of 16% at 60 keV. A plastic scintillator in front of the NaI(Tl) crystal is used to distinguish low energy electrons from gamma-rays. The 3 GRD-modules point at different directions in order to cover, globally, a field of view which is larger than the ECLAIRs one, see Fig. 2. This will allow to detect a larger number of GRBs (~90 per year), although most of them will be poorly localized (error box > 10°). For the GRBs detected both in the field of view of ECLAIRs and in the one of one or more GRD a combined spectral analysis will be possible from a few keV to a few MeV, allowing a complete physical description of the SVOM GRBs, as shown in the right panel of Fig. 2.
Fig. 2. Left: the GRDs and their individual field of views. Right: a simulation showing a simultaneous spectral fit of GRB 100724B. GRB 100724B was observed by Fermi/GBM and a thermal component (BBBody in the figure) has been reported: this component can be detected in the simulated data with the same statistical significance with respect to the GBM data. For more details, see the SVOM white paper.

2.3. MXT

The Microchannel X-ray Telescope (MXT) is an X-ray focussing telescope with a field of view of 57\times57 arc min, whose innovative optical concept is based on the so-called Lobster Eye optics. This optical concept is realized making use of square pore lead glass micro pore optics (MPOs) plates with 40 \mu m pore side and 1-2 mm thickness (with inner Ir coating to enhance the reflectivity), produced by Photonis. 25 plates of 40 mm side are used to build the complete MXT optics, which is coupled to a camera sensitive in the 0.2–10 keV energy range, based on a pnCCD composed of 256\times256 pixels of 75 \mu m side. The pnCCD and is read-out rate every 100 ms and actively cooled to –65°C. A filter wheel allows to put a calibration source or additional optical/UV filters in front of the detector when needed.

The MPO Point Spread Function (PSF) is composed by a central spot and two cross arms: about 50\% of the incident X-rays are reflected twice and focused in the central PSF spot, X-rays reflected just once and focused in both PSF arms (2\times22\%), and the rest produces a diffuse patch. In the Lobster Eye geometry the vignetting is very low, reaching 10–15\% at the edge of the FoV. Simulations indicate that the PSF of such system could reach 4.5 arcmin FWHM at 1.5 keV (central peak). In reality, due to defects in the alignment of the channels, distortions of the channel walls, and misalignment of the plates, such system may finally provide a \sim10 arc min FWHM PSF. The GRB afterglow position is computed on-board in near real-time by the MXT Data Processing Unit. The expected MXT effective area is about 23 cm² at 1 keV for the central spot, and expected GRB afterglow localization performance, obtained by folding the entire Swift/XRT afterglow dataset through the MXT response, shows that MXT is well adapted to study GRB afterglows, see Fig. 3. Indeed, 50\% of the bursts will be localized to better than
1 arc min (90% c.l. radius; statistical uncertainties only) within 5 min from the MXT stabilization time.

Fig. 3. Left: the MXT telescope. Right: Simulation of the prompt and afterglow emission of GRB 091020 in SVOM instruments. In MXT the afterglow is detected up to $\sim10^4$ s. For more details, see the SVOM white paper.

2.4. VT

The Visible Telescope (VT) main purpose is to detect and observe the optical afterglows of GRBs localized by ECLAIRs. It is a Ritchey-Chretien telescope with a 40 cm diameter and its limiting magnitude is about $M_V=22.5$ for a 300 s integration time. The VT is designed to maximize the detection efficiency of GRB’s optical afterglows. A dichroic beam splitter divides the light into two channels, in which the GRB afterglow is observed simultaneously, a blue channel with a wavelength from 0.4 to 0.65 µm and a red channel from 0.65 to 1 µm. Each channel is equipped with a 2K×2K CCD detector. The Quantum Efficiency (QE) of the red-channel CCD is over 50% at 0.9 µm, which gives VT the capability of detecting GRBs with redshifts larger than 6.5. The VT FoV is about 26×26 arc min², covering the ECLAIRs error box in most cases.

3. The SVOM Ground Segment

Three optical/infrared instruments compose the ground-based SVOM system. The first unit of the Ground-based Wide Angle Cameras (GWACs), currently located Xinglong (China), and is already operational. Another unit may be installed later at a different site. The GWACs located in China consist of 40 cameras of 180 mm diameter, covering $\sim6000$ deg² in total in the wavelength range 500-850 nm. The GWAC system can reach a magnitude limit of $V=16$ in 10 s. In addition to the GWACs, whose main goal is to try to catch the prompt optical emission of SVOM
GRBs, two robotic 1-m class telescopes are being included in the SVOM system. The Chinese Ground Follow-up Telescope (C-GFT) has a 1.2 m diameter primary mirror, is located at the Jilin observatory, has a field of view of 21 × 21 arc min$^2$ and is sensitive in the 400-950 nm wavelength range. The French Ground Follow-up Telescope (F-GFT/Colibri) will have a 1.3 m diameter primary mirror and will be installed in San Pedro Martir (Mexico). It offers a field of view of 26 × 26 arc min$^2$ and operates simultaneously in 3 bands from 400 to 1700 nm.

The SVOM ground segment includes a set of VHF antennas (about 40), which will be deployed on the projected track of the satellite in order to collect in real time the alerts produced by the platform. These VHF ground stations will be connected to the French Science Centre (FSC), which will immediately dispatch the alerts produced by all the SVOM instruments to the scientific community. We expect that 65% of the SVOM alert messages are delivered within less than 30 s, and that 95% of them reach the observers within less than 20 minutes.

4. Conclusions

SVOM will play a key role in the upcoming era of time domain and multi-messenger astronomy. At the time of SVOM launch, new large sky area time domain oriented instruments, like the LSST in the optical or the SKA at radio wavelengths, will deliver an unprecedented number of well localized ToOs that may be worth following up with the space-borne and ground-based SVOM instruments. Gravitational wave detectors (advanced LIGO, VIRGO, LIGO-India, KAGRA, etc.) will provide more alerts than now with improved localisation accuracies. Neutrino detectors IceCube-Gen2, KM3NeT (extension of ANTARES), etc. will also trigger a significant number of alerts. In this respect, the SVOM/MXT grasp appears to be well adapted to the large error boxes delivered by gravitational wave and neutrino detectors.
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Thanks to the introduction of a general Lagrangian, we derive a simple expression for
Mercury perihelion advance (MPA) which can be applied to many historical examples,
such as Poincaré’s 1906 application of his relativistic action, Einstein’s probable test
of his 1912 metric, Einstein-Besso’s 1914 application of the Entwurf… as well as to
modern presentations. We argue that Einstein’s failure to derive in his Zurich Notebook
the right equations of general relativity has a physical rather than mathematical origin,
which amounts to an incomplete application of the 1895 Lorentz Transformations to his
1911 formulation of the Equivalence Principle. MPA could have been already in his
hands in 1912.
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1. Introduction: Between history and teaching

In this presentation, we discuss Mercury perihelion advance (MPA) in relation to
relativity both from an historical and a pedagogical point of view [1]. Implementing
efficiently historical issues in the teaching of physics (instead of referring to them
either anecdotally, critically or emphatically) is in our opinion an important goal
both for the history and the teaching of science. Of course, this necessitates to
formulate them in a modern perspective, which implies that one acknowledges that
historical issues are often close to modern ones, a point of view generally shared by
mathematicians in the tradition of Henri Poincaré, but not by physicists who are
rather inclined to adopt the Bachelardian epistemological point of view of scientific
revolutions (or a Kuhnian one in terms of change of paradigm). In return, such
an approach may shed a new light on these issues. As an example, which concerns
MPA, we explained in [2] how Lorentz 1895 transformations x' = x – Vt, t' = t – Vx
(with c = 1) (thereafter 1895 LT) can be used to introduce Special Relativity (SR)
early in teaching and discuss relativistic physics without calling for the exact 1904
LT;* then applying these LT to Einstein’s approach of gravitation through the

*Other examples of the interest of historical issues for present teaching are our discussions of
Kepler’s equant model [3] and Newton’s geometrical derivation of Kepler laws [4].
equivalence principle (EP) in 1907 and 1911, we realized that Einstein’s “bumpy road” to General Relativity (GR) mainly originated from an incomplete use of them (see section 3 below).

As well documented [5], the observation of Mercury’s orbital perihelion (Le Verrier 1859, Newcomb 1882 and 1895, etc.) has left a residue of about 43” per century unexplained by perturbations due to other planets within the framework of Newton’s theory of gravitation, or by attempts to modify the gravitational force.\(^b\) Less known is that the calculation of this residue, proposed as an exercise in some text books, from the Lagrangian (with \(c = 1\))

\[
L_{HP} = -\sqrt{1 - v^2} + \alpha u \quad (\alpha = GM, u = 1/r),
\]

(1)

has been taken as a test of relativistic mechanics as soon as 1906 by Poincaré in his Sorbonne lectures on Mercury perihelion\(^c\) [6]. History of the MPA has remembered that SR with the above Lagrangian only accounts for 1/6\(^{th}\) of the correct value, forgetting to consider

\[
L_{SR} = -\sqrt{1 - v^2} + \alpha \gamma u, \quad (\gamma = (1 - v^2)^{-1/2}),
\]

(2)

which introduces the physical idea of “inertia of energy”. It has essentially memorized the final explanation of MPA by Einstein in November 1915 [8] from the metric

\[
ds^2 = (1 - 2\alpha u)dt^2 - (1 + 2\alpha u)dr^2 - r^2d\Omega^2,
\]

(3)

(based on the solution of \(R_{\mu\nu} = 0\) at first order) as one of his most famous discoveries. History generally ignores Einstein-Besso calculation\(^d\) of MPA from

\[
ds^2 = e^{-2\alpha u}(dt^2 - dr^2),
\]

(4)

based on Einstein-Grossman’s Entwurf [10] and the hypothesis that gravitational energy (the quadratic term in Eq. (4)) be also source of gravitation, or Einstein 1912 [11] likely one from

\[
ds^2 = (1 - 2\alpha u)dt^2 - dr^2,
\]

(5)

after his incomplete application of the EP (see section 3), or Einstein-Fokker 1914 possible one from

\[
ds^2 = e^{-2\alpha u}(dt^2 - dr^2)
\]

(6)

\(^b\)We recall that in Newton’s theory, an inverse square law for the acceleration \(-\alpha \hat{r}/r^2\) accounts for the elliptical trajectory \(r = (l^2/\alpha)(1 + e \cos K\varphi)^{-1}\) (1 area constant or angular momentum per unit mass), which for small eccentricity \(e \ll 1\) corresponds to Kepler’s equant model.

\(^c\)We recall that in 1905 Poincaré deduced the relativistic free Lagrangian (he took already \(c = 1\)) from the Lorentz contraction and justified it by the invariance of action under the Lorentz group [7]. In 1906, he compared his result for MPA with those derived from Abraham’s and Langevin’s Lagrangians (based on different hypotheses concerning the shape of a moving electron).

\(^d\)A noticeable exception is [9].
Historical discussions also generally put aside the question of why Einstein 1915 metric is equivalent for MPA to Schwarzschild’s exact solution

$$ds^2 = (1 - 2\alpha u)dt^2 - (1 - 2\alpha u)^{-1}dr^2 - r^2d\Omega^2$$  \hspace{1cm} (7)

or why it is not equivalent to

$$ds^2 = (1 - \alpha u)^2dt^2 - (1 + \alpha u)^2dr^2 - r^2d\Omega^2$$  \hspace{1cm} (8)

although like Eq. (3) it also fully takes into account the EP. In section 2, we present a simple formalism which allows to address all these proposals and to test the different physical ideas which have anticipated GR.

2. A general Lagrangian approach to Mercury perihelion advance

Quite remarkably, the eight above metrics, with the identification $ds^2 = L^2dt^2$ and the Lagrangians given by Eqs. (1) and (2), correspond to a squared Lagrangian of type (for planet trajectories)

$$L^2 = A(\alpha u) - B(\alpha u)v^2 - C(\alpha u)v^2\dot{\varphi}^2,$$  \hspace{1cm} (9)

$A$, $B$ and $C$ being functions of $\alpha u$, with $A(0) = B(0) = C(0) = 1$ and the dot meaning a derivation with respect to time. These functions are e.g. respectively $(1 - \alpha u)^2$, $(1 - \alpha u)$ and $(1 - \alpha u)$ for Eq. (1) and $(1 - 2\alpha u)$, $(1 + 2\alpha u)$ and 1 for Eq. (3). Finding the equation of the trajectory from $L$, with the use of angular momentum $l$ and energy $E$ conservations, is then a standard exercise of Lagrangian calculus (see [1] for details). It leads to (prime denoting a derivation with respect to $\varphi$):

$$A = E^2 - l^2(au^2 + bu'^2), \quad \left( a = \frac{A}{C}, \quad b = \frac{AB}{C^2} \right).$$  \hspace{1cm} (10)

Because of Mercury’s small orbital eccentricity, one can set $u = u_0 + \delta u$, where $\delta u$ is a small deviation with respect to a circular trajectory centered at origin. Then introducing the a-dimensional distance parameter $\varepsilon = \alpha u_0 \simeq \alpha^2/l^2 \ll 1$ (cf. note 2) and writing $a(\varepsilon) = 1 + a\varepsilon'(0)$ (idem for $b(\varepsilon)$ and $A'(\varepsilon)$), the perturbation calculus at order $\varepsilon$ yields:

$$\delta u'' + K^2\delta u = 0; \quad K^2 = 1 + \varepsilon \left( 3a'(0) - b'(0) + \frac{A''(0)}{2} \right).$$  \hspace{1cm} (11)

The calculations from Eqs. (5) and (6) are merely historical assumptions based on Einstein’s acknowledgement that he thought about MPA since 1907. Einstein has also probably tested the relativistic equations of motion in a gravitational field which he puts forward at the top end of his extensive review paper of November 1914.

In present teaching [12], this formalism can also be applied to the PPN metric $ds^2 = (1 - 2\alpha u + 2\delta\alpha^2u^2)dt^2 - (1 + 2\gamma\alpha u)dr^2$ or to the isotropic form $ds^2 = (1 - \alpha u)^2(1 + \alpha u)^{-2}dt^2 - (1 + \frac{2}{3}\alpha u)^4dr^2$ of the Schwarzschild metric.
So the trajectory reads \( u = u_0 (1 + \epsilon \cos K\phi) \), and the perihelion advance per revolution is:

\[
\Delta \varphi = \pi (1 - K^2) = \pi \varepsilon \left( -3a'(0) + b'(0) - \frac{A''(0)}{2} \right),
\]

(12)

In particular, applications to Eqs. (1) (\( \Delta \varphi = \pi \varepsilon \)), (2) (\( \Delta \varphi = 3\pi \varepsilon \)), (4) (\( \Delta \varphi = 4\pi \varepsilon \)) and (8) (\( \Delta \varphi = 5\pi \varepsilon \)) allow to appreciate how much the associated physical hypotheses mentioned in section 1 bring the solution close to the exact one obtained from Eq. (7) as well as from Eq. (3) (\( \Delta \varphi = 6\pi \varepsilon \)). One may also note that a quadratic term in \( A \) (cf. Eqs. (1), (2), (4), (6) and (8)) interpreted in section 1 as “gravitation due to gravitational energy” systematically contributes negatively to \( \Delta \phi \).

Finally, we emphasize that the EP often discussed in the context of GR is clearly insufficient since it gives information on \( A, B \) and \( C \) only up to first order in \( \alpha u \) and says nothing for \( A''(0) \). In conclusion, whereas the EP can account for the gravitational redshift and the deviation of light, one cannot escape \( R_{\mu\nu} = 0 \) in order to explain MPA; so MPA is a nice introduction to the teaching of GR.

3. How far was Einstein from explaining Mercury perihelion advance in 1912?

Following Einstein, it has been claimed that him and Grossmann (in the 1912 Zurich Notebook [13]) where close to the equations of GR (at least in vacuum) since in particular the Ricci tensor \( R_{\mu\nu} \) was clearly for them the geometrical counterpart of the energy momentum tensor. The problem was that Einstein 1912 metric deduced from his application of the EP did not satisfy \( R_{\mu\nu} = 0 \) even at first order in the gravitational potential. The metric was right for time coordinates but false for spatial ones. Up to our knowledge, the question has not been previously raised as to whether 1895 LT \( x' = x - Vt, t' = t - Vx (c = 1) \), which come into play when one conceives, as Einstein, an accelerated system \( \Sigma \) moving along the \( x \)-axis as a succession of inertial frames \( R_t = R, R_{t+\delta t} = R' \) with relative velocities \( V = \alpha \delta t \), imply or not a non trivial \( x \)-metric for \( \Sigma \). We now briefly show that the answer is affirmative.

Let us indeed consider a rod of apparent length \( l \) in uniform motion at velocity \( v \) in \( R_t \), defined by the events \( 0 < x - vt < l \). It is straightforward to verify that it is defined in \( R_{t+\delta t} \) by \( 0 < x' - vt' < l' \) with in particular \( l' = l(1 + Vv) \). This calculation is the same as that of Poincaré in 1900 for a light wave packet (\( v = 1 \)).

---

\(^8\Delta \varphi = 2\pi \varepsilon \) can be obtained from the non-Lagrangian equation \( d\tilde{p}/dt = -\alpha\gamma t/r^2 \) [1].

\(^h\)\( A''(0) \) is the only contribution for the scalar theory (Eq. (6)).

\(^i\)Instructive for teaching are also the PPN metric result \( \Delta \varphi = \pi \varepsilon (4 - 2\beta + 2\gamma) \), and the result issued from the isotropic metric \( \Delta \varphi = \pi \varepsilon (12 - 4 - 2) \) which shows that \( 6\pi \varepsilon \) may be obtained in very different ways according to the choice of coordinates.

\(^j\)See [1–2] for more issues and details.

\(^k\)The same analysis for a moving clock (i.e. writing \( \Delta x = v\Delta t \) with prime coordinates) gives the inverse relation \( \Delta t' = \Delta t (1 - vV) \).
and the fact that the result is identical to the Doppler effect \( \lambda' = \lambda (1 + V) \) is simply a consequence of the invariance of the phase already considered by Lorentz in 1895. So, a light wave packet is nothing else but a rod moving at \( v = c \). In 1911, Einstein applied, as is well known, the EP to a light signal sent from the altitude \( h \) to the ground and showed, with the help of the Doppler effect, that the received signal has a frequency \( v_0 = v_\ell (1 + gh) \) [14]. He then deduced that the proper times of identical clocks at rest at \( z = 0 \) and \( z = h \) were related by \( \tau_h = \tau_0 (1 + gh) \) and he extended this relation to \( \tau = t(1 - GM/r) \) for clocks in the gravitational potential of a spherical mass \( M \), thanks to the EP. Had he realized that \( \lambda_0 = \lambda_h (1 - gh) \) implied for the proper lengths the inverse relation \( \Delta l_h = \Delta l_0 (1 + gh) \), he would probably have been led to the metric given by Eq. (3) instead of Eq. (4). Then he would have explained the MPA and be confident in Grossmann’s hypothesis \( R_{\mu
u} = 0 \) outside matter as soon as 1912.

In conclusion, whereas Einstein has found in 1907 and in 1911 subtle ways to apply the Equivalence Principle and relativity at first order to the issue of time, he completely missed the opportunity to address an analogous issue for lengths. He turned to other considerations which have contributed to his “bumpy road” to General Relativity.
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I comment on the three (Brazilian, British and North-American) expeditions organized to observe in Sobral, Brazil, the May 29, 1919 total solar eclipse.
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Among the most famous eclipses in History of Science, stands out the May 29, 1919 total solar eclipse, during which observations led to the first experimental confirmation of General Relativity.¹

The photographs which confirmed Einstein’s Theory, in 1919, were taken by two expeditions organized by the Royal Greenwich Observatory: one sent to Príncipe Island, in Africa (team composed by Arthur Stanley Eddington and Edwin Turner Cottingham); and the other sent to the city of Sobral, in Brazil (team composed by Andrew Claude de la Cherois Crommelin and Charles Rundle Davidson).²

Less known is the fact that, apart from the Cambridge expedition, two other scientific commissions (cf. Fig. 1) were sent to Sobral in 1919.³ One was the Carnegie commission, composed by Daniel Maynard Wise and Andrew Thomson;⁴ and the other was the Brazilian National Observatory commission, leaded by Charles Henry Morize.⁵–⁷ The Carnegie expedition had the purpose to investigate Earth’s magnetism and atmospheric electricity, while the Brazilian Observatory team main goal was to investigate the solar corona.

The British and the North-American teams installed their equipment at the racecourse of the Jockey Club at Sobral (cf. Fig. 2), while the Brazilian team set their installation in Patrocinio square (cf. Fig. 3).

Both the British and the Brazilian teams obtained very nice pictures of the eclipsed Sun (cf. Figs. 4 and 5). In those pictures, an impressive solar prominence appears. The measurements of the relative positions of the stars appearing in the British photographic glass plates led to the confirmation of Einstein’s theory.

The results obtained by the British expeditions sent to Africa and Brazil were published in Ref. 1. The results of the North-American expedition were published in Refs. 8, 9, 10, 11; and the results of the Brazilian expedition were published in Ref. 12.
Fig. 1. Observers of the May 29, 1919 Total Solar Eclipse, in Sobral, Brazil. From left to right: Luiz Rodrigues, Theophilo Henry Lee, Daniel Maynard Wise, Henrique Charles Morize, Charles Rundle Davidson, Andrew Claude de la Cherois Crommelin, Allyrio Hugueney de Mattos, Andrew Thomson, Domingos Fernandes da Costa, Lelio Itapuamba Gama, Antonio C. Lima, and Primo Flores. Courtesy of the National Observatory, Rio de Janeiro, Brazil.

Fig. 2. Racecourse of the Jockey Club at Sobral, where the British and the North-American teams installed their equipment. Courtesy of Carnegie Institution, Department of Terrestrial Magnetism, Washington, USA.
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Fig. 5. Image of the eclipsed Sun taken by the Brazilian expedition at Sobral, on May 29, 1919. Courtesy of the National Observatory, Rio de Janeiro, Brazil.
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In 1937, P.A.M. Dirac suggested the idea that the dimensionless constants of physics must be in relation with the epoch (age of the universe expressed in atomic units). From this hypothesis, known as Large Numbers Hypothesis or Dirac’s Principle, he built a cosmological model in 1938 and abandoned it.

Following this principle, P. Jordan developed a series of articles, translated by us, based on the conservation of the dimensionless numbers coincidence. He suggested a model of matter creation to counterbalance the expansion of the universe.

Surprisingly, in the seventies, Dirac came back to his Large Numbers Hypothesis and published a new cosmological model, based on a description of the universe using two metrics.

We intend to review and present the historical development of the Large Numbers Hypothesis and its consequences in cosmology through the works of these two famous authors.

Keywords: Cosmology - Large number hypothesis - History of science.

1. Dirac’s Principle

In a short letter to the editor in *Nature*¹, P.A.M. Dirac, following Eddington’s work on dimensionless numbers², noticed a coincidence between the constants used in cosmology and enunciated his Large Number Hypothesis. Indeed, it could be observed that the ratio between the Coulombian and the Newtonian gravitational forces between an electron and a proton is about $10^{39}$; the ratio between the masses of the universe and of a proton is about $10^{78}$. These two large numbers need different types of explanations because they are not physically linked. But, if you add the coincidence that the age of the universe, according to the contemporary cosmological models, expressed in atomic units, so-called the epoch, is $10^{39}$; it seems logical to put the two previous large numbers in relation with the epoch. It is what Dirac did: “This suggests that the above-mentioned large numbers are to be regarded not as constants, but as simple functions of our present epoch, expressed in atomic units.”¹

This principle has two direct consequences. First, the number of protons and electrons has to increase like the square of the epoch, conserving the null electrical charge of the universe. Secondly, the gravitational constant can not be constant anymore and must decrease with time.

Dirac concluded his letter by a brief paragraph about cosmological applications of his principle, which he studied in a later article, as it will be shown in the next section.
2. Dirac’s Cosmology of 1938

In 1938, Dirac published a paper in which he suggested a cosmological model based on the Large Numbers Hypothesis. He rewrote his principle as “Any two of the very large dimensionless numbers occurring in Nature are connected by a simple mathematical relation, in which the coefficients are of the order of magnitude unity.”

With this hypothesis, he tackled one of the main problems of cosmology, the determination of the form of \( f(t) \), similar to the current scale factor, giving the recession law of galaxies, since any cosmological model must explain Hubble’s observations. Doing so, he arrived at the possibility of creation or annihilation of protons and neutrons assuming that the effect will be so faint that it could not be detected in laboratory. However, Dirac noted that “However, such a spontaneous creation or annihilation of matter is so difficult to fit in with our present theoretical ideas in physics as not to be worth considering, unless a definite need for it should appear, which has not happened so far, since we can build up a quite consistent theory of cosmology without it.”

Dirac also studied the curvature of the slice of three-dimensional surfaces given for each value of the epoch, or \( t \)-space. The curvature cannot be positive, because, in this case, the mass of the universe is a very large number and will be constant, thanks to the assumption of mass conservation. This is in contradiction with his fundamental principle so it should be ruled out. The case of a negative curvature can also be excluded: working in a sphere of radius equal to the radius of curvature of the \( t \)-space, the mass contained in this sphere will not evolve with time which contradicts Dirac’s principle. Dirac concluded that “We are thus left with the case of zero-curvature, or flat \( t \)-space, as the only one consistent with our fundamental principle and with conservation of mass.”

The article finished with this summary: “It is proposed that all the very large dimensionless numbers which can be constructed from the important natural constants of cosmology and atomic theory are connected by simple mathematical relations involving coefficients of the order of magnitude unity. The main consequences of this assumption are investigated and it is found that a satisfactory theory of cosmology can be built up from it.”

3. Jordan’s work

From 1937, Pascual Jordan developed a parallel work based on Eddington’s study of dimensionless numbers and Dirac’s idea that very large numbers could be expressed in relation with the epoch. Jordan’s work has been published in a series of articles. We worked on our own translation of them.

Like Eddington, Jordan hoped to find the way to unify quantum mechanics and general relativity by finding the relation between their two characteristic constants \( \hbar \) and \( c \). Following Dirac’s reasoning, Jordan reached the conclusion that the gravitational constant cannot be constant with respect to the time and that matter must be created.
To have a continuous and spontaneous matter creation process, Jordan considered the possible creation of stars. These stars must have the good radius and mass ratio to counterbalance their mass energy with their own gravitational energy. So that, according to him, the energy cost of this creation is null. Jordan found an argument in favour of his theory of star creation in the observation of younger and older stars.

4. Jordan and Hoyle

The history has very often ignored Jordan’s German pre-World War II model. In 1948, two articles, due to Hermann Bondi and Thomas Gold for the first and to Fred Hoyle for the second, founded the Steady State Theory. Max Born seemed to see some similarities between Jordan’s work and Hoyle’s model. Therefore, he invited Pascual Jordan to publish in English in the prestigious review Nature.

However, Hoyle’s and Jordan’s models are really different. If both of them referred to Dirac’s work, they did not develop it in the same way. Jordan worked with the dimensionless constants and their variations when Hoyle modified Einstein’s equations to describe a universe with a constant density of matter. And, to create matter, the former considered spontaneous appearance of stars while the latter suggested creation of hydrogen atoms.

That is why Jordan finished his comparison between their models with: “Several decisive ideas of Hoyle’s are in full harmony with my own theory [...] But there are also considerable differences between Hoyle’s theory and my own.”

5. Dirac’s Cosmology of 1973

Surprisingly, Dirac used a communication at the Pontifical Academy of Science on evolutionary cosmology to come back to his cosmological model with a matter creation process. He published two other articles on this subject.

In this series of papers, Dirac studied two ways to create matter: “A: Matter is created uniformly throughout space, and hence mainly in intergalactic space. B: Matter is created where it already exists, in proportion to the amount existing.”

Thereafter, he called them additive and multiplicative creation.

According to his Large Numbers Hypothesis, the gravitational constant must vary. To reconcile this idea with the successful Einstein’s theory of gravitation, Dirac suggested the use of two metrics: Einstein’s one $ds_E$ and $ds_A$, measured by atomic apparatus. From that, he built two cosmological models waiting observations to come to make the distinction between the two, as Shapiro’s time delay experiment.

In the conclusion, Dirac wrote: “The foregoing work is all founded on the Large Numbers Hypothesis, in which I have great confidence.”
Conclusion

The present paper described the historical development of cosmological models based on Large Numbers Hypothesis and reviewed the work of two renowned physicists who built cosmological models on this hypothesis. If this hypothesis is now considered as mere numerology and close to pseudo-science, it is interesting to study its past applications in physics. For a review on controversies about the Big Bang theory and the Steady State theory, we refer, among others, to Helge Kragh’s work\textsuperscript{13}. Our work gives us the opportunity to illustrate the fact that the Steady State theory was not the only one in competition with the Big Bang Theory and, moreover, not the only one to suggest a process of continuous creation of matter.
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In order to map and clarify the field of gravitation and dozens of alternative theories to General Relativity developed during the past century, I propose several visualizations of networks that illustrate the complexity of theoretical relations, hierarchy of concepts, historical evolution and authorship relations. Conceptual lattices are data driven, and formal concepts are analyzed using Concept Explorer and visualized in D3.

The interactive web display allows exploration of the network elements that contain information about the theories and their attributes. It also highlights super-concepts and sub-concepts, serving as a tool for the study of physical theories, their models and foundations. A tree type visualization, called the Gravity Apple Tree, relates common terms, authors and publications in time series for 12 branches of gravitation. Portraits of authors and links to more than 100 seminal articles are provided. Crucial experiments and observations, located in the time-line space, contrast with the theoretical branches. A citation network based on the seminal articles shows another view to the development of this theoretical field. Visualizations are available for exploration at (http://remo.cua.uam.mx/vis/Exploratorium/).

Keywords: Networks, Visualizations, Alternative Theories of Gravity, Concept Lattices, Citation Network, Foundations of Space-Time Theories.

1. Introduction

Every now and then a new theory of gravity is proposed. Keeping track of hundreds of proposals and communicating a synthesis to the general public very often results in long dissertations that loose the objective of giving a wide view. One can easily get lost in such attempts. An elegant way of presenting a thorough panorama of the state of the art has been the graphic approach. Maps of knowledge place in order references and milestones that allow us to navigate in a sea of data, such as publication dates, authors and significant terms. Visualizations may emphasize some structures of science, such as networks, clusters and tendencies. Multiple examples can be found in the Atlas of Science.\(^1\) The employed methodology involves multidisciplinary skills, such as data mining, data analysis, programming, design, visualization, notions of structuralism in philosophy of science, network theory, lattice theory and some understanding of the discussed subject, in this case, physics and mathematics. Such skills and approaches are usually not found together in the scope of philosophers of science, nor physicists, even communicators. I hope this interdisciplinary approach, inserted in what is called Science of science, may contribute with a refreshing perspective to the field of gravitation and serve as a tool for education and philosophical discussion. Here I present three kinds of hierarchical networks for gravitation theories: the Gravity Apple Tree, that illustrates figuratively the development in time of 12 theoretical branches, anchored by publication dates of seminal articles from 1905 to 2016; concept lattices that illustrate the
complex structure of theories in a synchronic way, using a formal concept analysis (FCA) of renowned classifications of theories of gravity; and a citation network from 200 seminal articles arranged within 18 clusters. These visualizations have interactive properties that can be explored in a web, coded with *Data Driven Documents (D3)*, java script, css and html.a

2. The Gravity Apple Tree

The *Gravity Apple Tree* was born with the intent of giving some order to an overwhelming number of alternative proposals in a synthetic, graphic manner. The tree type network connects authors and publication dates of seminal articles anchored by the year of publication (green colored), classifying theories (in red) in 12 branches. A curved time-line serves as the space where crucial experiments and observations feature. The lower part of the trunk symbolizes some 200 years of newtonian gravitation. In the center of the branches, main principles and applications drive their growth.

Metric theories, that is, theories where bodies follow geodesics of space-time in free fall, as defined in Ref. 3, occupy the lower right side of the tree. The upper right side is occupied by MoNDian theories and f(R) theories, following the classification in Ref. 4. The left side is occupied by non-metric theories that suppose torsion, conformal geometries, physical fields, extra dimensions and other exotic proposals (see Refs. 5–9 for more on the history of alternative theories of gravity). Even though it represents a vast plurality of proposals, it does not include many others such as Numerical Gravity, Weyl-Dirac’s theory, Plevansky’s Complex Gravity, Franklin’s Relativist Rotation or the Exponential Gravity of Milne.

The *Gravity Apple Tree* helps us pinpoint interesting events, such as when theoretical branches grow or stop growing in correlation with the experimental developments. It also orders the data in a mnemonic manner, which enables to go further into the mapping enterprise. Its 200 selected seminal articles compose a data base of which we can extract their cites and references (see Section 4). It is accessible to the public in a PREZI format with links to *doi* addresses of seminal articles and includes portraits of main authors and a programmed tour through the tree.b

3. Concept Lattices of Gravitation Theories

To represent the conceptual structure of gravitation theories we’ll turn to the set-semantic model based view of philosophy of science, and focus on the set of *attributes* (axioms) of theories. Here, authors, dates and famous theorems do not feature, but the foundations from which we can deduce a theory. In *Foundations of Space-time Theories*,11 Michael Friedman represents a theory $T$ by a model set comprised by geometric objects $GO$ in a manifold $M$ of 4 dimensions and a set of relations $R$. The

---

structuralist view of Bunge et al. is one of the most detailed approaches among philosophers of science. It takes $T$ (or more precisely the theoretical element $ET$) to be composed by a formal nucleus $K$, a set of Intentional Applications $IA$, a Scientific Community $CC$, and of historical data $h$. $ET = \langle K, IA, CC, h \rangle$ Here, we are focusing only on $K$, which is formed by classes of models $M$, $Mp$, $Mpp$ and Links between models $L$ such as the Lorentz transformations. $K = \langle D, Tip, Cond, R, E, L \rangle$

Classes of models are formed by combinations of domains $D_i$, with certain tipifications $Tip_j$, under certain conditions $Cond_n$, that follow certain relations $R_m$ and where we can distinguish certain distinguished elements $E$.

Previous partial models: $Mpp = \langle D_i, Tip_j, Cond_n \rangle$ refer to the non-theoretical terms, such as Protophysics, where pure geometrical space-time theories lie, with respect to gravitation theories.

Partial models: $Mp = \langle Mpp, D_{i+t}, Cond_q \rangle$ include the elements of $Mpp$ plus some new domains expressed under $T$-theroetical terms and conditions.

Actual models: $M = \langle Mpp, Mp, R_m, E_q \rangle$ includes all of the above, plus some relations (field equations and equations of motion), as well as the distinguished elements such as the gravitational constant or the speed of light.

In this study, $ET$ will only contain the formal nucleus $K$, with out the links between models: $ET = \langle D, Tip, Cond, R, E \rangle$. As several theories are included, partial and previous models are expected to appear in the lattices.

3.1. Methodology: Formal Concept Analysis

After the selection of different classifications or theoretical reconstructions, a binary data set called context $(G, M, I)$ relates a set of objects $G$ (theories or models) with a set of attributes $M$ (axioms) of all objects. Using Formal Concept Analysis (FCA) — a theory and analysis methodology developed by Rudolf Willy in the 1970s, based on lattice and set theory — we can extract a set of concepts and order them in a hierarchical fashion through a coverture relation, composing a concept lattice.

That is, a network where nodes represent concepts of a context, and any two nodes must have an infimum and a supremum node. These networks are read in a vertical way. A formal concept is a pair of sets $(B, A)$, where $B \subseteq G$ and $A \subseteq M$, such that $B'' = B$ and $A = A''$ where $\ll\gg$ is a closure operator. An extra title row corresponds to the classes of attributes, which enables extra encoding. It also occupies multiple algorithms to draw and analyze lattices. The free software Concept Explorer (conexp 1-3), written in java may do the work, providing the corresponding lattices, but it requires to enter the context by hand and does not provide good importing or exporting options, such as json files (Java Script Object Notation). In order to solve this rough patch, and to include in the analysis other categories such as classes of attributes, the FCA is done through a code in Wolfram Mathematica that imports the csv file, uses conexp as a library from which we extract the necessary algorithms that provide information corresponding to the
context, nodes, attributes, objects, tags and node levels among others. The \textit{json} file is then occupied in a web that uses \textit{D3} to visualize the lattice. Visualization in \textit{D3} allows interactivity in the web, as nodes can be moved by the user, double clicks on nodes highlights upper and lower connected nodes, and single clicks shows additional information related to attributes and theories. For this, extra \textit{csv} files are needed, as well as the \textit{MathJax} library.

Finite ordered sets as the ones used here have a supreme and a minimum element for they are called lattices. The supreme node, generally called \textit{Meet}, represents the concept that is possessed by all of the theories and should be presented at the top of the diagram. In our case, all theories are based on a four dimension manifold. The minimum node, also called \textit{Join}, or \textit{null node} that posses all of the attributes, but generally does not belong to any object is located at the bottom of the diagram. Diagrams should be as symmetric as possible, keeping nodes in their hierarchical level. Lattices are much more informative when they are presented in such a way and for small contexts. For big contexts, diagrams may appear messy or confusing for it is convenient to present them with interactive properties that allow the highlighting of certain parts in order to allow readability.

The \textit{Space-Time Theories Eploratorium} shows six interactive concept lattices, besides other visualizations on gravitation. A lattice for physical geometry, that relates the Leibnitzian, Galilean, Newtonian, Affine, Metric Affine, Riemannian, Lorentzian and Minkowski space-times; and a lattice for classical physical theories that includes Newton’s gravitation, Newton-Cartan Gravitation, Special Relativity and General Relativity were both based on Fiedman’s classification of space-time theories.\textsuperscript{11,17} The lattice for f(R) theories is based on Ref. 18, while the lattice for non-local theories is based on Refs. 19–22. In \textit{Theory and Experiment in Gravitational Physics}\textsuperscript{3} we can find Clifford Will’s cookbook to obtain the post newtonian parameters of any metric, Lagrangian based theory. Also, several tables that provide classes of attributes such as variables (\textit{Domains}), field equations and motion equations (\textit{Relations}), constrictions and cosmological parameters, as well as special functions and constants (\textit{distinguished Elements}). From this cookbook, we can extract two data bases for 14 viable theories: one for the Lagrangian formulation and a second one for the PPN formulation.

The concept lattices clearly show their theoretical foundations and structure: a Manifold, a connection, a metric tensor, as well as their conditions, typifications and relations. Previous partial models, such as a Lorentzian space-time for GR rests in higher levels, while specific models of a theory, such as SR for GR would rest under the object-concept node. So foundations rest above the object-concepts, while specific models of T under the object-concept.

\textsuperscript{a}Similarly, this can also be done with the free software Jupyter.
\textsuperscript{b}D3: a java script library developed by Mike Bostock. Explore d3js.org and https://bl.ocks.org/mbostock.
\textsuperscript{c}Explore the resulting visualizations at: http://remo.cua.uam.mx/vis/Exploratorium/.
The *Space-Time Theories Exploratorium* shows also a holon of theories, that is, a big lattice obtained by the addition of all contexts explored so far. Such addition requires carefulness, as some attributes are not considered in the original theoretical element $ET$, but are necessary in a wider context and may need specific conditions too. That is the case of the affine connection, common to all connections, that may possess torsion or non-metricity, with the condition that it is zero for all points of the manifold for some theories. As exploring these lattices, one can easily point out the different notions for metric theories (those that follow geodesics, those that depend only on curvature with no torsion, etc.); point those that follow Einstein’s equation, those that are local or non-local, those that have a flat metric, or the attributes of some specific theory, among other features.

4. Citation Network

Order between citations and references of seminal articles provides also insight into the path and tendencies of research. Papers provide cited references that tell us where their ideas come from, and citations that tell us about their resonance. The *Exploratorium* includes a citation network for the 200 seminal articles of the *Gravity Apple Tree* in order to represent the popularity of some ideas and their distances. One can pinpoint seminal articles and locate thematic clusters for more than eighty thousand citations and references. Data was downloaded from the Science Citation Index (SCI) of Thomson Reuters; the electronic archive for pre-publications of scientific articles and automatized distribution server ArXiv.org, operated by the University of Cornell; the Astrophysics Data System (ADS), a portal and digital library of NASA that keeps three bibliographic databases with more than 11.3 million registrations of bibliographic data on physics, astronomy and astrophysics. Larger nodes correspond to seminal articles as their in-degree is sized compared. It is a force directed layout visualized with Gephi 0.9.2, using Sci2 tool.\(^2\) Process is explained in Ref. 23.

5. Insights and Future Work

I have presented several examples of hierarchical networks for gravitation theories: a temporal network, concept lattices and a citation network, expecting to bring some insight on the plurality, composition and evolution of the field of gravitation. These networks can be found in an interactive display in the web, facilitating exploration. It is clear that there is a hierarchy that dominates the structure and development of scientific theories, and that such orders can be well represented in directed networks, and that complex networks are easily explored in interactive displays. These are very rich representations full of valuable information and interactive links. Design

---

in several immersing levels, color coding, and extra information displays are important to visualize the distribution of attributes and not to overcrowd the image. One can color code theories according to their viability or experimental adequacy, and distinguish classes of attributes and their level of appearance. Aesthetic designs such as the tree-like shape may likely be hanged as pleasant posters while displaying a synthesis full of information. Meanwhile, interactive displays may turn an abstract and hard matter into a ludic, mnemonic experience. The concept lattices show topologic and geometric considerations standing at the top levels, following a downward construction of theories, leaving physical considerations in the lower levels. Classes of theories and classes of models, such as potential and actual models may be shown explicitly. As expected, the criteria used in most classifications is variable. We can find different formalisms (Lagrangian, PPN, non-Lagrangian), formulations (holonomic and anholonomic), direction of reconstruction (upwards and downwards), classes of attributes, global and local considerations, relativist or absolutist views, etc. So combining or adding up contexts becomes quite a delicate enterprise, but a clarifying one.

This work in progress attempts to include non-metric theories, MoNDian theories and M theories in order to be more inclusive, and finding a common classification that allows to join all conceptual networks. Other classifications being currently analyzed and visualized are included in Refs. 4, 5, 17, 24. All these complementary graphic representations should give us a fair idea of the paths taken by scientists as they explore the obscurities of gravitation and the general mathematical suppositions of the geometric approach to gravitation. Future work on the citation network will include the temporal component that will order the publications in terms of their timestamp and the reference network, as well as extending the seminal data base.
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This article presents hitherto unpublished correspondence of Struble in 1947 with Menger, Chandrasekhar, and eventually Einstein, about a possible observational test supporting Einstein’s special relativity against Ritz’s emission theory using binary stars. This ‘Struble effect,’ an acceleration Doppler effect in emission theory, appears to have been overlooked, and the historical context, including de Sitter’s binary star test of special relativity, is also discussed.
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1. Introduction

The nature of light propagation is central to the history of relativity theory. An early rival of Einstein’s special relativity was emission theory, which was also consistent with the negative result of the Michelson-Morley experiment. In 1947, Raimond Struble (1924–2013), then a student at the University of Notre Dame and later a professor of mathematics at North Carolina State University in Raleigh, corresponded with Chandrasekhar at Yerkes Observatory and Einstein at the Institute for Advanced Study about an observational test of emission theory using binary stars. While de Sitter, among others, had shown earlier that binary star observations do, indeed, support special relativity against emission theory, Struble pointed out a new Doppler effect due to the binary’s orbital acceleration, which appeared to have been overlooked.

These letters and related documents, hereinafter denoted Struble-Einstein correspondence (SEC), are held privately and are listed in the Appendix. The purpose of this article is twofold: on the one hand, to present this unpublished correspondence with Einstein and, on the other hand, to draw attention to Struble’s effect and place it in its historical context of binary star tests of emission theory.

2. Historical background

2.1. Emission theory

After Einstein’s paper on special relativity was published in 1905, emission theory was considered as a viable alternative to understand the negative result of the Michelson-Morley interferometer experiment without the need to adopt special relativistic kinematics. This theory was developed in particular by Walter Ritz (1878–1909), Einstein’s junior by one year at the Zurich Polytechnic Institute (presently the ETH), who proposed such a framework in 1908 (see, e.g., Ref. 4 for historical
aspects): light is emitted at a constant speed $c$ in any direction $\mathbf{u}$, $|\mathbf{u}| = 1$, relative to a source moving at velocity $\mathbf{v}$ relative to an observer. Thus, the velocity of light relative to the observer becomes

$$c_r = c\mathbf{u} + \mathbf{v}.$$  \hspace{1cm} (1)

Just as Einstein’s theory, this is consistent with Michelson-Morley because light has a constant speed relative to the interferometer in this case (without being universally constant), so there is no diurnal variation of the light travel time.

To test the emission theory with a similar interferometer experiment, one would either require suitably moving mirrors, as was indeed considered by Michelson\textsuperscript{5} himself in 1913, or a light source moving fast with respect to the interferometer, such as a celestial light source. This point was made by Tolman in 1912:

“Hence if the Ritz theory should be true, using the sun as source of light we should find on rotating the apparatus a shift in the [interference] fringes of the same magnitude as originally predicted for the Michelson-Morley apparatus where a terrestrial source was used. If the Einstein theory should be true, we should find no shift in the fringes using any source of light.”\textsuperscript{(Ref. 6)}

A negative result using star light was finally achieved by Tomaschek\textsuperscript{7} in 1924, providing strong evidence against emission theory and corroborating special relativity. Meanwhile, other experimental tests of emission theory were sought, and it is here that binary stars enter the picture.

### 2.2. Binary star tests

Consider an idealized Newtonian binary star system consisting of a small component $S$ orbiting a large component with speed $v$ in a circular orbit of radius $a$, whose centre is effectively the barycentre of the system. We assume also that the observer $E$ is coplanar with the orbit at large distance $d$, $d \gg a$, and that light is emitted isotropically by $S$ at the emission time $t_0$. Denoting the constant orbital angular velocity of $S$ by $\omega$, we have $v = a\omega$. This setup is illustrated in Fig. 1.

Suppose, now, that emission theory holds. Then at emission time $t_0$,

$$c_r(t_0) = c - v_r(t_0) \simeq c - v \cos \theta(t_0) = c - a\omega \cos \omega t_0,$$  \hspace{1cm} (2)

Fig. 1. Schematic binary star system as considered by Strubbe in SEC 3.
from (1). This speed is constant from $S$ to $E$, which are separated by the distance $d(t_0) \simeq d + a \sin \omega t_0$, so a light signal emitted by $S$ at $t_0$ is received by $E$ at the observation time

$$t = t_0 + \frac{d(t_0)}{c_r(t_0)} \simeq t_0 + \frac{d + a \sin \omega t_0}{c - a \omega \cos \omega t_0}$$

$$= \frac{d}{c} + t_0 + \frac{a}{c} \sin \omega t_0 + \frac{ad\omega}{c^2} \cos \omega t_0 + O\left(\frac{a^2 \omega^2}{c^2}\right) \tag{3}$$

at leading order, with $v \ll c$. Hence, the observation time $t$ is a linear function of the emission time $t_0$ plus a small oscillation, as would be the case in Einstein’s theory with $c_r(t_0) = c = \text{const}$. However, note that $d\omega/c$ can be large, so the fourth term in (3) need not be negligible, and this gives rise to characteristic optical effects of emission theory: if $d\omega/c$ is sufficiently large, the map $t \mapsto t_0$ is no longer one-to-one, and a given observation time corresponds to multiple emission times. In other words, $E$ would observe $S$ at the same time in multiple points of its orbit. In his *Introduction to the Theory of Relativity*, Bergmann referred to this phenomenon of multiple star images as “ghost stars”, whose absence provided strong evidence against the emission theory of Ritz and for the constancy of the speed of light in the sense of Einstein’s special relativity theory:

“In some cases, we should observe the same component of the double star system simultaneously at different places, and these ‘ghost stars’ would disappear and reappear in the course of their periodic motions. [...] However, no trace of any such effect has ever been observed. This is sufficiently conclusive to rule out further consideration of this hypothesis.” (Ref. 8, pp. 19–20)

Daniel Comstock (1883–1970), who visited J. J. Thomson at Cambridge during 1906–1907 before returning to MIT where he later became a co-founder of Technicolor⁹, seems to have been the first to seriously consider astronomical tests of emission theory, in particular its implications for binary stars. At a meeting of the American Physical Society in October 1909 at Princeton, he noted that

“The assumption that the velocity of light depends on that of the source has, so far as the author is aware, never been properly examined. This is strange, but is probably explainable as a natural result of the complete trust which has been put for years in the conception of an ether.” (Ref. 10)

In 1910, Comstock devised a criterion¹¹ to check whether the orbit of an observed binary obeys Keplerian motion, thus revealing anomalies such as a changing speed of light according to emission theory. Apparently unaware of Comstock's work, de Sitter also proposed¹²,¹³ to use binary star orbits to constrain emission theory in February 1913. This seems to have had more impact, and generated considerable
interest within the physics community during that year, e.g. with papers by Guthnick and Freundlich. In his reply, de Sitter agreed to a parametric extension generalizing Eq. (1),

\[ c_r = cu + \kappa v, \]

where \( \kappa = 1 \) in Ritz’s original theory and \( \kappa = 0 \) in special relativity. The task, then, was to constrain \( \kappa \), and by considering the system \( \beta \) Aurigae, he found \( \kappa < 0.002 \) and hence good agreement with special relativity. Einstein himself was, naturally, very interested in these developments. In May 1913, he wrote to Ehrenfest,

“The matter concerning binary stars is very nice, provided that the [spectral] line movements are really measured accurately enough to check the Keplerian motion to some extent.” (Ref. 17, doc. 441, p. 523)

At this time, Einstein was working on the generalization of his theory of relativity to include gravity. Having predicted a gravitational deflection of light in 1911 using an early version of general relativity, he was in touch with Freundlich who had proposed an observational test of gravitational lensing in January 1913. In a letter to Freundlich in August 1913, mainly about this issue of gravitational lensing, Einstein also expressed the paramount importance of the binary star tests for relativity theory:

“I am also very curious about the results of your investigations concerning the binary stars. If the speed of light depends on the speed of the light source even only in the slightest, then my entire theory of relativity, including the theory of gravity, is wrong.” (Ref. 17, doc. 472, p. 555)

In addition to orbital properties, Struble thought that binary systems can provide other observational evidence for special relativity, as we shall discuss now.

3. Struble’s effect

3.1. Motivation and results

As a student, in the wake of the atomic bombs ending the Second World War, Struble became interested in the underlying physics, the mass defect \( \Delta E = \Delta mc^2 \) and its origin in special relativity:

---

\(^a\)Own translation. Original: “Die Sache mit den Doppelsternen ist sehr hübsch, vorausgesetzt, dass die Linienwanderungen wirklich exakt genug gemessen sind, um einigermaßen die Keplersche Bewegung nachzuprüfen.”

\(^b\)Own translation. Original: “Sehr neugierig bin ich auch auf die Ergebnisse Ihrer Untersuchungen über die Doppelsterne. Wenn die Lichtgeschwindigkeit auch nur im Geringsten von der Geschwindigkeit der Lichtquelle abhängt, dann ist meine ganze Relativitätstheorie inklusive Gravitationstheorie falsch.”
“Since the constancy [of the speed of light] seemed to me unbelievable, I started thinking about other possible evidence and came upon the double-star phenomena [...]” (SEC 11)

Struble’s adviser was initially the Viennese mathematician Karl Menger (1902–1985), a pioneer of fractal and probabilistic metric geometry, who had emigrated to the USA joining the University of Notre Dame in 1937, where he started the mathematics PhD program and hosted Gödel. Even after moving to the Illinois Institute of Technology in 1946, he stayed in touch with Struble, whom he had encouraged to work on the binary star problem:

“I asked Mr. Struble to study the geometrical aspects of DeSitter’s theory and in pursuing this study he discovered another phenomenon which would be observable if the principle [of the constancy of the speed of light] were wrong, namely, a change in the wavelength of the light emitted by the companion. This change would be entirely different from the Doppler effect, and quantitatively much larger than DeSitter’s phenomena.” (SEC 4)

The argument (SEC 3) can be summarized as follows. Consider again a binary star system in emission theory as discussed in Sec. 2.2, with speed of light \( c_r \) relative to the observer \( E \) given by Eq. (2). Now the observed frequency of light \( \nu \) is related to the frequency \( \nu_0 \) at the emitter \( S \) by

\[
\nu = \nu_0 \frac{c_r}{c} \simeq \nu_0 \left( 1 - \frac{v}{c} \cos \theta \right).
\]

In other words, there is a standard Doppler effect in frequency which is linear in the orbital speed \( v \), but it should be noted carefully that the wavelength of light remains unchanged, \( \lambda = \lambda_0 \), as pointed out by Tolman\(^2\) in 1910. However, Struble observed that the changing of \( c_r \) with \( \theta \) or emission time \( t_0 \), that is, the orbital acceleration, gives rise to an actual change in wavelength which can be very large. This is the “change [...] entirely different from the Doppler effect” which Menger referred to in the quotation above.

To see this, note that during the time \( \Delta t_0 = \lambda_0 / c \) needed to emit a monochromatic wave of length \( \lambda_0 \) at \( S \), the speed of light relative to \( E \) has changed by \( \Delta c_r \simeq \Delta t_0 g \omega^2 \sin \omega t_0 \), from Eq. (2). So after a travel time of approximately \( d/c \) to reach \( E \), the wavelength has changed by

\[
\Delta \lambda = \lambda - \lambda_0 \simeq -\Delta c_r \frac{d}{c} \simeq -\lambda_0 \frac{ad \omega^2}{c^2} \sin \theta
\]

at leading order.\(^5\) As before in Eq. (3), the term containing \( d \) may give rise to a large observational effect.

In February 1947, Struble expounded his argument in a letter to Chandrasekhar at Yerkes Observatory, who noted in his reply, shown in Fig. 2, that

\(^{5}\)This is corrected from Struble’s derivation (SEC 3), which contains ambiguities in the angle and sign.
“[...] it does seem that no one has thought of the effect of acceleration on
the velocity of light on classical lines.” (SEC 1)

However, he cautioned that group velocity rather than phase velocity should be
considered, and that

“[...] one’s interest is somewhat dimmed by the consideration that the effect
is not present anyway.” (SEC 1)

Special relativity was well established and tested by that time, and the latter remark
is also echoed by Tate (SEC 2), the editor of Physical Review, where Struble had
tried to publish his work as a Letter to the Editor. Six days after this rejection,
Menger tried intercede on behalf of his former student (SEC 4), and received a
reply from the assistant editor Hill (SEC 6). While acknowledging that there are
theoretical issues with accelerated light sources even in classical electrodynamics,
Hill agreed with Tate that special relativity was already sufficiently corroborated
and therefore questioned that

“[...] at the present time Ritz’ theory requires a final coup de grâce, [...] [having,]
like numerous other trial theories of its period, [...] earned a decent
oblivion.” (SEC 6)

He also pointed out that it remains unclear in Struble’s derivation how the spectral
energy distribution changes, a remark that reflects Chandrasekhar’s concern about
the group velocity.

3.2. Correspondence with Einstein

Having thus received encouragement as well as rejection, Struble decided to ap-
proach Einstein himself as arbiter “for final judgement” (SEC 7) regarding the
validity of his derivation. In October 1947, Struble sent a letter to Einstein at the
Institute for Advanced Study, emphasizing his new effect:

“Many spectroscopic binary systems would exhibit these ghost stars due to
their geometric characteristics, but as of now I have been unable to find any
visible binary systems which would. Mostly because of this I investigated
geometrical consequences of Ritz’ hypothesis which concerned these visible
double stars, in an attempt to agument [sic] de Sitter’s repudiation.”

(SEC 7)

The accompanying computation (SEC 8) recapitulated the one sketched above
(SEC 3), although Struble expressed his result now in terms of frequency rather
than wavelength.

---

4 This remark presumably refers to the Abraham-Lorentz backreaction force which is proportional
to the third time derivative of the trajectory, thus causing problems with initial values.
In his reply of November 1947 (SEC 9), shown in Fig. 3, Einstein agreed that Struble’s argument “is essentially right”, although he preferred his own derivation. Using again the notation of Sec. 2.2, Einstein obtained an approximation for the observation time as a function of emission time,

\[ t \simeq t_0 + \frac{a\omega}{c^2} \cos \omega t_0 , \]

as in Eq. (3), ignoring the constant \( d/c \) and neglecting the other terms. Infinitesimal intervals are therefore related by

\[ dt \simeq dt_0 \left( 1 - \frac{a\omega^2}{c^2} \sin \omega t_0 \right) . \]

Assuming that the phase \( \varphi \) of the light wave obeys a simple harmonic oscillation, Einstein noted that the frequency is

\[ \nu^2 = -\frac{1}{\varphi} \frac{d^2 \varphi}{dt^2} , \]

and the chain rule implies

\[ \frac{d^2 \varphi}{dt^2} = \frac{d^2 \varphi}{dt_0^2} \left( \frac{dt_0}{dt} \right)^2 + \frac{d\varphi}{dt_0} \frac{d^2 t_0}{dt^2} , \]

so that, neglecting the last term and using equation (5),

\[ \nu \simeq \frac{t_0}{dt} \simeq \frac{\nu_0}{1 - \frac{a\omega^2}{c^2} \sin \omega t_0} , \]

which, in the given approximation, is in agreement with Struble’s result. Einstein also supported his interpretation, stating that

“"The effect is, of course, in most cases of observation much greater than the ordinary Doppler-effect and without doubt incompatible with the experimental facts” (SEC 9),

but, in closing his letter, reminded Struble that careful checking of the literature is in order since

“I should be quite astonished if De Sitter would not have made this little calculation. In any case, you should carefully look into his paper before publishing something about it.” (SEC 9)

\*The letter has \( \frac{d^2 \varphi}{dt^2} = \frac{d^2 \varphi}{dt_0^2} \left( \frac{dt_0}{dt} \right)^2 + \frac{d\varphi}{dt_0} \frac{d^2 t_0}{dt^2} \), but the mistake in the first term of the right-hand side does not propagate to the following computations. Despite the approximations made, equality signs are used throughout the letter (SEC 9).
3.3. Aftermath and assessment

Einstein’s letter made it clear that the question of priority for Struble’s result had to be settled before any further attempt at publication should proceed. In January 1948, Menger advised Struble to obtain the original papers regarding the binary star effects of emission theory (SEC 10), in particular the 1913 articles in German by de Sitter and Freundlich. As discussed in Sec. 2.2, these are concerned primarily with apparent distortions of the binary orbits – indeed, Struble’s effect is treated neither there nor in the other related papers, by Comstock, de Sitter, Guthnick and Tolman.

A heuristic argument which comes close to Struble’s is found in Bergmann’s Introduction to the Theory of Relativity: using the notation of Sec. 2.2 as before, the light travel time to the observer is approximately $d/c$ so that

$$\frac{\Delta t}{\Delta c} \simeq -\frac{d}{c^2},$$

and since $\Delta c = v$, $\Delta t \simeq -\frac{vd}{c^2}$.

The amplitude of emission theory effects will then be determined by the ratio $\Delta t/T$, where $T := \frac{2\pi}{\omega}$ is the orbital period of the binary (Ref. 8, p. 20). Hence,

$$\Delta t \omega \simeq -\frac{a d \omega^2}{c^2},$$

as in Eq. (4) for the amplitude of Struble’s effect on wavelength. Still, there is no explicit discussion of Struble’s effect and how it differs from the ordinary Doppler effect here.

Hence, it does appear that Struble’s effect had not been noticed before or, at any rate, was not at all well known, in accordance with the assessment by Chandrasekhar in SEC 1. It is also interesting to note that the effect does not appear in the 1965 paper by Fox, which is a detailed critique of all available evidence against emission theories. On the other hand, it must be conceded that Struble’s argument is purely kinematical as it stands, and a final assessment of its physical merit should include a deeper investigation of dynamical aspects as well, along the lines suggested by Chandrasekhar (SEC 1) and Hill (SEC 6) mentioned before.

In the end, Struble pursued his interests in mathematics and its applications, and never resumed his attempt to publish this work at the interface of astronomy and theoretical physics:

“[...] the main reason I couldn’t follow through was that I would need to use Einstein’s superior version. Though his letter granted me precedence”

\[1\] In fact, it is likely that Struble knew Bergmann’s treatment, since the first edition had been published in 1942 and it had become a popular textbook on relativity theory: there had been four printings by 1948, according to the colophon of the Prentice-Hall, New York NY, 1948, edition. Moreover, Struble used the rather imaginative expression “ghost stars” in his letter to Einstein (SEC 7), which is also found in Bergmann (Ref. 8, p. 19) but not in the original papers on binary star effects of emission theory mentioned above.
[sic] on the idea, I couldn’t publish his modifications as mine. I probably should have discussed it with him at the time.” (SEC 11)

4. Final remarks

In addition to its scientific interest, the Struble–Einstein Correspondence gives detailed insight into individual motivations and practical aspects of the scientific process, as described in this article. Einstein’s reply to the student Struble is also a testament to his often generous attitude towards researchers outside his immediate circle of professional colleagues.

Finally, it may be mentioned that the Albert Einstein Archives preserve a copy of Struble’s correspondence (SEC 7 in Ref. 24, SEC 8 in Ref. 25) as well as the autograph draft of Einstein’s letter written in German, although the English version that Einstein eventually sent to Struble (SEC 9) appears to be lacking.
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Appendix

The documents of the Struble-Einstein Correspondence are held by Struble’s estate in Raleigh, NC, USA, and consist of the following.

SEC 2. J. T. Tate to R. A. Struble, typed and signed letter, 1 page, 1947 July 23.
SEC 3. [R. A. Struble:] An observable consequence of the ballistic hypothesis, typed and annotated document, 1 page (incomplete), no date.
SEC 5. K. Menger [to R. A. Struble], signed autograph letter, 1 page, 1947 August.
SEC 8. R. A. Struble: Consider a double star system [...], typed document, 2 pages, [1947 October 15].

Another example of this is his interaction with Mandl in the early history of gravitational lensing, cf. Ref. 23.
Fig. 2. Letter by Chandrasekhar to Struble (SEC 1).

Fig. 3. Letter by Einstein to Struble (SEC 9).
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The spectral classification introduced by Father Angelo Secchi, SJ (1818–1878) opened a new way to study the stars and the universe. We summarize the main achievements of his work and show how the following developments lead to the foundation of modern astrophysics.
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1. Beyond astrometry and celestial mechanics

At the beginning of the Nineteenth Century, astronomy was concerned with astrometry and celestial mechanics (calculation of the orbits of planets, compilation of catalogues of position and brightnesses of stars and other celestial objects). In 1835 the French philosopher Auguste Comte (1798–1857) was so confident about the impossibility of obtaining experimental data on the physics of stars that he wrote:

“Every research in relation to stars not reducible in the end to simple visual observations is perforce barred to us [...] we could never study, by any means, either their chemical composition or their mineral structure [...] our positive knowledge concerning the stars is necessarily restricted just to their geometrical and mechanical phenomena, being it entirely impossible to undertake any physical or chemical research.”

Already at the beginning of the Nineteenth Century the German physicist Joseph von Fraunhofer (1787–1826) began to study in detail the myriad of dark lines that appear when sunlight is refracted by a prism. Fraunhofer classified more than 570 dark lines in the solar spectrum. By the middle of the 19th Century Gustav Kirchhoff (1824–1877) explained the presence of those thin dark lines through the presence of particular chemical elements in the atmosphere of the Sun, they absorb the light at a fixed wavelength. It was the beginning of the chemical analysis of the universe through spectroscopy (see Fig. 1).

These new studies provided the necessary motivations to overcome classical astronomy and foster the birth of modern Astrophysics. The observations of the spectrum of the Sun encouraged the study of the spectra of other stars by Giovanni Battista Donati (1836–1873) in Florence, William Huggins (1824–1910) in London, Lewis Morris Rutherfurd (1816–1892) in New York and Angelo Secchi in Rome.
Fig. 1. Spectrum of the Sun. The outermost layers of the Sun’s atmosphere absorb the radiation at fixed wavelengths, so are producing dark absorption lines in the continuous spectrum. The spectral lines became precious indicators, like a fingerprint, of the chemical elements present in the atmosphere of the observed star. Moreover, the width of the lines gives information on the abundances and physical conditions (temperature, pressure, magnetic fields) of the various chemical elements in the atmosphere of the star. Using the spectroscope it is possible to study in detail the dark lines sequence: the light coming from the star passes through a slit and then through a prism (or a diffraction grating) that separates the light into various wavelengths.

2. The Secchi classification of stellar spectra

The work of Father Angelo Secchi of the Society of Jesus (born Reggio Emilia 1818, died Rome 1878) contributed in a decisive way to the birth of modern Astrophysics. When he was 15 years old he entered the Jesuit order and began his formation. He studied extensively not only theology and philosophy, but also science and, in particular, physics. When in 1850 he was appointed as director of the observatory of the Roman College, he continued to look at astronomy from the point of view of a physicist. He used spectroscopy as a tool to answer a new question: not where are the stars (positional astronomy), but what are the stars, what is their composition: “when the field of astronomical research seemed to be dried-up, and we could only glean where others had richly reaped, here a new discovery opens up an immense horizon, which will reveal us the physical nature of the stars and show us the kind of the matter that compose them. This is the spectroscopy and its applications made by Kirchhoff and Bunsen.”

In 1852 he got permission to build a new observatory on the roof of the church of St. Ignatius. He had two main instruments: a Cauchoix refractor telescope (with a 16.9 cm aperture) and — after 1854 — also a Merz refractor telescope (with a 24.4 cm aperture). He also obtained an objective prism, usable on both telescopes, for spectroscopic observations of stars.

Thanks to this advanced instrumentation he started a systematical project on stellar classification based on spectra. In 1863 he published a first study, based on the observations of the spectrum of 35 of the brightest stars: Sugli spettri prismatici della luce de’ corpi celesti inBullettino meteorologico dell’Osservatorio del Collegio Romano, 31 July 1863. The following ten years were dedicated to improving this
first study, and in 1877 he published the essay *Le Stelle. Saggio di astronomia siderale*, based on the observation of more than four thousand spectra. This last classification included four stellar types based on absorption spectra, plus a fifth type containing prominent emission lines.

We present here a brief description of Secchi’s classification following his treatise *Le Soleil* (1st ed: 1870; 2nd ed. vol. I: 1875, vol. II: 1877):

- The first type (see first spectrum of Fig. 2) is characterized by bluish-white stars, like Sirius: “all these stars are commonly called white, although they are slightly blue. They offer a spectrum formed by the ordinary set of the 7 colors, interrupted by four large black lines: the first in the red, the other in the blue-green, the last two in the violet”\(^3\) (predominant hydrogen lines).
- The second group (second spectrum of Fig. 2) includes white-yellowish colored stars like the Sun: “the spectrum of these stars is perfectly similar to that of our Sun, that is, formed of very fine and very tight black lines which occupy the same position as those of the solar spectrum.”\(^3\)
- In the third type (third spectrum of Fig. 2) Secchi grouped the stars with color close to “red or orange” as α of Orion; “the spectrum of the third kind in very extraordinary including a double system of nebulous bands and dark lines.”\(^3\)
- “The fourth type is even more extraordinary”\(^3\) (fourth spectrum of Fig. 2); these few stars are not necessarily colder than those of the third type, but only chemically different (faint reddish stars, predominant carbon lines).
- Lastly he also added a fifth type (see Fig. 3) characterized by the presence of pronounced emission lines in their spectra: “direct spectrum of hydrogen.”\(^3\)

Thanks to his pioneering work, Secchi is rightly considered among the founders of modern astrophysics and the father of the classification of stars based on their spectra. Finally, we would like to emphasize that all the spectra shown in Secchi’s books are not photos, but they are all hand-drawn work.

---

**Fig. 2.** Absorption spectra of a star of type I (Sirius), type II (Sun), type III (Orion), type IV (152 Schjellerup Catalogue also known as “La Superba” - Y CVn).\(^4\)
3. After Secchi

Fr. Secchi was fully aware of the new potentialities of spectroscopy: “there remain many things for us to learn: for nature is inexhaustible in its wonders; [when] we think we are arrived at the end, we find that it is only the beginning.”

3.1. The Harvard classification and the Hertzsprung–Russell diagram

The work started by Secchi was continued by numerous astronomers. In 1872 Henry Draper (1837–1882) realized the first photographs of a stellar spectrum. At the end of the Nineteenth Century the astronomer Edward Charles Pickering (1846–1919) started a large project focused on stellar classification using photographic techniques. Draper’s widow decided to finance this project and in 1890 Pickering published a first catalogue based on the observation of 10,351 stars: Draper Catalogue of Stellar Spectra. The work continued in the subsequent years and thanks to the devotion to the project of Annie Jump Cannon (1863–1941) and collaborators it was possible to publish the Henry Draper Catalog containing the magnitude, position and stellar classification of 225,300 stars. Later the astronomers Ejnar Hertzsprung (1873–1967) and Henry Norris Russell (1877–1957), starting from the data contained in this catalogue, combined in a diagram the information on the temperature (color) and absolute luminosity of different stars. The H-R diagram is a key step towards understanding stellar evolution. Spectral Classification remains, even today, an important tool to identify peculiar and astrophysically interesting stars.

3.2. Proper motion and expansion of the universe

Secchi was fully aware of another important information contained in the spectra: “It is the opinion of many talented spectroscopists that spectral measurements can give us a very delicate means to know also the absolute motions in the direction of the visual ray.” If the light source is in motion towards the observer, the wavelength will be shortened compared to the wave emitted by a source at rest (blueshift), vice versa if the source is moving away from the observer, the wavelength will increase (redshift).

Unfortunately, the instruments used by Secchi were not accurate enough to detect this modification of the wavelengths. Only at the end of the Nineteenth Century that it became possible to obtain the first reliable measurements of radial velocities when photographic spectra became available. In the 1920s Edwin Hubble...
(1889–1953) and Georges Lemaître (1894–1966) derived the famous law of the expansion of the universe (Hubble-Lemaître law) using this technique.

This discovery marked the passage from a static universe to the model of an universe evolving in time. The expansion of the universe is, together with the Cosmic Microwave Background (CMB) and primordial nucleosynthesis, one of the main pillars of the Big Bang cosmological model.

4. The bicentenary of the birth of Angelo Secchi

Angelo Secchi gave an important contribution with his pioneering work to the birth of “New Astronomy”, the modern Astrophysics. Therefore many initiatives were organized to remember the bicentenary of his birth.

The Italian Ministry of Cultural Heritage and Activities and Tourism established a National Committee for the celebrations of the bicentenary of the birth of Angelo Secchi. This committee was coordinated by the National Academy of the Sciences and the Italian National Institute for Astrophysics.

Secchi was remembered during the International Astronomical Union XXXth General Assembly in Vienna (August 20–31, 2018). 7

In Italy conferences and workshops were held both in Rome (“The Legacy of Angelo Secchi SJ 200 years after his birth”, September 3–5, 2018; “Angelo Secchi (1818–1878) SJ: the scientist and his time”, September 6, 2018) and in his hometown Reggio Emilia (“Father Angelo Secchi, the person, the works, astrophysics”, May 11–12, 2018). The Fifteenth Marcel Grossmann Meeting dedicated a parallel session to “Angelo Secchi and Astrophysics” (July 2, 2018). The Italian Astronomical Society (Società Astronomica Italiana) — counting Secchi among its founders when it was still called “Società dei Spettroscopisti Italiani” — remembered Secchi during its LXII congress (Teramo, May 2–5, 2018). The City Museums of Reggio Emilia organized an exhibition dedicated to him: “All the colors of stars. Father Angelo Secchi and the birth of astrophysics” (October 20, 2018 – February 3, 2019). Also a virtual exhibition “Between Heaven and Earth” 8 was prepared by the National Committee for the celebrations of the bicentenary. A completely new biography “Decoding the Stars” was written by Ileana Chinnici and will be soon published. 9

We conclude with the words of Secchi himself: “How many other wonders should not be found in the immensity of that space, which we cannot fathom? By taking advantage of art and science, the astronomer reveals to us more and more the greatness of God, and makes us exclaim with the Prophet: {May your works be magnified, O Lord; you did all of them in wisdom (Psalm 104).}” 10
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The equation of time determines the difference between the mean solar noon and the true one. Graphically it is represented with an analemma, drawn also in the sundials made by Secchi (e.g. the ones of Grottaferrata and Augusta). The relationship between the day of the year and the corresponding equation of time, from Ptolemy to Clavius, is presented, including some medieval cases. Finally the Sundial of Boville Ernica made in 1865 by Secchi for public utility, as in his vision of science, is presented to wish a new restauration.

1. Theoretical exposition

The length of each day through the course of the year is variable, it can be longer or shorter than 24 hours of many minutes, about half an hour at most, and this offset is defined as the equation of time. Let us first introduce some basic concepts.

We has to distinguish two different systems of time based respectively on the apparent solar time and the mean one. Obviously a natural unit of time is the rotation of the Earth. It represents the time in which the Sun returns to the local meridian, but it is variable due to two features of our solar system, which we analyze beyond. It is useful introduce also a motion of the Sun without irregularities, namely a uniform motion on the ecliptical plane. On this time is defined the so-called mean solar time system. A comparison of a sundials and a mechanical clock shows that the times are different and the deviation between them can be described by the equation of time. Historically, the term equation was used to tabulate the difference between an observed valued and the expected one, so the equation of time is a quantity that should be added or subtracted to the hour of the passage at the meridian to obtain the mean local noon. So, the precise definition of the equation of time is:

\[ E_d = h(S) - h(M) \]  

where \( h(S) \) is the true solar time in term of hour angle and \( h(M) \) is the hour angle of the equatorial mean time.

The features of our solar system are at the basis of the irregularities in the apparent motion of the Sun and the most important contributes are due to the variation of the angular velocity, according to the second Kepler’s law, and the obliquity of the ecliptic. The second Kepler’s law state: the area swept out per time interval is constant, thus the Sun appears to move faster (relative to the background stars) at perihelion and slower at aphelion. A Sun slower corresponds to an apparent solar day shorter, instead, a Sun faster to a longer solar day. Let us consider Kepler’s equation, which allows to connect the position occupied by the planet along the keplerian orbit with the time elapsed from the moment of passage from perihelion

\[ E = M + e \sin E \]
where \( M \) is the mean anomaly, namely the angle covered by Earth on a circular orbit with constant speed, and \( E \) the eccentric anomaly, that is the angle between the position of real Earth projected on the circular orbit and the major axis. For a better comprehension see Fig. 1.

**Fig. 1. Angles \( M \) and \( E \) at a specific time point.**

It isn’t possible to solve the equation (2) for \( E \) in closed form. Therefore, the position of the Earth can only approximated as function of time. More useful is the expansion in series of Eq. (2) in term of \( R \), that is the real angle spanned from the real Earth along the ecliptic orbit, or the true anomaly. In fact if we make the first derivative of the expression of \( R \) respect to the time, we obtain the angular velocity and its corrections. The relation is

\[
\omega(t) = \frac{2\pi}{T}[1 + 2e \cos M + ...]
\]

The deviations amount to about double of eccentricity of the orbit.

The true solar day depends on the declination of the Sun, that is the elevation from the celestial equator. Let us ignore the variation of angular velocity and consider a circular orbit. A uniform circular motion is

\[
\theta = 30^\circ (t - t_0)
\]

where \( t \) is the time passed from vernal equinox in term of months (January has a value from 0 to 1, February from 1 to 2 and so on), and \( t_0 = 2.69 \) the value which
correspond to 21 March. On the celestialsphere, a circle with inclination $e = 23.5^\circ$ appears as an ellipse, which can be obtained compressing all the coordinates of the circle of a factor $a/b$. In our case $b = 90^\circ$ and $a = e$. So if the coordinate of minor axis has the parametric equation $y = 90^\circ \sin \theta$, for the ellipse becomes the solar declination we are searching. Thus

$$\delta = e \sin \theta$$

(5)

So the solar day for a given latitude $\lambda$ and time $t$ is

$$T = 12 + \frac{2}{15} \arcsin \left[ \tan \lambda \cdot \tan \left( e \sin(30^\circ(t - t_0)) \right) \right]$$

(6)

Obviously this equation is valid for a uniform motion of the Sun. If we consider also the effect of the second Kepler’s law, $T$ is affected by a small variation which tends to cumulate during a year. This discrepancy is due to the changing of the declination between two culminations. The projection of an arch of ecliptic value $a$ on the equator gets larger of a factor $1/\cos \delta$, because the relation is $a \cos \alpha/\cos \delta$.

The mean ecliptical arch crossed by the real Sun in a day is about $1^\circ$. Instead the projection of this arch on the celestial equator is

$$\Delta \alpha = 1^\circ \frac{\cos \left( \arctan \left( \tan e \cos(30^\circ(t - t_0) + EC) \right) \right)}{\cos \left( e \sin(30^\circ(t - t_0) + EC) \right)}$$

(7)

If we make the product of $\Delta \alpha$ and $v$, an adimensional value of the angular velocity, defined as

$$v = \bar{v}[1 + 2\Delta \cos(30^\circ t)]$$

(8)

taking $\bar{v} \simeq 1$ and $\Delta \simeq 0.03$, the semiamplitude of the annual variation of angular velocity, we obtain an expression with dimensions of an angle. Thus the equation of time is the difference

$$ET = v \Delta \alpha - 1^\circ$$

(9)

Let us plot the cumulative effect of the discrepancy in time in Fig. 2.

2. Historical cases

The ancient name of the equation of time was ‘dilal-‘ayyambi- laydihha, which can be translated into latin as aequatio dierum cum noctibus suis, that is correction of the day and their nights. The difference between apparent solar time and mean time was recognized by astronomers since antiquity, but prior to the invention of accurate mechanical clocks in the mid-17th century, sundials were the only reliable timepieces, and apparent solar time was the generally accepted standard. Ptolemy’s Almagest is primarily concerned with the Sun’s anomaly, and he tabulated the equation of time in his Handy Tables. Ptolemy discusses the correction needed to convert the meridian crossing of the Sun to mean solar time and takes into
consideration the nonuniform motion of the Sun along the ecliptic and the meridian correction for the Sun’s ecliptic longitude. Some other medieval Islamic astronomers made improvements to the solar tables and published tables of the equation of time. If we study some values taken from this tables, we can see that they were calculated with an high precision. Some of the most important tables we have to quote are of Al-Battānī, Arabic astronomer lived in IX century, John of Murs (1321), Levi ben Gerson (1288–1344) and Giovanni Bianchini (1410–1469).

3. The analemma

The analemma is a graph which shows the position of the Sun in the sky during a year in the same place and at the same time. A rigorous analemma can be obtained taking a photograph everyday in the same place for a year, but this is obviously impossible because of cloudy day. The most important feature of the analemma is his form, namely an eight with a lobe bigger than the other (see Fig. 3). Due to the eccentricity of the orbit of Earth and the obliquity of the poloidal axis the form of the analemma can vary with the time and the place. If the Earth’s orbit was
circular, two lobes would be equal, instead, if the polar axis hadn’t an obliquity, the analemma would be a linear segment.

In some meridians we can find the representation of analemma for each hour of the day, except for the noon. In the meridian showed in photo (Fig. 4) is an example of that. The photo is taken in 7/23 in 2003, for that date the equation of

![Meridian with analemma. Photo taken in July 2003, see Ref. 6.](image)

Fig. 4. Meridian with analemma. Photo taken in July 2003, see Ref. 6.

This sundial was restaured in 1950 by the astronomer Giuseppe Armellini, buried in the nearby Church’s crypt, and again by Nicola Severino in 1996. Now it deserves another restauration as it is evidenced with the rectangle. In the left low side its status in 1996.

![Sundial of Angelo Secchi in Boville Ernica (FR) as in April 2019 and when restaured in 1996; the gnomon is parallel to the polar axis, the analemma and the equation of time vanished.](image)

Fig. 5. Sundial of Angelo Secchi in Boville Ernica (FR) as in April 2019 and when restaured in 1996; the gnomon is parallel to the polar axis, the analemma and the equation of time vanished. This sundial was restaured in 1950 by the astronomer Giuseppe Armellini, buried in the nearby Church’s crypt, and again by Nicola Severino in 1996. Now it deserves another restauration as it is evidenced with the rectangle. In the left low side its status in 1996.
time was $-6$ m 24 s. For this longitude the local noon is so at 14:50 UT. Thus, the place is about $42^\circ 30'$ from Greenwich. In fact the meridian is located in Rio de Janeiro.
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Optical spectroscopy developed so much in XIX century that many results required the quantum physics to be fully explained from selection rules to quantum probability. Angelo Secchi designed or modified some instruments like the Hoffman prisms to reach a great resolution, namely better than 1 Angstrom around the Sodium D-Lines. Alessandro Cacciani, who worked in Monte Mario Observatory and Sapienza University of Rome, invented and developed the MOF Magneto-Optical Filter by tuning the magnetic field in a vaporized sodium cell. The MOF is being used in the two MOT telescopes in Anctartica, and has been used in US and EU telescope reaching an extraordinary velocity resolution in the dopplerograms of the Sun. Two inventors in comparison, at a century of temporal distance, with Mount Mario Observatory ideally inherited the Collegio Romano story, because had the Merz telescope of Secchi until the fire of July 15, 1958.
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1. Father Secchi and Spectral lines

A spectral line is a dark or bright line in an otherwise uniform and continuous spectrum, resulting from emission or absorption of light in a narrow frequency range, compared with the nearby frequencies. Spectral lines are often used to identify atoms and molecules. The spectral lines of a specific element or molecule at rest in a laboratory always occur at the same wavelengths. For this reason, we are able to identify which element or molecule is causing the spectral lines\(^1\).

![Absorption lines are seen as black lines on a coloured background. © Swinburne University of Technology.](image)

Absorption lines appear as dark bands, often superimposed on a coloured continuum, and are the result of specific wavelengths being absorbed along the line-of-sight, and they are produced when photons from a hot, broad spectrum source pass through a cold material.

In 1814 the German Physics Joseph Fraunhofer repeated the Newton’s experiment of breaking the light of the Sun into his colors through a prism\(^2\). This time he greatly enlarged the resulting colored spectrum, discovering that he was interrupted by more than 600 dark lines: the spectral lines (today we know about a million!).
Together with Fraunhofer, **Angelo Secchi** was the pioneer of the discovery of essence material of the stars: the stars are not simple point-like objects that move in the cosmos and shine with their own light, but they are big objects made of variegated chemical composition matter that can be investigated quantitatively.

Angelo Secchi **was the first to connect the spectroscope (a prism) to the telescope**. In this way he made an important classification of the stars, which was based on their spectral analysis. This is considered the most significant part of the astronomical work of Father Secchi, enough to make him considered the father of modern astrophysics.

Between 1863 and 1867, he examined more than 4000 stars, trying to identify their resemblances\(^3\); in this way he cataloged more than 500 stars, subdividing them into four main classes, according to their color and the type of spectral lines. Father Secchi was the first to put in evidence the fact that the color of the stars is related to their spectral lines and that the temperature greatly influences that spectrum. Thus identified the presence of hydrogen, a pioneering discovery of undoubted importance: today we know that the matter of the Sun is made up of 71% of hydrogen, 26% of helium, while the remaining 3% is due to other elements of the scale periodic, heavier.

### 2. Angelo Secchi and prism

In his book *Il Sole*\(^4\) [pg. 220] Angelo Secchi describes the spectroscope and the prism (the so called triangular glass). A prism is any object that separates white light into the colors of the rainbow (red, orange, yellow, green, blue, indigo, and violet). It works by refracting light, and breaking it according to its wavelength.

The direct vision spectroscope, conceived by the Florentine astronomer Giovanni Battista Amici, consists of a **series of glass prisms** of different refrangibility, glued in succession, through which the beam of light passes to be analyzed\(^6\). In 1862, Secchi had the opportunity to test the performance of a similar instrument used by the French astronomer Jules Janssen. Secchi then ordered the Parisian optician Hoffman a five prism spectroscope which he used in 1863 for his first observations of stellar spectra. Subsequently, Secchi commissioned the Merz company another direct vision spectroscope, of better quality, with which in 1867 he was able to realize his spectral classification of the stars.
In fact Secchi used the **prism placing it in front of the objectives of the Cauchoix and Merz telescopes** of the Collegio Romano’s Observatory and in his book\(^4\) [pg. 222] he wrote that, by adding many prisms, even to small telescope, it is possible to obtain a large spectrum: spectral lines become more separate and distinguishable from each other. Using powerful instruments, it is often possible to resolve lines which seem simple at first glance. Sodium D-Line is resolved very easily, but with a powerful spectroscope, it is possible to recognize that in reality it is fivefold, because between the two main lines D1 and D2, there are 3 others at least, not counting those that are outside. You can compare these observations with those of multiple stars: in both cases the result depends on the power of the instruments used. For these researches it is necessary to use 9 prisms and more; and these prisms are made of a very dispersive substance, such as heavy flint or coal sulfide.
3. The Sodium D-lines

Sodium is the seventh most common element in the Universe\(^7\). On Earth, sodium compounds such as salt give sea water its salty taste and give the white colour of salt pans in deserts. In animal life, sodium is known to regulate heart activity and metabolism. Sodium is also used in technology, e.g. in the sodium-vapour street lights, where it produces yellow-orange light.

A strong doublet at 589.0 nm and 589.6 nm is observed in the Sodium emission spectrum, identifying the D-lines as due to Sodium in the sun\(^8\).

![Spectral lines observed in Solar spectrum.\(^8\)]

![Scheme of Solar Spectrum from an observer on Earth.\(^8\)]
4. Sodium D-lines and Astrophysical research

The importance of sodium is evident in many astrophysical research. By using a narrow band filter, astronomers can image all sorts of objects for excited Sodium:

![Image](image1)

Fig. 8. a) Sodium D-line image of the tail of the Hale-Bopp comet. b) Sodium D-line images of the comet tail of the planet Mercury. c) Supercluster of Galaxies BAS11.

The Sodium D-Lines are also used to measure Doppler shifts and the size of the universe (Hubble’s constant).

![Image](image2)

Fig. 9. Galactic Red-Shifts measured through Sodium D-Lines.

Sodium is very important in the Physics of Exoplanets. The study of extraterrestrial atmospheres is an active field of research. Several planets outside the Solar System (exoplanets) have been observed to have atmospheres. At the present time, most atmosphere detections are of hot Jupiters or hot Neptunes that orbit very close to their star and thus have heated and extended atmospheres. The first observed extrasolar planetary atmosphere was made in 2001. Sodium in the atmosphere of the planet HD 209458 b was detected during a set of four transits of the planet across its star. HD 209458 b, also given the nickname Osiris, is an exoplanet that orbits the solar analog HD 209458 in the constellation Pegasus, some 159 light-years from the Solar System.

In a recent article published in Nature An absolute sodium abundance for a cloud-free ‘hot Saturn’ exoplanet (May 2018), Scientists have detected an
exoplanet atmosphere that is free of clouds, marking a pivotal breakthrough in the quest for greater understanding of the planets beyond our solar system. Just as an individual’s fingerprints are unique, atoms and molecules have a unique spectral characteristic that can be used to detect their presence in celestial objects. The spectrum of WASP-96b shows the complete fingerprint of sodium, which can only be observed for an atmosphere free of clouds.

Using Europe’s 8.2m Very Large Telescope in Chile, the team studied the atmosphere of WASP-96b when the planet passed in front of (transited) its host-star (see figure). This enabled the team to see the starlight shining through the planetary atmosphere, and so determine its composition. It has long been predicted that sodium exists in the atmospheres of hot gas-giant exoplanets, and in a cloud-free atmosphere it would produce spectra that are similar in shape to
the profile of a camping tent. Until now, sodium was revealed either as a very narrow peak or found to be completely missing. This is because the characteristic tent-shaped profile can only be produced deep in the atmosphere of the planet and for most planets clouds appear to get in the way. The sodium signature seen in WASP-96b suggests an atmosphere free of clouds. The observation allowed the team to measure how abundant sodium is in the atmosphere of the planet, finding levels similar to those found in our own Solar System.

Whether we are talking about exoplanets or our Earth, the role of the atmosphere is crucial in the study of the chemical composition of the sun. In fact the atmosphere of our Earth absorbs the light of the solar photosphere determining the so-called **Telluric lines**\(^\text{13}\). They are those of molecular oxygen and water, which could not exist in the solar atmosphere, much warmer. Furthermore, the atmosphere does not uniformly absorb solar radiation and could contribute to the 10% distortion from solar data.

In his book **Il Sole**\(^4\) [pg. 235] Angelo Secchi writes *The gases that make up our atmosphere have a considerable absorption force and can therefore, by making some light rays disappear, give rise to some lines that are observed in the spectrum. Since this atmospheric absorption is greater than the layer crossed by light is thicker, the spectrum must vary with the position of the Sun: the lines must be less numerous when it is closer to the zenith, more abundant when it is near the horizon.* Angelo Secchi was referring to what we call today the **Air Mass**. The Air Mass (AM) is the path length which light takes through the atmosphere normalized to the shortest possible path length (that is, when the sun is directly overhead)\(^14\). The Air Mass quantifies the reduction in the power of light as it passes through the atmosphere and is absorbed by air and dust. The Air Mass is defined as:

\[
AM = \frac{1}{\cos(\theta)}
\]

where \(\theta\) is the angle from the vertical (zenith angle).

The standard spectrum outside the Earth’s atmosphere is called AM0, because at no stage does the light pass through the atmosphere.

Angelo Secchi writes in his book\(^4\) [pg. 322] that **water vapor** absorbs solar radiation 100 times greater than atmospheric air.

The measures taken by Angelo Secchi for the Solar Spectrum and consequently for the Sodium D lines, were of course influenced by the Earth’s atmosphere. This fact can be seen from the shape of the spectral lines. Many processes tend to broaden these lines so that the lines develop a characteristic shape or profile. When light penetrates the earth atmosphere, the AM0 spectrum is changed due to the following main mechanisms\(^16\):

- Absorption due to molecules and particles in the earth atmosphere.
- Scattering at molecules and particles in the atmosphere.
The air mass represents the proportion of atmosphere that the light must pass through before striking the Earth relative to its overhead path length, and is equal to $Y/X$. Copyright 2019 PVeducation.

Fig. 12. The air mass represents the proportion of atmosphere that the light must pass through before striking the Earth relative to its overhead path length, and is equal to $Y/X$. Copyright 2019 PVeducation.

Fig. 13. a) Diurnal variations of global solar radiative flux on a sunny day. b) Diurnal variations of global solar radiative flux on a cloudy day ©2019 Newport Corporation. All rights reserved.  

- Reflection from the earth surface.

- The air mass the light goes through, depending on the elevation of the sun over the horizon.

The Fig. 14 shows the AM0 spectrum as the black line and the terrestrial spectrum without the blue sky (red line), and the transmittance of those atmospheric gases that are the main responsible for absorption.

In Fig. 15 we see how the Solar spectrum varies at different AM.

The first experiments made by Father Secchi were done in Rome using a prism with an angle of 10 degrees and 16 cm diameter, in front of a telescope 22 cm achromatic (lost in 1958 in the Monte Mario Observatory fire).

Chromatic resolving power of a prism is given by:

$$R = \frac{\lambda}{\Delta \lambda} = \frac{BCdn(\lambda)}{d\lambda}$$

(2)

where $n$ is the refractive index of the prism for the wavelength $\lambda$ and it depends from $\lambda$, $\Delta \lambda$ is the limit of resolution, the difference in wavelength between two lines of equal intensity that can be distinguished and BC is the maximum thickness of
Fig. 14. **Sources of absorption in the AM1.5d spectrum.**

Fig. 15. **The direct incidence solar spectrum at different air mass values.**

the prism traversed by light rays. The quantities $d(n)/d(\lambda)$ and BC often are called the dispersion and baselength of the prism, respectively.
Considering a different value of Air Mass during the day, supposing in the morning an Air Mass = 5, and the usage of seven or more prisms in series, as reported in Angelo Secchi’s book [pg. 222], the resolution obtained by Father Secchi was a very good result.

In fact for \( n = 1.60 - 1.89 \) (flint glass), \( \lambda(D1) = 589.418 \text{ nm} \), \( \lambda(D2) = 588.821 \text{ nm} \), \( \Delta\lambda = 0.597 \text{ nm} \), \( R = 986 \), which is the resolution we can obtain for resolving the Sodium D-Lines doublet. But Angelo Secchi obtained more: using 9 prisms he was able to see what after will be called the Zeeman effect, discovered 30 years after (1898), more than 30 years after Angelo Secchi’s observations.

**The Zeeman effect** is the splitting of a spectral line into several components in the presence of a static magnetic field. *Zeeman’s original data was exactly on Sodium D lines.*

![Fig. 16. Zeeman effect on Sodium D-lines compared with Sodium D-Lines published in Secchi’s book Il Sole pg. 223. (9)](image)

We can deduct that Angelo Secchi was able to see the effects of the solar magnetic field, which generates the sunspots. Father Secchi dedicate many pages in his book\(^4\) to these arguments (sunspots pg. 8–20, solar magnetic field 335–343).

5. **Alessandro Cacciani and Sodium Filter**

Professor Alessandro Cacciani (1938–2007) has been known worldwide for the invention and development of the Magneto-Optical Filter\(^{20}\). Hundreds publications present its applications from solar to stellar helioseismology. Astronomer at the Observatory of Roma (1964–1982), he continued his research at the University of Rome La Sapienza where directed the Solar Laboratory and taught Spectroscopy. The Magneto-Optical Filter (MOF) is an instrument that gives a really narrow bandwidth, high transmission (almost 50%) and perfect stability. It can work only in a small range of wavelengths, well defined, like Sodium (Na) and K doublets, and can be thought as an high resolution spectrograph within those wavelengths.

It was developed by Alessandro Cacciani at the end of the 1960s Its main use is for the study of the Sun; during the last years it has been adopted also for the analysis of Jupiter oscillations and in Antarctica for long-duration solar observations.

A complete MOF instrumentation is made of two separated unit: the MOF itself and the WS (Wing Selector) that, together, provide accurate Doppler and magnetic measurements. The first unit is composed by two crossed polarizers (P1, P2) and a
metallic vapour (Sodium) between them in a longitudinal magnetic field B between 2000 and 4000 Gauss. A schematic diagram of the filter is shown in the following figure.

![Schematic diagram of the MOF filter (top) and spectral behaviour along the optical path.](image)

Following the Zeeman rules, the vapour immersed in a magnetic field absorbs two circularly polarized components, leaving the residual light also circularly polarized (in opposite direction). This wavelengths cannot be stopped by the crossed polarizers and are transmitted as a couple narrow bands that can be close at will (depending on the magnetic field strength).

The working principle of the MOF is based on two concurrent effects, namely the Zeeman effect in absorption and a sort of Faraday rotation close to the lines’ wings called Macaluso-Corbino effect. Both change the polarization in and around the resonance lines, leading to total transmission profile shown below where the experimental transmissions profile at different temperature and magnetic field values is shown.

![Transmission profile at different temperature and magnetic field.](image)

Professor Cacciani developed the Sodium Filter even thanks to the “solar tower” present at the Rome Astronomical Observatory. The invention allowed to “see” the solar surface. Through the processing of digital images, taken at the
Monte Wilson Astronomical Observatory, it was possible to show to the world the filmed footage of the “flames” movement of the surface of the Sun, lasting 8 hours, summarized in 10 minutes.

![Intensity, Velocity, Rotation Suppressed Velocity samples](image)

**Fig. 19.** *Intensity (left), Velocity (middle) and rotation suppressed Velocity (right) sample images in the Sodium Na line (above) and in the K line (below).*

It is possible to find many articles in astrophysical journals which refers to Professor Cacciani’s filter MOF\textsuperscript{22, 23, 24}. Helioseismology is a relatively new field of Solar Physics, whereby the internal structure and dynamics of the sun can be studied. This is a field of research that is being actively pursued both from the ground and from the space. Its aim is to derive information about the interior of the sun measuring the waves that travel inside the star and become resonant. From the frequency spectrum of such a resonant waves it is possible to compute the radial profile of relevant physical parameters (temperature, density and chemical composition) as well as its dynamics (internal rotation as a function of radius, large scale convective motions that mix the thermonuclear core etc). To monitor solar oscillations, a series of dopplergrams must be taken over a very long time\textsuperscript{24}. At the 60 Foot Solar Tower (University of Southern California), dopplergrams are obtained by using a magneto-optical-filter (MOF).

A red/blue pair of sodium images (see below) is taken once every minute with a separation of 5 seconds between the red and blue images. As a result, one dopplergram is computed once a minute for several hours during the day. The two dopplergrams can be subtracted to obtain a velocity image map of the line-of-sight components of the rising and sinking regions of the sun. A two minute separation is chosen since 2 minutes is roughly half of a solar oscillation. The images below show doppler velocity of the sun at a two minute separation and at a three minute separation, to the left and right respectively. Light regions are rising and dark regions are sinking.

So a doppler image reveals those individual areas of the sun that are either rising or sinking. In the images, rotation can be seen. The left hand side of the 2 images is rotating toward the Earth.
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Rome as every modern big city is highly affected by the light pollution and the observation of the celestial objects is hampered by a luminous background. While a comparison with a rural place is made by observing the Orion nebula at the same height above the horizon and in the same meteorological conditions, an historical consideration is made by using the observations of years 1867–68 by Angelo Secchi of the same nebula, and upon the use of the meridian line of Santa Maria degli Angeli for measuring the position of the Moon, and the instant of the full Moon used for the computation of the Easter’s Sunday in Catholic Church. The observation of the Moon on the meridian line nowadays on the meridian line is obstructed by the external lights of Termini Station and Repubblica Square.
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1. Introduction: The luminosity of the night sky in 1700 in Rome

The meridian line of Santa Maria degli Angeli was built with the intention of measuring the variation of the obliquity of Earth’s orbit for the forthcoming centuries in 1702. Another evident service of this line was to measure the tropical year, in order to check the Calendar’s reformation of Gregory XIII. Finally on the meridian line are mentioned the two “Terminus Paschae” between 22 March and 25 April. Being Easter related to the full moon after or equal to 22 March (being 21 March the so called Easter equinox), the observation of the full Moon had to be possible on that meridian line. We tried to observe the Moon on the meridian line during the late evening, and we found it extremely difficult because of the illumination of the church from the external light coming from the great Roman windows. The church in 1700s was completely darkened during the noon time for the observations of the Sun and the stars in daylight; during the night the absence of artificial light made unnecessary the use of tents for covering the great windows. So the astronomer Francesco Bianchini (1662–1729) who built this meridian line upon the will of Pope Clement XI, did not write expecial notes on lunar observations, probably because they were rather simpler with respect to the observation of the stars in full daylight, as it was done in this meridian line.

2. Stars in daytime at Santa Maria degli Angeli

It has been written that Bianchini used very long telescopes in the basilica for observing the stars in daytime. It is true that Bianchini himself used such telescopes of 50 meters of focal length and single objective lens (made by Campani and purchased by the Cardinal Melchiorre De Polignac) for observing and mapping Venus from the Palatine Hill, but I exclude he did use the same instruments in the Basilica.
Not because of lack of space, but because they weren’t necessary. A star does not show details like the planets, and to him only the position of the star was required, in order to compare the timing of the Solar transit with the one of the fixed star. He used for this purpose the coordinates of the stars reported in the atlas of Philippe de la Hire (1701) made in Paris observatory. The passage of a star on the meridian line can be done by defocusing the star with respect of a crosshair and averaging the first contact of the defocused disk and the second contact, exactly as it was done for the solar image on the floor of the basilica. So the draw of a small telescope used on the meridian line by Bianchini explains fully this procedure.

3. Moon in night time

Nothing is left about lunar observation on the floor of the basilica of S. Maria degli Angeli by Bianchini. But evidently he could use the telescope used for the stars in daytime, in the same exact way: he opened the window of about 40 cm wide x 60 cm high above the pinhole and could observe the Moon at the telescope. Our question now is: was it possible to observe the Moon in the same way of the Sun, projected on the floor? Was it useful for calibrating the Easter Computus of the spring full Moons?

4. Observed Full Moon and Ecclesiastic Moon

The Computus of Easter was based essentially on the Methonic cycle of 19 years. After this period of time the full Moon occurs in the same day of the year. 19 years contain always 5 bissextile years, unless we are in the surrounding of secular years not multiple of 400. So the problem of ecclesiastic Moon was only a mathematical problem for the astronomers who worked at the reformation upon the will of pope Gregory XIII, Christopher Clavius and Egnazio Danti. They used the mathematical solution of Luigi Giglio. From a physical point of view the solution of Methonic cycle is very stable, and there is the possibility that the lunar eclipses repeat over a Methonic series, as well as it occurs for the Saros cycles, for about thousand years. A lunar eclipse is the certitude that the Moon is full. It can occur that the days of such series changes of 1 or 2 days from a given eclipse, rightly for the aforementioned problem of secular years not multiple of 400. For example the year 2019 we had the lunar eclipse of 21 January, which follows the one of 21 January 2000, and the one of 21 January 1981. But there was also a Saros series dealing with the eclipse of 9 January 1982 and the one of 21 January 2000. So the eclipse of 21 January 2000 belong both to a Saros series and to a Methonic series. The Saros series of lunar eclipse are usually longer than thousand years, while the Methonic ones are slightly shorter. The calculated full Moon therefore is prevalent over the observed one in the ecclesiastic computus. The validation of this computus has been already done by the ancient astronomers.
5. Optics and energetics

The original circular pinhole was 20 mm wide and it projected the image of the Sun between 21 and 50 meters, and when the full Moon is the source, it is about 15 magnitudes fainter than the Sun. The windows of the church of S. Maria degli Angeli let enter nowadays a luminous background much higher than the sky background already much brighter than natural one. We can reconstruct some parameters by simplifying the situation as if the meridian line would be in an open space. The same considerations of this paragraph can be done by using a flat mirror and a pinhole, and projecting through the pinhole the lunar light over a screen at a given distance. For reproducing the original pinhole of St. Maria degli Angeli meridian line it is necessary to use a 2 cm wide circular pinhole and the screen from 21 to 50 m. To scale to shorter dimensions like 10 m, representative of a similar situation in S. Maria degli Angeli during spring, i.e. 30 meters of focal length for the spring Moon (due to its height above the horizon near the celestial equator... 27.5 m) we should use a smaller pinhole. Focal length in scale 10 m; focal length in truth 30 m. Energy per unit area is \( \frac{E}{30^2} \) and has to remain constant scaling to 10 m, so the input energy has to diminish to \( \frac{E'}{10^2} = \frac{E}{30^2} \); \( E' = \frac{E}{9} \), therefore the pinhole has to be 3 times smaller, i.e. 7.3 mm. To see the Moon projected by a 7 mm pinhole at 10 m of distance it is necessary to have the screen in full darkness. The magnitude of such pinhole lunar image on a 10% white reflecting paper screen or 20% reflecting white marble (the one of the meridian line) screen is 3 or 2.5 magnitudes dimmer than the ideal image at 10 m, which is 10 cm wide and it should contain all the energy fallen upon 7mm. The ratio between these areas is \((7.3/100)^2\) and the scaling in magnitude is 2.5 its logarithm (according to Pogson’s law) i.e. 5.7. Finally the full Moon of magnitude \(-13.6\) becomes \(-13\) for the height above the horizon (atmospheric loss for transparency) and \(-7.4\) for the projections and around \(-4\) for the reflection efficiency. Now the problem of the sky background is that is integrated energy attains magnitude \(-4\) and more! If we consider the brightness of the image of total magnitude \(-4\) in term of magnitudes per arcsec\(^2\) we obtain for the area of the Moon on the floor, of about 160 mm of radius, 8.26 magnitudes per mm\(^2\) or 3.26 magnitudes per cm\(^2\). Considering that this diffused luminosity for a single square centimeter is of the same order of the integrated magnitude of the Orion nebula, if the sky background does not allow to see the Orion nebula to the naked eye... it is difficult to see such projected Moon as well. A photo of the Moon on the floor of the Basilica required a long pose to be caught.

6. Sky background levels

In a rural site, the value of +22 magnitude/squared arcsecond is attained. The integrated energy of such sky over 2 pi of solid angle, or \(2.7 \times 10^{11}\) arcsec\(^2\) is 11.4 magnitudes more than the single pixel of a single square arcsec of 22 mag, i.e. 10.5 magnitude. Evaluating the integrated energy equal to \(-4\) means to have a single
pixel about 15 magnitudes more bright than the ideal rural site. This is not the
case of the city of Rome, and probably of none of the urban sites worldwide, but
in our case we have to remember that many of the lights around the basilica enters
through the windows directly in the church letting the ambient rather luminous
instead of dark.

7. Comparison with the Orion nebula observations
Rome was ending to be an astronomical rural place when in 1851 an English Com-
pany for gas illumination was charged to start the night illumination by the pope
Pius XI. Father Angelo Secchi was the director of Collegio Romano Observatory at
that time and published in 1868 a memoir on the observations and spectra of the
Orion Nebula M42. The details he could see with a 24 cm refracting telescope with
f=4.1m are astonishing for the astronomers of nowadays, they are indeed invisible
for modern observers with equivalent and bigger telescopes without narrow band-
pass filters. And even with such filters the rapid spread of bright LED illuminations
are growing and polluting also the wavelengths which were left free of pollution by
the gas lines. Using Newtonian telescopes f/4 of 25 cm of diameter (of the Urania
firm, made in Rome and a brand new one made in China) only the greenish color
of the nebula is visible (see Fig. 5), but not the details showed by Secchi. Rome
passed from being a rural place (astronomically speaking) in 1851 to a present urban
place. The angular dimensions of M42 observed through a 18 mm spotting scope
in Rome and in Vigna di Valle (on Bracciano lake 60 km North from Rome) show
the loss in terms of background magnitude. The observations of M42 have been
made on April 5 at 20:42 UTC in Vigna di Valle $h = 9^\circ$ i.e. 4 airmasses and on
April 7 at 19:10 UTC in Roma, Monteverde SW from the center of Rome $h = 23^\circ$

Fig. 1. Sequence of photos of the Moon on the meridian line of S. Maria degli Angeli. Pietro
Oliva, 19 december 2007, from left to right. The luminous background determines the illumination
of the rest of the meridian line.
Fig. 2. The solar image at S. Maria degli Angeli shows the different reflective index of marbles and white paper. The histogram is obtained with IRIS software. While the white paper shows about 140 counts, the marbles get 245 counts on the same photo and in the most luminous regions, where the rays are reflected at the same incidence angle.

Fig. 3. The reflection of the marble compared with a mirror with 99.999% of reflectance, a glass solar filter of the Science Museum of Virginia. The marble reflects 40 units while the mirror 230. The reflectance of this marble is about 17%. We assumed 20% for the one of S. Maria degli Angeli.
Fig. 4. The Orion nebula as seen by father Angelo Secchi in 1867–68.

i.e. 2.5 airmasses, and 20:27 UTC in Roma, Prati NW of the center of Rome, at $h = 10^\circ$. These observations showed the following results: in the rural place at the same height of Rome the angular dimension of M42 is twice. The dimension of M42 is 1.5 smaller in Rome the rural place when compared the observations at 9$^\circ$ and at 23$^\circ$ of altitude. The passage from a rural place to Rome SW is the equivalent of 1.5 airmasses of absorption. Being 0.235 magnitudes for each airmass in Rome, the lower limit of the loss due to the light pollution is at least 0.35 magnitudes.

8. Conclusions

We studied two situations dealing with light pollution: the classical observation of a deep sky object like the Orion Nebula M42 in Rome now and in 1867–68 by father Angelo Secchi at Collegio Romano (center of Rome) and the observation of
the Moon projected at 30 meters of distance on the meridian line of Santa Maria degli Angeli through a pinhole of 20 mm by Francesco Bianchini in 1702 and the similar experiment at 10 m through a 7mm pinhole. The difficulty to observe the projected Moon is due to the integrated magnitude of the sky of $-4$, 15 magnitude brighter than the rural site, this value included the direct lights entering through the windows in the church during the night. The Orion nebula observed from Rome and from a rural place, Vigna di Valle, showed a reduction of perceived angular dimensions from Rome of about 50% which would correspond to 0.75 magnitudes. A similar lower limit of 0.35 magnitudes is obtained by comparing an observation made in Rome at $h = 23^\circ$ with the one at $h = 9^\circ$ in Vigna di Valle. The site of Rome, when looking offcenter is not too bad with respect to a rural environment like Vigna di Valle located 60 Km from the city, even if many details have been lost when comparing with the observations made by Father Secchi on the Orion nebula.
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As Secchi-Rosa law has been named the observed variation of the solar diameter with the solar cycle. It was considered a consequence of the solar activity on the outer layer of the stellar structure, and there was a discussion on the irradiation effect due to the Earth’s atmosphere. A comparison with the penumbra effect measured on the meridian line of Santa Maria degli Angeli and its debate since Cassini and Manfredi is made, and the definition of the solar limb as inflexion point are discussed. A relationship between position on the meridian line and extension of the penumbra is proposed from the analyzed data.
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1. Secchi-Rosa law as reported by Giorgio Abetti (1937)

The solar physicists giorgio Abetti in his book “il Sole” (1937, pp. 77–80) reported the Secchi-Rosa effect. The original text in Italian is here fully reported and after commented.

La forma del Sole e la sua supposta variabilità

Già nel 1750 Bradley eseguiva misure sistematiche del diametro solare a varie latitudini e, a parte il problema di una sua eventuale diminuzione secolare, ben presto si incominciò a discutere sulla sfericità del globo solare e della variabilità del suo o dei suoi diametri, forse in relazione con le varie fasi di attività solare. Le misure del diametro sono state cominciate, e si fanno tuttora, con i cerchi meridiani, determinando a mezzo dei tempi dei passaggi in meridiano dei lembi ovest e est, il diametro orizzontale e, dalla differenza di declinazione fra i lembi Nord e sud, quello verticale. Il diametro viene inoltre determinato a mezzo degli eliometri o con la fotografia. Il P. Angelo Secchi e il P. Paolo Rosa, dell’Osservatorio del Collegio Romano, hanno discusso il problema delle variazioni del diametro solare dalle osservazioni allora esistenti, ed il secondo di questi, in un lavoro dettagliato, concludeva che in quelle epoche in cui il numero delle macchie e delle protuberanze è minore, il diametro equatoriale è maggiore. Similmente R. Wolf, dalla discussione delle osservazioni eseguite da Hilfiker col cerchio meridiano, trova, in corrispondenza del grande massimo del 1870, un risultato corrispondente a quella che egli chiama legge Secchi-Rosa. Anche all’Osservatorio del Campidoglio, dal 1877 si continuano ad eseguire sistematiche osservazioni con il passaggio al meridiano del diametro solare le quali dimostrano la sua variabilità. Ma è difficile stabilire in qual grado essa sia propria del Sole o dovuta ad altre cause. Intanto il problema è probabilmente complicato dal che i due diametri, polare ed equatoriale, presentano una lieve differenza, pur essa variabile, in relazione con il ciclo di attività. Secondo le ricerche di Lane Poor,
su osservazioni fatte da varie investigatori con diversi metodi, il rapporto fra i diametri polare ed equatoriale sarebbe periodicamente variabile. La lunghezza del periodo resta incerta, ma sembra essere approssimativamente quella del ciclo delle macchie. L’amplitudine di questa variazione è circa 0.2", la differenza fra i massimi valori positivi e negativi essendo di circa 0.5". A Greenwich, dove si osservano regolarmente col cerchio meridiano i diametri del Sole, dalla discussione del decennio 1915–1925 risulta, che il diametro verticale è maggiore di quello orizzontale di 0.3", differenza che, almeno in parte, può essere dovuta al differente metodo di osservazione, il quale, come già detto, per il diametro orizzontale consiste nel misurare i tempi del passaggio al meridiano, con un micrometro autoregistratore, per quello verticale nel misurare con i cerchi la differenza di distanza zenitale fra il lembo Nord e quello Sud. Un esame dei diametri osservati, in realzione col periodo delle macchie, ha condotto a risultati incerti; invece, ordinando per ogni mese durante il decennio, per ambedue i diametri, le differenze fra i diametri calcolati nel Nautical Almanac e quelli osservati, risultano delle variazioni massime di un secondo d’arco, essendo il diametro maggiore in estate e minore in inverno. Discutendo le varie cause, che possono produrre un simile effetto, si giunge alla conclusione che esso sia dovuto alla irradiazione e alla sua variazione nel corso dell’anno. Infatti, se si fa l’ipotesi che l’irradiazione sia variabile al variare dell’assorbimento atmosferico, secondo la diversa altezza del Sole sull’orizzonte, ed anche per variazioni di contrasto fra il disco luminoso del Sole, e lo sfondo del cielo, Cullen, il quale ha discusso le osservazioni di Grenwich, trova che le variazioni del diametro sono proporzionale alla secante della distanza zenitale del Sole, raggiungendo appunto un secondo d’arco. D’altra parte l’effetto totale della irradiazione sul diametro del Sole, che è in media di 1920", sembra sia di 3". Se ne deduce che le variazioni annue del diametro solare, dovute alla irradiazione, sono piuttosto notevoli, e quindi non deve far meraviglia che risulti assai difficile distinguere, da questa variazione apparente, una eventuale variazione effettiva del globo solare. La questione è lungi dall’essere risolta: sembra che sia necessario escogitare dei metodi di misura più precisi, ed eseguire le osservazioni in luoghi dove le variazioni dovute a cause terrestri siano le minori possibili. Che possa esistere una differenza fra il diametro polare e quello equatoriale del Sole, e che questa sia variabile, sarebbe da confermare dal fatto che sembrano esistere delle variazioni nell’inviluppo esterno del Sole, chiamato “cromosfera”, e dal fatto che hanno luogo periodicamente notevolissime variazioni nell’altro inviluppo più esterno, cioè la “corona solare” a noi visibile soltanto durante le eclissi totali. Era già stato notato da Respighi che la cromosfera ha altezza variabile alle diverse latitudini; dalle regolari osservazioni eseguite in Arcetri durante l’ultimo ciclo sembra risultare, che l’altezza della cromosfera è maggiore ai poli che all’equatore alle epoche di minima attività solare, ed ha invece approssimativamente la stessa altezza attorno a tutto il bordo durante le epoche di massima attività. La corona solare poi presenta, come vedremo, delle configurazioni ben definite con espansione della materia coronale ora all’equatore ed ora ai poli, in corrispondenza ai massimi e minimi dell’attività solare.
2. Comments on the text of Abetti and penumbra problem in pinhole gnomon

The text reports a full account of the debate on the Secchi-Rosa law, as named by R. Wolf, according to which the solar diameter would vary along the solar cycle, with the maximum occurring at minimum solar activity, with typical amplitudes of 0.5". The reports made by Cullen on the measurements held at the Greenwich Observatory evidence also a monthly variation of the solar diameter, both vertical and horizontal, leading to the introduction of the “irradiation” effect, responsible for the different perceptions of the solar diameter because of the contrast of the solar disk with the sky. This irradiation effect would amount up to 3" for the whole mean apparent diameter of 1920". The contrast with the sky background is due to the amount of humidity in the air and to the Mie scattering of the atmosphere; this produces as well a variation on the measured penumbra in the pinhole meridian line as the Clementine Gnomon in Santa Maria degli Angeli in Rome, an effect already discussed by Cassini, Montanari and Bianchini in the XVII century. The phrases reported by Catamo and Lucarini (2012) who rediscovered the inscription on the penumbra algorithm on the “equinox meters” of the Clementine Gnomon (1702) explains the fact: Bianchini prendeva sempre in considerazione, per le sue rilevazioni, l’ellisse luminosa diminuita dell’anello di minore luminosità (la penombra). La larghezza di questo anello era stimata, con un criterio all’epoca condiviso da Gian Domenico Cassini e da Eustachio Manfredi, altro importante astronomo coevo, pari al semidiametro del foro gnomonico, quindi nel caso di Santa Maria degli Angeli, pari a 50 particelle, cioè un centimetro. Altri hanno ritenuto che l’anello è di misura variabile in relazione a diverse circostanze, tra cui quelle meteorologiche, e può raggiungere e anche superare, nel caso di un foro come quello di Santa Maria degli Angeli, la larghezza di due centimetri.

3. Penumbra measurements at the Clementine Gnomon

During the meridian transit of 21 August 2019 the phenomenon lasted 141.11±0.58 s at a declination of +12° 07′ 29.4″, corresponding to an angular extent of 2069" ± 9". The real diameter of the Sun was 1897"; the penumbral ring was 86.1" wide. The pinhole is presently 25.4 mm wide and at the distance of 57.201 centesimal parts on the meridian line corresponds to an angle of 223.4°, therefore the penumbra was the 38.6% of the pinhole in these conditions of clear sky (with increased humidity with respect to 18 August) and illumination in the church. The timing was obtained by video inspection. Ephemerides from calsky.com. Air humidity from meteoblu.com archive: for 21 August at noon time it was 55%.

From a pure geometrical consideration the penumbra extension should be a ring of a thickness equal to the diameter of the pinhole, but the contrast inside the church is different if we consider the winter image, with respect to the summer image, which is more contrasted, falling in a darker place of the basilica. See Fig. 1 for the case of 18 August 2019 with penumbra ring as 41.1% of the pinhole diameter.
Fig. 1. *The Sun approaching the meridian line of the Clementine Gnomon on August 18, 2019. Penumbra 41% of pinhole diameter and air humidity 60%.*

The transit lasted $142.46\pm 0.65$ s at a declination of $+13^d\,06^m\,26.6^s$, corresponding to an angular extent of $2081''\pm 10''$. The real diameter of the Sun was $1896''$; the penumbral ring was $92.7''$ wide. The pinhole is presently $25.4$ mm wide and at the distance of $54.948$ centesimal parts on the meridian line corresponds to an angle of $225.6''$, therefore the penumbra was the $41\%$ of the pinhole in these conditions of sky clear and illumination in the church. The timing was obtained by video inspection. Ephemerides from calsky.com. The humidity of the air was $60\%$. Moreover the sky conditions has its influence on the penumbra: a blue sky is less luminous than a white one, and the contrast of the solar image is larger; a wider penumbra is to expect, while in the case of the white sky the contrast is less and the sky is more luminous, so its light penetrates into the church through the large windows lowering the contrast of the observed image with respect to the floor. In the first years of use of the meridian line the basilica’s windows were closed eliminating the problem of the contrast inside the church, leaving only to the sky contrast the cause of the “irradiation” effect.

4. Inflexion point of the light curve

It has been evidenced that for the limb darkening function the horizontal and the vertical luminosity profiles of the Sun have their maximum at the center, and decrease with a typical slope toward the limbs, at which the luminosity is $16\%$ of the center. This curve has an inflexion point slightly before the end. This inflexion point is considered stable, even if the conditions of background contrast vary. This concept is applied either in modern solar observations with appropriate detectors (digital) either in total eclipse images obtained with different density filters; the inflexion point has not to be cut out with too high density filter.
5. Conclusions

The problem of the definition of the solar diameter in the XVIII and XIX centuries was heavily influenced by the luminosity of the sky background. Either in the pinhole meridian line of S. Maria degli Angeli in Rome or in S. Petronio in Bologna, for quoting the main instruments devoted to the measurements of the
solar position and of the solar diameter, the dependance on the weather conditions is rather important. Two measurements devoted exactly to this purpose made on 18 and 21 August 2019 at the meridian line of the Basilica of Santa Maria degli Angeli proved a variation of the penumbra extent from 41% to 38.6% of the pinhole diameter, instead of being 100% as the geometry implies. The illumination inside the Basilica was rather the same, being the Sun in a position only slightly different (less than 30 cm); but the conditions of humidity and color of the sky, which
was clear in both days, changed from 60% to 55%. This produced a reduction in the observed penumbra from 41% to 38.6%, suggesting a relationship between percentage humidity and percentage Penumbra. After these first measurements, other video have been inspected: 7 Dec 2018, 12 Jan 2019, 1 May 2019 and 13 Jul 2019. Other relationships between Penumbra and Temperature or air Pressure have been investigated; none of them are convincing, excepted the one with the position. The conclusion is that the Penumbra depends strongly on the contrast conditions inside the Basilica, more than from sky conditions. To observe the influences of the sky conditions it should be necessary obscure the church like Francesco Bianchini did in XVIII century. The assumption made by Francesco Bianchini that the Penumbra was half of the pinhole, say 50% of it, has been verified as optimal with respect to our videos with time resolution down to 0.26 s, and angular resolution down to 3 arcsec.

Fig. 4. The relationships between Penumbra and air humidity (at 2 m), air temperature (at 2 m), air pressure (at sea level) and position on the meridian line; the best correlation is the last one, with z, zenithal angle.

The seasonal effect invoked by Secchi and Abetti to explain the seasonal variation of the observed solar diameter could be of the same type devised here, through the measurements made in Santa Maria degli Angeli and here presented and discussed. The inflexion points of the intensity profile along a solar diameter define in a more stable way the limbs of the Sun, but this was possible only in XX century with the advent of photography and digitalization. For visual inspection the inflexion point is missed, because the Penumbra varies from about 30% to 45% from Winter to Summer, but it would provide an evaluation very similar to the
50% chosen by Bianchini, who could work with solar images produced in the fully darkened basilica, by using tents outside the large windows.
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Agro-pastoral astronomical algorithms for seasonal feasts
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The research started from the birthdate of Angelo Secchi: June, 28, that is the vigil of St. Peter and Paul in Roman Catholic Church. In this congress Matteo Galaverni assessed the baptismal names of Angelo Secchi, clarifying that the pointed letter “P.” stands for Father, in Italian “Padre”. So there is no connection between the names of Angelo Secchi, with the Prince of the Apostoles, but the question about the storicity of the feast of the two Apostoles dead both in Rome under the prosecution of Nero, remains. An archaic algorithm to fix relevant days of the year is still connected with some important dates of the present globalized World. These are ±40 days from solstices and equinoxes. The action of the Catholic Church to Christianize some of these feasts is outlined, but the conclusion is that the 29 of June is not connected with such algorithm and procedure, having reliably and historical root.
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1. The birthday of Secchi: A case study

Angelo Secchi was born in 1818 on June 28, the vigil of St. Peter and Paul. The “P.” found in the internet before his name was interpreted not only by wikipedia, but also by D. Menzel in the book “Our Sun” and reliably by many other authors as his first name, but Matteo Galaverni demonstrated that it was simply “Padre” i.e. Father (a Jesuit one in his case). The starting question for us was concerning this feast and its date: was it original or the result of an adaptation made by the Catholic Church to substitute some important dates coming from the ancient agro-pastoral culture.

2. Agro-pastoral Algorithms for feast and annual rhythms

The transhumance, the periodical migration of the shepherds with their flocks, between the mountains of Abruzzo and the flat regions of the Apulia in Italy, required a knowledge of the annual solar rhythms. To the equinoxes and the solstices were associated 40 days before and after some relevant yearly events for this society: occasions of gathering and celebrating together some feasts. The reckoning of such days was done by counting, and 40 was an apotropaic number obtained by the sum of the fingers of hand, feet of the man and of the woman. This is one reason why the Neapolitan play cards are 40.

The present feasts so individuated are 1st May (labor day) 31 October (All Saints Eve, Hallowe’en) 2 February (Candlemas) 15 August (August holiday, Assumption of Virgin Mary to the Heaven) 2 August (Santa Maria degli Angeli) 11 November (St. Martin, end of the ancient fiscal year). The 11 February is Our Lady of Lourdes, but it is only after 1858, when the Virgin Mary appeared in Lourdes at
the base of French Pyrenees. The 11–12 of May also are no relevant feast, even if we found the death date of two popes Sylvester II and Sergius IV respectively in May, 12 1003 and 1012, whose inscriptions are preserved in the Cathedral of Rome, St. John the Lateran; Sylvester II was an astronomer.

![Image of 40 Neapolitan Cards]

Fig. 1. The 40 Neapolitan Cards.

There are 4 card types (seeds) related to the seasons: cups for wine (autumn), money for summer, sword for spring (the time for was champaings), club for winter (needed for fire). The meaning of Kings, Knight and Soldier for each card type are related to the beginning days of the seasons: equinoxes and solstices. The numbers from 1 to 7 are the weekdays.

3. French cards and lunar months

Alternative interpretations are in the French cards with lunar months: 13 cards for each seed, as the 13 lunar months in the year. 52 cards and 1 jolly.

4. Zodiacal signs and annual rithms

Conventionally the Zodiacal Signs are referred to the geocentric annual orbit of the Sun around the Earth: since it is inclined of about 23° with respect to the celestial
equator we have the variation of the insulation and consequently the 4 seasons, corresponding to separation of $90^\circ$ in this presumably circular orbit. The change in rising and setting points of the Sun is evident along the year for a give point of view: the extreme positions correspond to the solstices, and the mean position correspond to the equinoxes. The zodiacal signs represents a further division in 3 parts for each sector, slightly larger than a lunar month. But assuming precisely sectors of $30^\circ$ implies the capability to compute the times of the year when these sectors are transpassed. And these dates and times are not constant from an year to the following because of the length of the tropical year approximately 365.2422 days, and because the obliquity of the Earth’s orbit is changing from about 21° to 24° in 41000 years.

The Zodiacal signs have been used to describe the annual orbit of the Sun, and after Ptolemy’s Almagest they were used for marking the great meridian lines built in the churches, namely St. Petronius in Bologna and Santa Maria degli Angeli in Rome.

![Zodiacal Signs in St. Petronius's meridian line in Bologna](image)

Fig. 2. The scheme of the Zodiacal Signs in St. Petronius’s meridian line in Bologna, made by Egnazio Danti in 1577.

It happens that when the dates of the Zodiacal signs are rounded to an integer value, some incongruences appear. This is the case of the meridian line in St. Peter’s square in Vatican, realized by Peter Maccaranius in 1817.

The dates are not compatible with the second law of Kepler and apsides on 4 July and 4 January. It is immediate by looking at them: the ingress in Acquarius should be on 20 January instead of 21.
Fig. 3. The dates of meridional Zodiacal Signs in St Peter’s meridian line.

Fig. 4. The dates of septentrional Zodiacal Signs in St Peter’s meridian line.
Fig. 5. The winter solstice in St Peter’s meridian line.

Fig. 6. The irregular duration of the signs in St Peter’s meridian line.
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The father of Italian geodesy is Francesco Bianchini (1662–1729), who built the meridian line in the Basilica of S. Maria degli Angeli in Rome with the purpose of measuring accurately the variation of the obliquity of Earth’s orbit and the tropical year duration. He compared the observations of eclipses made in Rome and in Bologna, at the meridian line (1655) made by Giandomenico Cassini and found that the meridian of the Pontifical State was from Rome to Rimini. While Bianchini published many details of the meridian line in 1703, the presence of two decorations near the Summer solstice position has remained unexplained until 2018. Only one of them receives the image of the Sun nowadays and allows immediately to evaluate the secular shift of the solstice’s position. The position of the red marble strip under this decoration is the materialization of the solstitial center of the solar image in 1702. For 150 years the noon signal was given by that meridian line; Angelo Secchi was able to automatize the procedure of the ball-drop, as in Greenwich observatory. A signal was spread to the city, through the fall of a sphere visible from far on top of the Flamsteed house, to give the instant of the local meridian transit. This was established in 1833 and automated in 1852 by George B. Airy. Secchi realized a similar device upon the roof of St. Ignatius, where his Observatory was located. This ball-drop gave the signal to a cannon located at Castel Sant’Angelo, the cannon was moved later on Gianicolo hill. Nowadays the tradition of the cannon continues, without the intervention of astronomers. Secchi measured carefully the meridian of Rome, and paved the way to the modern geodesy and the fundamental meridian of Italy at 12° 27' 08" from Greenwich on top of Monte Mario.
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1. The story of the meridian line in Santa Maria degli Angeli

The church of S. Maria degli Angeli is built inside a part of the old roman Baths of Diocletian in Rome, the present entrance is from Piazza della Repubblica. Michelangelo Buonarroti first adapted the old building to a church in 1561–64, further interventions were then made by Luigi Vanvitelli in 1749–50.

The meridian line of S. Maria degli Angeli was built by Francesco Bianchini between 1701 and 1702, upon the will of pope Clement XI who commissioned the work. This device was built for multiple purposes, one of which was measuring accurately the variation of the obliquity of Earth’s orbit and the tropical year duration. However, it also had religious purposes as it was used to verify the date for Easter.

Bianchini took inspiration from other great meridian lines like the one built by Giandomenico Cassini in the church of San Petronio, Bologna, in 1655. Bianchini compared the lunar eclipse’s observations in Rome and Bologna and found out
that the meridian of the Pontifical State was from Rome to Rimini. Bianchini’s meridian line built in Santa Maria degli Angeli materialized this meridian, which crosses Rome at $12^\circ 29' 51''$ from Greenwich.

Santa Maria degli Angeli’s meridian line was inaugurated on 6th October 1702. It is made of bronze and is enclosed in white marble surrounded by a line of yellow marble. Originally the pavement in the church was made of earthenware tiles which made the meridian line stand out from all the rest. All around the line the twelve zodiac signs are represented.

The light of the Sun comes from a circular pinhole, the gnomon, situated in the middle of pope Clemens XI’s emblem. The image of the Sun traverses the meridian line at local noon everyday and during the year it crosses through the whole line. The image of the Sun projected on the pavement goes from being almost a circle during summer solstices to being very oblong at winter solstice. The presence of two decorations near the Summer solstice position has remained unexplained until 2018. During summer solstice the sun passes at the closest point from the base of the gnomon and is expected to meet the two decorations with the papal emblem. However, only one of them receives the image of the Sun nowadays, therefore this can be used to evaluate the secular shift of the solstice’s position. The position of the red marble strip under this decoration is the materialization of the solstitial center of the solar image in 1702.

2. Luigi Vanvitelli and the alterations on the meridian line

Between 1749 and 1750 the church underwent some architectural changes, made by Luigi Vanvitelli and the meridian line was altered. From a manuscript of the Jesuit astronomer Ruggiero Boscovich found in Italian National Library Vittorio Emanuele II in Rome in 2009, we get a deeper insight about the work of Vanvitelli and how it affected the meridian line. The document, whose aim was to suggest a solution to fix the line after the work of Vanvitelli, clearly illustrates the changes that were made. Before Boscovich’s inspection, the monks of the church had already noticed that the cornice built under the gnomon prevented the light of the Sun from reaching the meridian line. They therefore operated a cut in it that let the light coming from the gnomon pass. Boscovich focused on other unfixed alterations in the meridian line, like the precise determination of the point where the perpendicular line from the gnomon meets the meridian line. This fundamental part should had been indicated on a slab on the pavement but Vanvitelli had it eliminated. Moreover, the base of one of the column added by Vanvitelli during the works was built on a part of the meridian line and obstructed it. Boscovich recommended for that part to be levigated and a movable piece was built and substituted to the part that was on the meridian line. So nowadays what we see is, in many parts, not the original work of Bianchini due to the alterations made during Vanvitelli’s works.
3. Meridian services and the procedure of the ball drop in Greenwich

In the past, many people relied on sundials to tell the time, however time slightly changes basing on the location. The difference in time, in England, would be up to 30 minutes depending on the longitude of the place. This led to the introduction of the Standard Time which was based on the Prime Meridian at Greenwich. Having a device to signal the exact time of noon was therefore very important, an instrument to measure it was by using a meridian line. Everyone would then check their clocks and adjust them basing on a certain signal. In Greenwich, a bright red ball on the top of Flamsteed House is used as a signal: each day the ball rises up its mast and is dropped exactly at 13:00. In the past this served as a signal to ships and to the whole population and corresponded to the instant of the meridian transit at the location. This procedure was established in 1833 and automated in 1852 by Airy.
4. Rome’s meridian services

In Rome, for 150 years the signal was given by the meridian line at Santa Maria degli Angeli. In fact, as an epigraph inside the church reads, the meridian line served as a mean to indicate the time until 1846, when a cannon shot from Castel Sant’Angelo was established to mark midday, after receiving the visual signal from St. Ignatius roof. This part of the information is lacking in the modern epigraph visible in figure 1 on the pilaster at the beginning of the meridian line, leaving in the reader the wrong impression that a cannon could measure the local noon given by the solar transit on the local meridian.

A similar device to that of Greenwich was then used to give the signal to a cannon at the top of Castel Sant’Angelo. This device was created by Angelo Secchi and inspired by that of Greenwich, the aim of it was almost the same. However, the reason of such device was also to be found in the recent reform that concerned the day hours. The Pontifical State had been using a way of counting the hours in which the sunset coincided with the end of the day, that is the hour 24:00 was just after the sunset. Precisely, the sunset was set at 23:30. However, that meant a different time everyday for midday. This was the so called Italian way of counting
Fig. 3. The epigraph of the results of the observations made in the year 1703 with the meridian line. The photo is of 23 Jan 2019 at 13:26, when the sunlight hits the epigraph directly from the great window of SSW. The spring equinox was at HOR IX MIN III after local midnight on 21 March 1703.

hours. The sundials of Clavius at Collegio Romano, are still showing this use of measuring time. Using a meridian line, it is very easy to determinate the moment of midday, however with the method in use the hour 12:00 did not correspond to the moment the Sun was at its highest. Tables were required, basing on which people could get to know what time it was at the moment of the peak.

Pius IX changed this by adopting a method of measuring the time of the day which was used in France and in many other European countries. With this method the midday coincided with the hour 12:00.

Angelo Secchi’s observatory in the Roman College was in charge of communicating the time of midday through a visible signal. As in Greenwich, a ball located on rooftop of St. Ignatius Church, gave the signal to the artillerymen that fired a cannon from Castel Sant’Angelo. Only at the beginning of the 20th century the cannon has been moved to the top of Gianicolo hill. There was now a reliable and unique signal to indicate the midday throughout the city.

Secchi also measured carefully the meridian of Rome, the fundamental meridian of Italy at 12° 27' 08" from Greenwich. The meridian passes through St. Peter’s church in Rome and is physically indicated by a tower on Monte Mario hill. Santa Maria degli Angeli’s meridian line is not along this meridian but about 8 seconds of time East of it. The measures of the meridian were part of a project with the aim of measuring the central European meridian, this was wanted mostly by Prussian government but many countries gave their contribute to it. Angelo Secchi was the person designated by the pontifical state to be in charge of the commission taking part in the measurements in the state’s territory. With this work Secchi not only
demonstrated once again his great competence and capability but also paved the way to the modern geodesy.

Fig. 4. The top of St. Ignatius church and the ball.
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Angelo Secchi, following the tradition started with father Christopher Clavius (1535–1612) who wrote a mathematical treatise (1581) on Gnomonics, realized sundials and quadrants. The equation of time determines the difference between the mean solar noon and the transit of the Sun at the meridian line. Its behavior depends on two facts: the obliquity of the ecliptic and its eccentricity. The first is determinant for the double sinus curve during a year and the second for the asymmetry of the approach to the solstices, which determines some cares when the parabolic fit is adopted. It confirms the difficulty of measuring the solstices with respect to the equinoxes already evidenced in Ptolemy’s Almagest.
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1. The book on Gnomonics of Clavius and the Sundials at Collegio Romano

Fig. 1. The Clavius sundial at the Collegio Romano between the Calandrelli tower (right) and the top of the façade (left): the Italic hours, with Sunset at 23:30 and Ave Maria half hour later at 24 h.

2. Sundials at the time of Father Secchi

Secchi built some sundials in Grottaferrata and in Sicily, but Gnomonics at his time was a subject of study of some extent. The priest Angelo Giuseppe Sarto, born in
1835, built two sundials in his parish at Tombolo and Fontaniva in Veneto. He later became pope Pius X (1903–1914). When he was pope had to answer about the equation of time to his former parishioners, because in the passage between the local time to the European one, TMEC, every sundial and also his own showed immediately the equation of time to everyone.

![Image of sundial](image)

Fig. 2. The equation of time obtained with approximation.

3. Cause of the equation of time and first representations
Se puoi Jean des Murs e gli altri se no solo Tolomeo in Almagesto.

4. The bisection of the eccentricity from Ptolemy to Kepler
Kepler introduced the elliptical orbits, but it happened, already with Cassini data, that the ptolemaic eccentricity was exactly the double of the keplerian one, by definition of eccentricity of an ellipse. Therefore the introduction of an eccentricity, well before Ptolemy, after Eudoxus with Apollonius that in 3rd century BC who explained the equivalence with epicycles, already was an early evidence that the orbit of the Sun or of the Earth was showing different velocities in time and the existence of two opposite apsides. The perigee and the apogee become perihelion and aphelion, but the date remained the same. Arab astronomers understood their westward rotation, and between 15 and 17 centuries the astronomers tried to measure these modifications to the perfect two-body problem with increasing accuracy.
The presence of the axis of apsides now occurring on 3–4 January and 3–4 July determines an asymmetry in the solar approach to the solstices: slower before the perigee on January with a faster farthening, conversely the summer solstice of June 21 is approached with a faster speed than later. This fact produces an estimate of the solstice instant which is systematically earlier than the true instant as we increase the timespan between symmetric dates with the meridian Sun at the same heigth. Example the cardinal Nicholas Cusano estimated the winter solstice averaging the two dates in which his pinhole allowed the sunlight entering in his room at Andraz Castle. Now it happens between 2 February and 18 November at the 19 of December is the result of this estimate, because the Sun reach the same height of 18 November slightly faster after the perigee which now is Jan 4. At the time of Cusano the perigee was in January 1st 1450 and dividing by 2 the timespan the solstice estimate yielded probably 13 of december (the tradition of St. Lucy in Italian sounds ”santa Lucia il giorno più corto che ci sia” says that st Lucy feast on Dec. 13 is the shortest day. Cusano already was able to measure that the solstice occurred well earlier than 21 december. The difference between the legth of the days near the winter or the summer solstice was not measurable accurately without chronometers. Cusano and other scholars already knew that the solstice was a minimum in the meridian height of the Sun, then its estimate by symmetry was one rapid solution to obtain that day, and the proverb tells us that the people was aware of the true solstice at the beginning of the Renaissance.
Fig. 4. The winter solstice measured in S. Maria degli Angeli in 2018–19 until December 29, with the asymmetry not yet evident.
Fig. 5. The position of Betelgeuse, Humerus Orientilis Orionis, in 1701 atlas of Philippe de la Hire. The Southern solar limb was on it near April 10; nowadays the Sun is much southern with respect to Betelgeuse, for the precession. Betelgeuse is in the opposite direction of local motion of the Celestial North Pole from 1701 to present.
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Angelo Secchi: Un inquadramento storico-scientifico
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This paper is rewritten from an original paper of 1976. It is in Italian and gives a complete framing of the scientific activity of Angelo Secchi in comparison with his contemporaries. Alexandre Namara published this contribution in a famous book “les secrets de l’Astronomie” published in Geneva in 1976 and translated into 4 languages.
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1. I primi incontri con la neonata astrofisica

Padre Angelo Secchi (1818–1878) esiliato dall’Italia con i Gesuiti, fu inviato all’osservatorio astronomico di Georgetown. Tornato in patria, venne nominato direttore dell’osservatorio del Collegio Romano, che dotò di nuovi e più adatti strumenti, come egli stesso racconta: “In questi ultimi anni è sorto un ramo di studio non guari prima considerato. Ciò è lo studio fisico degli astri. Se ne togliamo i lavori degli Herschel, i quali non mai ebbero un osservatorio regolare propriamente detto, questi studi non furono coltivati che sporadicamente e da pochissimi amatori. Anzi gli Herschel stessi sparirono dalla scena dopo l’immortale spedizione di Sir John al Capo di Buona Speranza. Talché l’astronomia fisica era quasi un terreno abbandonato all’epoca in cui fummo chiamati a dirigere l’Osservatorio del Collegio Romano, onde ci risolvemmo di dedicare ad essa le nostre fatiche... Questo concetto fu quello che regolò tutti i nostri studi posteriori e la scelta stessa degli strumenti per il nuovo osservatorio. Questo studio fu allora creduto una superfetazione e ci fu perfino chi disse che al Collegio Romano non si coltivava la scienza astronomica, ma la fisica, e vi è stato chi ha rifiutato il titolo di astronomo, quasi che Galileo e gli Herschel, la cui vita fu spesa in tali studi, non fossero astronomi. Ma il tempo ha fatto giustizia, e senza vanità possiamo dire che ora, sulle nostre pedate, sorgono altrove osservatori esclusivamente fisici per lo studio dei corpi celesti, come a Oxford, a Berlino, a Parigi stessa, a Calcutta e in altri siti. Questa fisica degli astri, allora bambina, si è svolta nell’intervallo di 25 anni dacché lavora l’osservatorio e questo ha tenuto un qualche posto nel suo avanzamento”.

2. Gli strumenti e gli studi di Secchi a Roma

Gli studi di padre Secchi erano cominciati già quando poteva disporre solo di strumenti inadeguati. Si era interessato allora del Sole e, con una pila termoelettrica, ne aveva misurato l’intensità di radiazione in occasione dell’eclisse del 1851 e in seguito sull’immagine solare fornita dal telescopio. Era sua intenzione di valutare il rapporto fra la radiazione al centro del Sole e quella sul bordo. Sull’immagine proiettata dal rifrattore egli riuscì a calcolare le deviazioni galvanometriche provocate dalla pila, ottenendo la conferma che l’intensità di radiazione al centro del disco solare è quasi doppia che ai bordi. Padre Secchi si dedicò anche alle comete: ne scoprì una nel 1853 che aveva un nucleo multiplo e l’anno prima aveva rintracciato i due
resti della cometa di Biela, che si era frantumata durante il suo ritorno periodico del 1846. Avendo intravisto attraverso il nucleo di uno dei due pezzi una debole stella, aveva concluso che le comete sono costituite di materiale molto rarefatto. Ancora non si conoscevano l’origine delle stelle cadenti, ma, dagli studi condotti, egli propendeva per una loro natura cosmica e per accertarsene eseguì delle regolari osservazioni annuali dei punti radianti.

Quando fu finalmente in possesso di strumenti più moderni e più precisi, si occupò di Saturno e analizzò il suo anello determinandone l’intensità luminosa delle varie parti, notò che l’anello interno è nebuloso e che la superficie non è piana e ne calcolò il diametro, lo schiacciamento e l’eccentricità. Osservò anche Giove, di cui ha lasciato molti disegni riguardanti le peculiarità presenti sulla sua superficie, e rilevò la presenza nell’atmosfera di grandi perturbazioni. Fu in grado perfino di seguire le orbite dei pianeti Medicei e ne misurò i diametri, il periodo di rotazione assiale e la loro diversa capacità di riflettere la luce solare. Fu poi la volta di Marte, sul quale scopri la presenza di due formazioni di colore rosso cupo e di carattere stabile, che egli chiamava ⟨⟨canali⟩⟩. Si accorse inoltre che le calotte erano eccentriche rispetto ai poli e le considerò erroneamente nubi.

3. La Spettroscopia

Cominciò ben presto ad introdurre l’uso dello spettroscopio nell’analisi dei pianeti e in tal modo osservò che nello spettro di Giove e Saturno vi erano righe relative alla presenza di vapor acqueo, ma soprattutto che erano presenti righe caratteristiche nel rosso, che lo portarono a concludere che la loro atmosfera ⟨⟨non era ancora purgata⟩⟩ ed era costituita diversamente dalla nostra. Gli spettri di Nettuno e Urano apparivano discontinui, mentre da quello di Marte ricavava che la sua atmosfera era molto trasparente. Riguardo alla Luna egli esegui disegni e fotografie. Nei disegni insiste su alcune caratteristiche dei crateri, in particolare su “Copernico”. Le fotografie risalgono addirittura al 1859 e furono eseguite come esperimento di fotografia celeste. Padre Secchi si avvide in tal modo che rifrattori non erano adatti per l’occhio umano, perché i loro obiettivi erano corretti per l’occhio umano, ma non adeguati alla sensibilità della lastra fotografica. Bisognava allora utilizzare a tale scopo i riflettori.

Venuto a conoscenza che G. B. Donati era riuscito ad ottenere lo spettro di 15 stelle, P. Secchi volle cimentarsi nell’impresa. Potendo utilizzare spettroscopi già perfezionati per questo uso, gli fu possibile distinguere vari tipi di spettri stellari. Ora, la sua intenzione era di studiare il maggior numero possibile di stelle per vedere se “come sono innumerevoli le stelle, fosse pure proporzionatamente varia la loro composizione”. Dopo aver messo a punto uno strumento appositamente adattato allo scopo, il prisma-obiettivo di Merz, iniziò le sue osservazioni che lo portavano a concludere che “le stelle sono numerosissime, eppure i loro spettri si riducono a poche forme ben definite e distinte, che per brevità noi chiamiamo tipi. L’esame delle stelle ci ha occupati per parecchi anni; furono esaminate quasi tutte le principali e
moltissime altre, almeno 4000 in tutto, perché oltre la stella principale si esaminava tutto il suo contorno”.

Le stelle furono suddivise a seconda delle fondamentali caratteristiche spettrali in tre tipi principali: stelle bianco-azzurre, gialle e rosse; inoltre ne esiste un quarto definito “assai bizzarro e vario. Potrebbe credersi a prima vista che esso risulti dal terzo sopprimendo alcune delle righe oscure”; il quinto tipo è formato dalle stelle che hanno spettri con righe brillanti di emissione. Questa classificazione ebbe molto successo e venne subito adottata, anche perché apparve chiaro che essa doveva corrispondere ai diversi stadi dell’evoluzione stellare.

![Fig. 1. Spettri di alcune stelle studiate da Secchi.](image)

4. La fotografia di spettri

Intanto Sir William Huggins (1824–1910) analizzando vari spettri terrestri e celesti e ponendoli a confronto, osservò alcune analogie: entrambi tipi di spettri presentavano dei caratteristici due raggruppamenti di righe corrispondenti a determinati elementi come soprattutto l’idrogeno, il sodio e il magnesio. Le nebulose fino ad allora erano considerate degli ammassi di stelle troppo lontani per essere investigati anche coi più potenti telescopi mediante l’analisi spettroscopica poteva scoprire che alcune nebulose dovevano considerarsi piuttosto degli ammassi di gas. Infatti gli spettri di varie nebulose presentavano delle righe brillanti di emissione, caratteristiche dei

Spetta invece a J. F. Janssen di aver fotografato per la prima volta la fotosfera, che si presenta ricoperta da piccoli granuli luminosi, per la maggior parte di forma ovale. Fotografò, inoltre, un’eclisse parziale di Sole, con la quale si poteva dimostrare l’esistenza di un’atmosfera lunare: infatti i granuli che si trovavano presso il lembo lunare non subivano la minima distorsione. Tali granulazioni erano considerate da Padre Secchi come la punta delle colonne di gas surriscaldato, che uscivano dalla fotosfera. La presenza di macchie, penombre, granulazioni e facole faceva pensare che sul Sole esistesse una zona di grandi perturbazioni.

5. La natura delle macchie del Sole

A causa di tale zona sorse una polemica tra Padre Secchi e un membro dell’Accademia delle scienze di Francia, Hervé Faye. Quest’ultimo sosteneva che il Sole poteva essere paragonato a una macchina termica, che emanava calore dalla sua superficie. La sorgente di calore era la massa stessa del Sole, la sorgente del freddo lo spazio celeste, il condensatore era la fotosfera. Il meccanismo di funzionamento consisteva in correnti ascendenti e discendenti, le une portanti i vapori, le altre le sostanze raffreddate e solidificate. Le macchie solari non sarebbero che dei cicloni. Contro questa ipotesi P. Secchi obiettava, in primo luogo, che le macchie solo di rado presentano un movimento vorticoso, necessario per ammettere loro natura ciclonica. Infatti di trecento macchie da lui osservate nel corso di un anno solo otto rilevavano un movimento vorticoso arguibile dalla struttura a spirale. Fra l’altro, questa, quando è presente, permane solo uno o due giorni, mentre le macchie mostrano un carattere più duraturo. Egli quindi riteneva che la massa solare fosse costituita prevalentemente di gas, come facevano supporre le caratteristiche delle macchie, la cui struttura era paragonabile a quella delle nuvole o delle fiamme.
Un’ulteriore conferma della sua ipotesi venne dallo studio di quelle eruzioni gassose che spesso si osservano nei nuclei delle macchie. La fotosfera sarebbe allora un fluido elastico analogo ai nostri gas e i movimenti a spirale possono effettivamente essere ricondotti a fenomeni simili a cicloni terrestri. I vortici sono più frequenti nel periodo di formazione delle macchie, ma in seguito scompaiono e al loro posto subentrano correnti regolari convergenti verso il nucleo delle macchie.

6. Le foto del Sole

Nel 1857 fu costruito il primo “fotoelografo” con lo scopo di fotografare regolarmente il Sole ogni giorno. Si ottenne così una preziosa documentazione dell’attività variabile del Sole durante l’anno. Le fotografie stereoscopiche delle macchie e delle facole evidenziarono che queste si trovano nella parte alta della fotosfera, mentre le macchie sembrano dei buchi o vortici sprofondanti nella parte più bassa di essa. Padre Secchi ne potè determinare allora, la “parallasse di profondità” cioè gli spostamenti apparenti determinati dalla depressione della superficie solare durante la rotazione. Egli poté proseguire le ricerche di Angstrom e Kirchoff sullo spettro solare e inoltre notò che l’aspetto delle righe di Fraunhofer (più o meno diffuse) dipendeva dallo stato fisico di pressione e di temperatura delle zone d’atmosfera in cui avviene l’assorbimento.

7. Le eclissi del Sole

Nel 1860 vi fu un’eclisse totale di Sole e Padre Secchi ne approfittò per studiare che natura avessero quelle protuberanze rosse, cioè quelle grandi eruzioni di idrogeno che erano già state notate dagli antichi nel corso delle eclissi. Dalle fotografie che egli eseguì sull’immagine diretta del disco solare occultato dalla Luna, e da quelle che realizzò Warren de la Rue con l’elografo di Kew risultò che le protuberanze effettivamente esistono e non sono giochi di luce; che appartengono alla superficie solare; che anche la corona è reale e che le sue dimensioni sono meno estese ai poli che all’equatore, e raggiungono un massimo a 450 di latitudine. Janssen, invece, osservò l’eclisse di Sole del 1868 in India, per osservare le protuberanze allo spettroscopio. Queste presentavano uno spettro di emissione molto brillante ed egli pensò che quindi potevano essere osservate anche normalmente, senza eclisse. Adottò, a tale scopo, un metodo che sarebbe risultato utilissimo. Egli puntò la fessura dello spettroscopio radialmente, in, parte sul disco solare, in parte al di fuori, e osservò una parte del lembo. Notò così che la riga C di Fraunhofer presentava un prolungamento, una sottile riga rossa e brillante che perdurava nonostante gli spostamenti della fessura su altre regioni, ma che variava notevolmente in altezza e splendore a seconda delle regioni perlustrate. C. A. Young, osservando una nuova eclisse totale, riuscì a dimostrare la costituzione della corona, la cui natura appariva gassosa. Dall’analisi del suo spettro si osservava la presenza di una riga verde di emissione che egli identificò con la riga cromosferica vicina, che ha analoga lunghezza d’onda.
La cromosfera, un attimo prima dell’oscuramento è molto brillante, ma scompare rapidamente subito dopo il principio della totalità quando diventa visibile la riga coronale molto più debole. A probabile che per la piccola dispersione allora usata, le due righe possano essere state confuse.

Contemporaneo di Young fu Sir J. Norman Lockyer, il quale mise a punto, quasi negli stessi anni di Janssen, la tecnica per studiare le protuberanze solari in piena luce. Con le sue ricerche scoprì che essi si originavano da un involucro gassoso che circonda il Sole e a cui diede nome di ⟨⟨cromosfera⟩⟩. Dallo studio degli spettri solari e soprattutto da quello della cromosfera, egli poté formulare una sua ipotesi sulla dissociazione degli elementi alle alte temperature presenti nelle atmosfere stellari. Secondo la sua teoria le righe spettrali H e K della regione del violetto, sono dovute alla dissociazione del calcio, ed esse aumentano di intensità man mano che aumenta la carica elettrica.

8. L’Elio e le perturbazioni magnetiche

Nello spettro delle protuberanze era presente una riga gialla brillante D3, che non era determinata da nessun elemento presente sulla Terra. Essa fu quindi attribuita a un nuovo gas che prese il nome di ⟨⟨elio⟩⟩. In Italia, allievi e successori di Padre Secchi furono Pietro Tacchini e Annibale Riccò che si interessarono soprattutto alle relazioni fra fenomeni solari e fenomeni terrestri. Il primo si occupò di valutare l’influenza delle eruzioni solari sulle aurore polari nelle parti alte dell’atmosfera terrestre. Il Riccò esegui molte osservazioni sulle macchie solari e sulle protuberanze e studiò le eventuali relazioni fra esse e le perturbazioni del magnetismo terrestre. Riuscì così a rilevare un ritardo nella perturbazione magnetica sulla Terra di circa 45 ore dopo il passaggio delle macchie solari per il meridiano centrale del Sole. In Russia nel 1894 A. Belopolsky scopriva variazioni periodiche nella velocità radiale di Delta Cephei, dimostrando che questa è una proprietà generale delle variabili a corto periodo.

9. I primi cataloghi stellari e i principali temi dell’Astronomia dell’ottocento

Intorno alla metà dell’ottocento incominciano ad apparire cataloghi stellari redatti con sempre maggiore accuratezza e precisione, e Bessel riesce a calcolare, con ottima approssimazione, la prima distanza stellare; sempre in questo Draper ottiene la prima fotografia Luna e Daguerre fotografa un’eclisse solare. Galle, nel 1846, scopre il pianeta Nettuno e, poco più tardi, Doppler riesce dare una spiegazione al fatto che le righe spettrali di una sorgente luminosa si spostano verso il violettio o verso il rosso a seconda che l’astro si avvicini od allontani dall’osservatore (fenomeno poi conosciuto col nome di effetto Doppler). Con lo studio dell’analisi spettrale, che consente di calcolare la temperatura e la composizione chimica di qualsiasi sorgente luminosa, ha iniziato una nuova corrente astronomica, l’astrofisica che, come abbiamo visto, ebbe per primi ferventi sostenitori A. Secchi e W. Huggins. Verso la

Le scoperte di piccoli pianeti si susseguono freneticamente, potendosi ora gli astronomi servire del valido aiuto della fotografia. Schiaparelli, l’astrofisico italiano più rappresentativo di questo periodo, compie all’osservatorio di Brera di Milano i suoi studi sui canali di Marte, che tanto hanno fatto discutere fino ai nostri tempi; egli scopre inoltre che il periodo di rotazione di Mercurio intorno al proprio asse è uguale a quello di rivoluzione intorno al Sole. J. C. Maxwell espone la sua teoria secondo cui gli anelli di Saturno sono composti di piccoli corpi o frammenti di corpi celesti, che ruotano intorno al pianeta. Intanto si scopre che la Luna è priva di atmosfera e si osserva la “macchia rossa” di Giove. Pickering, servendosi delle teorie espresse da Doppler, scopre un nuovo tipo di stelle doppie che, trovandosi ad una distanza apparente molto vicina, non potevano essere osservate visualmente: a queste venne dato il nome di “binarie spettroscopiche”. Come era stato previsto da Bessel in linea teorica, si riesce ora ad osservare le compagne di Sirio e Procione.
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Why Angelo Secchi has been a giant in solar physics? the following considerations will demonstrate this thesis. Both observationally, experimentally and theoretically Secchi was always at the cutting edge of his times in the realm of solar physics and astrophysics. His book Le Soleil has recently been reprinted by Forgotten Books (August 6, 2018) and Il Sole, Italian version, is being published by Gerbertus Academic Journal (2019). The experience of Secchi drove me during the PhD Thesis at Sorbonne University, through his book Le Soleil.
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1. Introduction
It is difficult to pay a full or even a partial tribute to father A. Secchi S. J. so extended are his contributions to different fields of the Astrophysics of the 19th century and so highly appreciated has been his life almost entirely devoted to Science and Education. Let me just restrict myself to a memory that I vividly keep since the late 1960ies, when I discovered the double big volume of his wonderfully written in French books “Le Soleil” edited by the House “Gauthier- Villars” in Paris. I mean the 2d Edition issued in 1877 made of 8 so-called “books” of a total of more than 900 pages plus an atlas containing the 1st solar spectra (1st never published I guess). The reading of each volume that I performed several times at the Paris Observatory Library, impressed me so much that I seriously decided to continue and deepen my research on the Sun in general, instead of restricting on the analysis of total eclipse observations and their applications to the study of the expanding solar corona and structures which was the topic of my PhD at Sorbonne University.

2. Secchi’s book and solar eclipses
The 1st volume indeed contains a very detailed account of the observations performed by several famous scientists and by father Angelo Secchi himself, at eclipses, starting with the 1842 eclipse. Secchi described with great details the chromosphere and prominences discovered at time of the totality and just before and after: it seems legitimate to claim that he discovered indeed the solar chromosphere and prominences, including its finest details that today are called spicules. It was amazing to read in 1970–71 how the Jesuit-Astronomer interpreted the observation of the white-light aureola seen around the Sun during the totality that now is called the solar corona, with the chromospheric red fringe at the feet. I cannot resist in showing in Figure 1, a copy of one of his drawing reproduced in the book IV, p. 350 of vol. I showing the eclipse observation of 1868 which reflects for the 1st time the
behavior of the outer corona with what he called “aigrettes” and that today are called streamers. This was at a time when the Sun itself was still poorly understood (remember that the great Newton thought it is a giant planet and his follower W. Herschel considered until the beginning of the 19th century, the Sun was inhabited); the plasma high temperature properties of the corona, its magnetism and
its expansion towards the interplanetary medium was completely ignored or totally not understood. His very accurate and critical account of observations made by eclipse observers who started to use the photographic method to help in making a more objective drawing of their fugitive and transient observations. This was of great help for a young student, not only for analyzing the solar corona, but also from the epistemological point of view. Just by comparing the far reaching Secchi’s suggestions with what was established in the late 1960s, following the numerous and enlightening works produced on the same subject by Grotrian, Lyot, Edlen, Alfven, Shklovsky, Van de Hulst, Parker et al., the delicate processes leading to the discovery of new properties in Physics and in Nature can be evaluated.

3. The mission Stereo and the solar corona

Angelo Secchi is today broadly recognized as the founder of the stellar classification based on spectroscopic data; in his honor the most famous experimental package of the international Space Mission “Stereo” hold his name. He was clearly influenced and even impressed by spectra in general and he seriously described solar spectra and spectroscopic methods in his books. Regarding eclipses, he was the 1st to extensively comment the coronal spectrum obtained by Rayet at the 1868 eclipse in Malacca, p. 395 of Vol. 1. Interestingly he reported the observation of a new strong line he called E, situated between the line F (identified with H beta line of HI that Secchi knew from the prominence spectra) and line D (much later identified as the D3 line of HeI). The line E of the Rayet spectrum is now known as being the brightest emission line of the corona due to Fe XIV, the so-called green line that today literature is used to attribute to Young who described it a little bit later and paid attention to the absence of any identification using the known at that time prominence spectra, concluding on the coronal nature of the line. The Rayet spectrum was reproduced in the Secchi’s book (his Fig. 142) and it is easy to notice that the green line E is very well apparent without any additional comment! Regarding prominences, Secchi also published a large number of observations in his treatise. This work was illustrated with magnificent color plates of the chromosphere and of the various types of prominences. Limb eruptive phenomena were extensively observed in the Halpha line of hydrohen with his 25 cm aperture refractor equipped with a broad slit with a large dispersion spectroscope thanks to 3 consecutive prisms put inside. Several plates were later used to illustrate and comment new works of the genial observer, including the study of the famous very fine spicules that the chromosphere is made of. I notice that following the D. Menzel studies of the 1930s, small parts of the books were translated after the WWII at Sacramento Peak Observatory and both J. Beckers and especially R.B. Dunn developed the topic. An instrument called the chromospheric telescope was built by R.B. Dunn to specially analyzed the Secchi’s spicules and the chromospheric limb. Figure 2 shows one of the plate of the book illustrating how deep and extended was the analyzed limb features! Several of his plates could even today illustrate a book dealing with
Fig. 2. Contrasted reproduction of one of the plate from the Secchi’s book “Le Soleil” 1877 to give a sample of his gallery of drawings of prominences. Note the chromosphere at the bottom of each drawing, with spicules protruding.
the solar chromosphere which is not yet understood even with the extended today space-born experiments and numerical simulations.

Prominent scientists like the father Angelo Secchi are missing in order to progress not only in solar and helio-physics, but as well, to deepen our understanding of Mother Nature.
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Magnetic fields affect the structure of compact objects. The anisotropy produced by the magnetic field in the pressures suggests the necessity of using structure equations considering the axial symmetry of the magnetized system. In this work, we propose a model that generalizes the Tolman-Oppenheimer-Volkoff equations for the magnetized case and discuss some preliminary results for WDs equations of state. Our calculations are based on the $\gamma$-metrics where the parameter $\gamma$ relates the deformation with the anisotropy in the pressures.
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1. Introduction

The influence of a magnetic field is relevant in compact objects. Measurements of periods and spin down of soft-gamma repeaters (SGR) and X-ray luminosities of anomalous X-ray pulsars (AXP), support the idea of the existence of magnetars\textsuperscript{1} which exhibit surface magnetic fields as large as $10^{14}$ – $10^{16}$ G\textsuperscript{2}. However, the interior magnetic fields can not be observed directly, so one can only estimate their bounds with theoretical models based on macroscopic and microscopic analysis. The maximum magnetic fields estimated for magnetized white dwarfs are around $10^{13}$ G\textsuperscript{4} and about $5 \times 10^{18}$ G for quark stars\textsuperscript{3}.

The action of a magnetic field in a fermion system is breaking the spherical symmetry, which gives rise to an anisotropy in the quantum-statistical average of the energy-momentum tensor. This produces a pressure splitting in two components, one along the magnetic field (the parallel pressure $P_{||}$) and another in the transverse direction (the perpendicular pressure $P_{\perp}$), $T_{\mu}^{\nu} = \text{diag}(\rho, -P_{\perp}, -P_{\perp}, -P_{||})$, $\rho$ is the energy density\textsuperscript{5}. Consequently, the system composed by fermions under the action of a uniform magnetic field has an anisotropic equation of state (EoS)\textsuperscript{5}. This form of the energy-momentum tensor suggests that when modeling the structure of magnetized compact objects, one should consider axial symmetry.

Our first attempt addressing this issue was to consider a cylindrical coordinates $(t, r, \phi, z)$ metric to obtain Einstein field equations following the procedures of Trendafilova and Fulling\textsuperscript{6}. In order to do so and for simplicity, we assumed that all the magnitudes in the model depend only on the radial coordinate $r$. This
approximation allowed us to obtain upper limits for the values of the magnetic field that compact stars can sustain, but compromised the computation of a total mass \(^3\)\(^4\).

Then, in order to be able to determine the total masses, we went back to spherical coordinates. First, we would like to remark that anisotropies in the energy-momentum tensor are not new to spherical symmetry, which admits tensors of the form \(T^\mu_\nu = \text{diag}(\rho, -p_r, -p_t, -p_t)\), where \(p_r\) is a radial pressure and \(p_t\) is a tangential one\(^7\)\(^8\). However, this is not compatible with the anisotropies due to magnetic fields. Therefore, in this work, we take into account a generalized version of spherical metric, with a \(\gamma\) parameter associated with the deformation of the stars. We propose an ansatz that relates it with the perpendicular and the parallel pressures\(^9\). This allows us to obtain structure equations that generalizes the Tolman-Oppenheimer-Volkoff (TOV) equations to the magnetized case, where the mass is computed as for spheroidal objects. In Section 2, we present the model and in Section 3 illustrate its solutions with EoS for magnetized white dwarfs.

2. \(\gamma\)-Metric and structure equations for magnetized compact objects

In Refs. 10–12 it is shown that a deformed compact object with axial symmetry can be described by the metric

\[
ds^2 = -[1 - 2M(r)/r]^\gamma dt^2 + [1 - 2M(r)/r]^{-\gamma} dr^2 + r^2 \sin \theta d\phi^2 + r^2 d\theta^2,
\]

where \(\gamma = z/r\) parametrizes the polar radius in terms of the equatorial one and \(M(r)\) is the mass of the star. Note that the Schwarzschild metric is recovered for \(\gamma = 1\).

As we are interested in the effects on the structure equations coming from the magnetic field and the related anisotropy and using smaller central pressures in TOV equations leads to smaller radii, we propose to interpret \(\gamma\) as the ratio between the central pressures, parallel and transverse to the magnetic field respectively\(^9\),

\[
\gamma = \frac{P_{\parallel 0}}{P_{\perp 0}}.
\]

Then, since the parallel pressure has its maximum central value at \(z = 0\) and goes to zero at the surface, we assume it depends just on the \(z = \gamma r\) coordinate. The perpendicular pressure, on the contrary, is zero at \(r = 0\), therefore depending on the radial coordinate.
Taking into account these considerations and using the mass of a spheroid to compute the star’s mass, we obtain the following structure equations

$$\frac{dM}{dr} = \frac{r^2(E_\parallel + E_\perp)}{2} \gamma,$$

(3a)

$$\frac{dP_\parallel}{dz} = \frac{1}{\gamma} \frac{dP_\parallel}{dr}$$

$$= - \frac{(E_\parallel + P_\parallel)(\frac{r^2}{\gamma} + r^3 P_\parallel - \frac{r^2}{\gamma}(1 - \frac{2M}{r})\gamma)}{\gamma r^2 (1 - \frac{2M}{r})^\gamma},$$

(3b)

$$\frac{dP_\perp}{dr} = - \frac{(E_\perp + P_\perp)(\frac{r^2}{\gamma} + r^3 P_\perp - \frac{r^2}{\gamma}(1 - \frac{2M}{r})\gamma)}{r^2 (1 - \frac{2M}{r})^\gamma},$$

(3c)

which describe the mass variation and pressures with the spatial coordinates \(r, z\) for an anisotropic magnetized compact object. The solutions of this system are computed similarly to how it is done usually for the TOV equations. Starting from a central point with \(E_0 = E(r = 0), P_{\parallel 0} = P_\parallel(z = 0)\) and \(P_{\perp 0} = P_\perp(r = 0)\) taken from the EoS, the structure equations are integrated until reaching the surface, where \(P_\parallel(Z) = 0\) and \(P_\perp(R) = 0\). In practice, this condition is established by the lower central pressure, which determines the value of the corresponding radius \(R\) if \(P_{\perp 0}\) and \(Z\) if \(P_{\parallel 0}\), from where the other radius can be computed by means of \(\gamma\) and the mass of the star is set to \(M = M(R)\).

The difference of the integration process with respect to TOV solution lies in the manner of computing the energy density from the EoS at \(r + dr\), since Eqs. (3) are updated taking into account \(E = E_\parallel(P_\parallel(r))\) and \(E = E_\perp(P_\perp(r))\) respectively, while the expression for the mass must include information from both, \(E_\parallel\) and \(E_\perp\), in order to consider the mass density anisotropy, so it is updated with its average value \(E = (E_\parallel + E_\perp)/2\).

### 3. Results and important remarks

To validate the model we show some results using the equations of state given in Ref. 15 for magnetized white dwarfs for magnetized WDs with a carbon/oxygen composition at fixed values of the magnetic field, \(10^{12}\) G, \(10^{13}\) G and \(10^{14}\) G, compared to the non-magnetized solution (Fig. 1).

Contrary to the case of Neutron Stars and Quark Stars\(^{13}\), where the energy density and pressures are of the same order, WDs energy densities are three orders higher than the pressures. Therefore, the value delimiting when the Maxwell term becomes relevant is determined by the pressure, with \(P_\perp^B\) comparable to the statistical pressures for magnetic fields higher than \(1.78 \times 10^{11}\) G.\(^a\) Anyhow, we tackle two situations with respect to the Maxwell contribution to the pressures and the energy density, \(P_\perp^B = E_\perp = -P_\parallel^B = B^2/8\pi\). In the first case we neglect this term (upper panels of Fig. 1) while the second one is done considering it (lower panels).

\(^a\)The magnetic energy density becomes relevant at \(10^{14}\) G.\(^{14}\).
The left graph on Fig. 1 displays the mass versus the equatorial radius. At the highest central densities and smaller radii, the masses reach values close to the Chandrasekhar limit\textsuperscript{16,17}, and both radius are equal and quite similar to the radius of the $B=0$ case.

Analyzing the magnetized solution at lowest densities and biggest radii, we note on the right graph of Fig. 1 that for a certain value of mass and energy density, the case without (with) Maxwell term features $\gamma > 1$ ($\gamma < 1$), i.e. the polar radius is higher (lower) than the equatorial one. So, the corresponding star is a prolate (oblate) object, which gives us information about the anisotropy in the compact stars with those densities.

Also, it is important to remark that when $B = 0$, the model automatically yields $P_\perp = P_\parallel$ and $\gamma = 1$. This means that we recover the spherical TOV equations from Eqs. (3) and thus, the standard non-magnetized solution for the structure of compact objects.

Our results point out that the magnetic fields effects become relevant in the low density regime and can be practically neglected for high densities. Even more, such effects are more relevant to the deformation of the magnetized compact objects than to their masses, at least when we study magnetized white dwarfs. Also, note that once again, we do not obtain masses above the Chandrasekhar limit.

As $\gamma$-structure equations are general, they can be useful to study other types of magnetized compact objects.
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We examine crustal torsional oscillations, newly taking into account the effect of the pasta structure. We find from eigenmode analyses for various models of the equation of state of uniform nuclear matter that the fundamental frequencies of such oscillations are almost independent of the incompressibility of symmetric nuclear matter $K_0$, but strongly depend on the slope parameter of the nuclear symmetry energy $L$. On the other hand, we also find that the frequencies of the 1st overtones depend strongly on not only $L$ but also $K_0$. By comparing the resultant frequencies to the quasi-periodic oscillations observed in the giant flares, we can constrain the values of $L$ and $K_0$. Furthermore, considering the constraints on $K_0$ obtained from the terrestrial nuclear experiments, we can successfully make a more severe constraint on $L$.
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1. Introduction

Neutron stars would be produced via supernova explosions at the last moment of massive stars. The density inside the star significantly exceed the normal nuclear density, the magnetic field inside/around the star can become very strong, and the gravitational field is also so strong. The neutron stars, thus, are good candidate to probe physics under such extreme conditions. In order to extract the interior information of stars, the asteroseismology is very powerful technique. In practice, it would be possible to probe the stellar mass, radius, equation of state (EOS) of dense matter, and theory of gravity in the strong-field regime via future observations of gravitational waves.

The possible oscillations of neutron stars are observed as quasi-periodic oscillations (QPOs) in the giant flares from the soft-gamma repeaters. In order to theoretically explain these observed QPOs, several studies have been done in terms of crustal torsional oscillations or magnetic oscillations. The magnetic oscillations strongly depend on uncertain magnetic field structure, field strength inside the star, and uncertain EOS in core region if magnetic fields penetrate the core. On the other hand, the crustal torsional oscillations are confined into the crust region because the shear modulus inside the core should be zero. With such reasons, we focus on the crustal torsional oscillations in the present study by especially taking into account the effect of presence of cylindrical nuclei as well as the phase of spherical nuclei. Then, comparing the observed QPO frequencies to the frequencies of crustal torsional oscillations, we can constrain the nuclear saturation parameters, which are important parameters for describing the neutron star crust. More details of this study can be seen in Ref. 9.
2. Crust in equilibrium

To avoid the uncertainties in the EOS of core region, we construct the crust in equilibrium by integrating Tolman-Oppenheimer-Volkoff equations from the stellar surface inward to the bottom of the crust, assuming the stellar mass $M$ and radius $R$. The bulk energy per baryon of uniform nuclear matter at zero temperature for any EOS can be expanded as a function of baryon number density and neutron excess with five expansion parameters, i.e., the saturation density $n_0$, the saturation energy, incompressibility $K_0$ of symmetric nuclear matter, symmetry energy at $n_0$, and the slope parameter $L$. Among five parameters, $K_0$ and $L$ are more difficult to be constrained by terrestrial nuclear experiments, because such parameters are higher order coefficients with respect to the change in density from $n_0$. In the present study, we adopt the phenomenological EOS, where $K_0$ and $L$ are considered as free parameters and the other parameters are determined in such a way as to reproduce the empirical nuclear data\textsuperscript{12,13}. The shear modulus is another important property describing the shear oscillations. Here, we adopt the standard shear modulus in the phase of spherical nuclei\textsuperscript{14} together with that in the phase of cylindrical nuclei\textsuperscript{15}, where we also adopt the results by Ref. 16 as the effect of neutron superfluidity inside the phase of spherical nuclei, while the effect of it inside the phase of cylindrical nuclei is considered by introducing a parameter of $N_s/N_d$ with the superfluid neutron density $N_s$ and the dripped neutron density $N_d$. At last, to construct the crust in equilibrium, one has to choose $M$, $R$, $K_0$, $L$, and $N_s/N_d$ in the phase of cylindrical nuclei.

3. Torsional oscillations and comparison to the observations

In the left panel of Fig. 1, the calculated frequencies of fundamental torsional oscillations with various values of $\ell$ are shown as a function of $L$ together with the QPO frequencies observed in SGR 1806–20 for the neutron star model with

![Graph of frequencies vs. L](image-url)

Fig. 1. Comparison of the low-laying QPOs observed in SGR 1806-20 with the fundamental frequencies of crustal torsional oscillations with various values of $\ell$ in the left panel\textsuperscript{9}. For various stellar models, the optimal value of $L$ obtained by the comparison of QPOs in SGR 1806-20 and in 1900+14 with the fundamental torsional oscillations in the right panel\textsuperscript{9}.
Fig. 2. The frequencies of 1st overtones for the 1.4$\odot$ neutron star models with different stellar radii in the case of $N_s/N_d = 1$ in the phase of cylindrical nuclei are compared with the 626.5 Hz QPO in SGR 1806 (left panel), while the value of $K_0$ constrained by the combination of constraints on $L$ from the fundamental torsional oscillations and those on $\zeta$ from the 1st overtones for the various stellar models (right panel)\textsuperscript{9}.

$M = 1.4\odot$ and $R = 12$ km. From this figure, one can see that the QPO frequencies except for the 26 Hz can be identified by the crustal torsional oscillations with $L \simeq 73.4$ MeV. We remark that the 26 Hz QPO may be identified by the torsional oscillations confined in the phase of bubble structure\textsuperscript{8}. In a similar way, the optima value of $L$ for identifying the observed QPOs with the fundamental crustal torsional oscillations is shown in the right panel of Fig. 1 for various stellar models, where the filled and open marks denote the results for identifying the QPOs observed in SGR 1806–20 and 1900+14, respectively, and the painted region is allowed region of $L$.

On the other hand, the frequencies of overtones depend on the crust thickness, which depends on $L$ and $K_0$\textsuperscript{17}. As a result the frequencies of overtones depend on $L$ and $K_0$. We successfully find that the frequencies of the 1st overtones can be expressed well with a combination of $L$ and $K_0$\textsuperscript{9} as

$$\zeta \equiv \left(K_0^4 L^5\right)^{1/9}. \quad (1)$$

In the left panel of Fig. 2, we show the 1st overtone frequencies for the 1.4$\odot$ stellar model with different radius as a function of $\zeta$. By identifying the QPO frequencies observed in SGR 1806–20 with the 1st overtones, one can determine the optimal value of $\zeta$, with which one can determine the value of $K_0$ by combining the results obtained from the identification of the QPO frequencies with the fundamental oscillations as shown in Fig. 1. Such a value of $K_0$ is shown in the right panel of Fig. 2, where the value of $K_0$ constrained from terrestrial nuclear experiments also denote by the painted region\textsuperscript{18}. By considering the both constraints from the observations of QPOs and terrestrial nuclear experiments, the preferable stellar model as SGR 1806–20 is relatively low mass and larger radius neutron star, such as $M = 1.2 - 1.4\odot$ with $R = 13$ km or $M = 1.4 - 1.5\odot$ with $R = 14$ km. With this constraint on the stellar model for SGR 1806–20, we further constrain the value of $L$ from the right panel of Fig. 1, i.e., $L \simeq 58 - 73$ MeV, which is consistent with the terrestrial nuclear experiments\textsuperscript{19}.
4. Conclusion

In this study, we successfully constrain the value of $L$ and $K_0$ by identifying the low-laying QPOs and higher QPO observed in giant flares with the fundamental oscillations and 1st overtones of crustal torsional oscillations. The constraint on $K_0$ obtained from terrestrial nuclear experiments makes a constraint on the stellar model and further constraint on $L$.
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The low density contribution to the tidal deformability and moment of inertia of a neutron star are calculated via various well known equations of state. The contributions to the moment of inertia are directly calculated, whilst the tidal deformability’s are constructed through comparing an equation of state with a fit with the low density region removed. With the recent measurement of GW170817\cite{1,2} providing constraints on the tidal deformability, it is very important to understand what features of the equation of state have the biggest effect on it.
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1. Introduction

Neutron stars (NS) being the densest known repositories of nuclear matter contain fascinatingly complex phase changes between their regions of finite and infinite nuclear matter, more commonly known as their layers, denoted crust and core\cite{3-5}.

The crust poses challenges with regards to modelling because of the variety of finite nuclei that may appear and complex phase structures that can occur\cite{6}.

On the other hand, after the recent GW170817 measurement\cite{1,2}, there has been a tremendous push to calculate the tidal deformability (TD) and the moment of inertia (MOI)\cite{7-13} across a variety of equations of state (EOS). This is due to the bounds produced on the TD in Ref 1, 2 of $\Lambda_{1.4} = 190^{+390}_{−120}$, which has recently been analysed via the I-Love-Q relations in Ref. 14 to produce a constraint on the MOI of $I = 11.10^{+3.64}_{−2.28}$.

In this paper we explore the proportional contribution that the low density region (LDR) of the EOS makes to the MOI and TD.

2. Theoretical Framework

We will be using the well known EOS shown in Fig. 1 acquired from the online data base in Ref. 15 which details the models in question. In order to calculate the NS profile, ordinarily one would match the model EOS description of the core to some low density EOS in order to account for the NS crust or model it directly\cite{4,6}.

We have fit to each EOS using a polytropic of the form given in equation 1 where $A, B, C$ and $D \in \mathbb{R}$. This will act as the EOS without the LDR modelling, with the original EOS data from Ref. 15 containing LDR modelling. As seen in the enlargement in Fig. 1

$$P(\epsilon) = A \epsilon^B + C \epsilon^D.$$  

(1)
We will use these fits to analyse the percentile contributions to the TD via direct comparison of their values. This is done as the TD is defined mathematically as a boundary point and not something cumulative (e.g. integral)\textsuperscript{16,17}, so that the direct calculation of its LDR contribution is impossible. This is equivalent to modelling a core only NS, consisting of only infinite nuclear matter. The LDR contribution to the MOI may be calculated directly as it is defined as a cumulative integral\textsuperscript{18,19}.

The NS masses are obtained by numerically integrating the Tolman-Oppenheimer-Volkoff (TOV) equations\textsuperscript{20}

\[
\frac{dP}{dr} = - \frac{(P(r) + \epsilon(r))(m(r) + 4\pi r^3 P(r))}{r(r - 2m(r))},
\]

\[
\frac{dm}{dr} = 4\pi r^2 \epsilon(r),
\]

until \(P(r = R) = 0\) (\(R\) the radius of the NS). This produces the mass radius relations given in Fig. 2. We will define the variation of a parameter \(\alpha\) as \(\Delta \alpha/\alpha\), which is reported as the percentage difference of that parameter when compared to its LDR removed counterpart. This is calculated via (MOI variation \(\Delta I/I\) is defined differently as seen in Refs. 12, 21)

\[
\frac{\Delta \alpha}{\alpha} = \frac{\alpha_{\text{with LDR}} - \alpha_{\text{Without LDR}}}{\alpha_{\text{with LDR}}}.
\]

Note that this requires one parameter to be fixed. For example the compactness parameter \(\beta = M/R\), we would fix the mass and look at the variations in the radius or visa versa. The MOI \(I\) is calculated through the formula in Refs. 18, 19, with \(\Delta I/I\) defined in Refs. 12, 21.
Fig. 2. Mass radius relation for EOS given in Fig. 1. The box represents the 90% confidence constrained mass region given from the GW170817 measurement. Mass radius curves retain name and colour convention as in Fig. 1 with dashed versions being the fits.

The tidal Love number, $k_2^{\text{tidal}}$, TD, $\Lambda$, and binary tidal deformability, $\tilde{\Lambda}$, equations are verbatim those seen in Refs. 16, 17, 11. For future reference, the TD and binary tidal deformability are calculated via

$$\Lambda = \frac{2}{3} k_2^{\text{tidal}} \beta^{-5},$$  \hspace{1cm} (5)

$$\tilde{\Lambda}_{\text{Tid}} = \frac{16 (12q + 1) \Lambda_1 + (12 + q)q^4 \Lambda_2}{(1 + q)^5},$$  \hspace{1cm} (6)

where $q = m_2, m_1$ and $m_2 \leq m_1$. With these equations we can now calculate our desired quantities and the percentage contributions from the LDR.

3. Results and Discussion

Numerically solving the MOI equations produces Fig. 3 which shows the proportion of crustal MOI $\Delta I$ over the total MOI $I$. It should be noted that for any realistic star of solar mass $0.8 M_\odot \leq M \leq 1.92 M_\odot$, we find $|\Delta I/I| < 17.5\%$, with this percentage decreasing rapidly as the mass increases. In particular, a star of solar mass $1.4 M_\odot$ has $|\Delta I/I| < 7.5\%$.

In order to calculate the LDR contribution to the tidal deformability, we simply solve the equations in Refs. 16, 17 for each set of mass radius curves in Fig. 2 and then make use of equation 4 which produces Fig. 4. We find that $|\Delta \Lambda/\Lambda| < 15\%$ for all NS within equation 7’s mass range. However, it is important to note that if we disregard the three EOS that lie outside the 90% confidence interval from Refs. 1, 2...
Fig. 3. Percentage of the MOI due to the LDR, scaled via the neutron star’s total MOI. Only shown for the EOS with the LDR.

Fig. 4. Percentage of the TD due to the LDR, scaled via the neutron star’s total TD. The enlargement shows a shorter range with the black bar representing the bound $\Lambda = 190^{+190}_{-120}$ in Fig. 4, then our new bounds become

$$|\Delta I/I| < 9.0\%, \quad |\Delta \Lambda/\Lambda| < 12.0\%, \quad (8)$$
$$|\Delta I/I|_{M=1.4M_\odot} < 3.5\%, \quad |\Delta \Lambda/\Lambda|_{M=1.4M_\odot} < 7.0\%, \quad (9)$$

within mass range given in Eq. (7). For clarity the tidal Love numbers are displayed in Fig. 5.

This happens in spite of the visibly large difference in the mass radius relations (by extension the compactness parameter $\beta = M/R$) and tidal Love numbers shown in Fig. 2 and Fig. 5. The variance in the TD remains relatively low due the large negative power from the $\beta$ term in Eq. (5).
Due to the low variance in the TD, by extension the variance in the BTD is of a similar order of magnitude as it depends linearly on $\Lambda_1$ and $\Lambda_2$, with $m_1, m_2$ being its free parameters, i.e., these two parameters offer no more increase in the variance. These results have been summarised as the following:

- The impact on macroscopic quantities (e.g. mass, radius etc.) from LDR decreases in significance as the mass increases.
- The TD and MOI are affected to just a small percentage via the inclusion of the low density EOS for all stars with mass $M \geq 0.8 M_\odot$, and to a greater extent for stars with mass $M \geq 1.4 M_\odot$. Percentages are shown in Eqs. (8) and (9).

This is not to say that the LDR’s effects are uniformly negligible, as seen in Fig. 2 where the LDR contributes significantly to the radius. With the imminent measurements of the neutron star radii by NICER, this low density EOS modelling will prove incredibly significant in ascertaining correct predictions for the radius.

4. Conclusion

In summary we see that despite the LDR’s proportionally significant contribution to the radius and percentage of the NS content, its contributions to the TD and MOI are small, especially when considered for a star of $1.4 M_\odot$ or greater.
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Different extensions of the Nambu-Jona-Lasinio model, known to satisfy expected QCD chiral symmetry aspects, are used to investigate a possible hadron-quark phase transition at zero temperature and to build the corresponding binodal sections.
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1. Introduction

Effective models remain a good source of information about regions of the QCD phase diagram inaccessible by terrestrial experiments or by LQCD methods1, providing qualitative results and theoretical insights. The present work intends to help in advancing our knowledge towards some of the regions of the QCD phase diagram through this strategy. When this approach is applied to the study of the transition of hadronic matter to the deconfined quark matter, it is suggested that the QCD phase diagram shows a first order phase transition2 at high chemical potentials and low temperatures, while from the LQCD perspective, the hadron-quark transition is believed to be a crossover at low chemical potentials and high temperatures. This seemingly contradictory picture can be reconciled by the existence of a critical end point in the phase transition curve, linking the LQCD crossover with the effective model first order transition. This idea is reinforced by experimental results3 signaling to a first order phase transition and pointing out to the possible existence and location of the critical end point.

Considerations on the phase transition at zero temperature have already been done in many works4–9, but we do believe the formalism we employ in the present work is more adequate, as the effective models employed here exhibit chiral symmetry in both hadronic and quark phases, which is demanded to take seriously the appearance of the quarkyonic phase10. The models used here are all included in the Nambu–Jona-Lasinio (NJL) model framework11, in order to naturally describe the chiral characteristics of QCD matter.

In Refs. 6 and 9, the hadron-quark phase transition was investigated with the help of two different models, namely, the non-linear Walecka model (NLWM) for the hadronic phase and the MIT bag model for the quark phase. A formalism we understand as a more adequate one was used in Refs. 7, 12, 13 at zero temperature and in Ref. 8 for finite temperatures, all considering NJL-type models for the two
phases. To describe the hadron phase, the standard NJL model with vector interaction is extended to include a scalar-vector channel in order to render the model capable of saturation at low densities. We revisit the approach of Refs. 7 and 8, but applying an extended NJL model for the hadron phase that includes additional channels to achieve a better description of important nuclear bulk properties. A similar extension of the NJL model for hadronic matter has been developed with a different choice of interaction channels. Recently, this version was also applied to investigate the hadron-quark phase transition, but the quark phase was still described by the MIT bag model. Hence, we describe the hadronic matter with the extended NJL model from Ref. 14 and the quark matter with the NJL model in its SU(2) version in order to check for which parameters a phase transition is possible, considering both symmetric and asymmetric systems. Whenever possible, the binodal sections are obtained.

2. Binodals

The QCD phase-diagram is characterised by potentially multiple phases, whose phase separation boundaries are referred as binodals. Over those boundaries, the phases from the regions of either side of the boundary can coexist. The binodals may be determined using the Gibbs conditions:

\[
\mu^Q_B = \mu^H_B, \quad T^Q = T^H, \quad \rho^Q = \rho^H, \quad (1)
\]

where the indexes \(H\) and \(Q\) refer to the hadronic and quark phases. The chemical potentials \(\mu_B^i\) are obtained from the chemical potentials of the particles of each phase.

At a certain fixed temperature \((T = 0\) in the present context), the phase coexistence condition may be obtained by plotting \(P^i \times \mu^i_B\), \(i = Q, H\), and looking for the

![Figure 1](image)

Fig. 1. Combinations of parameter sets for which hadron-quark phase transition is not allowed to happen (left), and combinations for which the transition is allowed to happen (right).
intersection of both curves. In Fig. 1 (left) we display a combination of parameterizations for which there are no intersections, implying that there are no transitions (i.e., the hadron phase is always more stable). In Fig. 1 (right), we compare the results for a hadron parameter set with three quark matter parameter sets, with varying strength of the vector coupling, obtaining the transitions indicated by the dots.

The conditions of phase coexistence are also important in asymmetric matter and to obtain the binodal sections as a function of the system asymmetry, we use the prescription given in Ref. 4. The isospin chemical potentials are defined as

$$\mu_3^H = \mu_p - \mu_n, \quad \mu_3^Q = \mu_u - \mu_d,$$

and enforced to be identical according to the Gibbs conditions. The asymmetry parameters of the hadron and quark phases are respectively

$$\alpha_H = (\rho_n - \rho_p) / (\rho_n + \rho_p), \quad \alpha_Q = 3(\rho_d - \rho_u) / (\rho_d + \rho_u),$$

in such a way that $0 \leq \alpha_H \leq 1$ (just nucleons) and $0 \leq \alpha_Q \leq 3$ (just quarks).

The binodals are obtained through the determination of hadron and quarks phase pressures for each value of $\mu_B$ and $\mu_3$ (the $\mu_3$ parameter directly controls the proton fraction of both phases): whenever the pressure difference is below 0.1 MeV, we assume that both phases coexist. This procedure leads to the results shown in Fig. 2. The pressures shown for $\alpha = 0$ in the right panel correspond to the intersections marked in Figure 1. Also from this figure, we can clearly see that the increase in strength of the vector coupling causes a substantial modification on the transition point, which reflects in the values of the pressure in the binodal sections.

Fig. 2. Baryonic chemical potentials as a function of $\mu_3$ (left) and pressure as a function of asymmetry (right) at the coexistence point for: BuballaR-2 and eNJL2$\sigma\rho_1$ (black line), BuballaR-2 and eNJL3$\sigma\rho_1$ (blue long-dashed line), PCP-0.0 and eNJL2$\sigma\rho_1$ (red short-dashed line), PCP-0.1 and eNJL3$\sigma\rho_1$ (magenta long-dash dotted line), and PCP-0.2 and eNJL3$\sigma\rho_1$ (orange short-dash dotted line).
3. Conclusions

We have revisited the study of hadron-quark phase transition at zero temperature with different extensions of the NJL model, which are more appropriate to describe systems where chiral symmetry is an important ingredient. We analysed possible phase transitions from a hadron phase described by an extended NJL model to a quark phase described by the SU(2) NJL with the inclusion of a vector interaction of arbitrary strength. We have first considered symmetric matter and checked that not all parameterization combinations produce a system in which a phase-transition is favored. Another manifestation of the dependence of the results on the choice of parameters is the range of barionic chemical potentials for which the transition takes place, spanning from around 1300 MeV to around 1800 MeV, indicating a strong parameter dependence. We have next analysed asymmetric systems and whenever possible, binodal sections were obtained. Both pressures and chemical potential increase drastically with the increase of the vector interaction strength in the quark sector. As a next step on this analysis, we plan to expand our results to include finite temperature in the system and obtain the complete binodal sections.
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Neutron stars are objects where matter and fields can be tested to the extreme. In their interior, ordinary matter with a majority of nucleons ($N$) may coexist with a component of exotic matter that constitutes the so-called dark matter. It is believed that this latter type of matter constitutes nearly 80% of all matter in the currently accepted cosmological paradigm for our Universe. Popular candidates for such a kind of matter belong to extensions of the Standard Model of particle physics. In this contribution we discuss the impact of a component of self-annihilating fraction of dark matter ($\chi$) that may be present in the star. We focus on the microscopics of the energy deposit arising from the annihilation process $\chi\chi \rightarrow N\gamma$ in the dense core of a NS. We show that even if a tiny portion of matter inside the NS is dark matter it may trigger critical changes in the equation of state (EoS) of regular hadronic stars, provided its mass, $m_\chi$, and cross-section scattering off nucleons, $\sigma_{\chi N}$, resides in a suitable allowed region of the dark parameter phase space.
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1. Introduction

Neutron stars (NSs) are compact objects born in the aftermath of a supernova explosive event\textsuperscript{1}. They are believed to be among the densest known objects in our Universe and where extreme conditions determine the region of the matter phase space that can be tested, i.e. cold and dense matter. Namely, in most of the volume of the quasi-spherical object with mass $M_\ast$ and radius $R_\ast$ densities are several times that of nuclear saturation density $n_0 \sim 0.16$ fm$^{-3}$. Solutions to the structure equations provided by the theory of General Relativity in the static approximation provide values of the compactness parameter $M_\ast/R_\ast \sim 0.1$ which is much larger than for the Sun or any other stellar body. NS typical values for $M_\ast \sim 1.5 - 2M_\odot$ and $R_\ast \sim 11 - 12$ km. Thus NSs can be considered to be efficient attractors of a massive $\chi$ dark matter (DM) component from a halo where they may be immerse. That is the specific case under study in this contribution. So far this kind of elusive matter has been searched for using different techniques including direct searches with terrestrial targets where scattering events off nuclei would allow to measure the corresponding recoiling energies\textsuperscript{2}. Another existing effort is that of the so-called indirect searches\textsuperscript{3} where emission of secondaries (photons or additional Standard Model particles) may signal the presence of DM. This means for some popular models of DM a dark component that could self-annihilate into gamma rays or any other particle pairs as many reviews on the subject explain\textsuperscript{4}. As there is so far no consensus about the fermionic or bosonic nature of the DM candidate $\chi$, we will assume an effective treatment where they are considered as a semiclassic, non relativistic matter component. The validity of our treatment is assured as
we consider a finite fraction of an accreted dark component that is able to exist thermalized in the interior of these dense stars. The combined effect of gravitational capture and multiple scattering suffered by an incoming DM particle traversing the NS volume can be summarized in an expression for the global capture rate

$$C_{\chi} \approx 6 \times 10^{28} \frac{M_\star}{1.5 M_\odot} \left( \frac{R_\star}{12 \text{ km}} \right) \left( \frac{1 \text{ GeV}}{m_\chi} \right) \left( \frac{\rho_{\text{ambient}}}{0.3 \text{ GeV/cm}^3} \right) \left( \frac{\sigma_{\chi N}}{\sigma_0} \right) \text{s}^{-1}, \quad (1)$$

where $\sigma_0 \sim 10^{-44} \text{ cm}^2$. The typical mean free path of a DM particle inside the core is approximated by

$$\lambda_{\chi}^{-1} \sim \sigma_{\chi N} n_N$$

with $\sigma_{\chi N}$ the $\chi N$ scattering cross-section and $n_N$ the number density of nucleons inside the NS core. At least one scattering event is needed to capture the DM particle then

$$\lambda_{\chi}^{-1}/R \lesssim \text{int in the N Sc o re a t a typical density} \sim 3n_0$$

yields $\sigma_{\chi N} \gtrsim 10^{-45} \text{ cm}^2$. At current level of sentitivity this is allowed for heavy DM candidates with masses beyond the $m_\chi \sim 1 \text{ TeV}$ scale.

2. Role of Dark Matter and changes in the NS EoS.

From an accreted component of DM and once it is thermalized with the rest of matter we can assume that a spatial distribution arises under a gaussian form

$$n_\chi (r) = n_{0,\chi} \exp \left( \frac{r^2}{r_{th}^2} \right)$$

where $r_{th} = \sqrt{\frac{3k_B T}{2\pi G \rho_N m_\chi}}$ stands for the thermal radius and $\rho_N \simeq m_N n_N$. $G$ and $k_B$ are the gravitational and Boltzmann constants, respectively. We consider that the inner core in the old NS has attained an internal temperature $T \sim 10^5 \text{ K}$, low with respect to Fermi energies in the baryon sector.

It is in this context that DM is gathered forming a density enhancement in a central stellar region with volume $V_{th} \sim r_{th}^3$ and can undergo self-annihilation following a chain of possible reactions into photonic final states $\chi \chi \rightarrow N\gamma$. PYTHIA package\textsuperscript{6} can simulate this using Monte Carlo techniques and it is obtained that the energy injection due to this kind of events yields $E_\gamma \sim 0.6 m_\chi$. We are interested in the study of the possible consequences of such a microscopic energy transfer at the nuclear and sub-nuclear (quark) level. As we know, a description of nuclear matter from an effective field theory picture based on nucleons (neutrons and protons) is adequate for a limited set of (low energy) thermodynamical conditions. A novel effect, such as the local nucleation of quark droplets could be in principle studied, provided stability conditions for their existence are fulfilled. This intriguing possibility is indeed not new in the literature as pioneering works\textsuperscript{7} referred to it early in the 1970’s and 1980’s and are coined today as the Bodmer-Witten conjecture. However the actual procedure leading to the deconfined state is far from being understood. A stochastic procedure where NS central density (pressure) is increased due to spin-down or mass accretion has been invoked, as well as fluctuations in high temperature young protoneutron stars\textsuperscript{8,9}. On a more technical ground, relativistic nucleation theory developed by Lifshitz-Kagan\textsuperscript{10} can model phenomenological bubble nucleation by using a relativistic lagrangian that describes the formation of a fluctuation i.e. a spherical bubble of
mass $M$ and radius $R$,
\[ \mathcal{L}(R, \dot{R}) = -M(R)\sqrt{1 - \dot{R}^2} + M(R) - U(R), \]
where $\dot{R} = dR/dt$ is the radial growth rate and $U(R)$ is an effective potential that confines the quark content. The latter depends on the thermodynamical conditions of the medium and it can be written in terms of the leading contributions approximately by
\[ U(R) = \frac{4}{3}\pi R^3 n_{\text{Quark}}(\mu_{\text{Quark}} - \mu_{\text{Had}}) + 4\pi\sigma R^2. \]

We label $\mu_{\text{Had}}$ ($\mu_{\text{Quark}}$) as the chemical potentials of the metastable hadronic (stable quark) phases of matter at fixed pressure value, $P$. $n_{\text{Quark}}$ is the number density of the stable phase and $\sigma$ is the surface tension. Contributions from volume as well as surface terms are the most energetically relevant in the nucleation process although some other corrections can be accounted for as well. This expression may result familiar to the reader as in terrestrial experiments for DM search based on bubble chambers such as PICO\textsuperscript{11} another target is used but the spirit is still the same.

Back to our description of both high density phases, this is done in this contribution by a relativistic mean field (RMF) approach including neutrons, protons, electrons and mesonic fields $\sigma, \omega, \rho$ as in Ref.\textsuperscript{12} while for the quark deconfined phase we choose the MIT bag model\textsuperscript{15} with massive uds quarks for simplicity. The system fulfills electrical charge neutrality and baryon number conservation.

### 3. Results

Examples of $U$ potential barriers can be seen in Fig. 1 for the case of beta-equilibrated matter at $T=0$ and three values of pressure. Solid, dashed and dotted lines depict $P = P_0 + 10$ MeV, $P = P_0 + 20$ MeV, $P = P_0 + 30$ MeV, respectively.
describe quark matter in the droplet we fix $\alpha_s = 0.4$, $B = 120$ MeV fm$^{-3}$, $\sigma = 30$ MeV fm$^{-2}$. The transition pressure of both equations of state $P(\varepsilon)$ for the hadronic and quark degrees of freedom is $P_0 = 525$ MeV fm$^{-3}$. The potential height and critical radius fulfilling $U(R_c) = 0$ decreases as pressure grows, for example for the $P = 535$ MeV fm$^{-3}$ case we obtain $R_c = 16.6$ fm. Note that the hadronic and electromagnetic cascades expected from the self-annihilating DM are of that size $X_\chi \lesssim R_c$ and can be considered to be contained in the droplet region.

The probability of nucleation is determined by the tunneling process for each thermodynamical case considered. In the WKB approximation, this is given by $p_0 = \exp \left( -\frac{A(E)}{\hbar} \right)$ where the action $A(E)$ can be written as

$$A(E) = 2 \int_{R_-}^{R_+} \sqrt{\left[ 2M(R) + E - U(R) \right] \left[ U(R) - E \right]} \, dR, \quad (4)$$

being $E$ the energy of the particle (quark) confined in the region between the returning point $R_-$ and $R_+$. It is worth to remind that the treatment sketched here is valid for pressures above that of transition $P_0$. Nucleon confinement prevents from having any quark freedom in hadronic objects.

The determination of the transition point from a nuclear to quark EoS in an extended system is established by the Gibbs criteria relating the equality of baryonic chemical potentials at a given pressure $P_b$ where equilibrium holds. Namely,

$$\mu_b(P_b) \big|_{\text{Had}} = \mu_b(P_b) \big|_{\text{Quark}}, \quad (5)$$

where $\mu_b$ is the baryonic chemical potential at $T = 0$, $\mu_b = \frac{\varepsilon + P}{n_b}$. It is assumed that it corresponds to a first order phase transition. The probability of the formation of the quark droplet is related to the tunneling probability for the selected
thermodynamical conditions. In Fig. 2 we show $p_0$ as a function of the DM particle mass. We fix $\alpha_s = 0.4$, $B = 120$ MeV fm$^{-3}$ and take $P = 535$ MeV fm$^{-3}$ (10 MeV above the transition density $P_b$). Short dashed (red) and long dashed (blue) lines depict cases with $\sigma = 10$ MeV fm$^{-2}$ and $\sigma = 30$ MeV fm$^{-2}$, respectively. We can see that the larger the $\sigma$ the more massive DM needs to be in order to trigger the quark droplet formation. The nucleation time can be obtained from the expression $\tau_N = \tau_{NC} = \frac{1}{\nu_0 p_0 N_C}$ where $N_C$ is the number of nucleation centers available in the star and determined from the sites (bubbles with volume $\sim R_c^3$) where energy injection can happen $N_C = \frac{V_{th}}{V_b} \sim (r_{th}/R_c)^3$. $\nu_0 = 10^{-23}$ s$^{-1}$ is a frequency that is obtained from the fundamental energy configuration and in this $U$ height range can be approximately taken as constant. In Fig. 3 we show the logarithm (base 10) of the nucleation time as a function of the mass of the DM particle for the same sets of parameters as in Fig. 2. The critical radii for the $\sigma = 30$ MeV fm$^{-2}$ and $\sigma = 10$ MeV fm$^{-2}$ cases are $R_c = 16.6$ fm and $R_c = 5.5$ fm, respectively. The thin solid line signals the upper limit of the Universe lifetime $\tau_U \sim 4 \times 10^{17}$ s. The oldest NSs have a characteristic age of nearly $\sim 4.9$ Gyrs such as for PSR J04374715. We can see that the surface tension (still poorly known) highly influences the nucleation process. Light DM mass prevent from having nucleation ($\tau_N > \tau_U$) while it is surely predicted for higher DM masses where $\tau_N$ is tiny.

4. Discussion and conclusions

From the current constraints of the DM phase space and for $m_\chi \gtrsim 500$ GeV these results can be complementary to the ones arising from scans of the parameter space of typical SUSY models such as CMSSM, NUHM1, NUHM2, pMSSM10, see Fig. 26.1 in Ref. 16, which integrates constraints set by ATLAS Run 1 and from
SuperKamiokande. As observable consequence of the explained dark mechanism the nucleated stellar object changes its EqS. It is a matter of further study to determine the adjustment of the stellar equilibrium but is is anticipated that could end in the emission of an energetic and very short gamma ray burst. This could be measured with modern capabilities of satellite missions in the $\sim 0.1 \text{ MeV}$ energetic range such as Astrogam.
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We present two recent parametrizations of the equation of state (FSU2R and FSU2H models) that reproduce the properties of nuclear matter and finite nuclei, fulfill constraints on high-density matter stemming from heavy-ion collisions, produce 2\(M_\odot\) neutron stars, and generate neutron star radii below 13 km. Making use of these equations of state, cooling simulations for isolated neutron stars are performed. We find that two of the models studied, FSU2R (with nucleons) and, in particular, FSU2H (with nucleons and hyperons), show very good agreement with cooling observations, even without including nucleon pairing. This indicates that cooling observations are compatible with an equation of state that produces a soft nuclear symmetry energy and, thus, generates small neutron star radii. Nevertheless, both schemes produce cold isolated neutron stars with masses above 1.8\(M_\odot\).

Keywords: Neutron stars, cooling, mass-radius constraints, equation of state, hyperons.

1. Introduction

The thermal evolution (or cooling history) of neutron stars strongly depends on the equation of state (EoS) and the associated composition of these compact objects\(^1\). Several works have addressed the cooling history of neutron stars and they agree that it is imperative to establish whether fast cooling processes take place, since if the star cools down too fast, it will yield to a disagreement with most observed data. If the stellar proton fraction is high enough, the most important fast processes (the so-called direct URCA, DU) will take place, thus leading to a direct connection between the thermal behavior and the symmetry energy of nuclear matter.
In this paper we investigate the thermal evolution of neutron stars using EoSs for the nucleonic and hyperonic inner core\textsuperscript{3,4} that reconcile the $2M_{\odot}$ mass observations\textsuperscript{5,6} with determinations of stellar radii below $13$ km (see Ref. 7 for an overview), the latter being confirmed from analysis of the gravitational-wave emission of GW170817 (see Table II in Ref. 8 and references therein) detected by the LIGO and Virgo collaborations\textsuperscript{9}. Moreover, the aforementioned microscopic models satisfy the properties of nuclear matter and finite nuclei\textsuperscript{10,11} and constraints from heavy-ion collisions (HICs)\textsuperscript{12–14}.

In particular, the two models FSU2R and FSU2H, based on the nucleonic FSU2 model\textsuperscript{11}, differ on the onset of appearance of each hyperon, whereas the neutron star maximum masses calculated with these models show only a moderate dispersion of about $0.1M_{\odot}$\textsuperscript{4}. In the present study, we focus on how the hyperons, as well as the symmetry energy of the microscopic model influence the cooling history of isolated neutron stars, considering also different nucleon pairing scenarios\textsuperscript{15}.

2. FSU2R and FSU2H models

Our models are based on two new parametrizations of the FSU2 RMF model\textsuperscript{11}. We start by considering only nucleons. The FSU2R(nuc) model produces a soft symmetry energy and a soft pressure of neutron matter for densities $n \lesssim 2n_0$, as seen in Fig. 1 (left). This is done by increasing the $\Lambda\omega$ coefficient of the mixed quartic isovector-vector interaction that modifies the density dependence of the nuclear symmetry energy, thus turning the EoS softer\textsuperscript{3,4}. As a result, radii within the range of $11.5–13$ km are obtained from FSU2R for neutron stars with masses between the maximum mass and $M = 1.4M_{\odot}$, as seen in Fig. 1 (right). FSU2R predicts $E_{\text{sym}}(n_0) = 30.7$ MeV and $L = 46.9$ MeV\textsuperscript{4}, that differs from the FSU2 model with $E_{\text{sym}}(n_0) = 37.6$ MeV and $L = 112.8$ MeV and is in agreement with the limits of recent determinations (see Fig. 1 of Ref. 4 for a summary and references therein). In the high-density sector of the EoS, the FSU2R and FSU2 EoSs are similar, and, hence, FSU2R also reproduces heavy neutron stars (see Fig. 1 (right)).

When hyperons are incorporated, a softening of the high-density EoS with hyperonic degrees of freedom takes place (compare the FSU2R(hyp) and FSU2R(nuc) EoSs in Fig. 1 (left)), so we obtain a reduction of the maximal neutron star mass below $2M_{\odot}$ in FSU2R(hyp). We may readjust the parameters of the nuclear model by stiffening the EoS of isospin-symmetric matter for densities above twice the saturation density, where hyperons set in. We do that by changing the quartic isoscalar-vector self-interaction (with reducing coupling $\zeta$), which stiffens the EoS at high densities\textsuperscript{3,4}. The FSU2H allowing for hyperons, FSU2H(hyp), successfully fulfills the $2M_{\odot}$ mass limit with moderate radii for the star (see Fig. 1 (right)), while the base nuclear model still reproduces the properties of nuclear matter and nuclei, with $E_{\text{sym}}(n_0) = 30.5$ MeV and $L = 44.5$ MeV\textsuperscript{4}. The parameter set of FSU2R(nuc) and FSU2H(hyp) and some nuclear matter properties can be found in Refs. 4, 15.
3. Cooling of neutron stars

We first consider the thermal evolution of neutron stars without taking into account any sort of pairing (neither in the core nor in the crust). This is done in Figs. 2 and 3 for the FSU2R and FSU2H models, with and without hyperons. The figures also display the observed surface temperature versus the age of a set of prominent neutron stars, including that of the remnant in Cas A. The nucleonic DU and hyperonic DU thresholds from each microscopic model are given in Table 1 for low-mass to high-mass neutron stars. When DU reactions are allowed in the model, that is, the DU threshold takes place for densities below the central density of the star, they lead to an enhanced cooling of the star, thus to a fast cooling.

Several conclusions can be drawn from the comparison between the different plots in Figs. 2 and 3 together with the analysis of Table 1:

- **Low-mass stars of 1.4M⊙ when only nucleons are considered:** the cooling pattern of a 1.4M⊙ star is slow for FSU2R(nuc) and FSU2H(nuc). This is mainly due to the density dependence of the symmetry energy around saturation and, hence, to the symmetry energy slope parameter (L). The smaller the value of L is, the less protons are produced and, thus, the DU process appears at higher densities, making the cooling less efficient.

- **High-mass stars of 1.8 – 2M⊙ when only nucleons are considered:** the different behaviours exhibited by the cooling curves of FSU2R(nuc) (fast cooling) and FSU2H(nuc) (slow cooling) are correlated with the different values of the central densities in these stars, as seen in Table 1. The stiffer the EoS is, the lower central densities are and the slower the cooling is.
Table 1. The nucleonic DU thresholds for FSU2(nuc), FSU2R(nuc), FSU2R(hyp), FSU2H(nuc) and FSU2H(hyp) models, together with the hyperonic DU threshold for each of them. Also shown is the central density $n_c$ for three selected neutron star masses.$^{15}$

<table>
<thead>
<tr>
<th>Models</th>
<th>DU$_{th}$ (fm$^{-3}$)</th>
<th>DU$_{th}$ (fm$^{-3}$)</th>
<th>1.4$M_{\odot}$</th>
<th>1.76$M_{\odot}$</th>
<th>2.0$M_{\odot}$</th>
<th>$n_c$ (fm$^{-3}$)</th>
<th>$n_c$ (fm$^{-3}$)</th>
<th>$n_c$ (fm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSU2 (nuc)</td>
<td>0.21</td>
<td>—</td>
<td>0.35</td>
<td>0.47</td>
<td>0.64</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FSU2R (nuc)</td>
<td>0.61</td>
<td>—</td>
<td>0.39</td>
<td>0.51</td>
<td>0.72</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FSU2H (nuc)</td>
<td>0.61</td>
<td>0.37</td>
<td>0.34</td>
<td>0.39</td>
<td>0.45</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FSU2R (hyp)</td>
<td>0.57</td>
<td>0.34</td>
<td>0.40</td>
<td>0.87</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FSU2H (hyp)</td>
<td>0.52</td>
<td>0.34</td>
<td>0.34</td>
<td>0.44</td>
<td>0.71</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Fig. 2. Surface temperature as a function of the stellar age for different neutron star masses for FSU2R(nuc) (left) and FSU2H(nuc) (right). Also shown are different observed thermal data.$^{15}$

- The inclusion of hyperons in medium- to heavy-mass stars speeds up the cooling (compare in Figs. 2 and 3 FSU2R(nuc) and FSU2R(hyp) or FSU2H(nuc) and FSU2H(hyp)). On the one hand, this is because the presence of hyperons (mostly $\Lambda$ particles) reduces the neutron fraction at a given baryon number density and, consequently, the DU restriction $\vec{k}_{F_n} = \vec{k}_{F_p} + \vec{k}_{F_e}$, can be fulfilled at a lower density. Here $k_{F_n}, k_{F_p}$ and $k_{F_e}$ are the Fermi momenta of the neutron, proton and electron, respectively. On the other hand, the appearance of hyperons softens the EoS, thus FSU2R(hyp) and FSU2H(hyp) produce stars with higher central densities than the nucleonic counterparts, so that they may overcome the DU threshold (see Table 1).

We now investigate the effect of neutron superfluidity and proton superconductivity on the cooling of neutron stars. We study the two most relevant cases, the FSU2R(nuc) and the FSU2H(hyp) models, which are the ones that best reproduce the observed data on cooling in Figs. 2 and 3. On the one hand, the introduction of a superfluidity (conductivity) gap in the energy spectrum of baryons reduces the neutrino reaction rates, leading to a sharp drop of neutrino emissivity after the matter temperature drops below the pairing critical temperature. On the
other hand, a new transient neutrino emission process appears, commonly known as pair breaking-formation (PBF) process, where two quasi-baryons with similar anti-parallel momenta annihilate into a neutrino pair.

The analysis of the plots in Fig. 4 indicates that the inclusion of medium proton pairing, in addition to the neutron pairing, improves the agreement of the cooling curves of the FSU2R(nuc) and FSU2H(hyp) models with data, specially for Cas A in the case of the FSU2H(hyp) model, as can be seen in the inset of Fig. 4 (right). Note that in a very recent publication, Posselt and Pavlov have revised the Cas A cooling data, concluding that the cooling of this object could be slower. In other words, we find that a shallow/medium proton superconductivity does not lead to an over-suppression of the DU processes, a fact that, combined with microscopic models with a soft nuclear symmetry energy, leads to an optimum agreement with observations. However, the calculations favour rather large stellar masses to explain the observed colder stars with surface temperatures $T \lesssim 10^6$ K.
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BlackHoleCam is a project funded by a European Research Council Synergy Grant to build a complete astrophysical description of nearby supermassive black holes by using a combination of radio imaging, pulsar observations, stellar astrometry and general relativistic magneto-hydrodynamic models. BlackHoleCam* scientists are active partners of the Event Horizon Telescope Consortium†. In this talk I will discuss the use of pulsars orbiting Sagittarius A* for tests of General Relativity, the current difficulties in detecting such sources, recent results from the Galactic Centre magnetar PSR J1745−2900 and how BlackHoleCam aims to search for undiscovered pulsars in the Galactic Centre.
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1. The science case for observing pulsars orbiting Sagittarius A*

For over 40 years observations double neutron star systems — the collapsed and degenerate remnants of massive stars — where one, or both, stars are active radio pulsars have demonstrated that they form exceptional natural “laboratories” for precision tests of theories of gravitation1,2. In this vein, a pulsar in a close orbit around the supermassive black hole at the centre of our Galaxy (Sagittarius A* — Sgr A* for short) would be at the apex of gravity experiments made possible using pulsars3,4.

*www.blackholecam.org
†www.eventhorizontelescope.org
Such a system will allow the fundamental predictions of black-hole properties in General Relativity (GR) to be tested; properties that Advanced LIGO, which measures the strongly dynamical regime of a merger, potentially cannot. These include the no-hair theorem and the cosmic censorship conjecture. For example, the latter is tested through measurements of frame dragging caused by the spinning black hole, which manifests itself as a contribution to the precession of the pulsar orbit. A Kerr black hole should exhibit a dimensionless spin parameter \( \chi \) which is no larger than unity; a spin parameter greater would be in conflict with GR posing a direct contest to the theory. Fig. 1 shows how pulsar tests fit into the relativistic regime of other gravity tests past and present. In Fig. 2 (left panel) from Ref. 4 the expected signature of the black hole quadrupole moment in pulsar timing residuals for a putative pulsar closely orbiting Sgr A* is displayed. Ref. 7 have shown that by combining measurements of the black hole spin from stellar astrometry, pulsar timing and interferometric imaging of the black hole shadow, an unbiased and quantitative test of the no-hair theorem is possible (Fig. 2 right panel).

2. Galactic Centre pulsar searches

Over the last couple of decades a number of searches of the inner tens of parsecs have taken place. In 2013, the Galactic Centre (GC) pulsar population was

\[ \text{Here we define the GC pulsar population as those with pulses detected in radio at a projected offset of less than } 0.5^\circ (\sim 73 \text{ pc}) \text{ from Sgr A*}. \]
brought to a total of six with the detection of PSR J1745−2900, first through its gamma ray emission\cite{13,14} and then finally in radio\cite{15,16}.

As radio telescope hardware and analysis techniques are improved, GC pulsar searches are carving out additional areas of parameter space neglected by previous searches. An example is the progression to higher than “normal” pulsar observing frequencies ($f_{\text{obs}} \gg 10\,\text{GHz}$) where the deleterious effects of interstellar dispersion and scattering (effects that are at their highest in GC) are reduced. Unfortunately, improvements in sensitivity by choosing higher frequencies are limited by the steep spectrum of pulsar emission, where detection signal-to-noise ratio $S/N$ is typically $\propto f_{\text{obs}}^{-1.7}$. This is one case where competing selection effects affect the performance of GC pulsar searches (Table 1). In general, higher observing frequencies and longer integration lengths $T_{\text{obs}}$ (given the large distance of the GC) are more favourable, however this predisposes searches to flatter spectrum isolated pulsars. Binary pulsar searches can become computationally prohibitive above certain $T_{\text{obs}}$ where even single parameter acceleration search computations $C_a$ scale with $T_{\text{obs}}^3$.

3. BlackHoleCam pulsar work

BlackHoleCam\cite{18}, and members of the Event Horizon Telescope (EHT) Consortium, aim to tackle these observational constraints by using the largest and most sensitive telescopes operating at millimetre wavelengths which form elements of the EHT telescope. Because both EHT VLBI imaging and pulsar observations can utilise the same raw data product from each array element, EHT VLBI and pulsar observations can be commensal.
Table 1. Competing observational selection effects for GC radio pulsar searches. Pulse broadening effects, such as dispersion smearing $\tau_{\text{ch}}$, scatter broadening $\tau_s$ and acceleration broadening $\tau_a$, add in quadrature to the intrinsic pulse width $W$ making $W_{\text{eff}}$, which scales with the detection signal-to-noise ratio as $S/N \propto \sqrt{(P - W_{\text{eff}})/W_{\text{eff}}}$ where $P$ is the spin period. ✓ indicates favourable observational configurations while ✗ are unfavourable.

<table>
<thead>
<tr>
<th>Observing frequency related</th>
<th>Higher $f_{\text{obs}}$</th>
<th>Lower $f_{\text{obs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-channel pulse dispersion smearing ($\tau_{\text{ch}} \propto f_{\text{obs}}^{-3}$)</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Pulse scattering broadening ($\tau_s \propto f_{\text{obs}}^{-0.8}$)</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Intense GC background continuum emission $^{17}$ ($S/N \propto f_{\text{obs}}^{-0.8}$)</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Pulsar spectra ($S/N \propto f_{\text{obs}}^{-1.7}$)</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Integration length related</td>
<td>Longer $T_{\text{obs}}$</td>
<td>Shorter $T_{\text{obs}}$</td>
</tr>
<tr>
<td>GC distance ($S/N \propto \sqrt{T_{\text{obs}}}$)</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Pulse broadening from acceleration ($\tau_a \propto T_{\text{obs}}^2$)</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Pulse broadening from jerk ($\tau_j \propto T_{\text{obs}}^{3.5}$)</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Computational operations for acceleration search ($C_a \propto T_{\text{obs}}^{3.5}$)</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

Thus far, pulsar search efforts have concentrated on analysing data from the single most sensitive element of the EHT: “fully phased” ALMA. In the future we can envisage using a phased array of the largest components of the EHT to further increase sensitivity or to mitigate site specific interference contamination.
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We study the gravitational lensing by a Kerr-Sen black hole spacetime which arises as a solution to the low-energy effective field theory for four-dimensional heterotic string theory. A closed form expression of the deflection angle of light rays lensed by the Kerr-Sen black hole is derived as a function of impact parameter, spin and charge in the equatorial plane of the black hole. It is observed that charge parameter behaves differently from the spin parameter for the photons in direct and retrograde orbits around the black hole. The deflection angle becomes larger in strong field limit with an increment in the value of charge parameter and it is observed that this effect is more perceptible in case of the direct orbits as compared to the retro orbits. The results obtained are also compared with the corresponding cases of well known Kerr black hole in general relativity (GR).
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1. Introduction

One of the consequences of Einstein’s general relativity (GR) is that the light rays passing a massive body are deflected by the virtue of gravity and the resulting phenomenon is known as Gravitational lensing (GL), as first observed by Eddington during the solar eclipse of 1919. The GL, theory and observations, is one of the most important areas in modern astronomy and it also provides a clean and unique probe of the dark matter at all the distance scales since it is independent of the nature and physical state of the lensing mass.

The main objective of the present work is to study the GL by a Kerr-Sen BH in equatorial plane to have exact closed-form solutions for the deflection angle of light such that both the strong and weak field limits are satisfied.

In the next section, structure of KSBH spacetime is discussed along with the first integrals of geodesic equations for null geodesics. The critical parameters for obtaining the exact deflection angles are then calculated in section 3. The closed-form expression for the deflection angle as a function of impact parameter and BH spin is derived in section 4. Finally, the results are summarised in last section.
2. Kerr-Sen BH Spacetime

The Einstein metric for KSBH,

\[
\begin{align*}
    ds^2 &= -\left(\frac{\Delta - a^2 \sin^2 \theta}{\Sigma}\right) dt^2 + \frac{\Sigma}{\Delta} dr^2 - \frac{4\mu a r \cosh^2 \alpha \sin^2 \theta}{\Sigma} dt d\phi + \Sigma d\theta^2 \\
    &\quad + \frac{\Xi \sin^2 \theta}{\Sigma} d\phi^2,
\end{align*}
\]

where the metric functions are described as, \( \Delta = r^2 - 2\mu r + a^2 \), \( \Sigma = r^2 + a^2 \cos^2 \theta + 2\mu r \sinh^2 \alpha \), and \( \Xi = \left( r^2 + 2\mu r \sin^2 \alpha + a^2 \right)^2 - a^2 \Delta \sin^2 \theta \). The parameters \( \mu \), \( \alpha \) and \( a \) are related to the physical mass \( M \), charge \( Q \) and angular momentum \( J \) as follows,

\[
    M = \frac{\mu}{2} (1 + \cosh 2\alpha), \quad Q = \frac{\mu}{\sqrt{2}} \sinh^2 2\alpha, \quad J = \frac{a\mu}{2} (1 + \cosh 2\alpha).
\]

For a nonextremal BH, there exist two horizons, determined by \( \Delta(r) = 0 \) as,

\[
    r_{\pm} = M - \frac{Q^2}{2M} \pm \sqrt{\left(M - \frac{Q^2}{2M}\right)^2 - a^2},
\]

where \( r_+ \) and \( r_- \) represent the outer and the inner horizons of the BH respectively.

2.1. First Integrals of Geodesic Equations

The first integral of radial and latitudinal coordinates (i.e. \( r \) and \( \phi \)) for null geodesics\(^{13}\) can be obtained as,

\[
    \dot{r}^2 = L^2 \left( \frac{1}{b^2} + \frac{a^2}{b^2 r (r + x)} + \frac{2Ma^2}{b^2 r (r + x)^2} - \frac{4Ma}{b_s r (r + x)^2} - \frac{1}{r (r + x)} + \frac{2M}{r (r + x)^2} \right),
\]

and

\[
    \dot{\phi} = \frac{L}{\Delta} \left( 1 - \frac{2M}{r + x} + \frac{2Ma E}{r + x L} \right),
\]

where \( x = Q^2/2M \) and \( M = GM_s/c^2 \) (gravitational radius) with \( M_s \) defined as the physical mass of the BH. The time derivatives in 4 and 5 are taken with respect to the coordinate time variable \( t \) defined as, \( t = c\tau \) where \( \tau \) represents the physical time with,

\[
    b_s = s \left| \frac{L}{E} \right| \equiv sb.
\]
3. Critical Parameters

Using the change of variable as \( u = 1/r \), the orbit equation can be obtained from Eq. (5) and Eq. (4) as,

\[
\left( \frac{du}{d\phi} \right)^2 = \frac{\left( a_2u^2 + (1 - xu)(1 - 2Mu) \right)^2}{(1 - 2Mu + 2Ma_2u/b_0^2)(1 - xu)} B(u),
\]

where,

\[
B(u) = \frac{(1 - xu)}{b^2} + \left( \frac{a_2}{b_0} - 1 \right) u^2 + \left( 1 - \frac{a}{b_0} \right)^2 2Mu^3.
\]

We will further consider the case of one real negative root \( u_1 \) and two real distinct positive roots \( u_2 \) and \( u_3 \) given in terms of two intermediate constants \( P \) and \( Q \) that allow one to line up the order such as, \( u_1 < u_2 < u_3 \),

\[
u_1 = \frac{P}{3} - \frac{2M}{b_0},
\]

\[
u_2 = \frac{1}{b_0},
\]

\[
u_3 = \frac{P}{3} + \frac{2M}{b_0}.
\]

By comparing the coefficients in \( B(u) \) to those in the original polynomial in Eq. (8), one can first obtain the following relationship between \( P \) and \( \{a, b, s, r_0\} \),

\[
P = r_0 \left( 1 - \frac{a}{b} \right) \left( 1 + \frac{a}{b} \right).
\]

It leads to the following relation between the critical parameters,

\[
r_{sc} = 3M \left( 1 - \frac{a}{b} \right) \left( 1 + \frac{a}{b} \right),
\]

\[
r_0 = \frac{2\Theta}{\sqrt{3}} \sqrt{\left( b^2 \left( 1 - \frac{a^2}{b^2} \right) + \frac{x^2}{3} \right)}.
\]

where,

\[
\Theta = \cos \left[ \frac{1}{3} \arccos \left\{ -\sqrt{3} \frac{54M b^2 (1 - \frac{a}{b})^2 - 9b^2 x \left( 1 - \frac{a^2}{b^2} \right) - 2x^3}{(b^2 (1 - \frac{a^2}{b^2}) + \frac{x^2}{3})^{3/2}} \right\} \right].
\]

The above relation among the distance of closest approach \( (r_0) \) and the invariant impact parameter is extremely important in Strong Deflection Limit (SDL) as well as Weak Deflection Limit (WDL) series expansions in terms of the invariant normalised quantity \( b' \). The expression also reduces to the corresponding Schwarzschild limits when charge and spin parameters are zero.

In the strong deflection limit, \( P = 3M \) and the following expressions involving the critical quantities:

\[
r_{sc} = 3M \left( 1 - \frac{a}{b} \right) \left( 1 + \frac{a}{b} \right),
\]
Fig. 1. **Left Panel:** Here solid and dashed lines represent the critical impact parameter (in mass unit) for KSBH and KBH respectively with $x = 0.5$ for KSBH; further upper portion of the plot corresponds to $b_+c$ solutions while the lower portion of the plot corresponds to the $b_-c$ solutions; **Right Panel:** Variation of critical radii in mass units with spin parameter $a$. Here $D_K$ and $D_{KS}$ depict the corresponding radii for direct orbits and $R_K$ and $R_{KS}$ depict the corresponding radii for retro orbits of KBH and KSBH respectively. Lower portion of the plot represents inner and outer horizons for KBH and KSBH.

4. Bending Angle of Light Rays

Now if one considers a light ray starting in an asymptotic region and approaching a BH, with $r_0$ as distance of its closest approach. The exact expression for the bending angle can easily be expressed in terms of elliptical integrals of third kind\footnote{The other variables in the above expression are defined as, $\Omega_+ = \frac{C^2}{u_2 - u_1}$, $k^2 = \frac{Q - P + 6M}{2Q}$, $\psi = \arcsin \sqrt{\frac{Q + 2M - P}{Q + 6M - P}}$ and $n_\pm = \frac{u_2 - u_1}{u_2 + u_1}$.}
as,

$$
\alpha = -\pi + \frac{4}{1 - \omega_s} \sqrt{\frac{r_0}{Q}} \left\{ \Omega_+ \left[ \Pi(n_+, k) - \Pi(n_+, \psi, k) \right] + \Omega_- \left[ \Pi(n_-, k) - \Pi(n_-, \psi, k) \right] \right\}. \tag{16}
$$

where $\Pi(n_+, k)$ and $\Pi(n_+, \psi, k)$ are the complete and the incomplete elliptic integrals of the third kind respectively. The argument $k^2$ is defined through the elliptic integral as usual in the range $0 \leq k^2 \leq 1$. The other variables in the above expression are defined as, $\Omega_+ = \frac{C^2}{u_2 - u_1}$, $k^2 = \frac{Q - P + 6M}{2Q}$, $\psi = \arcsin \sqrt{\frac{Q + 2M - P}{Q + 6M - P}}$ and $n_\pm = \frac{u_2 - u_1}{u_2 + u_1}$. \[^5]\]
Fig. 2. Exact deflection angle as a function of normalised impact parameter with spin parameter value $a = 0.5$. Left section of the above plots where $b' \to 0$ corresponds to the strong deflection limit while the right section where $b' \to 1$ corresponds to weak deflection limit.

5. Summary and Conclusions

We have studied the GL for a KSBH in its equatorial plane and derived an exact expression for the bending angle of light. The effect of frame-drugging on the bending angle of photons in such cases has previously been discussed for KBH\(^5\). The additional charge parameter behaves similar to the spin parameter for direct orbiting photons but oppositely for retrograde orbiting photons as the bending angle increases in either case on increasing the numerical value of the charge parameter. Though this increment is still much larger for direct orbiting photons. This difference in the bending angle can clearly be visible through the shifts of the corresponding relativistic images. In order to study this shift in relativistic images, one needs to study the series expansion of the bending angle in weak as well as strong deflection limits. Hence, as a further work we will derive the series expansion of the above obtained bending angle formulas in both the strong and weak field limits. This will allow an easier comparison with similar results obtained for other BH types.
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Number counts observations available with new surveys such as the Euclid mission will be an important source of information about the metric of the Universe. We compute the low red-shift expansion for the density contrast using an exact spherically symmetric solution in presence of a cosmological constant. At low red-shift the expansion is more precise than linear perturbation theory prediction. We then use the local expansion to reconstruct the metric from the monopole of the density contrast. We test the inversion method using numerical calculations and find a good agreement within the regime of validity of the red-shift expansion. The method could be applied to observational data to reconstruct the metric of the local Universe with a level of precision higher than the one achievable using perturbation theory.
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1. Introduction

The standard cosmological model is based on the assumption that the Universe is homogeneous and isotropic on sufficiently large scales, and is confirmed by different observations such as for example the cosmic microwave background (CMB) radiation\textsuperscript{1} or of galaxy catalogues. However the presence of structure at smaller scales can affect local observations as it was shown in Ref. 2, and it is therefore important to understand its consequences. The effects of inhomogeneities on cosmological observables have been studied in different cases, such as dark energy, the luminosity distance\textsuperscript{3–5} or the expansion scalar.\textsuperscript{6} These effects are due to the fact that spatial inhomogeneities change the energy of photons, modifying the cosmological red-shift due to the Universe expansion. As a consequence some errors are produced in the estimation of parameters based on homogeneous cosmological models.

One important source of information about the Universe are galaxy catalogues since they allow to map the local density field. Since we can only measure the redshift of astrophysical objects for which other distance measurement methods such as stellar parallax cannot be applied, it is important to take into account the effects of these inhomogeneities on the metric in order to compute self-consistently the density in red-shift space. This is particularly important when trying to determine the metric of the Universe.
2. Modeling the local Universe

In order to model the monopole component of the local structure we use the LTB solution\textsuperscript{7–11}

\[ ds^2 = -dt^2 + \frac{R'(t,r)^2}{1 + 2E(r)}dr^2 + R(t,r)^2d\Omega^2, \quad (1) \]

where \( E(r) \) is an arbitrary function of \( r \), and \( R'(t,r) = \partial_t R(t,r) \). The analytical solution of Einstein’s equations can be derived\textsuperscript{12,13} if we introduce a new function \( k(r) \), and a new coordinate \( \eta = \eta(t,r) \) given by

\[ \frac{\partial \eta}{\partial t} \bigg|_r = \frac{r}{R} = \frac{1}{a}, \quad k(r) = -\frac{2E(r)}{r^2}. \quad (2) \]

The Einstein equations imply

\[ \left( \frac{\partial a}{\partial \eta} \right)^2 = -k(r)a^2 + \frac{\rho_0(r)}{3}a + \frac{\Lambda}{3}a^4, \quad (3) \]

where \( \rho_0(r) \) is an arbitrary function of \( r \), and we adopt a system of units in which \( c = 8\pi G = 1 \). Without any loss of generality we adopt the coordinate system in which \( \rho_0(r) \) is a constant, which is known as the FLRW gauge. The solution to the above equation can be written in the form\textsuperscript{14}

\[ a(\eta, r) = \frac{\rho_0}{k(r) + 3\wp(\wp^{-1}; g_2(r), g_3(r))}. \quad (4) \]

where \( \wp(x; g_2, g_3) \) is the Weierstrass elliptic function and

\[ g_2(r) = \frac{4}{3}\wp(r)^2, \quad g_3(r) = \frac{4}{27}(2k(r)^3 - \Lambda\rho_0^2). \quad (5) \]

The relation between \( t \) and \( \eta \) can be found by integrating Eq. (2) and is given by\textsuperscript{6}

\[ t(\eta, r) = \frac{2\rho_0}{3\wp'} \left[ \ln \left( \frac{\wp \left( \frac{\eta}{\eta} - \wp^{-1} \left( -\frac{k(r)}{3} \right) \right)}{\wp \left( \frac{\eta}{\eta} + \wp^{-1} \left( -\frac{k(r)}{3} \right) \right)} \right) + \eta\zeta \left( \wp^{-1} \left( -\frac{k(r)}{3} \right) \right) \right]. \]

The radial null geodesic equations take the form\textsuperscript{15}

\[ \frac{d\eta}{dz} = -\frac{\partial_t t(\eta, r) + G(\eta, r)}{(1 + z)\partial_\eta G(\eta, r)}, \quad \frac{dr}{dz} = \frac{a(\eta, r)}{(1 + z)\partial_\eta G(\eta, r)}, \quad (6) \]

where

\[ G(\eta, r) = \frac{R'(t(\eta, r), r)}{\sqrt{1 - k(r)r^2}}. \]

The density profile is given by

\[ \rho(\eta, r) = \rho(t(\eta, r), r) = \frac{\rho_0}{a(\eta, r)^2R'(t(\eta, r), r)}. \quad (7) \]
The background density of the universe is given by the sub-horizon volume average of \( \rho \) on constant time slices
\[
\overline{\rho}(t) = \frac{\int_V \rho(t, r) dV}{\int_V dV} = \frac{\int_{r_{Hor}(t)}^{r_{Hor}(t)} \rho(t, r) R(t, r)^2 R'(t, r) \frac{1}{\sqrt{1 - k(r)r^2}} dr}{\int_{r_{Hor}(t)}^{r_{Hor}(t)} R(t, r)^2 R'(t, r) \frac{1}{\sqrt{1 - k(r)r^2}} dr},
\]
where the upper limit of the integrals \( r_{Hor}(t) \) is the comoving horizon as a function of time, and determines the region of space causally connected with the central observer at time \( t \). We can then evaluate \( \overline{\rho}(t) \) at the time \( t(z) \) corresponding to a given redshift \( z \), i.e. the time along null radial geodesics, and define the background value of \( \rho \) at redshift \( z \) as \( \overline{\rho}(z) \equiv \overline{\rho}(t(z)) \). We can then define the density contrast
\[
\delta(z) = \frac{\rho(z)}{\overline{\rho}(z)} - 1.
\]
If the size of the local inhomogeneity is sufficiently smaller than the volume over which the integral in Eq. (8) is performed then \( \overline{\rho} \) will get most of its contribution from the asymptotically homogeneous region and the average density will be well approximated by the asymptotic density
\[
\overline{\rho}(z) = 3(H_0^2 \Omega_M^b (1 + z)^3; \ H_0^b = \overline{H}(0), \ \Omega_M^b = \frac{\overline{\rho}(0)}{3(H_0^b)^2},
\]
where the upper-script \(^b\) stands for background and \( H \) is the expansion scalar \( H(t, r) \).

3. Reconstruction of the local metric
In order to reconstruct the metric of the local universe from the density contrast we expand the curvature function \( k(r) \) as
\[
k(r) = k_0 + k_1 r + k_2 r^2 + \cdots.
\]
We also expand the solution of the geodesic equations according to
\[
r(z) = r_1 z + r_2 z^2 + r_3 z^3 + \cdots, \ \eta(z) = \eta_0 + \eta_1 z + \eta_2 z^2 + \cdots.
\]
We expand \( t(\eta, r) \) as
\[
t(\eta, r) = t_0(r) + a(\eta_0, r)(\eta - \eta_0) + \frac{1}{2} \partial_\eta a(\eta_0, r)(\eta - \eta_0)^2 + \cdots,
\]
where \( t_0(r) \equiv t(\eta_0, r) \). We now define the dimensionless parameters \( K_n \equiv k_n/(a_0 H_0)^{(n+2)} \) and applying the chain rule to \( t'_0(0) \) and \( t''_0(0) \) we find
\[
t'_0(0) = \frac{\partial t_0(r)}{\partial k} \frac{\partial k}{\partial r}|_{r=0} = a_0 \alpha K_1, \ \ t''_0(0) = a_0(a_0 H_0)(\beta K_1^2 + 2\alpha K_2),
\]
where \( \alpha \) and \( \beta \) are dimensionless parameters.
We will consider the case in which $k_0 = 0$, which is enough to understand qualitatively the effects of the inhomogeneity, since this term corresponds to the homogeneous component of the curvature function $k(r)$. Expanding the density contrast up to second order we find

$$
\delta(z) = \delta_0 + \delta_1 z + \delta_2 z^2,
$$

(15)

$$
\delta_0 = \left( \frac{H_0}{H_b} \right)^2 \left( \frac{\Omega_M}{\Omega^b_M} - 1 \right),
$$

(16)

$$
\delta_1 = \left( \frac{H_0}{H_b} \right)^2 \frac{4K_1 (3\alpha\Omega_M + 1)}{3\Omega^b_M},
$$

(17)

$$
\delta_2 = -\left( \frac{H_0}{H_b} \right)^2 \frac{1}{36\Omega_M \Omega^b_M} \left[ 18K_1 \Omega_M \Omega^2_M (3\alpha\Omega_M + 2) 
+ K_1 \left\{ \Omega_M \left( -18 (25\alpha^2 - 4\alpha + 5\beta) \Omega^2_M + 81\alpha^2\Omega^3_M - 300\alpha\Omega_M - 40 \right) 
+ 20 (\Omega_M - \zeta_0) \right\} - 60K_2 \Omega_M \Omega^3_M (3\alpha\Omega_M + 1) \right].
$$

(18)

From these equations we can finally obtain

$$
k(r) \approx K_1 (a_0 H_0)^3 r + K_2 (a_0 H_0)^4 r^2,
$$

(19)

$$
K_1 = \left( \frac{H_b}{H_0} \right)^2 \frac{3\Omega^b_M \delta_1}{4 (3\alpha\Omega_M + 1)},
$$

(20)

$$
K_2 = \left( \frac{H_b}{H_0} \right)^4 \frac{3\Omega^b_M}{320\Omega_M \Omega^b_M (3\alpha\Omega_M + 1)^3} \left[ 8\Omega_M \Omega^3_M (3\alpha\Omega_M + 1) \left\{ 9\alpha \delta_1 \Omega^3_M 
+ 6 (4\alpha \delta_2 + \delta_1) \Omega_M + 8 \delta_2 \right\} + \delta_1^2 \Omega^2_M \left( \frac{H_0}{H_b} \right)^2 \Omega_M \left( -18 (25\alpha^2 - 4\alpha 
+ 5\beta) \Omega^2_M + 81\alpha^2\Omega^3_M - 300\alpha\Omega_M - 40 \right) 
+ 20 (\Omega_M - \zeta_0) \right\} \right].
$$

(21)

In the above equations we have introduced the parameters $a_0$, $H_0$, $\Omega_M$, $\Omega_\Lambda$, $T_0$ and $\zeta_0$ according to their corresponding definitions given in Refs. 14, 6.

4. Testing the accuracy of the method

In order to test the formulae we have derived we chose models defined by the spatial curvature function $k(r)$ according to

$$
k(r) = \pm (a_0 H_0)^2 \frac{2a_0 H_0 r}{5} \left[ 1 - \tanh \left( 2a_0 H_0 r \right) \right].
$$

(22)

We also compare our formula for the density contrast with the linear perturbation theory prediction that around a flat homogeneous background

$$
\delta(z) \approx -3\delta \left( \Omega^b_M \right)^{-0.55}.
$$

(23)
5. Conclusions

We have derived the low-redshift expansion for the monopole of the density contrast. At low red-shift the formula is in good agreement with numerical solutions and
is more accurate than the linear perturbation theory approximation. Using this formula we have then developed a new analytical inversion method to reconstruct the metric from the monopole of the density contrast. The inversion method could be applied to low red-shift observational data to determine the metric with a level of precision higher than the one achievable using perturbation theory.

For a full reconstruction of the metric beyond the monopole contribution other solutions of the Einstein equations could be used for the analytical approach, in order to accommodate more complex geometries. For a general numerical inversion able to reconstruct any type of metric more sophisticated methods in numerical relativity will be required.
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1. Introduction

Since the 1919 eclipse expeditions, whose centennial will be celebrated in the year following this Marcel Grossmann Meeting, gravitational lensing has provided important precision tests of the Lorentzian metric spacetimes of general relativity. This raises the question of how modified theories with non-metric spacetime structures may be probed by gravitational lensing.

The answer to this question requires, of course, knowledge of the gravitational theory of such non-metric spacetime kinematics, and the standard approach is to start by stipulating some modification of the Einstein-Hilbert action as the gravitational dynamics. However, recent work in geometrodynamics (cf. Refs. 1, 2) has shown that predictive gravitational dynamics can, in fact, be derived from the underlying spacetime kinematics, such that the theory is predictive by construction. Hence, this new approach is called constructive gravity, and session AT5 of this meeting is dedicated to it.

Here, we describe the first concrete example of how constructive gravity can be employed to derive a prediction for gravitational lensing in a non-metric spacetime. Specifically, we consider area metric geometry for which a perturbative Schwarzschild-like solution has been obtained, and find a deviation from the standard metric Etherington distance duality relation. This proceedings paper is based on Ref. 3 and references therein.

2. Geometrical background

2.1. General kinematics

We begin by discussing general spacetime kinematics and the notion of predictivity, following Ref. 4. Consider a smooth 4-dimensional manifold $M$ endowed with smooth tensor fields $G$ and $F$, which we refer to as geometry and its test matter,
respectively, governed by a general linear field PDE,
\[ \sum_{d=1}^{k} D^{\bar{\mu}_1 \cdots \bar{\mu}_k}_\lambda (G) \frac{\partial}{\partial x^{\bar{\mu}_1}} \cdots \frac{\partial}{\partial x^{\bar{\mu}_d}} F_{\bar{\mu}}^\lambda (x) = 0, \]
\[ (1) \]
where \( \nu_i \in \{0, \ldots, 3\} \) denote general spacetime coordinates, \( \bar{\mu} \) multi-indices of test matter fields components, and \( i \in \{1, \ldots, d\}, \ d \in \{1, \ldots, k\} \) partial derivative order where \( k \) is highest. Now, causal properties of Eq. (1) are governed by its principal polynomial, which emerges from the eikonal approximation: letting
\[ F_{\bar{\mu}}(x, \epsilon) = e^{i S(x)/\epsilon} \sum_{j=0}^{\infty} F_{\bar{\mu}j}(x) \epsilon^j, \]
\[ \epsilon \to 0, \]
where \( S \) is the eikonal (phase) function, then from (1),
\[ e^{i S(x)/\epsilon} \left( \frac{i}{\epsilon} \right)^k \left[ D^{\bar{\mu}_1 \cdots \bar{\mu}_k}_\lambda (x) \frac{\partial S}{\partial x^{\bar{\mu}_1}} \cdots \frac{\partial S}{\partial x^{\bar{\mu}_k}} \right] F_{\bar{\mu}0}(x) + \text{lower terms in } \frac{1}{\epsilon} = 0, \]
whence the first term stemming from the highest derivative order remains in the limit, and for this equation to have non-trivial solutions, the determinant of the square bracketed term needs to vanish. This yields the principal polynomial of Eq. (1) \( P : T^* M \to \mathbb{R} \), reducing repeated powers,
\[ P(x, p) = w_G \det \left[ D^{\bar{\mu}_1 \cdots \bar{\mu}_k}_\lambda (x) p_{\bar{\mu}_1} \cdots p_{\bar{\mu}_k} \right] = P_{\nu}^{\nu_1 \cdots \nu_k} p_{\nu_1} \cdots p_{\nu_k}, \]
\[ (2) \]
where \( P_{\nu}^{\nu_1 \cdots \nu_k} \) is the totally symmetric principal polynomial tensor, and \( w_G \) some appropriate weight function to render \( P \) a scalar. Thus, the general null cone (or, null dispersion relation) at \( x \in M \) becomes
\[ N_x = \{ p \in T^*_x M : P(x, p) = 0 \}. \]
\[ (3) \]
We are interested in causal kinematics of the generalized spacetime \( (M, G, F) \), which is determined by the Cauchy problem. Given (1) and initial data, the Cauchy problem is well-posed if there is a unique solution depending continuously on the initial data, so \( P \) is necessarily hyperbolic.

So far, we have only considered covectors, or particle momenta. However, we also need the dual vectors for particle trajectories. Now it turns out that if \( P \) is hyperbolic, then its dual polynomial \( P^\sharp : TM \to \mathbb{R} \) exists, although hyperbolicity of \( P \) does not imply hyperbolicity of \( P^\sharp \). But for predictivity in the sense of distinguishing future and past, or the sign of particle energies, \( P^\sharp \) needs to be hyperbolic as well. This is called bihyperbolicity, and is the geometric requirement for predictive kinematics.

**Example: standard Maxwell.** In \( M = \mathbb{R}^4, \ \mathcal{E}^\nu = (t, \mathbf{x}) \), consider Maxwell's equations in vacuum, in suitable units. Then we have two constraint equations
\[ \nabla \cdot \mathbf{E} = 0, \ \nabla \cdot \mathbf{B} = 0, \]
and two dynamical equations,
\[ \frac{\partial \mathbf{E}}{\partial t} - \nabla \times \mathbf{B} = 0, \ \frac{\partial \mathbf{B}}{\partial t} + \nabla \times \mathbf{E} = 0. \]
Introducing $F_{\bar{\mu}} = (-E, B)$, $\bar{\mu} \in \{1, \ldots, 6\}$, they can be recast as test matter field equations in the form of Eq. (1) to obtain

$$D_{\lambda}^{\mu \nu} \partial_{\lambda} F_{\bar{\mu}} = 0.$$ 

Now according to Eq. (2), the corresponding principal polynomial is computed from

$$\det [D_{\lambda}^{\mu \nu} p_\nu] = \det \begin{bmatrix} -p_0 & 0 & 0 & p_3 & -p_2 \\ 0 & -p_0 & 0 & -p_3 & p_1 \\ 0 & 0 & -p_0 & p_2 & -p_1 \\ 0 & p_3 & -p_2 & p_0 & 0 \\ -p_3 & 0 & p_1 & 0 & p_0 \\ p_2 & -p_1 & 0 & 0 & p_0 \end{bmatrix} = p_0^2(-p_0^2 + p_1^2 + p_2^2 + p_3^2)^2,$$

whence, after reducing repeated powers, we read off the principal polynomial,

$$P(x, p) = -p_0^2 + p_1^2 + p_2^2 + p_3^2 = P^{\mu \nu} p_\mu p_\nu = \eta^{\mu \nu} p_\mu p_\nu,$$

identifying the principal polynomial tensor as the inverse Minkowski metric.

### 2.2. Area metric spacetimes

We can now specialize the previous discussion to test matter defined by general linear electromagnetism, which has the Lagrangian

$$L = -\frac{1}{8} G^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma},$$

where $F_{\mu \nu} = -F_{\nu \mu}$ is the electromagnetic tensor, and $G$ is called constitutive tensor density, describing the properties of the optical medium. This is the structure defining pre-metric electromagnetism (see, e.g., Ref. 5), although in the standard Maxwell vacuum we consider $G$ to be induced by a Lorentzian spacetime metric $g$. However, more generally, $G$ is an area metric structure.

An area metric is a smooth 4th order tensor field $G$ with symmetries such that

$$G_{\mu \nu \rho \sigma} = G_{\rho \sigma \mu \nu}, \ G_{\mu \nu \rho \sigma} = -G_{\nu \mu \rho \sigma}, \ G_{\mu \nu \rho \sigma} = -G_{\mu \nu \rho \sigma},$$

and we define an area metric induced by a metric $g$ as follows,

$$(G_{g})_{\mu \nu \rho \sigma} = g_{\mu \rho} g_{\nu \sigma} - g_{\mu \sigma} g_{\nu \rho} - \sqrt{\det g} \ e_{\mu \nu \rho \sigma}.$$ 

The name stems from its area measuring property.\(^a\) Now vacuum electromagnetism on an area metric background can be described like Eq. (4) with $F$ subject to

$$L = -\frac{1}{8} G^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma} \quad \text{with} \quad G^{\mu \nu \rho \sigma} = \omega G^{\mu \nu \rho \sigma}, \quad (5)$$

\(^a\)To see this, consider two vectors $X, Y$ and a Riemannian metric $g$, then

$$G_g(X, Y, X, Y) = (X \cdot X)(Y \cdot Y) - (X \cdot Y)^2 = |X|^2 |Y|^2 \sin^2 \angle(X, Y) = |X \wedge Y|^2,$$

that is, the squared area spanned by $X, Y$.\(\triangleleft\)
where $\omega_G^{-1} = \frac{1}{4!} \epsilon_{\mu\nu\rho\sigma} G^{\mu\nu\rho\sigma}$. Thus, an area metric spacetime with predictive kinematics in the sense of Sec. 2.1 can be defined as the triple $(M, G, F)$ with a corresponding bihyperbolic principal polynomial $P$.

3. Gravitational lensing

3.1. Light propagation

Let us now proceed to study light propagation on such an area metric spacetime $(M, G, F)$. As discussed in general in Sec. 2.1, we can apply the eikonal approximation to the field equations of Eq. (5) to define geometrical optics. The null cone (3) in this case is, of course, found to be quartic (deg $P = 4$),

$$P(x, p) = P(G)^{\alpha\beta\gamma\delta} p_\alpha p_\beta p_\gamma p_\delta = 0,$$

with the principal polynomial tensor constructed from the area metric $G$. It is clear, then, that light rays in such a spacetime are, in general, subject to birefringence. However, since observationally any such effect would necessarily be very small, we shall from now on investigate a perturbation about an effective Minkowski spacetime. Then the (inverse) area metric is given by

$$G^{\mu\nu\rho\sigma} = \eta^{\mu\rho} \eta^{\nu\sigma} - \eta^{\mu\sigma} \eta^{\nu\rho} - \epsilon^{\mu\nu\rho\sigma} + H^{\mu\nu\rho\sigma},$$

where $H$ is small. In this case, the principal polynomial tensor and its dual are found to be merely quadratic,

$$P^\mu_\nu = \eta^{\mu\nu} + H^\mu_\nu, \quad P^\sharp_\mu_\nu = \eta^{\mu\nu} - H^\mu_\nu,$$

where $H^\mu_\nu = \frac{1}{4} H^{\alpha\beta\gamma\delta} \eta_{\alpha\beta} - \frac{1}{4!} \epsilon^{\alpha\beta\gamma\delta} H^{\alpha\beta\gamma\delta} \eta^{\mu\nu}$. Hence, there is an effective Lorentzian metric $P^\sharp_\mu_\nu$ for light rays, and standard ray optical arguments for light rays apply. This fact, however, does not eliminate effects of the non-metricity of this spacetimes entirely: one result important for our later discussion is that energy-momentum conservation (for the general case, cf. Ref. 6) implies that the photon current $N^\mu$ obeys the conservation law

$$(\omega_G N^\mu)_;\mu = 0,$$

which corresponds to the well-known result for metric spacetimes (see, e.g., Eq. (3.26) of Ref. 7), except that the volume measure here, $\omega_G$, is area metrical.

3.2. Linearized gravity

Having established our non-metric spacetime kinematics, we need gravitational dynamics next in order to obtain a concrete prediction for light propagation. But rather than stipulating a modification of general relativity, constructive gravity can be employed to derive it.

This geometrodynamical technique originates in Ref. 8, which treats the Lorentzian metric case, but has been extended recently to any tensorial background.
Briefly, the idea is that a bihyperbolic spacetime kinematics yields a generalized ADM split with lapse and shift, defining a hypersurface deformation algebra. Recognizing that kinematical deformation and dynamical evolution coincide, the constraint algebra with supermomentum and superhamiltonian can be determined, resulting eventually in a PDE system for the gravitational Lagrangian.

The gravitational dynamics for area metric kinematics can, so far, be derived perturbatively. The solution for a point mass $M$, that is, the linearized area metric Schwarzschild, is

$$G^{0a0b} \equiv -\gamma^{ab} + H^{0a0b} = -\gamma^{ab} + (2A - \frac{1}{2}U + \frac{1}{4}V)\gamma^{ab},$$

$$G^{0bcd} \equiv \epsilon^{bcd} + H^{0bcd} = \epsilon^{bcd} + (\frac{3}{4}U - \frac{3}{4}V - A)\epsilon^{bcd},$$

$$G^{abcd} \equiv \gamma^{ac}\gamma^{bd} - \gamma^{ad}\gamma^{bc} + H^{abcd} = (1 + 2U - V)(\gamma^{ac}\gamma^{bd} - \gamma^{ad}\gamma^{bc}),$$

with Euclidean metric $\gamma^{ab}$, Euclidean distance $r$ of the unperturbed background, Levi-Civita symbol $\epsilon^{abc}$, and scalar perturbations

$$A = -\frac{M}{8\pi r^2}(\kappa - \lambda e^{-\mu r}),$$

$$U = -\frac{M}{4\pi r^2} \eta e^{-\mu r},$$

$$V = \frac{M}{4\pi r^2}(\kappa - \tau e^{-\mu r}),$$

where $\eta, \kappa, \lambda, \mu, \tau$ are constants.

### 3.3. Modified Etherington relation

Finally, we are ready to study light propagation in this non-metric spacetime under the influence of gravity. One fundamental kinematical property of any Lorentzian metric spacetime is the Etherington distance duality relation, originally derived in Ref. 9, which connects the luminosity distance, angular diameter distance and redshift. Thus, we naturally expect this relation to be broken for a non-metric spacetime, such as our area metric spacetime, possibly even in a way such that the result is no longer merely kinematical but dynamical, that is, dependent on the gravity theory. This turns out to be the case here, as we shall see in the following.

First of all, recall from Sec. 3.1 that, at leading order in geometrical optics, area metric light propagation is essentially metric, so the standard ray optical derivation of the Etherington relation (e.g., Ref. 7, ch. 3) largely applies, yielding

$$D_L = \frac{(1+z)^2DA}{\sqrt{1+\Delta}},$$

where $D_L$, $D_A$, $z$ are luminosity distance, angular diameter distance and redshift, respectively, as usual, and $\Delta$ is the photon excess fraction in a ray bundle domain $\mathcal{D}$ from the light source to the observer obeying

$$\Delta \cdot N = \int_{\mathcal{D}} d^4x \sqrt{-\det P^\sharp} N^\mu_{\mu},$$

where the covariant derivative is with respect to metric $P^\sharp$ of (6), $N$ is the photon number and $N^\mu$ the photon current, as before. In standard metric theory, photon conservation implies the vanishing of $N^\mu_{\mu}$ in Eq. (9) whence $\Delta = 0$ in Eq. (8), and
we recover the standard Etherington relation. However, in the area metric case, although conservation law (7) applies, the $N^{\mu \nu} \gamma_{\mu}$ does not vanish whence $\Delta \neq 0$, and we find a modification of the Etherington relation. Concretely, for linearized area metric Schwarzschild of Sec. 3.2, Yukawa-type corrections emerge,

$$D_L = (1 + z)^2 D_A \left( 1 + \frac{3\kappa M}{8\pi} \left( \frac{e^{-\mu r_s}}{r_s} - \frac{e^{-\mu r_o}}{r_o} \right) \right),$$

with Euclidean distances $r_o, r_s$ between the mass $M$ and the observer and light source, respectively. Thus, although at the optical geometry (and hence image positions and time delays) is the same as for metric Schwarzschild at leading order in $M$, the area metric volume measure implies a difference in the image magnification.

4. Concluding remarks

The constructive gravity approach allows the derivation of predictive gravitational dynamics from bi-hyperbolic kinematics. This enables the study of spacetimes beyond metric geometry without additional assumptions about the modified gravity theory. Thus, qualitatively new gravitational lensing effects due to non-metricities can be derived to provide possible observational tests. The first concrete example of this was described here, resulting in a modified Etherington relation for the linearized area metric Schwarzschild spacetime. The interested reader is also referred to session AT5 Constructive Gravity of this Marcel Grossmann Meeting.
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We reconstruct early-universe GW conditions, before the onset of inflation. The idea is as follows. e-Fold expansion of the universe due to inflation is of the order of $10^{26}$. Hence, the goal is to produce relic gravitational waves with a device having a signal with frequencies around $10^{10}$ Hz, which is in line with today’s theoretical GW frequencies of $10^{16}$ Hz for relic big-bang GW detected in the present era. Measuring $10^{10}$ Hz in a laboratory would be a proof of the calculated e-fold value of, say, 60.

Keywords: Tokamak Physics, Plasma Confinement Time, GW Amplitude, Drift Current.

1. Introduction

The main justification of our work is that we could, with due diligence, reconstruct GW radiation from the start of inflationary physics. First, there is the question of what sort of polarization would be produced in initial processes. Second, if we were able to produce $10^{10}$ Hz gravitational waves via our laboratory arrangements and if we were later able to confirm, say, the existence of $10^{-16}$ Hz GW frequencies via LISA in the present era, this would be a stunning proof of the big-bang hypothesis. So, we summarize what this inquiry may answer.

(1) Determination of the fidelity of the e-fold value of 60 in the big bang.
(2) Determination if a drop of say $10^{-2}$ in strain value, $h$, for GW, from the initial configuration of the big bang, to our present era, is supportable.
(3) Unknown initial GW polarization from the start of the big bang. Knowing (1) and (2), we could at least say which GW polarization states may be permitted.

2. Comparison with Grishchuk and Sazhin Results

Russian physicists obtained the amplitude of a Gravitational wave (GW) in a plasma as $A = h \sim \frac{1}{2} \cdot E^2 \cdot \lambda_{GW}$. Note that a simple model of how to provide a current, $I$, in the Toroid is provided by a transformer core using the simple Ohm’s Law derivation referred to in the first part of the text. Here, $E$ is the electric field whereas $\lambda_{GW}$ is the gravitational wavelength for GW generated by the tokamak in our model. In the original Grishchuk model, we would have very small strain values, which requires the following relationship between GW wavelength and resultant frequency. Note, $\omega_{GW} \sim 10^6$ Hz $\Rightarrow \lambda_{GW} \sim 300$ m, so we will be assuming $\omega_{GW} \sim 10^9$ Hz $\Rightarrow \lambda_{GW} \sim 0.3$ m as a baseline measurement for GW detection above the tokamak.
Furthermore,
\[ A \sim h \sim \frac{G \cdot W_E \cdot V}{c^4 \cdot \bar{a}} \]  
(1)
where \( W_E \) is the energy density, \( V \) is the volume, and \( \bar{a} \) is the toroid’s inner radius.

Equation (1) is due to the two-part strain’s first term, with the strain’s second term significantly larger than the first term and due to ignition of the tokamak plasma. The strain’s first term is largely due to Grishchuk and Sazhin’s calculations.\(^1\) The plasma-fusion contribution is due to nonequilibrium contributions to plasma ignition, which we will elaborate. Note that the first term in the strain derivation is due to the electric field within the toroid, not Plasma fusion, and we will first of all discuss how to obtain the requisite strain for the electric-field contribution to the current inside a tokamak via Ohm’s Law.

3. Derivation of Strain Generated by an Electric Field

We examine the would-be electric field, contributing to small strain values similar in part to Ohm’s Law. A generalized Ohm’s Law ties in well.

\[ J = \sigma \cdot E \]  
(2)

To obtain an electric field detectable by 3DSR,\(^4,5\) we use generalized Ohm’s Law (see Ref. 3, p. 146), where \( E \) and \( B \) are electric and magnetic fields, and \( v \) is velocity.

\[ E = \sigma^{-1} J - v \times B \]  
(3)

The term \( v \times B \) in Eq. (3) deserves special commentary. If \( v \) is perpendicular to \( B \), as occurs in a simple equilibrium case, then of course, Eq. (3) would be, simply put, Ohm’s Law, and spatial equilibrium averaging would then lead to

\[ E = \sigma^{-1} J - v \times B \rightarrow_{v \text{ perpendicular to } B} E = \sigma^{-1} J. \]  
(4)

What saves the contribution of Plasma burning as a contributing factor to the tokamak generation of GW, with far larger strain values, is that the ion velocity in the plasma is not perpendicular to \( B \) in the beginning of tokamak generation. It is, fortunately for us, a nonequilibrium initial process, with thermal irregularities leading to both terms in Eq. (3) contributing to the electric field values. We will be looking for an application for radial free-electric fields being applied (see Ref. 3, p. 120).

\[ n_j e_j \cdot (E_r + v_{j \perp} B) = -\frac{dP_j}{dr} \]  
(5)

Here, \( n_j \) is ion density of the \( j^{th} \) species, \( e_j \) is ion charge of the \( j^{th} \) species, \( E_r \) is the radial electric field, \( v_{j \perp} \) is the perpendicular velocity of the \( j^{th} \) species, \( B \) is the magnetic field, and \( P_j \) is the pressure of the \( j^{th} \) species. The results of Eq. (3) and Eq. (5) are

\[ \frac{G}{c^4} E^2 \cdot \lambda_{GW}^2 \sim \frac{G}{c^4} \cdot \left( \frac{C}{R} \right)^2 \cdot \lambda_{GW}^2 + \frac{G}{c^4} \cdot \left( \frac{J_b}{n \cdot e} + v_r \right)^2 \lambda_{GW}^2 = \text{(first)} + \text{(second)} \]  
(6)
Here, the first term is due to $\nabla \times E = 0$, and the second term is due to $E_n = \frac{dP_j}{dx_n} \cdot \frac{1}{n_j e_j} - (v \times B)_n$ with the first term generating $h \sim 10^{-38} - 10^{-30}$ in terms of GW amplitude strain 5 m above the tokamak. In contrast, the second term has a strain of $h \sim 10^{-26}$ in terms of GW amplitude above the tokamak. The article has contributions from amplitude from the first and second terms separately. The second part will be tabulated separately from the first contribution assuming a minimum temperature of $T \sim 10$ keV. 

4. GW h Strain Values When the First Term of Eq. (6) Is Used

We now look at what we can expect with the simple Ohm’s Law calculation for strain values. As it is, the effort led to unusable GW amplitude values of up to $h \sim 10^{-38} - 10^{-30}$ for GW wave amplitudes 5 m above a tokamak, and $h \sim 10^{-38} - 10^{-28}$ in the center of a tokamak. This would be the tokamak-generated GW amplitude using the first term of Eq. (6) to obtain the following value

$$h_{1st} \sim \frac{G}{c^4} \cdot E^2 \cdot \lambda_{GW}^2 \sim \frac{G}{c^4} \cdot \left(\frac{J}{\sigma}\right)^2 \cdot \lambda_{GW}^2.$$  

(7)

We summarize the results for when $\omega_{GW} \sim 10^9$ Hz $\Rightarrow \lambda_{GW} \sim 0.3$ m and with conductivity $\sigma \sim 10$ m$^2$/s and with the following provisions as to initial values. We observe is a range of tokamak values that are, even in the case of ITER (not yet built) beyond the reach of any technological detection devices in the coming decade. These results, assuming fixed conductivity values $\sigma \sim 10$ m$^2$/s as well as $\lambda_{GW} \sim 0.3$ m, are why the author expects the second term of Eq. (3) to dominate the results for the Chinese tokamak in Hefei.

$$h_{2nd} \sim \frac{G}{c^4} \cdot E^2 \cdot \lambda_{GW}^2 \sim \frac{G}{c^4} \cdot \left(\frac{J}{n e} + v_r\right)^2 \cdot \lambda_{GW}^2,$$  

(8)

or values 10000 larger than the results in ITER due to Eq. (6).

We are setting $\lambda_{GW} \sim 0.3$ m and $\sigma \sim 10$ m$^2$/s, using Eq. (6) above for GW amplitude. What makes the second term of Eq. (4) mandatory is that even in the case of ITER, 5 m above the tokamak ring, the GW amplitude is $\frac{1}{10000}$ the size of any reasonable GW detection device, including the new 3DSR technology. Hence, we need to come up with a better estimate, which the second term of Eq. (6) provides.

5. Enhancing GW Strain Amplitude via a Burning Plasma Drift Current: Eq. (4)

We next examine the normal-to-surface induced electric field contribution (see Ref. 3, p. 120):

$$E_n = \frac{dP_j}{dx_n} \cdot \frac{1}{n_j e_j} - (v \times B)_n.$$  

(9)

If one has for $v_r$ as the radial velocity of ions in the tokamak from tokamak center to its radial distance, $R$, from center, and $B_\theta$ as the direction of a magnetic
field in the “face” of a Toroid containing the plasma, in the angular \( \theta \) direction from a minimal toroid radius of \( R = a \), with \( \theta = 0 \), to \( R = a + r \) with \( \theta = \pi \), one has \( v_r \) for radial drift velocity of ions in the tokamak, and \( B_\theta \) having a net approximate value of with \( B_\theta \) not perpendicular to the ion velocity, so then \(^3\)

\[(v \times B)_r \sim v_r \cdot B_\theta.\]  

(10)

Also, spatial change in pressure denoted (see Ref. 3, p. 167)

\[\frac{dP_j}{dx_n} = -B_\theta \cdot j_b.\]  

(11)

Here the drift current, using \( \xi = \frac{a}{R} \), and drift current \( j_b \) for plasma charges, is

\[j_b \sim -\xi^{\frac{1}{2}} B_\theta \cdot \lambda \cdot \left( \frac{1}{n_{\text{drift}}} \cdot \frac{dn_{\text{drift}}}{dr} \right)^2.\]  

(12)

Figure 1 introduces the role of the drift current, in terms of a tokamak.  

Then one has

\[B_\theta^2 \cdot \left( \frac{j_b}{n_j \cdot e_j} \right)^2 \sim B_\theta^2 \cdot \frac{\xi^{\frac{1}{2}}}{B_\theta^2} \cdot \left( \frac{1}{n_{\text{drift}}} \cdot \frac{dn_{\text{drift}}}{dr} \right)^2 \sim \frac{\xi^{\frac{1}{2}}}{c_j^2} \cdot \left( \frac{1}{n_{\text{drift}}} \cdot \frac{dn_{\text{drift}}}{dr} \right)^2.\]  

(13)

Now, the behavior of the numerical density of ions grows in the radial direction, so

\[n_{\text{drift}} = n_{\text{drift}}|_{\text{initial}} \cdot e^{\frac{\xi}{c_j} \cdot r}.\]  

(14)

This exponential behavior then will lead to the second term in Eq. (6) having in the center of the tokamak, for an ignition temperature of \( T \geq 10 \text{ keV} \) a value of

\[h_{2\text{nd}} \sim \frac{G}{c^4} \cdot B_\theta^2 \cdot \left( \frac{j_b}{n_j \cdot e_j} \right)^2 \cdot \lambda_{\text{GW}}^2 \sim \frac{G}{c^4} \cdot \lambda_{\text{GW}}^2 \cdot \xi^\frac{1}{2} \cdot \alpha T^2 \cdot \lambda_{\text{GW}}^2 \sim 10^{-25}.\]  

(15)

There is a critical ignition temperature\(^3\) at its lowest point of the curve having \( T \geq 30 \text{ keV} \) as an optimum value of the tokamak ignition temperature for \( n_{\text{ion}} \sim 10^{20} \text{ m}^{-3} \), with a still permissible temperature value of \( T_{\text{safe upper bound}} \approx 100 \text{ keV} \) with a value of \( n_{\text{ion}} \sim 10^{20} \text{ m}^{-3} \) (see Ref. 3, p. 11). The relationship of Eq. (16), where \( \tau_E \) is a tokamak confinement-of-plasma time of about one to three seconds.\(^3\)

Then \( n_{\text{ion}} \cdot \tau_E > 0.5 \times 10^{20} \text{ m}^{-3} \cdot \text{s} \). Also, if \( T_{\text{safe upper bound}} \approx 100 \text{ keV} \), then one could have at the tokamak center, even the Hefei-based tokamak,\(^3\,6\)

\[h_{2\text{nd}}|_{T\geq100 \text{ keV}} \sim \frac{G}{c^4} \cdot \xi^\frac{1}{2} \cdot \alpha T^2 \cdot \lambda_{\text{GW}}^2 \sim 10^{-25} \cdot 10^{-26}.\]  

(16)

This would lead to, for a GW reading 5 meter above the tokamak,\(^3\,6\)

\[h_{2\text{nd}}|_{T\geq100 \text{ keV}}|_{5 \text{ m above tokamak}} \sim \frac{G}{c^4} \cdot \xi^\frac{1}{2} \cdot \alpha T^2 \cdot \lambda_{\text{GW}}^2 \sim 10^{-25} \cdot 10^{-26}.\]  

(17)
Note that the support for up to 100 keV for temperature can yield more stability in terms of thermal plasma confinement.

6. Restating the Energy Density and Power

\[ W_E \cdot V \sim \tilde{\alpha} \cdot \lambda_{GW}^2 \cdot \frac{\xi^4 \tilde{\alpha} T_{\text{plasma}}^2}{e_j^2} \] (18)

The temperature for plasma fusion burning is between 30 and 100 keV. The corresponding power is then, for the tokamak,

\[ P_\Omega = E \cdot J \leq \frac{E}{\mu_0} \cdot \frac{B_{\phi}}{R} \] (19)

The tie in with Eq. (18) by Eq. (20) can be seen by first setting the \( E \) field as related to the \( B \) field, via \( E \) (electrostatic) \( \approx 10^{12}V \ m^{-1} \) as equivalent to a magnetic field \( B \approx 10^4 \ T \). In a one-second interval, if we use the input power as an experimentally supplied quantity, then the effective \( E \) field is

\[ E_{\text{applied}} \sim \frac{\xi^4 \tilde{\alpha} \cdot \mu_0 \cdot e_j \cdot R}{T_{\text{plasma}}} \] (20)

What is found is, that if Eq. (19) and Eq. (20) hold, then if \( Z_{\text{effective}} \sim 1.5 \), \( q_a Q_0 \sim 1.5 \), and \( \frac{B}{\mu_0} \approx 3 \), then the temperature of a tokamak, to a good approximation, would be between 30 and 100 keV (see Ref. 3, pp. 242–243). Then one has

\[ B_{\phi}^4 \sim 0.87 \cdot (T = T_{\text{plasma}}) \] (21)

Then the power for the tokamak is

\[ P_\Omega = \frac{\xi^4 \tilde{\alpha} \cdot \mu_0 \cdot e_j \cdot R}{T_{\text{plasma}}} \times \frac{T_{\text{plasma}}^2}{0.87 T_{\text{plasma}}} \] (22)

Then, \( n = 10^{-34} \) eV gravitons are produced per second, as, if \( \tilde{\alpha} = \frac{R}{\lambda} \),

\[ n \propto \frac{3 \cdot h \cdot e_j}{\mu_0 \cdot R^2 \cdot \xi^4 \cdot \tilde{\alpha} \cdot 0.87 \cdot \lambda_{g} \cdot m_g} \times \frac{T_{\text{plasma}}^4 \cdot \lambda_{g}^2}{0.87 \cdot \lambda_{g}^2 \cdot m_g} \sim \frac{1}{\lambda_{g}^2} \text{ scaling.} \] (23)

7. Conclusion

Further elaboration of this matter in the experimental detection of experimental data sets for massive gravity lies in the viability of the expression derived, namely Eq. (19). \( h \sim 10^{-27} \) for a GW detected 5 m above a tokamak represents a decrease in strain by a factor of about 100 whereas in the center of the tokamak, we would have, say, \( h_{\text{2nd}} \sim 10^{-26} \sim 10^{-27} \), a difference of two orders of magnitude. We state that our rough estimate is that we would see about the same strain values. In the initial starting point of the universe, we would have, say \( h \approx 10^{-25} \) decreasing...
to $h_{2nd} \sim 10^{-26} \ldots 10^{-27}$ today, a comparatively small change in strain amplitude. Contrast this with e-folding issues,\(^8\) wherein we would have a difference of $10^{26}$ in frequency magnitude, with $10^{10}$ Hz initially, for GW at the start of the big bang, decreasing to $10^{-16}$ Hz, due to inflation.\(^9\) If we confirm that last statement observationally, we have confirmed the e-folding prediction.\(^8\)
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A unified approach to the study of classical and quantum spin in external fields is developed. Understanding the dynamics of particles with spin and dipole moments in arbitrary gravitational, inertial and electromagnetic fields is important in astrophysics and high-energy and heavy-ion experimental physics.

Keywords: Spin, dipole moments, nonminimal interactions.

1. Projection method for spin in arbitrary external fields

One can develop a natural extension of the classic Frenkel-Thomas spin model which is based on the definition of the “magnetic” and “electric” components of the relativistic forces and moments of forces acting on a particle (hence it is natural to call this approach a projection method). Let us recall that in Maxwell’s theory, electrodynamic phenomena are described by the field strength tensor $F_{\alpha\beta}$, and the magnetic and electric fields can be introduced in a covariant way as the longitudinal and transversal projections on the velocity $U_\alpha$:

$$E_\alpha := F_{\alpha\beta}U^\beta, \quad B_\alpha := \frac{1}{2c}\eta^{\alpha\mu\nu\beta}F_{\mu\nu}U^\beta.$$ (1)

Here $\eta_{\alpha\beta\mu\nu}$ is the totally antisymmetric Levi-Civita tensor. Thereby one gets an unique representation of the electromagnetic field strength tensor in terms of its projections (electric and magnetic fields):

$$F_{\alpha\beta} = \frac{1}{c^2}(E_\alpha U_\beta - E_\beta U_\alpha + c\eta_{\alpha\beta\mu\nu}U^\mu B^\nu).$$ (2)

In the model of a classical particle with internal degrees of freedom (the generalized Frenkel-Thomas model), the motion of a test particle is characterized by the 4-velocity $U^\alpha$ and the 4-vector of spin $S^\alpha$, which satisfy the normalization $U_\alpha U^\alpha = c^2$ and the orthogonality condition $S_\alpha U^\alpha = 0$. In general, the dynamic equations for these variables can be written as

$$\frac{dU^\alpha}{d\tau} = F^\alpha, \quad \frac{dS^\alpha}{d\tau} = \Phi^\alpha_\beta S^\beta.$$ (3)

External fields of different physical nature (electromagnetic, gravitational, scalar, etc.) determine the forces $F^\alpha$ acting on the particle, as well as the spin transport matrix $\Phi^\alpha_\beta$ which affects the spin. Normalization and orthogonality of the velocity and spin vectors impose conditions on the right-hand sides of (3):

$$U_\alpha F^\alpha = 0, \quad U_\alpha \Phi^\alpha_\beta S^\beta = -S_\alpha F^\alpha.$$ (4)
The spin transport matrix must be skew-symmetric, $\Phi_{\alpha\beta} = -\Phi_{\beta\alpha}$, which automatically guarantees $S_{\alpha}S^\alpha = \text{const}$. The relativistic 4-velocity vector $U^\alpha$ is conveniently parametrized via the spatial velocity 3-vector $\hat{v}^a$ and the Lorentz factor $\gamma$:

$$U^\alpha = \left( \begin{array}{c} \gamma \\ \gamma \hat{v}^a \end{array} \right), \quad \gamma = \frac{1}{\sqrt{1 - \hat{v}^2/c^2}}, \quad \hat{v}^2 = \delta_{ab} \hat{v}^a \hat{v}^b. \quad (5)$$

The vector of the generalized force $F^\alpha$ acting on a particle has only a transversal projection, according to (4). As for the spin transport matrix $\Phi_{\alpha\beta}$, like any bivector, we can decompose it into a pair of 4-vectors. Namely, by analogy with (1), we define “electric” and “magnetic” projections

$$N_{\alpha} := \Phi_{\alpha\beta} U^\beta, \quad Q^\alpha := \frac{1}{2c} \eta^\alpha{}_{\mu\nu} \Phi_{\mu\nu} U^\beta. \quad (6)$$

By construction, these 4-vectors are orthogonal to the velocity of the particle,

$$U^\alpha N_{\alpha} = 0, \quad U^\alpha Q^\alpha = 0, \quad (7)$$

and the relations (4) are then recast into

$$U^\alpha F^\alpha = 0, \quad S_{\alpha} N_{\alpha} = S_{\alpha} F^\alpha. \quad (8)$$

As a result, we have an unique decomposition analogous to (2):

$$\Phi_{\alpha\beta} = \frac{1}{c^2} \left( N_{\alpha} U^\beta - N_{\beta} U^\alpha + \epsilon_{\alpha\beta\mu\nu} U^\mu Q^\nu \right). \quad (9)$$

The orthogonality conditions (7) can be resolved so that

$$N^0 = \frac{1}{c^2} (N \cdot \hat{v}), \quad (10)$$

where as usual $\hat{v} = \{\hat{v}^a\}$ and $N = \{N^a\}$. Accordingly, we find in components:

$$\Phi^a_0 = \gamma \left( N^0 - \hat{v}^a N^0 - \epsilon^{abc} Q^b \hat{v}^c \right), \quad (11)$$

$$\Phi^0_a = \frac{\gamma}{c^2} \left( N_a - \hat{v}_a N^0 - \epsilon_{abc} Q^b \hat{v}^c \right), \quad (12)$$

$$\Phi^a_b = \frac{\gamma}{c^2} \left( \hat{v}^a N_b - \hat{v}_b N^a \right) - \gamma \epsilon^{abc} \left( Q^c - \hat{v}^c Q^0 \right). \quad (13)$$

The physical spin, as an “internal angular momentum” of a particle, is defined with respect to particle’s rest frame system, in which $u^\alpha = \delta^\alpha_0$. The transition to this system is carried out by the Lorentz transformation $U^\alpha = \Lambda^\alpha{}_{\beta} u^\beta$, where

$$\Lambda^\alpha{}_{\beta} = \left( \begin{array}{c} \gamma \\ \gamma \hat{v}^b / c^2 \\ \frac{\gamma}{{c^2}} \hat{v}_b \end{array} \right). \quad (14)$$

Therefore, the dynamic equation for the physical spin $s^\alpha = (\Lambda^{-1})^\alpha{}_{\beta} S^\beta$ reads:

$$\frac{ds^\alpha}{d\tau} = \Omega^\alpha{}_{\beta} s^\beta, \quad (15)$$

where the tensor of angular precession of spin is constructed as

$$\Omega^\alpha{}_{\beta} = (\Lambda^{-1})^\alpha{}_{\gamma} \gamma \Phi^\gamma{}_{\delta} \Lambda^\delta{}_{\beta} - (\Lambda^{-1})^\alpha{}_{\gamma} \frac{d}{d\tau} \Lambda^\gamma{}_{\beta}. \quad (16)$$
The 0th component of (15) vanishes, which is equivalent to the second condition (4). As a result, the spin evolution equation (15) reduces to the 3-vector form

\[ \frac{ds^a}{d\tau} = \Omega^a b^b, \quad \text{or} \quad \frac{ds}{d\tau} = \Omega \times s. \tag{17} \]

Here the components of 3-vectors are introduced through \( s = \{ s^a \} \) and \( \Omega = \{- \frac{1}{2} e^{abc} \Omega_{bc} \}. \) A direct calculation gives the precession angular velocity in terms of the magnetic and electric projections of the spin transport matrix:

\[ \Omega = \gamma \left\{ Q - \hat{v} Q^0 + \frac{\gamma}{\gamma + 1 \ c^2} \left[ \hat{v} \cdot (\hat{v} \cdot Q) - \hat{v}^2 Q \right] \right\} + \frac{\gamma}{\gamma + 1} \frac{F \times \hat{v}}{c^2}. \tag{18} \]

It is worthwhile to note that \( \Omega \) actually depends only on the transversal part of the “magnetic” vector, namely \( Q_\perp = Q^a - \frac{1}{\Omega_{\ell}} U^\alpha U^\beta Q_\beta. \) Explicitly in components

\[ Q_\perp = \frac{\gamma^2}{c^2} \left[ \hat{v} \cdot (Q - \hat{v}^2 Q^0) \right], \quad Q_\parallel = Q^a + \frac{c^2}{\gamma} \left[ \hat{v} \cdot (Q - c^2 Q^0) \right] \hat{Q}^a, \tag{19} \]

and by a direct computation one can check that

\[ Q_\perp - \hat{v} Q_\perp = Q - \hat{v} Q^0, \quad \hat{v} (\hat{v} \cdot Q_\perp) - \hat{v}^2 Q_\perp = \hat{v} (\hat{v} \cdot Q) - \hat{v}^2 Q. \tag{20} \]

From (19) one then finds

\[ Q_\parallel = \frac{1}{c^2} \hat{v} \cdot Q_\perp, \tag{21} \]

and therefore we recast (18) into a final form

\[ \Omega = Q_\perp - \frac{\gamma}{\gamma + 1} \frac{\hat{v} \cdot (\hat{v} \cdot Q_\perp)}{c^2} - \frac{\gamma}{\gamma + 1} \frac{\hat{v} \times F}{c^2}. \tag{22} \]

The new general equations (22), (17) are valid for a particle with spin that interacts with arbitrary external fields. The actual dynamics of the physical spin depends on the forces acting on the particle and on the spin transport law.

2. Application: Spin in the gravitational and electromagnetic fields

In order to consider the most general case, we assume that the gravitational field is described by an arbitrary coframe and an (independent) local Lorentz connection \( (e_i^a, \Gamma_i^a \beta = -\Gamma_i^\beta a), \) whereas the electromagnetic field as usual is represented by the vector potential \( A_i = (-\Phi, A). \) The corresponding field strengths are the torsion \( T_{ij}^a = \partial_i e_j^a - \partial_j e_i^a + \Gamma_i^\alpha e_j^\alpha - \Gamma_j^\alpha e_i^\alpha, \) the curvature \( R_{ij}^a \beta = \partial_i \Gamma_j^a \beta - \partial_j \Gamma_i^a \beta + \Gamma_i^\gamma \beta \Gamma_j^a \gamma - \Gamma_j^\gamma \beta \Gamma_i^a \gamma, \) and the Maxwell tensor \( F_{ij} = \partial_i A_j - \partial_j A_i. \) Accordingly, the spacetime geometry in general carries the Riemann-Cartan structure with the metric \( g_{ij} = e_i^a e_j^b g_{ab} \) and the nontrivial torsion. The “deviation” of the spacetime geometry from the Riemannian structure can be conveniently measured by the contortion tensor which is defined in terms of the difference of the local Lorentz connection \( \Gamma_i^a \beta \) and the Riemannian (Levi-Civita or Christoffel) connection \( \tilde{\Gamma}_i^a \beta: \)

\[ K_i^a \beta = \tilde{\Gamma}_i^a \beta - \Gamma_i^a \beta. \tag{23} \]
2.1. **Quantum spinning particle**

A fermion particle with spin $\frac{1}{2}$, charge $q$ and mass $m$ is described by the relativistic Dirac theory. The spinor field $\psi$ dynamics is determined by the Lagrangian

$$L = \frac{i\hbar}{2} (\bar{\psi} \gamma^\alpha D_\alpha \psi - D_\alpha \bar{\psi} \gamma^\alpha \psi) - mc\bar{\psi}\gamma^5 \psi + \frac{1}{2c} M_{\alpha\beta} \bar{\psi} \sigma^{\alpha\beta} \psi + \frac{i\hbar q'}{12} \bar{\psi} \gamma^\alpha \gamma^5 \psi, \quad (24)$$

where the spinor covariant derivative is defined as (with $\sigma^{\alpha\beta} = i\gamma^\alpha \gamma^\beta$)

$$D_\alpha \psi = e^{i\alpha} \left( \frac{iq}{\hbar} A_i \psi + \frac{i}{4} \Gamma^{\beta\gamma}_i \sigma^{\beta\gamma} \psi \right). \quad (25)$$

The first two terms in (24) describe minimal coupling of the spinor field to electromagnetism and gravity encoded in (25). In addition, we assume possible non-minimal interactions, which are described by two Pauli-type terms in (24), where

$$M_{\alpha\beta} = \mu' F_{\alpha\beta} + c_\delta \frac{1}{2} \eta_{\alpha\beta\mu\nu} F^{\mu\nu}, \quad (26)$$

is the generalized polarization tensor, and the axial torsion is defined as

$$\tilde{T}^\alpha = -\frac{1}{2} \eta^{\mu\nu\beta} T_{\mu\nu\beta} = \{T^\alpha, \tilde{T}\}. \quad (27)$$

The parameters $\delta', \mu', \nu'$ characterize the strength of nonminimal couplings.

2.2. **Classical spinning particle**

The classical theory of spin was developed soon after the concept of spin was proposed in particle physics (see Ref. 1 for introduction and history). This theory underlies the analysis of the dynamics of polarized particles in accelerators and storage rings.

Neglecting second-order spin effects\(^2\), the dynamical equations for a spinning particle in external electromagnetic and gravitational fields are written as

$$\frac{DU^\alpha}{d\tau} = -\frac{q}{m} F^\alpha \beta U^\beta, \quad (28)$$

$$\frac{DS^\alpha}{d\tau} = -(\nu' - 2) U^i K_{i\beta} \sigma^\beta S^\beta - \frac{q}{m} F^\alpha \beta S^\beta$$

$$- \frac{2}{\hbar} \left[ M^\alpha \beta + \frac{1}{c^2} U^\gamma (U^\alpha M_{\beta\gamma} - U^\beta M^\alpha \gamma) \right] S^\beta. \quad (29)$$

Here we follow the notations and conventions introduced in the previous sections.

2.3. **Application of the projection method**

Comparing the system (28)–(29) with (3), we find explicitly the generalized force and the spin transport matrix:

$$F_\alpha = -\frac{q}{m} F^\alpha \beta U^\beta, \quad \Phi_\alpha \beta = -\frac{q}{m} F^\alpha \beta, \quad (30)$$

where we introduced the combined external field

$$F_{\alpha\beta} = F_{\alpha\beta} + \frac{2m}{q\hbar} M_{\alpha\beta}^\perp - \frac{m}{q} U^i \Gamma_{i\alpha\beta}. \quad (31)$$
As we see, $\Phi_{\alpha\beta} U^\beta = F_\alpha$. Here we denoted
\[
M_{\alpha\beta} = \left( \delta^\mu_\alpha - \frac{1}{c^2} U^\mu U^\nu \right) \left( \delta^\nu_\beta - \frac{1}{c^2} U_\beta U^\nu \right) M_{\mu\nu}. \tag{32}
\]
The components of this tensor read explicitly
\[
M_{0a} = \frac{\gamma^2}{c^2} \left\{ - v^2 P_a + \hat{v}_a (\hat{v} \cdot P) + c [\hat{v} \times M]_a \right\}, \tag{33}
\]
\[
M_{ab} = \epsilon_{abc} \frac{\gamma^2}{c^2} \left\{ c^2 \mathcal{M}^c - \hat{v}^c (\hat{v} \cdot \mathcal{M}) + c [\hat{v} \times P]^c \right\}. \tag{34}
\]
Here we identify $c P_a = \{ M_{01}, M_{02}, M_{03} \}$, $\mathcal{M}^a = \{ M_{23}, M_{31}, M_{12} \}$ as the polarization and magnetization 3-vectors, respectively.

Now we use the projection method developed above and extract the “electric” and “magnetic” vectors from the artificial electromagnetic field (31)
\[
\mathcal{E}_\alpha := F_{\alpha\beta} U^\beta, \quad \mathcal{B}^\alpha := \frac{1}{2c} \eta^{\alpha\mu\beta} F_{\mu\nu} U^\beta, \tag{35}
\]
which yields an unique representation
\[
\mathcal{F}_{\alpha\beta} = \frac{1}{c^2} (\mathcal{E}_\alpha U_\beta - \mathcal{E}_\beta U_\alpha + c \eta_{\alpha\beta\mu\nu} U^\mu \mathcal{B}^\nu). \tag{36}
\]
Comparing (6) with (9), we thus identify
\[
N_\alpha = - \frac{q}{m} \mathcal{E}_\alpha, \quad Q^\alpha = - \frac{q}{m} \mathcal{B}^\alpha. \tag{37}
\]

Let us define effective “electric” and “magnetic” fields
\[
\mathcal{E}^{\text{eff}} \alpha = \{ \mathcal{F}_{10}, \mathcal{F}_{20}, \mathcal{F}_{30} \}, \quad \mathcal{B}^{\text{eff}} \alpha = \{ \mathcal{F}_{23}, \mathcal{F}_{31}, \mathcal{F}_{12} \}. \tag{38}
\]
Or in compact form: $\mathcal{E}^{\text{eff}} \alpha = F_{\alpha0}$, and $\mathcal{B}^{\text{eff}} \alpha = \frac{1}{2} \epsilon_{abc} F_{bc}$.

Consequently from (35) and (37) we derive the components
\[
N^0 = \gamma \frac{\hat{v} \cdot \mathcal{E}^{\text{eff}}}{mc^2}, \quad Q = \frac{q}{m} \left( \mathcal{E}^{\text{eff}} + \hat{v} \times \mathcal{B}^{\text{eff}} \right), \tag{39}
\]
\[
Q^0 = - \gamma \frac{\hat{v} \cdot \mathcal{B}^{\text{eff}}}{mc^2}, \quad Q = - \frac{q}{m} \left( \mathcal{B}^{\text{eff}} - \frac{1}{c^2} \hat{v} \times \mathcal{E}^{\text{eff}} \right). \tag{40}
\]
By construction, $Q^1 = Q$, and moreover we have $\mathcal{F} = N$. Inserting (39) and (40) into (22), we obtain the precession angular velocity (22)
\[
\Omega = \frac{q}{m} \left( - \mathcal{B}^{\text{eff}} + \frac{\gamma}{\gamma + 1} \frac{\hat{v} \times \mathcal{E}^{\text{eff}}}{c^2} \right) \tag{41}
\]
as a function of external fields which enter via the effective variables:
\[
\mathcal{E}^{\text{eff}} = \mathcal{E} - \frac{2m}{q \hbar} \gamma^2 \hat{v} \times \Delta + \frac{m}{q} \mathcal{E}, \tag{42}
\]
\[
\mathcal{B}^{\text{eff}} = \mathcal{B} + \frac{2m}{q \hbar} \gamma^2 \left[ \Delta - \frac{1}{c^2} \hat{v} (\hat{v} \cdot \Delta) \right] + \frac{m}{q} \mathcal{B}. \tag{43}
\]
Recall that the components of the true electric and magnetic fields are introduced as \( E_a = \{ F_{10}, F_{20}, F_{30} \} \), \( B_a = \{ F_{23}, F_{31}, F_{12} \} \). The generalized polarization current,
\[
\Delta = \mathcal{M} + \frac{1}{c} \hat{v} \times \mathcal{P},
\]
accounts in the spin precession (41)–(43) for the electromagnetic nonminimal coupling effects, whereas the gravitoelectric and gravitomagnetic fields
\[
E = \tilde{E} - \frac{\gamma c(3 - \nu')}{6} \hat{v} \times \mathbf{T}, \quad B = \tilde{B} + \frac{\gamma c(3 - \nu')}{6} \left( \mathbf{T} - \hat{v} \hat{v}^0 \right)
\]
encompass general-relativistic Riemannian gravitoelectric \( \tilde{E} \) and gravitomagnetic \( \tilde{B} \) contributions, as well as the post-Riemannian terms due to the spacetime torsion.

3. Discussion and conclusion

The classical and quantum spin dynamics are fully consistent. The physical contents of the relativistic quantum theory (24) is revealed when we recast the Dirac equation into a Schrödinger form and go to the Foldy-Wouthuysen (FW) representation. In the Schwinger gauge, the coframe is parametrized by the functions \( V, K, W^a_b \):
\[
e^\tilde{a}_i = V \delta^i_0, \quad e^\tilde{a}_i = W^a_b \left( \delta^b_i - cK^b \delta^0_i \right), \quad a = 1, 2, 3,
\]
and the resulting FW Hamiltonian in the semiclassical approximation then reads
\[
\mathcal{H}_{FW} = \beta mc^2 V \gamma + q \Phi + \frac{c}{2} \left( \mathbf{K} \cdot \pi + \pi \cdot \mathbf{K} \right) + \frac{\hbar}{2} \Sigma \cdot \Omega.
\]
Here the Lorentz factor (5) operator \( \gamma \) and the precession velocity (41) operator \( \Omega \) are both expressed in terms of the velocity operator \( \hat{v} \) which is related to the momentum operator \( \pi = -i \hbar \nabla - qA \) via \( \beta W_{a\tilde{a}} \pi_b = m \gamma \hat{v}_a \).

The analysis of the spin dynamics in electromagnetic, inertial and gravitational fields is fundamentally important for the study of the geometrical structure of spacetime, as well as in the high-energy physics experiments, in the search of gravitational waves, in the neutrino physics in matter, and in the heavy-ion collisions.
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There is an ever growing number of proposals for high precision experiments to measure gravitational effects, from simple Newtonian gravity to gravitational waves and even precision tests of general relativity (GR). In particular, more and more researchers from the fields of quantum optics and quantum opto-mechanics are becoming interested in GR and propose metrological experiments. Usually, such proposals rely heavily on a notion of length. However, in GR, as coordinates have no physical meaning, there is no unique concept for the length of a matter system. In this proceedings article, we summarize the article\textsuperscript{24}, where the conceptual problem of length is addressed for a subset of experimental proposals. In particular, the effect of gravitational fields and acceleration on the frequency spectrum of an optical resonator is discussed in the framework of GR. The optical resonator is modeled as a deformable rod of matter connecting two mirrors. Explicit expressions for the frequency spectrum are given for the case of a small perturbation. Example situations are discussed and a connection is obtained to a relativistic concept of rigidity.
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1. Introduction

In general relativity (GR), as coordinates have no physical meaning, there is no unique concept for the length of a matter system. Some notion of length can be covariantly defined using geometrical quantities or properties of matter. The ambiguity in the notion of length poses a problem for high accuracy metrological
experiments, where gravitational fields or acceleration play a significant role. For example, the frequency spectrum of a resonator depends on its dimensions and hence knowledge of the precise values of these dimensions is of utmost importance. Cases in which the effects of gravitational fields and acceleration must be considered include those in which the gravitational field is to be measured, such as in proposals for the measurement of gravitational waves with electromagnetic cavity resonators\cite{6,9,10,20–22,27} or other extended matter systems\cite{1,7,8,12,18,25,26}, tests of GR\cite{3,11} or the expansion of the universe\cite{13,14}. Other situations are those in which the metrological system is significantly accelerated\cite{16,17,23}. A fundamental limit for the precision of a light cavity resonator as a metrological system can even be imposed by the gravitational field of the light inside the cavity\cite{4}.

The two most important concepts of length are the proper distance and the radar distance. The proper distance is a geometrical quantity usually associated with the length of a rod that is rigid in the sense of that given by Born\cite{2}. The radar distance is the optical length that can be measured by sending light back and forth between two mirrors and taking the time between the two events as a measure of distance. It is this radar length that gives the resonance frequency spectrum of an optical resonator for large enough wave numbers. However, the resonators that are part of the metrological systems described in Refs. 1, 3, 4, 6–14, 16–18, 20–23, 25–27 are confined by solid matter systems, and therefore, the notion of proper length plays also a role.

We assume that all effects on the optical resonator can be described as small perturbations. We use a specific coordinate system $x^\mathcal{M}$ valid in a region around the world line of the resonator’s support in which the spacetime metric takes the form $g_{\mathcal{MN}} = \eta_{\mathcal{MN}} + h_{\mathcal{MN}}$, where $\eta_{\mathcal{MN}} = \text{diag}(-1,1,1,1)$ is the Minkowski metric and $h_{\mathcal{MN}}$ is a perturbation. $h_{\mathcal{MN}}$ is considered as small in the sense that $|h_{\mathcal{MN}}| \ll 1$ for all $\mathcal{M}, \mathcal{N}$.

2. Frequency spectrum

![Fig. 1. Illustration of our model of an optical resonator consisting of two mirrors that are attached to the ends of a rod. We assume that the resonator is moved along a trajectory $\gamma(\varphi)$ by a support which is attached at a distance $(1 - \beta)L_p/2$ from mirror A, where $L_p$ is the length of the rod without gravity or acceleration. Since proper time depends on the position in the gravitational field so does the measured frequency of a resonator mode. We assume the frequency to be measured at a distance $\sigma L_p/2$ from the center of the resonator towards mirror B.](image-url)
In Ref. 24, we consider two fundamental models of an optical resonator. In both cases, there is a rod which is supported at a certain point along its length. In one model, the rod itself is the optical resonator. For example, it could consist of a homogeneous isotropic dielectric. The other model assumes two mirrors attached to the ends of the rod. The latter model is the focus of this article, and it is illustrated in Fig. 1. For both cases, we derived an expression for the resonance frequencies of the optical resonator in Ref. 24. As we are dealing with an extended object in GR, the obtained resonance frequencies are ambiguous as we cannot give a proper time to the whole resonator; the frequencies of the modes must depend on the point in the resonator where they are observed. Using the short wavelength expansion, we find that the frequencies of the modes of the resonator measured by an observer inside the cavity is given as

$$\omega_{\gamma,n} = \frac{cn\pi}{R_\gamma},$$

where $R_\gamma$ is the radar distance which is defined as $c/2$ times the proper time for a round trip of a light pulse in the resonator as it would be measured by an observer at a fixed proper distance from the support of the resonator. It is clear that this is an approximate value; the notion of frequency means the rate of repetition of a signal. For this notion to make sense, it has to be constant at least for a few repetition cycles. Hence, the gravitational field has to change slowly in comparison to the round trip time $2R_\gamma/c$.

3. Rigid resonators

In GR, there exist different notions of rigidity as it turns out to be less than straightforward to formulate this basic concept of Newtonian mechanics in a relativistic way. Here, we use, as our starting point, a definition of a rigid rod that is Born rigid, and we undertake a perturbative analysis for small length scales, small accelerations, small velocities and small gravitational fields. We show that two types of effects are found; those due to spacetime properties alone and those due to small deformations of the rod which correspond to small deviations from Born rigidity. Since all effects can be considered as small, we remain in the linear regime, where the different effects are assumed to be independent.

Let us assume that we have a rod of very small diameter in comparison to its length, which means it is effectively 1-dimensional. We assume that the world lines of the segments of the rod form a family of curves $\gamma_\zeta(\varrho)$ parametrized by $\zeta$ which we assume to be in the interval $\zeta \in [a, b]$. The end points of the rod are $\gamma_a(\varrho)$ and $\gamma_b(\varrho)$. The spacetime surface $F(\varrho, \zeta) = \gamma_\zeta(\varrho)$ can be called the world sheet of the rod. We assume that the curve parameter $\varrho$ is chosen so that the curves $s_\varrho(\zeta) := F(\varrho, \zeta)$ are space-like geodesics. We say that the rod is rigid if the proper distance between every two points on the curve $s_\varrho(\zeta)$ is independent of the parameter $\varrho$.

In Ref. 24, we derive the resonance frequencies of a Born rigid resonator in terms of its constant proper length. For this purpose, we choose to work in a particular
coordinate system, the proper detector frame which is defined along the world line of the support of the optical cavity. In these coordinates, the spacetime metric seen by a non-rotating observer can be given simply in terms of the Riemann curvature tensor along the world line of the resonator’s support $\gamma(\tau)$ denoted as $R_{MNKL}(\tau)$ (caligraphic captial indeces run from 0 to 3) and the non-gravitational or proper acceleration with respect to a local freely falling frame, represented by the spatial vector $a^J (J \in 1, 2, 3)$.

The proper detector frame of a non-rotating observer is accurate for proper distances much smaller than $l_{\text{var}}$, the length scale on which the properties of spacetime vary. Therefore, we assume that the proper length of the resonator in the absence of gravity and acceleration $L_p$ is small in comparison to the scale $l_{\text{var}}$. We consider $\gamma(\tau)$ to be the world line of the point at which the rod of the resonator is supported. We assume that this point is somewhere inside the resonator. We also assume that the resonator is not rotating in the frame of the observer. We orient the spatial geodesic representing the rigid rod along the $z$-direction at $\gamma(\tau)$ in the proper detector frame, i.e. $s^\prime(\varsigma) = (0, 0, 0, 1)$. By construction of the proper detector frame, the geodesics $s^\prime(\varsigma)$ run along the $z$-coordinate. We consider only first order contributions of the proper acceleration, which means that we can consider the metric in the proper detector frame as a linearly perturbed flat spacetime metric.

To obtain the frequency of the rigid resonator measured by an observer at coordinates $(0, 0, z_0)$ in the proper detector frame based on Eq. (1), we have to calculate the corresponding radar distance between the mirrors. Then, the relative change of the resonance frequencies measured at $z_0 = (\sigma + \beta)L_p/2$ is given as

$$\delta \omega_{\sigma} := \bar{\omega}_n - \omega_n - 1 \approx -\frac{a^z(\tau)}{2c^2}\sigma L_p - \frac{R_{000z}(\tau)}{24}(3\sigma^2 + 6\beta\sigma - 1)L_p^2,$$

where $\bar{\omega}_n = cn\pi/L_p$ is the $n$-th resonance frequency of the resonator for vanishing acceleration and curvature. We find that the only linear contribution of the acceleration $a^z$ to the resonance frequency spectrum in Eq. (2) is via a position-dependent red shift. It vanishes for $\sigma = 0$, which corresponds to a frequency measurement in the center of the resonator. The term $3\sigma^2$ corresponds to a pure red shift with respect to the center of the cavity. The term $6\beta\sigma$ is due to the displacement of the resonator’s support from its center.

4. Deformable resonators

A realistic rod can never be rigid. Therefore, we consider the first order deviations from the rigid rod by taking the deformation of the rod due to small inertial and gravitational forces into account. In the proper detector frame, every segment of the rod has a world line with constant spatial components. The relative acceleration of a segment of the rod at $x = (c\tau, 0, 0, z)$, in comparison to a freely falling test particle initially at rest at the same position as that segment, can be derived from the geodesic equation.
We consider the effect of relative acceleration on the resonator’s end mirrors and the resulting deformation of the rod to be negligible in comparison to the direct effect of relative acceleration on the rod. Then, we obtain the inertial and tidal forces on the rod by multiplication with the mass density $\rho$. These forces give rise to stresses within the rod, represented by the stress tensor $\sigma_{KL}$. For static forces and forces that change very slowly, the stresses are related to the strain via Hooke’s law. After an analysis of the resulting forces, we give conditions that have to be fulfilled for the longitudinal deformation of the rod to be the dominant effect on the frequency spectrum of the resonator. We find for the relative change of the resonance frequencies of the deformable resonator

$$\delta\omega,\sigma \approx \frac{a^2(\tau)}{2c^2} \left( \frac{c^2}{c_s^2} \beta - \sigma \right) L_p + \frac{R_{0\pm 2}(\tau)}{24} \left( \frac{2c^2}{c_s^2}(3\beta^2 + 1) - 3\sigma^2 - 6\sigma\beta + 1 \right) L_p^2. \quad (3)$$

We obtain the result in Eq. (2) for the Born rigid rod from Eq. (3) if the speed of sound $c_s$ in the material is infinite. This coincides with the observation that a Born rigid rod violates causality, as its segments would need to interact with an infinite speed. A more realistic definition of a rigid rod, which we call a causal rigid rod, was given in Ref. 19 as a rod in which the speed of sound is equivalent to the speed of light. In the appendix of Ref. 24, we show that the approach of Ref. 19 leads to Eq. (3) with the speed of sound replaced by the speed of light.

The speed of sound $c_s$ in every realistic material is always much smaller than the speed of light: for example the speed of sound in aluminum is of the order $5 \times 10^3$ m/s. To date, the material with the highest ratio of Young’s modulus and density $Y/\rho = c_s^2$ is carbyne, with a value of the order of $10^9$ m$^2$/s$^2$, which would correspond to a speed of sound of the order of $3 \times 10^4$ m/s. Therefore, we find that the effect of the deformation of matter is by far the most dominant and the rod is far from rigid (may it be Born rigid or causal rigid) in all realistic situations. However, the relativistic effect of gravitational redshift gives a fundamental limit on the definition of the frequency spectrum of an optical resonator as a property of the resonator alone; when resonance frequencies of an optical resonator are to be specified with a precision of the order of this relativistic effect, the position of the frequency measurement has to be specified.

5. Example applications

To illustrate the applicability of our results, we consider some examples. A particularly straightforward example is the situation of a non-rotating resonator that is uniformly accelerated along the optical axis. We find

$$\delta\omega,\sigma \approx \left( \frac{\beta}{c_s^2} - \frac{\sigma}{c^2} \right) \frac{a^2L_p}{2}. \quad (4)$$

For $\beta = \pm 1$, a length of the resonator of $L_p \sim 2$ cm, an acceleration of the order of $10$ ms$^{-2}$, which is similar to the gravitational acceleration of the Earth, and a
speed of sound in the rod of the order of $10^3 \text{m s}^{-1}$ (similar to the speed of sound in aluminum), we obtain a relative frequency shift of the order of $10^{-7}$. This frequency shift is given only by the first term in Eq. (4) as the second term is smaller by about 11 orders of magnitude. Since the first term is due to the deformation of the resonator it is a Newtonian effect. The second term is the gravitational red shift, which was already measured on the length scale of about 2 cm in the gravitational field of the Earth\(^5\) and therefore for the acceleration in the example. The effect of gravitational red shift gives a limit on the validity of the concept of the frequency spectrum as a property of the optical resonator itself.

Our results are not limited to spacetimes that only bear weak gravitational effects. It is the spacetime metric seen by the optical resonator in its proper detector frame that has to be a linearized metric. This is ensured by the condition $l_{\text{var}} \gg L_p$. To illustrate the applicability of our results to spacetimes with strong gravitational fields, we consider the situation of a non-rotating resonator that falls into a non-rotating black hole. For a vertically oriented causal rigid resonator supported at its center, we find the relative frequency shift at its center

$$\delta \omega,0(\tau) \approx -\frac{r_S L_p^2}{8 r (\varrho)^3}. \quad (5)$$

Note that there is no effect due to the crossing of the event horizon at $r_S$. This result can be applied as well to an optical resonator falling towards the Earth. For a distance from the center of the Earth of the same order as its radius, we find that the relative frequency shift in Eq. (5) is of the order of $10^{-27}$ for an optical resonator of 2 cm length. This relativistic effect is mostly gravitational red shift due to curvature. It is far from being observable with state of the art technology. However, it gives a fundamental limit of the validity of the concept of frequency spectrum as a property of the optical resonator without any reference as discussed above.
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We discuss the interaction of gravitational waves with spinning particle. To obtain physically measurable quantities, we make use of Fermi coordinates and we show that, using these coordinates, the magnetic-like (or gravitomagnetic) part of the gravitational field of the wave is emphasized. Eventually, we evaluate the magnitude of the effects induced by the waves on spinning particles, and discuss some measurement possibilities.
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1. Introduction

The observation of gravitational wave (GW) signals1,2 is just one of the latest successes of Einstein’s theory of gravitation, General Relativity (GR): as a matter of fact, its prediction were verified with great accuracy during last century, even though challenges to the Einsteinian paradigm come from cosmological observations3. Einstein’s theory is based on the principle of general covariance, which requires physical laws to be expressed by tensorial equations in space-time; accordingly, physical measurements are meaningful only when the observer and the object of the observations are unambiguously identified4. Roughly speaking, the measurement process can be summarised as follows: (i) observers possess their own space-time, in the vicinity of their world-lines; (ii) covariant physics laws are then projected onto local space and time; (iii) predictions for the outcome of measurements in the local space-time of the observers are obtained. In practice, it is convenient for an observer to use a quasi-Cartesian coordinates system in his neighborhood to describe the effects of gravitation; a continuous set of quasi-Cartesian coordinates associated with the observer’s world-line defines the so called Fermi coordinates. These coordinates have a concrete meaning, since they are the coordinates an observer would naturally use to make space and time measurements in the vicinity of his world-line. The definition of these coordinates is relevant to define measurements performed in the space-time of a gravitational wave, even though in current literature the interaction between gravitational waves and detectors is described in terms of a transverse and traceless tensor, which allows to introduce the so-called TT coordinates (see e.g. Ref. 5 and references therein for a thorough discussion on the various coordinates
used to describe the interaction with gravitational waves). Motion of spinning particles in the weak gravitational plane wave space-time has been investigated in the past; indeed, gravitational waves carry angular momentum and, hence, spinning particles interact with gravitational waves differently from non spinning ones. In particular, writing the gravitational waves space-time using Fermi coordinate emphasizes these features, since gravitomagnetic terms are present in the metric (see e.g. Ref. 7): the term gravitomagnetic refers to the magnetic-like part of the gravitational field, which originates from the angular momentum of the sources. It is a well known fact (see e.g. Ref. 8) that Einstein equations, in weak-field approximation (small masses, low velocities), can be written in analogy with Maxwell equations for the electromagnetic field, where the mass density and current play the role of the charge density and current, respectively. Once that a set of coordinates adapted to the observer world-line is chosen, gravitomagnetic effects are determined by the off-diagonal terms in the space-time metric. Actually, these effects are very small, but there were many proposals in the past (see Ref. 8) and also more recently to test them (see e.g. Refs. 9, 10, 11, 12, 13, 14). Starting from the results described in Ref. 7, it is possible to test the effects of the gravitomagnetic field of a gravitational wave on a bunch of spinning particles; in particular, we are going to show that the response of a such a system to the interaction with the wave could lead to macroscopic measurable quantities.

2. Spinning Particles in the Gravitational Wave Space-Time

Using the transverse - traceless gauge (TT) the space-time metric of a gravitational wave propagating along the $x$ axis is given by the following line element:

$$ds^2 = -dt^2 + dx^2 + (1 - h_+)dy^2 + (1 + h_+)dz^2 - 2h_+dzdy,$$

where the functions $h_+, h_-$ depend on $t - x$. In particular, if we consider monochromatic waves with frequency $\omega$, we have

$$h_+(t - x) = A_+ \sin \omega(t - x), \quad h_-(t - x) = A_- \cos \omega(t - x) \quad (2)$$

In what follows, analysis is carried out up to linear order in $h_+, h_-$. It is easy to show that in the TT metric (1) the geodesics are such that an inertial mass initially at rest remains at rest indefinitely; however the $x, y, z, t$ coordinates have no operational meaning, since they are not directly related to physical quantities: in fact, two masses at rest in the TT with (constant) coordinate distance $\Delta y$, have a physical distance varying with time $t = \Delta y \left(1 + \frac{\omega}{c}\right)$. In order to give a physical meaning to coordinates, we need to use a set of Fermi coordinates in the space-time of the gravitational wave. The transformation from TT coordinates $x, y, z, t$ to Fermi $X, Y, Z, T$ coordinates is given by:

We use units such that $c = 1$, however physical units are used to evaluate the order of magnitude of the effects; the space-time signature is $(-1,1,1,1)$. 
The above expressions are obtained in the vicinity of the world-line of the spinning particle. It is based on the study of the motion of the particle and the evolution of its spin vector components in the gravitational field of the wave. It has been supposed that, before the passage of the wave, the particle is at rest with associated spin vector aligned along a given direction with constant magnitude; \( S_i^0 \) \((i = 1, 2, 3)\) are the initial values of the coordinate components of the particle’s spin. In order to compare the spin of two different spinning particles, the deviation equation has been solved together with a suitable transport equation for the spin vector between two neighbouring world-lines. The space-time metric in Fermi coordinates, up to
the second order, is then given by

\[
g_{TT} = -1 - \left[ S_0^0 Z + S_0^0 Y - \frac{1}{2} (Y^2 - Z^2) \right] \omega^2 A_+ \sin(\omega T) \\
\quad + \left[ S_0^0 Y - S_0^0 Z + Y Z \right] \omega^2 A_\times \cos(\omega T) + O(3) ,
\]

\[
g_{TX} = -\frac{1}{3} \omega^2 \left[ (Y^2 - Z^2) A_+ \sin(\omega T) + 2 Y Z A_\times \cos(\omega T) \right] + O(3) ,
\]

\[
g_{TY} = \frac{1}{3} \omega^2 X \left[ Y A_+ \sin(\omega T) + Z A_\times \cos(\omega T) \right] + O(3) ,
\]

\[
g_{TZ} = \frac{1}{3} \omega^2 \left[ - Z A_+ \sin(\omega T) + Y A_\times \cos(\omega T) \right] + O(3) ,
\]

\[
g_{XX} = 1 + \frac{1}{6} \omega^2 \left[ (Y^2 - Z^2) A_+ \sin(\omega T) + 2 Y Z A_\times \cos(\omega T) \right] + O(3) ,
\]

\[
g_{XY} = \frac{1}{2} g_{TY} + O(3) , \quad g_{XZ} = -\frac{1}{2} g_{TZ} + O(3) ,
\]

\[
g_{YY} = 1 + \frac{1}{6} \omega^2 X^2 A_+ \sin(\omega T) + O(3) , \quad g_{YZ} = \frac{1}{6} \omega^2 X^2 A_\times \cos(\omega T) + O(3) ,
\]

\[
g_{ZZ} = 1 - \frac{1}{6} \omega^2 X^2 A_+ \sin(\omega T) + O(3) . \quad \quad (4)
\]

In particular, we see that the gravitomagnetic terms \( g_{TX}, g_{TY}, g_{TZ} \) are not null, since a gravitational wave transports angular momentum. The world-line of a spinning particle and the evolution of its spin vector can be found in Ref. 7. Notice that, by inspection of the \( g_{TT} \) component, we see that clocks at rest in the laboratory measure different times due to their spin. Let us suppose that a test body is spinning around the Z-axis before the passage of the wave with constant spin \( S_0^0 = 0, S_0^0 = 0, S_0^0 = s_0 \). Due to the passage of the wave, the particle spin vector has non-vanishing spatial components varying with time and displacements along the three spatial directions; in particular, close to the reference spinning particle, the spin vector components turn out to be:

\[
\tilde{S}^X = -\frac{1}{2} \omega s_0 Y A_\times \sin(\omega T) + Z A_+ \cos(\omega T) + O(2) \\
\tilde{S}^Y = \frac{1}{2} \omega s_0 X A_\times \sin(\omega T) + O(2) \\
\tilde{S}^Z = \frac{1}{2} \omega s_0 X A_+ \cos(\omega T) + O(2)
\]

If we consider a second spinning particle at coordinates \((X,0,0)\) (see Figure 1) with the same spin vector of the reference one, the passage of the GW induces a relative precession:

\[
\tilde{S}^X = 0, \quad \tilde{S}^Y = \frac{1}{2} \omega s_0 X A_\times \sin(\omega T), \quad \tilde{S}^Z = \frac{1}{2} \omega s_0 X A_+ \cos(\omega T).
\]

To estimate the effect, we write the magnitude of the component of the spin vector on the wave front \( \tilde{S}^\perp = \sqrt{\tilde{S}^Y^2 + \tilde{S}^Z^2} = \frac{1}{2} s_0 h \omega X \), where we set \( A_+ = A_\times = h \). If the two spin vectors (for instance in two laboratories) are separated by a
distance $L$, we have: $\tilde{S}^\perp(L) = \frac{1}{2} s_0 h \omega L$, provided that $\omega L/c \lesssim 1$, that is to say the wavelength should be far greater than $L$. Then, measuring $\tilde{S}^\perp(L)$ allows to get information on the product of the amplitude $h$ and frequency $\omega$ of the GW. In summary, the passage of the GW induces the relative spin variation

$$\frac{\Delta S}{S} = \frac{\tilde{S}^\perp(L)}{s_0} \simeq h \frac{\omega L}{c} \simeq h \frac{L}{\lambda_{GW}}$$

(5)

Since $h \simeq 10^{-21}$, the effect can be increased by using a large separation $L$ (which needs to be in any case smaller than $\lambda_{GW}$). For instance, for terrestrial laboratories $L = 10^7$ m, so that $\lambda_{GW} = 10^8$ m or greater could be suitable (corresponding to $\omega \simeq 1$ Hz, which is out of the terrestrial interferometers range). Accordingly, we get the following estimate for the relative spin variation:

$$\frac{\Delta S}{S} = 10^{-22}$$

(6)

Possible candidates for measuring such a small effect could be the optical magnetometers: in particular GNOME $^{15}$ (Global Network of Optical Magnetometers for Exotic Physics) is based on synchronous measurements of optical-magnetometer signals from several devices operating in magnetically shielded environments in distant locations: by synchronously detecting and correlating magnetometer signals, transient events of global character may be identified. These devices are accurate magnetic field sensors, and their measurements can be related to spin dynamics. Another possibility is the use of a ferromagnetic sample: in fact since the passage of the GW induces a spin variation, the magnetization due to electron spins in two ferromagnetic samples will change after the passage of the GW. Eventually, if we consider mechanical gyroscopes, in terms of angles, the gravitational wave induces a precession angle of $10^{-22}$ rad; by comparison, remember that in the Gravity Probe B mission $^{10}$ the (1-year) Lense-Thirring effect was $10^{-9}$ rad, hence it seems very hard to use these devices to measure the effect of the gravitational waves.

3. Conclusions

We have discussed the interaction between spinning particles and gravitational waves. To this end, we have used Fermi coordinates, because of their operational meaning in terms of space and time measurements. As a consequence, we have reported the expression of the spacetime metric in Fermi coordinates adapted to the world-line of a spinning particle. The form of the metric emphasizes the transport of angular momentum by gravitational waves, as it testified by the presence of gravitomagnetic terms. Hence, this approach allow to explicitly calculate the gravitomagnetic effects in the gravitational field of the wave; it is important to point out that current interferometers are not sensitive to these effects. In particular, the interaction with gravitational waves causes spinning particles to change their spin. Consequently, spinning particles could be used as a probe to measure the gravitomagnetic effects of gravitational waves. Furthermore, we showed also that clocks at rest in the laboratory measure different time due to their spin. Indeed, these
effects are very small, as it usually happens when dealing with gravitational waves, however in our very preliminary analysis we have suggested that magnetometers or ferromagnetic samples could be uses to explore these effects.
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Inertial sensors based on atom interferometers have demonstrated extremely high levels of sensitivity thus allowing for accurate measurements of gravitational interactions. Most such sensors employ multi-photon transitions induced by laser fields to manipulate the atomic wavepackets that enter an interferometer. However, this approach cannot totally suppress the contribution of the laser phase noise to the gravitational signal when two sensors are separated by a large distance. In this article, a proof-of-principle experiment for an interferometer operating on the single-photon clock transition of strontium atoms is described. This configuration can suppress the effect of laser phase noise and therefore provides a promising candidate for the detection of low-frequency gravitational waves.
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1. Introduction

Recent advances in the manipulation of atomic ensembles have made it possible to exploit the wave nature of matter to build interferometers that are highly sensitive to many fundamental interactions\textsuperscript{1}. In particular, due to massive nature of atoms, these devices are sensitive to gravitational interactions and can be configured to measure, for example, gravitational acceleration\textsuperscript{2,3}, gravity gradients\textsuperscript{4,5}, gravity curvature\textsuperscript{6}, and can provide tests of general relativity at the quantum level\textsuperscript{7–9}. As compared to macroscopic masses, atomic probes offer a number of key advantages. For example, it is possible to accurately manipulate their motion by using the interaction with laser light. This allows for the construction of analogues to beam splitters and mirrors for matter, thereby allowing for the implementation of atom interferometers. Moreover, atoms are made to travel in vacuum and are therefore immune to undesired forces such as friction or vibrations. Other parasitic effects such as electromagnetic interactions can also be largely suppressed by a careful choice of the atomic species and of the atomic levels employed. Finally, atoms are quantum objects and therefore allow for the testing of gravity in the broad context of quantum mechanics where gravitational effects are usually negligible.

Atom interferometers are also good candidates for the detection of gravitational waves. Indeed, while optical interferometers such as LIGO and Virgo are sensitive to gravitational waves with frequencies larger than about 10 Hz due to seismic noise affecting the motion of the interferometer mirrors, atomic sensors are expected
to be sensitive in the 1 mHz-10 Hz band, where new interesting sources, such as the coalescence of intermediate and massive black holes and of neutron stars, are expected to appear\textsuperscript{10}.

Generally, the beam splitters and mirrors of atom interferometers are implemented through multi-photon transitions induced by a couple of counterpropagating laser fields. In a gradiometric configuration, where the gravity difference between two locations is measured by two simultaneous interferometers, the phase noise of the two lasers is largely common mode and is therefore very highly suppressed by the differential configuration. However, when the separation between the two sensors is large, the atomic clouds will sense two counterpropagating fields emitted at different times. During this interval, noise is accumulated in the gradiometer which cannot be canceled and which puts stringent requirements on the laser frequency stability and on the laser platform vibrations. Indeed, it can be shown\textsuperscript{11} that the amplitude spectral density of the laser fractional frequency fluctuations $\sqrt{S_f}$ should be at most of the order of the gravitational-wave-induced strain $h$, or $\sqrt{S_f} \leq h/2$. Based on the predicted gravitational wave amplitudes, the relative frequency fluctuations should not exceed $10^{-21}$. Comparing this requirement with the state of the art of lasers locked to ultrastable cavities\textsuperscript{12}, where $\sqrt{S_f} = 10^{-16}/\sqrt{\text{Hz}}$ at the Fourier frequency of 1 Hz, one can conclude that an improvement of five orders of magnitude in laser frequency stability would be required.

The effects of laser phase noise can be largely suppressed from the output of the interferometer if the transitions are driven by a single laser. Intuitively, this immunity arises because the photon phase does not acquire additional noise in the path between the two sensors. In this situation, a single-photon transition connecting two optically separated stable states must be used. In principle, if an interferometer was operated on such a transition, the low frequency limit of the strain sensitivity would only be set by the coherence time of the transition\textsuperscript{13,14}. Such an interferometer would therefore measure the gravitational-wave-induced shift of the time required to travel the distance between the two interferometers and record this interval as a phase shift, via the internal atomic oscillation. Even though there are in principle many atomic species that can fulfill the requirement of having two long-lived states connected by an optical transition, only a few cases have the required immunity to external perturbations. It follows that the atoms usually employed to realize optical atomic clocks, such as Sr or Yb, should also be suitable for this application. However, despite the phase noise immunity of gradiometers operated on a clock transition, several challenges emerge in terms of the required laser system. For example, in order to fully address the atoms in the interferometer, the interrogation laser must have a high frequency stability. Additionally, because the atoms are in free flight, the Doppler effect from different atomic velocities will cause a broadening of the transition so that a high efficiency of the interferometer pulses can only be attained with large optical power.
In this article, a proof-of-principle experiment of a gravimeter and a gravity gradiometer operating on the single-photon $^1S_0-^3P_0$ transition of $^{88}\text{Sr}$ is described. In Section 2, the main experimental configuration, including the laser cooled and trapped ensemble of strontium atoms in a vacuum chamber and the interferometry laser, as well as the interferometer sequence, will be described. In Section 3, the main experimental results regarding the gravimeter and the gradiometer will be provided. The amount of observable interferometry laser frequency noise cancellation in the gradiometer will be established. Finally, in Section 4 conclusions and future perspectives for this new kind of sensor will be provided.

2. Experimental setup and sequence

![Strontium level diagram showing the main optical transitions for cooling, trapping, interferometry, repumping and detection.](image)

In our experiment, the starting point is the ensemble of $^{88}\text{Sr}$ atoms. The atoms are laser cooled and trapped in a two-stage magneto-optical trap (MOT) first performed on the dipole-allowed $^1S_0-^1P_1$ transition and then on the $^1S_0-^3P_1$ intercombination transition (see Fig. 1(a)). This sequence produces almost $10^7$ atoms at a temperature of 1.2 $\mu$K with typical size of 100 $\mu$m at full width at half maximum.

While in the fermionic isotope of strontium, $^{87}\text{Sr}$, the clock transition is naturally allowed, in the $^{88}\text{Sr}$ boson it is strictly forbidden but can be induced with a static magnetic field. As a result, the laser cooled atoms are loaded in a 1D vertical optical lattice at 532 nm, where they are held for 65 ms. During this time, the current of one of the MOT coils, originally in the anti-Helmholtz configuration, is inverted to produce a homogeneous magnetic field of 330 G used to induce the clock transition. The lattice light is generated by a Coherent Verdi V6 laser which can deliver about 1 W of optical power to the atoms. When collimated to a beam waist of 350 $\mu$m, this laser yields a trap depth of $9E_r$, where $E_r = (k_B/2) \times 0.8 \mu$K is the recoil energy. This depth allows the atoms to be held and launched by accelerating the lattice...
with reduced losses due to Landau-Zener tunneling. When a single interferometer is implemented, we load the atoms in the lattice and accelerate at $3g$ ($g$ is the gravitational acceleration) the cloud upwards by chirping the frequency of one of the lattice beams (Fig. 1(c)). In our gradiometer experiments, after launching a first cloud, the residual losses are used for a second launch at a slightly different final velocity.

The launching stage produces about $2.5 \times 10^5$ atoms in each cloud with a velocity difference $\Delta v = 8.5 \text{ mm/s}$. After the cloud preparation, the light from the interferometry (clock) laser is delivered to the atoms. The clock laser light, resonant with the $1S_0-3P_0$ transition at 698 nm, is produced by a grating-stabilized laser diode which is prestabilized by locking to an intermediate finesse ($F = 10000$) optical cavity and stabilized by locking to a high-finesse ($F = 500000$) ultrastable cavity with an ultra-low expansion spacer. When locked, this laser has a fast linewidth of 1 Hz and an estimated drift on the order of 1 Hz/s\textsuperscript{16}. The light from the clock laser is preamplified by optically injecting another diode laser and finally amplified by a tapered amplifier. The light is then coupled into a 10-m single-mode polarization-maintaining fiber which can deliver up to 80 mW of light to the atoms. As opposed to multi-photon Raman or Bragg accelerometers, a single interferometer operated on the clock transition is sensitive to the single laser beam phase imprinted onto the atoms, rather than the phase difference of two counterpropagating beams. As a result, both the intrinsic laser noise and the optical components' vibrations will affect the gravimeter noise. The 10 m-long fiber contributes a large fraction of the noise which we can suppress with a fiber noise cancellation setup\textsuperscript{17}.

When we operate the gradiometer, we drive an acousto-optic modulator on the clock laser path with two frequency components in order to match the velocity difference of the two clouds after the double lattice launch. This method has the advantage of allowing the two clouds to be addressed separately and imprints a differential phase shift which can be used to characterize the gradiometer sensitivity.

The clock laser is first used to select a narrow velocity class of $10^4$ atoms, corresponding to an effective temperature of 1 nK\textsuperscript{18}. Following velocity selection, the atoms undergo a Mach-Zehnder $\pi/2 - \pi - \pi/2$ sequence performed through clock laser pulses. A simplified view of the setup of the laser beams for the experiment is shown in Fig. 1(b) while the sequence for a single interferometer is shown in Fig. 1(c).

The interferometer output is detected by collecting the fluorescence induced by a thin sheet of light resonant with the $1S_0-1P_1$ transition onto a photomultiplier tube. In order to count the atoms in the excited $3P_0$ state, two repumping lasers (Fig. 1(a)) are shone onto the atoms that transfer the population to the ground $1S_0$ state where they are detected again by fluorescence collection.
3. Gravimeter and gradiometer results

After releasing the atoms from the green optical lattice, we performed some preliminary measurements of the efficiency of the laser pulses resonant with the clock transition for untrapped atoms. The Rabi oscillations between the two interferometer states were measured by shining the clock laser onto velocity-selected atoms for a variable duration and then detecting the population of the two states. With our maximum optical power, we reached a Rabi frequency of $\Omega = 2\pi \times 750$ Hz and observed a damping time of 1.2 ms, with an efficiency limited to about 50% mainly due to the finite velocity distribution width. The consequence of this limited efficiency is a fringe contrast of 30%, which was measured to be constant as a function of the duration of the interferometer up to a time $2T = 10$ ms.

When gravimeter experiments were performed, using the sequence depicted in Fig. 1(c), we compared the fringe visibility with and without the fiber noise cancellation. As shown in Figs. 2(a) and (b), the phase noise induced by the fiber contributes a large amount of noise which can completely wash out the fringe for $2T = 10$ ms. The fringe acquires a clear visibility when the fiber noise cancellation is active. The remaining noise is due to the intrinsic laser frequency fluctuations and to the vibrations of the optical components in the laser’s path from the source to the atoms. Although these noise sources appear relatively hard to suppress, it is in principle possible to improve these results by using a laser with better frequency stability and by reducing the vibrations of the optical components.

The potential of interferometry on the optical clock transition should appear in the gradiometer configuration, where a large suppression of the laser phase noise is expected. However, the relatively small separation of the two clouds and the small $T$ of our experiment would yield a negligible signal from the Earth’s gradient. As already anticipated, the small velocity difference of the two clouds allows them to be addressed separately and to set an artificial differential phase shift. Using this feature, we performed gradiometric measurements with durations of $2T = 10$ ms. Plotting the upper interferometer fringe against the lower one displays the expected
correlation, as shown in Fig. 2(c). With a cycle time of 2.4 s, averaging this signal for $\tau = 400$ s results in an Allan deviation decaying as $\tau^{-1/2}$, an indication of white phase noise. The level of the recorded phase uncertainty lies only a factor of five above the estimated atom shot noise fluctuations. We estimate that this excess noise arises from detection noise.

4. Conclusions and perspectives
In this article, interferometry on the optical clock transition is presented. Results for the gravimeter show the expected sensitivity of the interference fringes to laser phase noise, while in the gradiometer configuration, the expected immunity to laser phase noise is established and operation close to the atom shot noise limit is observed. By further cooling the atoms, by using higher clock laser power and by using the fermion $^{87}$Sr for which the clock transition is naturally allowed, this scheme provides a potentially interesting avenue for the detection of low-frequency gravitational waves. Further improvements might include the implementation of large momentum transfer and of atomic squeezing to increase the sensitivity. Other applications are possible with this interferometer such as, for example, the test of the weak equivalence principle for atoms in coherent superpositions of optically separated states.
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Large ring lasers have improved significantly in recent years, such that we are now in the position to separate and mitigate error sources that are not directly related to the rotation sensing process from the Sagnac interferogram. As a result, we are now able to reduce the measurement error of the 16 m^2 G ring laser of the Geodetic Observatory Wettzell by a factor of two. Improvements in the measurement of the relevant parameters for the backscatter correction remove most of the sensor drift effects, so that the backscatter induced coupling is no longer a real concern. Now that we can separate the mechanisms of the error contributors much better, we can mitigate them in a more effective way. In this paper we report on the latest progress.

1. Introduction

The rotation rate of the Earth and the orientation of the rotational axis of the Earth in space are the quantities which link the terrestrial (ITRF) and the celestial (ICRF) reference frames. Until now, the only way of obtaining the rotational velocity of the Earth as well as the variation of the orientation of the respective rotational axis with sufficient accuracy has been to interferometrically observe a set of radio sources - quasars at the perimeter of the observable universe form an external set of stable markers. This can be used to link the respective reference frames together. Today residuals of about 10 μs for the measurement of the Length of Day (LoD) and 0.5 nrad (0.1 milli-arc-seconds) for measurement of the pole position are achieved by a network of VLBI radio telescopes and GNSS observations. These efforts are carried out by the services of the International Association of Geodesy (IAG). The operation of such a large network requires a significant number of radio telescopes and a very substantial maintenance and processing effort. Huge amounts of data of up to 1 Tb of volume per radio telescope are recorded in each of the 24h measurement sessions, which until recently required physical transport over large intercontinental distances to perform the correlation process in the analysis centers. Data latency, combined with the fact that there is no continuous measurement coverage, suggests that complementary methods for the accurate estimation of Earth rotation and polar motion should be explored. Optical Sagnac interferometry offers an independent technical approach. This is desirable in order to identify any technique related biases if they exist. Large ring lasers are potential candidates for such an alternative measurement technique. This technology is widely used in inertial aircraft navigation and can measure angular velocities absolutely, i.e. independent
from an external reference frame. The beat note, $\delta f$, of two counter propagating mono-mode laser beams in the ring cavity is proportional to the experienced rate of rotation $\Omega$ of the entire apparatus and is described by the ring laser equation

$$\delta f = \frac{4A}{\lambda P} n \cdot \Omega,$$

where $A$ is the area circumscribed by the laser beams, $P$ the corresponding perimeter, $\lambda$ the optical wavelength and $n$ the normal vector on the plane of the laser beams. However, the demands on such instruments for the application in geodesy are extremely high, and cannot be met by existing commercial devices. These requirements can be summarized as below:

- sensitivity to angular motion of less than 0.1 prad/s over an integration time of about 1 h
- sensor stability of 1 part in $10^9$ over several months (requirement for the measurement of the Chandler and Annual Wobble with high temporal resolution)
- resolution for the sensor orientation of approximately 1 nrad, corresponding to a polar motion effect of around 1 cm at the pole

All these requirements demand a substantial improvement of ring laser technology over existing navigational instrumentation in all aspects of the sensor design. A significant upscaling of the physical parameters of the Sagnac interferometer is the most promising approach in order to make ring lasers a viable technique for applications in space geodesy. The design of the large ring laser gyro G (Grossring), located at the Geodetic Observatory Wettzell in eastern Bavaria is one way of approaching these demands. This single axis gyro is a 16 meter perimeter square ring laser with a length of 4 m on each side, which utilizes a mixture of helium and neon as a gain medium, similar in many ways to the well established systems used in aircraft navigation. However, the vastly increased size of the G ring laser with a Q factor well in excess of $5 \times 10^{12}$ provides a measurement sensitivity to angular velocities, much higher than any other rotation sensing instrument on the ground. A nearly monolithic sensor block design from the low thermal expansion material ZERODUR located in an underground laboratory provides the necessary passive mechanical stability of the G ring laser body for the desired level of performance. The ring laser G has now matured to the point where small geophysical signals with very long periods such as the Chandler and Annual wobble of the rotating Earth are measurable. This has not been achieved through higher sensitivity but rather through considerable improvements in the overall cavity stability. Such long-term laser stabilization is one of the key requirements for the proposed terrestrial measurements of general relativistic phenomena such as the Lense–Thirring (or frame-dragging) effect.
2. Backscatter Correction

The most important contributor to the sensor drift arises from the backscatter coupling between the two counter-propagating laser beams, causing frequency pulling and pushing. This quantity is not constant over time, but strongly depends on the phase of the laser beam as it hits each mirror. Variations in ambient temperature and atmospheric pressure cause a tiny change in mirror separation and hence a slow variation in the backscatter coupling. While atmospheric pressure variations can be controlled with the installation of a pressure stabilizing vessel, isolating the ring laser from the rest of the laboratory, changes in temperature are not well enough controlled for a structure as large as G. While the temperature inside the ring laser vessel only varies at a level of 3 – 5 mK per day following the annual temperature cycle of the seasons, this is enough to cause a significant drift of the observed interferometer beat note. By observing the amount of backscattered light in each of the laser beams, a correction value \( \Delta f_S \) can be computed according to Ref. 9 as:

\[
\Delta f_S = \frac{1}{2} f_S m_1 m_2 \cos \varphi,
\]

where \( f_S \) is the observed beat note, \( m_1 \) and \( m_2 \) are the fractional beam modulations and \( \varphi \) the phase angle between them. For a given mirror quality, \( m_1 \) and \( m_2 \) scale approximately as \( L^{-2.5} \) for a cavity of linear size \( L \). The ratio of the correction to the observed interferometer beat note to the beat note itself scales approximately as \( L^{-5} \). This shows how important it is to make the ring laser cavity as large as possible, while sufficient mechanical stability of the entire structure has still to be maintained. In the absence of active control mechanisms it appears that a symmetrical construction with a length of 6 – 10 m on a side seems to be feasible for a large ring laser structure.

Figure 1 shows the observed variation of the fractional beam modulations and the phase angle between them over a period of more than 130 days. Since this dataset was taken with the atmospheric pressure stabilizing vessel in operation, the
observed variations of the correction quantities \( m_1 \), \( m_2 \) and \( \varphi \) are entirely caused by temperature variation. When these corrections are applied to the gyro observations, we are able to remove the backscatter induced drift in the observation of the Earth rotation signal. However, some short-term fluctuations and some irregular steps still remain in the measurement signal. This signature compares well with the tiltmeter readings obtained from a high resolution tilt sensor, placed on top of the ring laser structure. Figure 2 depicts the observed Earth rotation rate after the backscatter correction has been applied to the full 130 days of observation.

![Fig. 2. 130 days of ring laser observation of Earth rotation velocity. After the backscatter correction procedure has been performed, the effects of a number of geophysical signals, like local tilt, diurnal polar motion, solid Earth tides, the Chandler and the Annual wobble remain.](image)

The lower (blue) curve, corresponding to the variation of local \( g \) over the same period of time, shows the changes experienced in the North/South tilt of the ring laser monument. The step like drops in \( \Delta \Theta \) after day 56950 and around 57000 correspond to the response of the ring laser monument to significant rain falls at the observatory. The response of the tiltmeter corresponds well with the trend in the observed gyro signal represented in the same diagram in the upper (red) curve. After the tilt correction we have computed the known geophysical signals, which cause a change of the projection of \( \Omega \) on the area vector of our Sagnac interferometer. Figure 3 represents the combined effect of all known signals over the length of the measurement. The section between the two dashed lines is shown enlarged in the inset in order to emphasize the fine structure of the signals. \( \Delta \Omega \) is expressed in the units of the observed beat note in accordance with Eq. (1).

Once all the model corrections (diurnal polar motion, solid Earth tides, ocean loading and the variation of latitude) are applied, the Chandler and the Annual wobble, as measured by VLBI are also reduced from the data. The result is a continuous dataset of the rotation rate of the Earth with a spacing of 1 hour between
Fig. 3. The combined effect of the known geophysical signals, which have an effect on the North-South projection of the instantaneous Earth rotation vector onto the area vector of the laser gyro. The abscissa shows the variation of the measured angular velocity, expressed as a variation in the beat note of the Sagnac interferogram, derived from Eq. (1). The area between the two dashed lines is shown enlarged in the inset.

Fig. 4. The backscatter corrected Earth rotation rate over 130 days of observation. Each data point was averaged over 1 hour and the known geophysical signals have been removed from the measurements. The abscissa shows the variation of the measured angular velocity expressed as a variation in the beat note of the Sagnac interferogram, derived from Eq. (1).

the data points as shown in Fig. 4. Although some small short-term variations at the level of less than 1 part in $10^7$ remain, a stable rotation rate is obtained over the full span of 130 days. The successful observation of a continuous long dataset of high resolution ring laser observations of the Earth rotation velocity over 130 days marks a great progress in the application of Sagnac interferometers on geodetic
observations. We note in particular the stability of the measurements. Despite getting close to the target of a gyroscopic observation of the variations in the length of day (LoD), we are not quite there. However the short-term variation is within a factor of two of the order of the typical amplitude of LoD variations. It would appear that small variable non-reciprocal effects are playing a role.

3. Conclusion

Although the application of the backscatter correction has improved the long-term stability of our G ring laser to $\frac{\Delta \Omega}{\Omega} \leq 10^{-7}$ over the entire measurement series, we still consider this work in progress. We have identified the tiltmeters as one weak link in our correction process for a single component ring laser. In addition, the backscatter correction procedure itself will have limitations. The long term stability for the measurement of the fractional amplitudes as well as the corresponding phase angle, remains to be proven. In order to use laser gyros for fundamental physics, it is important to have a three component ring laser of sufficient size in operation. Furthermore it appears to be desirable to locate this gyro in a deep underground facility, such that seasonal temperature variations, excessive noise from the interaction between wind and the top soil and the variability of the hydrology are considerably reduced. Since the Lense-Thirring frame dragging effect appears as a DC quantity, it is also necessary to determine the absolute scale factor of the instrument in order to contribute to fundamental physics. However this ambitious goal appears to be much more practical now than several years ago.
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The Lagrange points of the Sun/Earth pair form an interesting reference frame corotating with the Earth around the barycenter of the pair. Here we propose to use them as a base for a “rigid” physical loop allowing for the propagation of electromagnetic signals along a closed contour. If a gravito-magnetic field is concatenated with the loop, it produces an asymmetry of the times of flight in opposite directions, just as for the classical Sagnac effect. Due to the large scale of the loop, an experiment based on these premises could allow for a measurement of the angular momentum of the Sun and also the detection of the angular momentum of the dark halo of the Milky Way, if it exists.
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1. Introduction

Dark matter is today accepted as one of the ingredients that make up the universe as far as we can observe it. The need for more mass than that people could directly observe was recognized long time ago. Letting aside some early remarks going back even to the 19th century, in 1932 Oort observed that the Milky Way needed more mass than that of the visible stars in order to justify its internal kinematics. One year later Fritz Zwicky, studying the Coma galaxy cluster concluded that it had to be hundreds of times more massive than suggested by its appearance. The ensuing open problem was that of the “missing mass”; later the mysterious ingredient was named “dark matter”. Today the evidence in favor of the existence of dark matter is multiple and varied: at the cosmological scale, observations tell us that dark matter in the universe should be approximately 5.5 times more massive than ordinary matter; the temperature of the plasma trapped in the globular clusters is too high to be consistent with stability and suggests a deeper gravitational potential well; rotation curves of the stars in spiral galaxies correspond to peripheral speeds higher than the values deduced from the visible mass distribution; often observed gravitational lensing and microlensing indicate mass distributions which do not manifest themselves in any other way.

In parallel with the search for evidence of dark matter a continuous theoretical investigation has been and is under way for conjecturing what kind of particles could be the constituents of dark matter. The main conviction of the present paper is, however, that an important task, before speculating on the nature of dark matter, should be to fully characterize its gravitational effects and, since the standard theory used to describe gravity is general relativity (GR), to explore all effects of that theory at the scale of the dark matter phenomenology. The simplest explanation for the
observed rotation curves of galaxies is to assume that the whole galaxy (including ours) is immersed into a huge dark matter halo\(^5\). Such halo extends beyond the visible disk of the galaxy, since we see that the anomalously high rotation speeds continue outside the disk, as shown by the radiation emitted by neutral hydrogen. The halo is more massive than the galaxy and we may also infer that it should also rotate together with the stars. If so, GR predicts that the dark halo, besides an additional gravitational pull on visible matter, should also generate a gravito-magnetic (GM) field, depending on its angular momentum; that GM field would in turn influence the motion of freely falling bodies within it. Why then not try and look for effects of that sort?

This is the simple idea which is the starting point of this work. An experiment at the scale of the internal solar system will be illustrated, aimed at evidencing possible GM effects of the angular momentum of the dark halo of the Milky Way.

2. Gravito-magnetism

A generic form for the metric of a curved space-time in arbitrary coordinates may be written:

\[
ds^2 = g_{00}c^2dt^2 + 2g_{0i}cdtdx^i + g_{ij}dx^i dx^j
\]

(1)

The usual conventions have been adopted: index 0 is for time, Latin indices denote space variables; Einstein convention on index summation is applied.

The mixed components of the metric tensor, \(g_{0i}\), tell us that the source of gravity is moving with respect to the observer. If the movement is a rotation no coordinate change can globally make the \(g_{0i}\)'s disappear and those terms correspond to physical effects we may hope to detect by suitable experiments.

In weak field conditions, i.e. when the difference between the actual metric tensor and Minkowski metric is very small (almost everywhere in the universe), the mixed space-time components of the metric tensor may be interpreted as the components of an ordinary vector potential similar to the one of Maxwell electromagnetism (EM)\(^6\):

\[
cg_{0i} = h_i
\]

(2)

Correspondingly we may describe the gravitational interaction as due to a gravito-electric field, causing the usual gravitational attraction, and a gravito-magnetic field, \(\overrightarrow{B}_g\) stemming out of the \(\overrightarrow{h}\) vector potential as in the case of electromagnetism:

\[
\overrightarrow{B}_g = \nabla \wedge \overrightarrow{h}
\]

(3)

The influence of the GM field on freely falling particles is the analogue of the effect of a magnetic field on moving charges.
2.1. Gravitomagnetism and Sagnac

When describing EM signals, their line element is null and (1) may be read as a second order equation whose unknown is $c dt$:

$$0 = g_{00} c^2 dt^2 + 2 g_{0i} c dt dx^i + g_{ij} dx^i dx^j$$

(4)

The coordinated time interval for the propagation of EM signals over a space displacement expressed by the $dx^i$s is then:

$$c dt = -\frac{g_{0i}}{g_{00}} dx^i \pm \frac{1}{g_{00}} \sqrt{(g_{0i} dx^i)^2 - g_{00} g_{ij} dx^i dx^j}$$

(5)

If now, by some appropriate device, we force the EM signal to move along a closed route (in the given reference frame) and come back at the starting point, we may calculated the proper time of flight $\tau$ integrating (4) along the whole path. What happens is that, like in the typical Sagnac measurement, right-handed and left-handed travels along the same circuit require different times. The proper time asymmetry $\delta \tau_G$ is:

$$\delta \tau_G = 2 \sqrt{g_{00}} \oint \frac{g_{0i} dx^i}{g_{00}}$$

(6)

3. LAGRANGE

The Lagrange points (L-points) of the Sun-Earth pair occupy positions which stay fixed with respect to the Earth, thus forming a natural co-rotating reference frame at the scale of the inner solar system. Their configuration is shown in Fig. 1.

![Fig. 1. Location of the Lagrange points of the Sun-Earth pair, along the terrestrial orbit. The straight lines outline possible closed paths for the EM signals of the LAGRANGE experiment.](image)

Locating transponders in the L-points would allow to implement the closed paths required for a wide scale Sagnac-like experiment: let us call it LAGRANGE. Not considering $L_3$, which is beyond the Sun, a possible choice would be the triangle $L_2 - L_5 - L_4$. The typical scale of such configuration is the astronomic unit (AU), i.e. $1.5 \times 10^{11}$m: the sides $L_4 - L_2$ and $L_2 - L_5$ are just 1 AU long.
3.1. Measuring the angular momentum of the Milky Way

As written in the introduction, if the Milky Way (as the other spiral galaxies) is immersed in a huge dark halo and the latter, as it is reasonable to expect, rotates at the same rate as the visible stars, the solar system is in turn immersed into the GM field originated by the rotating halo.

The distance of the Sun from the center of the Milky Way, $R_G$, is 8 kpc i.e. $\sim 2.5 \times 10^{20}$ m. The diameter of the orbit of the Earth, $D_E$, is $\sim 3 \times 10^{11}$ m: as we see, the ratio $D_E/R_G$ is $\sim 10^{-9}$. We may then infer that the relative change of the galactic GM field met by the Lagrangian triangle during the year will reasonably be proportional to $10^{-9}$: in practice we are allowed to treat $B_G$ as constant and uniform across the inner solar system.

The assumption above, together with Stokes theorem, simplifies the calculation of the formula for the time of flight (tof) asymmetry along the Lagrangean triangle:

$$\delta \tau_G = \frac{2}{c} \oint h \cdot d\ell = \frac{2}{c} \int_S B_G \cdot \hat{u}_n dS \approx \frac{2}{c} B_G S \cos \alpha \quad (7)$$

Here of course $d\ell$ is the elementary displacement vector along the trajectory of the EM signal; $\hat{u}_n$ is the unit vector perpendicular to the plane of the trajectory; $S$ is the contoured area. The EM analogy and the symmetry tell us that on the galactic plane $B_G$ is perpendicular to the plane; angle $\alpha$ is the inclination of the ecliptic plane with respect to the galactic plane.

In order to fix orders of magnitude, consider that for the $L_2 - L_5 - L_4$ triangle it is $S_{425} \approx 9.9 \times 10^{21}$ m$^2$ and $\alpha \approx 62.6^\circ$. Assuming a sensitivity of the measurement of the tof asymmetry in the order of $10^{-15}$ s, from (7) we deduce a lower limit for the weakest detectable GM field, as big as $3 \times 10^{-29}$ m$^{-1}$. For comparison, I recall that the terrestrial GM field, at the surface of the planet, is $\sim 10^{-30}$ m$^{-1}$.

3.2. Measuring the angular momentum of the Sun

We have discussed above the (dark) GM field of the Milky Way, but we should not forget that LAGRANGE would also be sensible at least to one more contribution: the GM field of the Sun.

In the case of our star, the weak field approximation for the line element in a non-rotating reference frame and polar coordinates may be written:

$$ds^2 = (1-2\frac{GM}{c^2 r})c^2 dt^2 - (1+2\frac{GM}{c^2 r})dr^2 - r^2 d\theta^2 - r^2 \sin^2 \theta d\phi^2 + \frac{4GJ\sin \theta}{c^3 r^2} (cdt)(r \sin \theta d\phi) \quad (8)$$

Here $M$ is the mass of the Sun and $J$ its angular momentum; $\mathbf{J}$ is assumed to be perpendicular to the ecliptic plane. If motion (then the corresponding space part of the line element) is contained in the ecliptic plane, it is $\theta = \pi/2 = \text{constant}$. It is also convenient to refer to $m = \frac{GM}{c^2}$ (= 1475 m) and $j = \frac{GJ}{c^3}$ (= 4.71 $\times 10^9$ m$^2$). This simplified line element cannot be used in the case of the galactic dark halo, because there we are inside the mass distribution, whereas here we assume to be in vacuo.
The view point for the LAGRANGE measurement would be the one of a terrestrial observer, which means that we have to pass to a co-rotating reference frame at the orbital angular velocity of the Earth $\Omega$. At the approximation level we are using, the orbital velocity of the Earth (and the $L$-points) can be assumed to be Keplerian:

$$\Omega = c \sqrt{\frac{m}{r^3}}$$  \hspace{1cm} (9)

Putting all the above assumptions together, we see that the line element for the terrestrial observer (co-moving with the LAGRANGE triangle) is:

$$ds^2 \approx (1 - \frac{3m}{r})c^2dt^2 - (1 + 2\frac{m}{r})dr^2 - r^2d\phi^2 + 2(2\frac{j}{r^2} - \frac{\sqrt{m}}{r}(cdt)(rd\phi) \hspace{1cm} (10)$$

As can be seen, the mixed time-space component of the metric tensor now contains a contribution due to the angular momentum of the Sun (proper GM term) and a kinematical contribution due to the rotation of the frame. Both terms concur to the GM field perceived by the rotating observer, then to the right/left to of difference along the Lagrangean triangle. The calculation is now a bit more complicated than in the case of the galactic halo effect, since now the field cannot be assumed to be constant along the trajectory. In principle we should also consider that the EM rays which physically form the sides of the triangle are not really straight because of the gravitational lensing effect that bends them. Luckily that effect, besides being very small, can safely be neglected because it is symmetric (it does not depend on the rotation sense), then cancels when subtracting the left and right tof from one another.

Eq. (6), preserving a consistent approximation level, is now:

$$\delta \tau \approx \frac{2}{c} \int (2\frac{j}{r^2} - 3(\frac{m}{r})^{3/2} + 3\frac{m}{2R} \sqrt{\frac{m}{r}} - 2(\frac{\sqrt{m}}{r})(cdt)(rd\phi)$$  \hspace{1cm} (11)

$R$ is the average radius of the terrestrial orbit ($R \approx 1.495 \times 10^{11}$m). For $L_4$ and $L_5$ it is $r_{L_4} = r_{L_5} = R$; $L_2$ is a bit further: $r_{L_2} = R + a = 1.51 \times 10^{11}$m. To do the calculation, the sides are assumed to be straight and the typical equation is:

$$r = \frac{b}{\cos \phi - \phi_b}$$ \hspace{1cm} (12)

The minimum approach to the origin (the barycenter of the Sun-Earth pair) is $b$; the corresponding azimuth is $\phi_b$. It is:

$$b_{45} = \frac{R}{2}$$  \hspace{1cm} (13)$$

$$b_{22} = b_{25} = \frac{R}{2} \sqrt{\frac{3(R + a)^2}{R^2 + Ra + a^2}}$$ \hspace{1cm} (14)
Performing the calculation and inserting numbers, the purely gravito-magnetic contribution of the Sun, $\delta \tau_j$ is:

$$\delta \tau_j = \sqrt{\frac{S}{38}} \frac{R + 2a}{c R(R + a)} \approx 1.47 \times 10^{-12} \text{s} \quad (15)$$

The other kinematical terms appearing in Eq. (11) provide bigger contributions, which are, in the order from smallest to biggest:

$$\delta \tau_k \approx (5.35 \times 10^{-9} - 1.428 \times 10^{-8} - 0.36172) \text{s} \quad (16)$$

4. Discussion and conclusion

We have presented a principle experiment based on the typical Sagnac approach applied to a rotating closed path for EM signals having three Lagrange points of the Sun-Earth pair as vertices. The experiment could evidence the presence of a galactic GM field, dominated by the dark component in the halo incorporating the Milky Way, and could measure the angular momentum of the Sun inferred from its GM field. The signals of different origin would be superposed to kinematical contributions coming from the pure rotation of the Earth along its orbit. Numbers are indeed small and the proper GM terms are the smallest, however comparable and even easier to attain than the ambitious goals of other space missions, such as LISA. A possible strategy to mark interesting weak contributions could be to produce a time modulation, which could evidence them when exploring the cumulated data: this approach will be explored in further work now in preparation.

I have not discussed here the practical problems that LAGRANGE should surmount in order to be implemented, but I am confident that they are all within the possibilities of existing technologies. Both on the side of improving technologies and methods, and of reducing unitary costs, a global strategy would be to associate LAGRANGE to other experiments and missions under way or in preparation.
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We describe how to create a measurable unbalanced gravitational acceleration using a gravitomagnetic field surrounding a superconducting toroid. Such a gravitomagnetic toroid has been experimentally quite impractical. However recent advances in nanorod superconducting wire technology has enabled a new class of SMES devices operating at current densities and magnetic field strengths sufficient to develop measurable gravitomagnetic fields, while still maintaining mechanical integrity. In the present paper an experimental SMES toroid configuration is proposed that uses an absolute quantum gravimeter to measure acceleration fields along the axis of symmetry of a toroidal coil, thus providing experimental confirmation of the additive nature of the gravitomagnetic fields, as well as the production of a linear component of the overall acceleration field.
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1. Introduction

When Forward1 first proposed a gravitomagnetic toroid for unbalanced gravitational force production in 1962, any experimental realization was quite impractical. However recent advances in high-temperature superconducting (HTSC) nanorod wire (nanowire) technology2 has enabled a new class of superconducting magnetic energy storage (SMES) devices operating at current densities and magnetic-field strengths sufficient to develop measurable gravitomagnetic fields, while still maintaining mechanical integrity. In the present study, an experimental SMES toroid configuration is proposed that uses a quantum gravitometer to measure acceleration fields along the axis of symmetry of a toroidal coil, thus providing experimental confirmation of the additive nature of the gravitomagnetic fields, as well as the production of a linear component of the overall acceleration field. See Fig. 1 for details.

In Forward’s gravitational generation coil described in this paper, superconducting electron flow provides the change in mass current in the toroid.

2. Background

We summarize enabling developments in high-current-density nanorod conductors and the overall design and use of SMES devices, which are emerging as an alternate approach to energy storage that does not require chemical energy technologies.
2.1. **Superconducting Nanorods**

New developments in superconductor nanomaterial processing\(^3\) led to nanotubular superconductors\(^2\) with a \(T_c\) at 92 K. A uniqueness of the nanotubular and other geometric structures of HTSC makes for a practical wire form without using the melt texturing techniques which make for brittle thin films that are also difficult to shape into wire. Another aspect of these new HTSC materials is negation of post oxygenation at high temperatures. The elimination of this requirement makes room temperature forming and application of HTSC materials practical. The process has been demonstrated to be a low-cost and mass production method of superconductors which is scalable and without vacuum or cleanroom requirements.\(^2\) These developments have led to the commercialization by True 2 Materials PTE, LTD (T2M) in Singapore, of a new HTSC wire using standard wire-making practices.

Although the critical temperature of the wire is 92 K, operation at 77 K in liquid nitrogen is more reasonable due to safety issues with gases and nitrogen’s inertness, nonexplosive and nonflammable, as a cryogenic liquid. Currently T2M prototype wire is in the millimeter range and approaching the micron range. However, development of an HTSC wire, or filament at nanometer scale is on the roadmap\(^3\) of T2M. The estimated diameter of the wire used in this study, currently theoretical, is 200 nm O.D. including insulation and a 30 nm O.D. HTSC core, with the total weight of the wire at approximately 0.001 g m.\(^-1\)

Individual wires make up a 19-nanofilament cable of 1 \(\mu\)m diameter as shown in Fig. 2, illustrating the compactness of the nanocable design. This allows the scaling up of the critical current limit, quenching aside, without adding significant weight to the toroidal coil. The individual nanofilament as described in Fig. 3 consists of a core (A), core sleeve (B), a highly insulated sleeve (C) with good heat-transport properties, and a high-strength gigapascal (GPa) outside sleeve (D), which also possesses...
good heat-transport properties at low temperatures. The main consideration for a candidate of the materials used in this study would be of carbon composition.

2.2. Superconducting Magnetic Energy Storage

SMES devices are an emerging battery replacement technology. A typical application is shown in Fig. 4. The device is fed by a DC current, developing a magnetic field, typically in a toroidal geometry coil. When the need for emergency power is detected, an output switch is activated that provides DC current out, which may be converted to AC power by a power inverter.

Given the recent advances in nanowire technology, these devices are poised for remarkable improvements in capability in the very near term. With these coming improvements in this technology, and the similarity in geometry with the Forward design of Fig. 1, the present paper will study this technology at its limits for possible reapplication as a generator of an unbalanced DC gravitational force.

3. SMES Mass Current

The linear force, \( G_t \), developed by gravitomagnetic force in the mass flow toroid of Fig. 1 is given by Eq. (1):\(^1\)

\[
G_t = \frac{\eta}{4\pi} \cdot \frac{N\dot{T}r^2}{R^2},
\]  

where \( G_t \) = gravitomagnetic force, \( \eta \) is gravitomagnetic permeability, \( \eta = \eta_o \eta_r \), \( \eta_o \) = absolute gravitomagnetic permeability, \( \eta_r \) = relative gravitomagnetic permeability,
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Figure 4. SMES in an energy-storage application.

$N =$ number of turns in the coil of the torus, $\dot{T} =$ change in mass flow, $r =$ the cross-sectional radius of the torus, and $R =$ the centerline radius of the torus.

Change in mass flow for a single electron flow is given by

$$\dot{T}_e = \dot{p}_e = a \times m_e = (\Omega \times v)m_e, \quad (2)$$

This is equivalent to a centripetal force of

$$\dot{T}_e = F_e = m_e \frac{v^2}{r} = m_e a_e = m_e(\omega^2 r), \quad (3)$$

We now attempt to estimate the possible mass currents enabled by emerging nanowire SMES technology as it relates to the core geometry constraints described by a torus geometry. We start with the assumptions needed to calculate the number of turns, $N$.

For the purposes of describing an idealized case with a realistic geometry, we develop a description of a device bounded by a 10 m toroid centerline diameter and with a cross-sectional core diameter of 1 m. We further assume a conductor winding depth of 0.5 m wound about the core. Assuming each nanowire conductor has a diameter $d_c = 100 \mu m$, then the cross-sectional area of each conductor will be given by $A_c = \pi r^2 = 7.854 \times 10^{-9} m^2$. For packing the conductors described above to the winding depth described, it can be shown that the total number of windings for the entire toroid can be as high as $N = 1.256 \times 10^9$.

What is $\dot{T}$ with the forgoing assumptions? In this idealized case electrons circulate about a coil of circumference $c_r$, or slightly larger, as described by $c_r = 2\pi r = 3.14$ m. Assume further a supply voltage of 16 kV, resulting in 16 keV of kinetic energy for each electron, which corresponds with the upper limit of a nonrelativistic case where, for idealized electron mobility, $v = 0.25c$, so that $\gamma = 1.06 \approx 1.0$. Then, from Eq. (3) for nonrelativistic circular motion, the vector change in DC current flow is

$$\dot{T}_e = \frac{m_e v^2}{r}, \quad (4)$$

which, for a single electron, has the following values: $m_e =$ mass of the electron $= 9.11 \times 10^{-31} kg$, $v =$ velocity of the electron $= 0.25c = 0.75 \times 10^8 \frac{m}{s}$, $r =$ 0.5 m
for the assumed geometry. The angular acceleration of the electron is

\[ a_e = \frac{v^2}{r} = 1.125 \times 10^{16} \text{ m s}^{-2} \]  

(5)

Thus, change in mass flow represents centripetal acceleration in the case of circular motion:

\[ \dot{T}_e = m_e \times a_e = 10.25 \times 10^{-15} \text{ N.} \]  

(6)

Equation (6) corresponds to the change in mass flow for one electron in one loop of coil. Total mass-flow change is, therefore, the mass-flow change per electron times the number of electrons:

\[ \dot{T} = \dot{T}_e \times N_e. \]  

(7)

\( N_e \) in one loop can be described by the current \( I \) times the period of a single-loop circulation \( \Delta t \):

\[ N_e = I \times \Delta t, \]  

(8)

where, for idealized mobility, the period of an orbit in a loop can be described by

\[ \Delta t = \frac{c_r}{v} = 2\pi \frac{r}{v} = 41.89 \text{ ns.} \]  

(9)

What is the possible current inside the idealized device for the case where the entire winding is in series? We make the assumption about max current to stay below critical current density of 250 \( \text{MA m}^{-2} \). Current is limited by the maximum permissible current density and the cross section of the conductor \( t \):

\[ I = J \times A_c \]  

(10)

where \( J \) is material dependent. For the nanowire assumed in Ref. 2, \( J = 250 \text{ MA m}^{-2} \). The assumed cross-sectional area \( A_c = 7.85 \times 10^{-9} \text{ m}^2 \) yields a maximum current of \( I = 1.96 \text{ A} \).

Expanding on Eq. (8), the number of electrons \( N_e \) in circulation in one loop may be calculated by noting that there are \( 6.24 \times 10^{18} \) electrons per Coulomb.

\[ N_e = \left( \frac{\text{electrons}}{\text{C}} \right) I \left( \frac{\text{C}}{\text{s}} \right) \times t = 5.12 \times 10^{11} \text{ electrons} \]  

(11)

4. SMES Forces

Expressing Eq. (7) as force per electron times the number of electrons in motion in one loop:

\[ \dot{T} = \dot{T}_e \left( \frac{N}{\text{electrons}} \right) \times N_e(\text{electrons}) = 5.248 \text{ mN.} \]  

(12)

Thus, each loop experiences about 5 mN of integrated centripetal force (\( \dot{T} \)) due to the electrons in circulation within.
We now describe the scale factor to couple the centripetal force to the gravitomagnetic effect. Revisiting Eq. (1), which describes the overall linear force developed at the center of the toroidal coil, total gravitomagnetically developed force will be

\[
G_f = \eta_o \eta_r \cdot \frac{N T \gamma^2}{4 \pi R^4} = \eta_o \eta_r \cdot 5.248 \text{ N.}
\] (13)

grouping known variables on the right and unknown variables on the left. This raises the question, What are the correct values for \( \eta_o \) and \( \eta_r \)? If \( \eta_o \) goes as \( \frac{G}{c} \), as does gravitomagnetic potential (Ref. 6, Eq. (1.5)), then

\[
\eta_o = -\frac{G^2}{c^2} = 1.11 \times 10^{-19}.
\] (14)

In this case \( G_f = 5.8 \times 10^{-16} \text{N} \). Values of \( \eta_r \) are experimentally unknown at this time. However, if values of \( \eta_r \) track values of \( \mu_r \), then values as high as \( \eta_r = 10^6 \) may be possible, yielding \( G_f = 5.8 \times 10^{-10} \text{N} = 0.58 \text{nN} \).

Even with very sensitive quantum gravitometer, this would be a very difficult measurement. However, with additional current or winding count, a device scaled up from the idealized case considered in this paper may someday achieve a measurable DC gravitational field, even in the nonrelativistic case considered here.

5. Conclusion

An argument is made for using SMES to gravitomagnetically create an unbalanced force, possibly of measurable amplitude. Further research would be required to determine to what extent SMES devices could be operated into relativistic regimes to enhance relative mass flow change in the rest frame thus improving effect detectability.\(^5\)
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Light stable axions, originally proposed to solve the strong CP problem of quantum chromodynamics (QCD), emerge now as leading candidates of WISP dark matter. The axion-electron coupling, explicitly predicted by some models, can be exploited to envisage novel detectors complementary to the “Sikivie haloscope”. In fact, due to the Earth motion with respect the dark matter halo, the interaction of relic axions with electron spins results in an effective magnetic field that inject power in magnetized media. In this proceeding we present the QUAX proposal of a ferromagnetic haloscope and the related ongoing experimental activity at the National Laboratories of Legnaro (Italy). The experimental parameters required to achieve cosmologically relevant sensitivity with our detector will be discussed. Some preliminary results on the operation of the QUAX prototype are eventually presented.
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1. Introduction

An impressive result of modern cosmology is that a major fraction of the mass content of the universe is composed of dark matter (DM), i.e. particles not interacting significantly with electromagnetic radiation, ordinary matter, not even self-interacting (cold dark matter). The DM existence is inferred from its gravitational influence on galaxies, clusters and Cosmic Microwave Background, which suggests it dominates by a ratio of 5:1 over ordinary matter described by the Standard Model (SM) of particle physics. In the era of precision cosmology an important threshold has been crossed: the issue nowadays is no longer the existence of particle dark matter, but its nature as new particle(s) Beyond SM (BSM models). Moreover, according to Big Bang cosmology, dark matter particles must be produced thermally similarly to SM particles. Hypothetical Weakly Interacting Massive Particles (WIMPs), e.g. 100 Gev particles from supersymmetric extension of SM, have been a prime DM candidate because of their self-annihilation cross section $\langle \sigma v \rangle \approx 3 \times 10^{-26}$ cm$^3$s$^{-1}$, that guarantees the correct abundance of dark matter today (“WIMP miracle”).

Recently, the WIMP paradigm has started to look less as the obvious solution to the dark matter problem, and the spotlight passed over Weakly Interacting Sub-eV Particles (WISP), that are very light bosons characterized by sub-eV masses and large occupation numbers, such as axions, axion-like particles (ALP) and hidden photons. In particular, the axion, originally introduced in the SM by Peccei and Quinn to solve the strong CP problem of QCD, is a good candidate for DM. The axion is the pseudo-Goldstone boson associated to an additional symmetry of SM Lagrangian which is spontaneously broken at an extremely high energy scale $F_a$. Current literature favours invisible axion mechanism with $F_a \gg 250$ GeV (weak scale), which has two main implementations: the KSVZ (Kim-Shifman-Vainshtein-Zakharov) models and the DFSZ (Dine-Fischler-Srednicki-Zhitnitsky) models. For scales $F_a \approx 10^{12}$ GeV, corresponding to typical mass values $m_a \approx 1$ meV, axions may account for the totality of DM$^2$. As a consequence, many different detectors have been proposed over the last decades to search for relic axions. Although theory do not fix the value of $F_a$, cosmological considerations and astrophysical observations provide boundaries on $F_a$ and suggest a favoured axion mass range $1 \mu eV < m_a < 10 \mu eV$, i.e. over $10^{13}$ times smaller than WIMPs mass. In addition, lattice results on QCD topological susceptibility, based on reliable computations of the axion relic density, indicate a preferred window for the axion mass in the range of tens of $\mu eV$. With such a small mass, we would expect $n_a \approx 3 \times 10^{13}(10 \mu eV/m_a)$ axions per cubic centimeter in our Solar System to account for the observed DM density $\rho_{DM} \approx 0.3$ GeV/cm$^3$. Most of axion detectors rely on the conversion of axions into photons in a resonant cavity in the presence of a static magnetic field, following the detection scheme proposed by P. Sikivie in 1983 – called axion haloscope – which is based on the inverse Primakoff effect$^4$. In particular, the ADMX experiment reached the cosmologically relevant sensitivity to exclude the axion mass range $2.66 < m_a < 2.81 \mu eV$ for DFSZ models and $1.9 < m_a < 3.7 \mu eV$ for KSVZ models$^5$. On the other hand, the axion-fermion coupling, explicitly predicted in DFSZ models$^6$, allows for
designing new detectors that exploit the interaction between axions and fermionic spins\(^7\). In fact, the motion of the Solar System through the DM cloud surrounding the Galaxy results in a gradient of the axion field \(\nabla a\) pointing in the motion direction, and one can demonstrate that the effect of \(\nabla a\) on spins in a magnetized material plays the role of an effective oscillating magnetic field \(B_a\) with amplitude, direction and frequency determined by \(\rho_{DM}, \nabla a\) and \(m_a\), respectively. The QUAX detector is precisely based on the resonant interaction of \(B_a\) with the homogeneous magnetization mode in ferrimagnetic samples. In this proceeding we summarize the main ideas of the QUAX proposal\(^7\) and report on some recent results regarding the cryogenic operation of a QUAX demonstrator\(^8\).

2. Axion detection by resonant interaction with electron spin

Assuming standard cosmology, we calculate the effective magnetic field \(B_a\) with the aim of estimating the power released in a magnetized sample as a function of QUAX parameters. As the DFSZ axion models do not suppress the axion and the aim of estimating the power released in a magnetized sample as a function of QUAX parameters. As the DFSZ axion models do not suppress the axion and

\[
L = \bar{\psi}(x)(i\hbar \gamma^\mu \partial_\mu - m_e)\psi(x) - ig_{ac}(x)\bar{\psi}(x)\gamma^5\psi(x),
\]

where \(\psi(x)\) is the spinor field of an electron with mass \(m_e\). Here \(\gamma^\mu\) are the 4 Dirac matrices, \(\gamma^5 = i\gamma^0\gamma^1\gamma^2\gamma^3\), and \(a(x)\) is coupled to matter by the dimensionless pseudo-scalar coupling constant \(g_{ac}\). By taking the non-relativistic limit of \(L\), the resulting interaction term can be written as

\[
-\frac{g_{ac}\hbar}{2m_e} \sigma \cdot \nabla a = -2 \frac{e\hbar}{2m_e} \sigma \cdot (\frac{g_{ac}}{2e}) \nabla a \equiv -2\mu_B \sigma \cdot B_a,
\]

which has clearly the form of the interaction between the spin magnetic moment and an effective magnetic field, where \(e\) is the electron charge, \(\mu_B\) is the Bohr magneton, \(\sigma\) is the vector Pauli matrices, and \(B_a \equiv g_{ac}/(2e)\nabla a\) is the effective magnetic field. For DFSZ axions, the coupling to electrons is \(g_{ac} = m_e/(3F_a)\cos^2 \beta \simeq 2.8 \times 10^{-15}(m_a/10^{-4}eV)\) assuming O(1) value for the free parameter \(\cos^2 \beta\). To calculate amplitude and frequency of the effective magnetic field due to the presence of the DM axion we use the standard model of galactic halo: a spherical distribution with a pseudo-isothermal density profile, local density \(\rho_{DM} \sim 0.3 GeV/cm^3\) corresponding to \(n_a \sim 3 \times 10^{12} (10^{-4} eV/m_a)\) axions per cubic centimeter, and local velocity distribution described by the Maxwell Boltzmann distribution with a dispersion \(\sigma_v \approx 270 \text{ km/sec}\). The Earth velocity with respect the galactic halo is \(|\mathbf{v}_E| \approx 220 \text{ km/sec}\). Therefore the equivalent oscillating rf field has an expected mean amplitude and central frequency

\[
B_a = 2.0 \times 10^{-22} \left(\frac{m_a}{200 \text{ \mu eV}}\right) \text{T}, \quad \frac{\omega_a}{2\pi} = 48 \left(\frac{m_a}{200 \text{ \mu eV}}\right) \text{ GHz},
\]

with relative linewidth \(\Delta \omega_a/\omega_a \approx 5.2 \times 10^{-7}\) and direction \(\mathbf{v}_E\). The explicit dependence on \(\omega\) of the power spectrum of axion field has been calculated in Ref. 6.
Once the calculation is tailored for the gradient of the axion field, the coherence time and correlation length for the QUAX detector read
\[ \tau_{\nabla a} \simeq 0.68 \tau_a = 17 \left( \frac{200 \mu eV}{m_a} \right) \left( \frac{Q_a}{1.9 \times 10^6} \right) \mu \text{s}; \]
\[ \lambda_{\nabla a} \simeq 0.74 \lambda_a = 5.1 \left( \frac{200 \mu eV}{m_a} \right) \text{m}, \] (4)
where the standard DM halo parameters were used.\(^7\)

### 2.1. The QUAX proposal

In the QUAX proposal we focused our analysis to frequencies in the 40 ÷ 50 GHz range. To measure the power released by extremely small rf field \( B_a \) we make use of the Electron Spin Resonance (ESR) in magnetic samples.\(^7\) To enhance the interaction, the ferromagnetic resonance of the sample – i.e. the Larmor frequency \( \omega_L = \gamma B_0 \) of the electron spin precession in an external magnetic field \( B_0 \) – is tuned to the frequency \( \omega_a \) associated with mass value of the searched for axion. Here \( \gamma/2\pi = e/m_e = 2.8 \text{ GHz/T} \) is the electron gyromagnetic ratio. In the limit of weak rf field, the steady state solutions of Bloch Equations of the magnetization \( M_a(t) \) relative to the ESR Kittel mode reads
\[ M_a(t) = \gamma \mu_B B_a n_S \tau_{\text{min}} \cos(\omega_a t), \] (5)
where \( n_S \) is the material spin density and \( \tau_{\text{min}} \equiv \min(\tau_{\nabla a}, \tau_2, \tau_r) \) is the shortest coherence time among the axion wind coherence \( \tau_{\nabla a} \), magnetic material relaxation \( \tau_2 \) and radiation damping \( \tau_r \), and it represent the coherence time of \( M_a(t) \) oscillations.

However, the radiation damping mechanism may result in an issue for the QUAX detector. In fact, in free space, the energy damping due to magnetic dipole emission \( \tau_r = (c^3/\omega_L^3)/(\gamma \mu_0 M_0 V_s) \), and so high Larmor frequency, large magnetization \( M_0 \), and large volume \( V_s \) of magnetized material imply \( \tau_r \ll \tau \). However, the radiation damping mechanism can be inhibited by inserting the magnetized material inside a microwave resonant cavity in the strong coupling regime. In this case, the hybridization between Kittel magnetic mode of the sample and a suitable cavity mode occurs, and the limited phase space of the resonant cavity inhibits the radiation damping mechanism, thus providing a more favourable damping time equal to the cavity decay time. In the hybridization regime we have \( \tau_{\text{min}} = \min(\tau_{\nabla a}, \tau_2, \tau_c) \), where \( \tau_c \) is the cavity decay time.\(^7\)

In the presence of the axion wind, the average amount of power absorbed by the magnetized sample in each cycle is
\[ P_{\text{in}} = \mu_0 \mathbf{H} \cdot \frac{dM}{dt} = B_a \frac{dM_a}{dt} V_s \]
\[ = \gamma \mu_B n_s \omega_a B_a^2 \tau_{\text{min}} V_s. \] (6)
In a steady state condition, the power balance ensures that \( P_{\text{in}} \) will be emitted as rf radiation, and so \( P_{\text{in}}/2 \) can be collected by using an antenna critically coupled to
the hybridized mode. The output power can be expressed in terms of the relevant experimental design parameters

\[ P_{\text{out}} = \frac{P_{\text{in}}}{2} = 3.8 \times 10^{-26} \left( \frac{m_a}{200 \mu eV} \right)^3 \left( \frac{V_s}{100 \text{ cm}^3} \right) \left( \frac{n_s}{2 \cdot 10^{28} / \text{m}^3} \right) \left( \frac{\tau_{\text{min}}}{2 \mu s} \right) \text{W}, \]

(7)

where the chosen axion mass is determined by a magnetizing field \( B_0 = 1.7 \text{ T} \), and the value of the spin density is typical of paramagnets at low temperature or material as YIG (Yttrium Iron Garnet) even at room temperature. To measure such a low power is a very difficult experimental challenge. To reach the QUAX goal of detecting cosmological QCD axions, we need to improve the detector sensitivity along the following lines:

1) Study of materials: decrease linewidth of ferromagnetic resonance in the \( 10 \div 100 \text{ GHz} \) frequency range at low temperatures and increase spin density of magnetized materials (YIG, GaYIG, LiF or BDPA and other paramagnets); make use of ultrapure material (e.g. by trying to minimize rare earths contamination); highly accurate polishing and smoothing of surfaces.

2) Cavity design: design of a high-Q (\( \sim 10^6 \)) cavity to be operated in few Tesla magnetic fields; cavity design should also maximize SNR and allow for housing the required amount of magnetized material.

3) Static magnetic field source: realization of a highly uniform magnetic field (up to 10 ppm for a few Tesla field to avoid inhomogeneous broadening).

4) Decrease of noise level: use a dilution refrigerator to lower thermal noise that also allow for the operation of a Josephson Parametric Amplifier (JPA); a crucial issue is the concurring development of a single photon counter in the microwave frequency range in order to overcome the Standard Quantum Limit of linear amplifiers.

It is worth noticing that only the component of the equivalent magnetic field \( B_a \) orthogonal to the magnetizing field \( B_0 \) will drive the magnetization of the sample, therefore QUAX is a directional detector and it shows a daily modulation of the axion signal that can be exploited to get rid of spurious noise sources.\(^7\)

\[ 2.2. \text{ The QUAX demonstrator} \]

We have addressed experimentally some issues that affect the sensitivity of a ferromagnetic haloscope, such as ferrimagnetic dissipation, cavity quality factor, magnetic field homogeneity. Thus we have set up a demonstrator of the QUAX experiment which is made of 5 GaYIG (Gallium Yttrium Iron Garnet), 1 mm diameter spheres, placed in a cylindrical copper cavity (diameter \( \sim 26 \text{ mm} \) and length \( 50 \text{ mm} \)), and immersed in a \( \sim 0.5 \text{ T} \) magnetic field. We use the TM110 mode with resonance frequency \( f_c \simeq 13.98 \text{ GHz} \) and linewidth \( k_c/2\pi \simeq 400 \text{ kHz} \) at liquid helium temperature. The degeneracy of this mode has been removed by digging...
two symmetric grooves in the lateral surface of the cylinder. The TM110 mode is characterized by a uniform maximum magnetic rf field along the cavity axis, and therefore we can house more YIG spheres along it. Moreover, cavity volume can be increased by lengthening the cylinder without changing the TM110 mode resonance frequency. With cylindrical geometry we can also exploit the uniformity of magnetic field produced by a solenoid along the symmetry axis so as to avoid the inhomogeneous broadening of the resonances. In fact, the Larmor frequency $f_L$ of the GaYIG spheres is established by an highly uniform solenoidal magnetic field ($1$ part in $10^4$), and the hybridization condition $f_L \simeq f_c$ is met when $B_0 \simeq 0.5$ T. In the strong coupling regime, the hybrid mode frequencies are $f_+ = 14.061$ GHz and $f_- = 13.903$ GHz. The detection electronics (a cascade of a room temperature and a cryogenic amplifier) was calibrated with a Johnson noise source at different temperature. The output of the cavity is down-converted in its in-phase and quadrature components with respect to a local oscillator and sampled at 2 MHz. The power of hybridized modes was estimated with $\sim 2 \times 10^6$ FFTs of 8192 bins each (frequency resolution of 244 Hz), which were square averaged and rebinned into 7.8 kHz bandwidths (256 bins), close to the expected axion bandwidth. The standard deviation of the estimated power is $\sigma_P = (2.2 \pm 0.1) \times 10^{-22}$ W, compatible with the Dicke radiometer equation. No significant excess power consistent with DM axions was found. Therefore we can set the upper limit $\sigma_P' \sim 10^{-21}$ W within the 3 MHz band around 13.903 GHz at the 95% C.L.. This value translates to the upper limit $B_a \leq 1.6 \times 10^{-17}$ T of the equivalent axion field, corresponding to a axion electron coupling $g_{ae} \leq 5 \times 10^{-10}$ for axion masses $58.527 \leq m_a \leq 58.541 \mu$eV at 95% CL.

3. Conclusions

We have reported on the QUAX proposal, i.e. a ferromagnetic haloscope sensitive to DM axions through their interaction with electron spin. Our findings by means of the QUAX demonstrator indicate the possibility of performing ESR measurements of a sizable quantity of material inside a cavity cooled down to cryogenic temperatures. The sensitivity of the demonstrator reached the limit of the Dicke radiometer equation, the overall behavior of the apparatus is as expected, and we are confident that the QUAX detector can reach a cosmological relevant sensitivity.
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What could the value of the cosmological constant tell us about the future variation of the fine structure constant?
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Motivated by reported claims of the measurements of a variation of the fine structure constant $\alpha$ we consider a theory where the electric charge, and consequently $\alpha$, is not a constant but depends on the Ricci scalar $R$. We then study the cosmological implications of this theory, considering in particular the effects of dark energy and of a cosmological constant on the evolution of $\alpha$. Some low-red shift expressions for the variation of $\alpha(z)$ are derived, showing the effects of the equation of state of dark energy on $\alpha$ and observing how future measurements of the variation of the fine structure constant could be used to determine indirectly the equation of state of dark energy and test this theory.

In the case of a $\Lambda$CDM Universe, according to the current estimations of the cosmological parameters, the present value of the Ricci scalar is $\approx 10\%$ smaller than its future asymptotic value determined by the value of the cosmological constant, setting also a bound on the future asymptotic value of $\alpha$.

1. Introduction

There have been different claims about the detection of the variation$^{1-5}$ of the fine structure constant. Different models have been proposed to account for such a phenomenon, in particular theories where the electric charge is treated as free field$^6$. We consider the cosmological implications of a model in which the electric charge depends on the local value of the space-time curvature. This model can be considered a special case of the Bekenstein theory$^6$, where the electric charge depends on the Ricci scalar, and consequently it is not necessary to introduce an additional kinetic term in the Lagrangian to determine the dynamics of the field associated to the electric charge, as in the standard Bekenstein case. In this sense this model has the advantage of not introducing a new fully independent degree of freedom and can consequently give more definite predictions. At the same time the hypothesis that the electric charge depends only on the Ricci scalar is in agreement with the principle of general covariance and as such could be extended to the study of the variation of other natural constants without the need of introducing any new degree of freedom.

On the basis of general covariance it is natural to consider as an extension of the standard electromagnetism an action of the type

$$S = \int \sqrt{-g} \left( f(R) F_{\mu\nu} F^{\mu\nu} + e_0 u_\mu A^\mu \right),$$

where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the Faraday tensor and $A^\mu$ is the vector potential, as defined in the standard covariant formulation of electromagnetism.

The main difference respect to the classical formulation of electromagnetism corresponds to the fact that such an action implies a space time variation of the
fine structure constant $\alpha$. This can be seen easily by varying the action respect to the vector potential $A^\mu$, and after neglecting derivative terms of quantities varying only on very large scales we get

$$\partial_\mu F^{\mu \nu} = f(R)^{-1} e_0 u^\nu, \quad (2)$$

which shows how the effective electric charge appearing on the r.h.s. is not constant.

The variation of the action respect to the metric is not expected to modify the standard Einstein’s equations because the term $F_\mu^\nu F^{\mu \nu} \propto (E^2 - B^2)$ should give an average vanishing contribution in the case of a homogenous electromagnetic field.

The above action can be considered a particular case of the Bekenstein theory:

$$S_B = \int \sqrt{-g}(\epsilon^2 F_\mu^\nu F^{\mu \nu} + e(x_\mu) u_\mu \tilde{A}^\mu) = \int \sqrt{-g}(\epsilon^2 F_\mu^\nu F^{\mu \nu} + e_0 u_\mu A^\mu), \quad (3)$$

$$A_\mu = \epsilon \tilde{A}_\mu, \quad (4)$$

$$F_\mu^\nu = \partial_\mu A_\nu - \partial_\nu A_\mu, \quad (5)$$

where the electric charge appearing in the Lagrangian is treated as a free field

$$e(x_\mu) = e_0 e(x^\mu), \quad (6)$$

and the action (1) corresponds to the case in which

$$\epsilon(x_\mu) = f(R)^{-1/2}, \quad (7)$$

$$\alpha(z) = \alpha_0 f(R)^{-1}. \quad (8)$$

In the Bekenstein theory an additional kinetic term is introduced in the Lagrangian in order to determine the dynamics of $\epsilon$, while for the action $S (1)$ this is not necessary since $f(R)$ entirely determines the variation of the fine structure constant.

From a physical point of view this corresponds to assuming that the fine structure constant value depends only on the Ricci scalar, preserving the invariance under general coordinate transformations.

The Ricci scalar can be related to the trace of the energy momentum tensor by taking the trace of the Einstein tensor:

$$R = -T_\mu^\mu, \quad (9)$$

For a set of perfect fluids with equation of state

$$P_i = w_i \rho_i, \quad (10)$$

we get

$$R = \sum_i (3w_i - 1) \rho_i, \quad (11)$$

where the index $i$ stands for the $i$-th component of the total energy density of the Universe. It is interesting to note that, according to the above equation, radiation does not contribute to the Ricci scalar at any time, since it vanishes for $w_i = 1/3$. 
We can now derive a low red-shift expansion of the variation of the fine structure constant. Even if this would not be valid at higher red-shift, it can still give some useful insight about the features of the theory we are studying. In order to get the leading corrections to the value of $\alpha$ we expand the equation of state of dark energy $w(z)$ and the function $f(R)$ according to:

$$\Delta \alpha = \frac{\alpha(z) - \alpha_0}{\alpha_0} = \Delta \alpha_1 z + \Delta \alpha_2 z^2 + \cdots, \quad (12)$$

$$w(z) = w_0 + w_1 z + w_2 z^2 + \cdots, \quad (13)$$

$$f(R) = 1 + f_1 \left( \frac{R - R_0}{R_0} \right) + f_2 \left( \frac{R - R_0}{R_0} \right)^2 + \cdots, \quad (14)$$

where

$$R_0 = R(z = 0). \quad (15)$$

is the present time value of the Ricci scalar. The above expansion for $f(R)$ is clearly dimensionally consistent and satisfy the normalization condition

$$\alpha(z = 0) = \alpha_0. \quad (16)$$

It should also be noted that such a local expansion is only valid at relatively recent times otherwise, at early times, when $(R - R_0)/R_0 \to \infty$, $\alpha$ would diverge. Nevertheless it is a good approximation to estimate the future variation of $\alpha$ because $(R_{\infty} - R_0)/R_0 \approx -0.1$, as it will be shown later.

Assuming a flat Universe, after substituting in Eq. (11) the contributions from matter and dark energy

$$\rho_X(z) = 3H_0^2\Omega_X \exp \left[ \int_0^z \frac{3[1 + w(x)]}{1 + x} \, dx \right], \quad (17)$$

$$\rho_M(z) = 3H_0^2(1 + z)^3, \quad (18)$$

we get the following expression for the Ricci scalar as a function of the red-shift

$$R(z) = -3(1 + z)^3H_0^2\Omega_M + 3H_0^2\Omega_X \exp \left[ \int_0^z \frac{3[1 + w(x)]}{1 + x} \, dx \right] [3w(z) - 1]. \quad (19)$$

The above expression is also valid at early times when the Universe was radiation dominated since, as noted previously, radiation does not contribute at any time to the Ricci scalar.
We can then compute the leading corrections to the value of the fine structure constant as a function of the red-shift:

\[ \Delta \alpha_1 = \frac{3f_1(-1 + 2w_0\Omega_X + 3w_0^2\Omega_X + w_1\Omega_X)}{3w_0\Omega_X - 1}, \tag{20} \]

\[ \Delta \alpha_2 = \frac{1}{2(1 - 3w_0\Omega_X)^2} \left[ 3 \left( (6f_1^2 - 3f_2)(-1 + 2w_0\Omega_X + 3w_0^2\Omega_X + w_1\Omega_X)^2 + \right. \right. \]

\[ \left. \left. - f_1(1 - 3w_0\Omega_X)(2 - (-2 + 24w_0^2 + 18w_0^3 + 4w_1 + 2w_0(1 + 6w_1) + w_2)\Omega_X) \right) \right], \tag{21} \]

where we have used the relation

\[ \Omega_\Lambda + \Omega_X = 1, \tag{22} \]

following from the Friedman equation evaluated at present time. As it can be seen the linear contribution to the variation of the fine structure constant value is affected by the central value and first order derivative of the equation of state of dark energy and by the first derivative of function \( f(R) \). Conversely the above expression shows how measurements of the variation of the fine structure constant could be used to determine indirectly the equation of state of dark energy.

Another important case to consider is that of a \( \Lambda CDM \) Universe, for which the Ricci scalar as a function of the red-shift is given by

\[ R(z) = -\rho_M^0(1 + z)^3 - 4\rho_\Lambda = -3H_0^2(\Omega_M^0(1 + z)^3 + 4\Omega_\Lambda), \tag{23} \]

which implies that at late times \( R(z) \) tends to a constant value determined by the cosmological constant, while at earlier times it decreases.

We can then obtain a local expansion for \( \alpha(z) \) as in the dark energy case:

\[ \Delta \alpha_1 = \frac{3f_1(-1 + \Omega_\Lambda)}{1 + 3\Omega_\Lambda}, \tag{24} \]

\[ \Delta \alpha_2 = \frac{3(-1 + \Omega_\Lambda)(6f_1^2(-1 + \Omega_\Lambda) - 3f_2(-1 + \Omega_\Lambda) + f_1(2 + 6\Omega_\Lambda))}{2(1 + 3\Omega_\Lambda)^2}. \tag{25} \]

It can be easily checked that these last formulae are in agreement with the dark energy case when \( \{w_n = 0, w_0 = -1\} \). In this case the variation of \( \alpha \) is completely determined by the coefficients \( \{f_1, f_2\} \) and the value of the cosmological constant.

Given the current estimation of cosmological parameters\(^\text{7–9} \) the Ricci scalar is tending to an asymptotic value determined by the cosmological constant

\[ \frac{R_\infty}{R_0} = \frac{4\Omega_\Lambda}{1 + 3\Omega_\Lambda} \approx 0.9, \tag{26} \]

and the present value is quite close to the asymptotic one as it can be seen in Fig. 1. This shows how the Ricci scalar is not expected to vary largely in the future history of the Universe, and if the theory we are studying is correct, also the fine
1950

Fig. 1. The ratio $R_n/R_0$ is plotted as a function of the number $n$ of e-folds from today, where $R_n = -3H_0^2(\Omega_M(a_0)^2 + 4\Omega_\Lambda(a_0)^3)$, $a = a_0 e^{n}$ and $R_0$ is the value of the Ricci scalar today, when $n = 0$. As it can be seen the present value $R_0$ is quite close to the asymptotic future value of $R$.

structure constant will reach a corresponding asymptotic value given by

$$\alpha_\infty \approx \alpha_0 f(R_\infty)^{-1} \approx \alpha_0 [1 + f_1(-0.1) + f_2(-0.1)^2]^{-1} \approx \alpha_0 [1 + f_1(0.1) - f_2(0.1)^2].$$

According to this prediction the so called coincidence problem, i.e. the fact that we happen to live just around the time of transition between a matter dominated and a cosmological constant dominated stage of the evolution of the Universe, would also have implications on the future variation of the fine structure constant, which would be expected to tend to an asymptotic value not too different from the present one. After the coefficients $f_1, f_2$ have been determined by fitting available observational data of $\Delta\alpha(z)$ we could get a good estimation of $\alpha_\infty$, but we would have to wait a time interval of the order of the Hubble time $H_0^{-1}$ before the matter contribution to the Ricci scalar will be dominated by that of the cosmological constant and we could test such a prediction.

Acknowledgements

I thank M. Sasaki for insightful discussions and financial support for the participation to the YITP Gravity and Cosmology 2012 workshop.

References

1. M. T. Murphy, J. K. Webb, V. V. Flambaum and,
2. J. A. King, J. K. Webb, M. T. Murphy, V. V. Flambaum, R. F. Carswell, M. B. Bainbridge, M. R. Wiczynska, F. E. Koch and,
6. J. D. Bekenstein,
Quintessence evolution of fundamental constants and cosmological parameters using the beta function formalism

Rodger I. Thompson
Steward Observatory and Department of Astronomy, University of Arizona, Tucson, Arizona 85721, USA
*E-mail: rit@email.arizona.edu

A key lesson from the multi-messenger observations of colliding neutron stars is the importance of having accurate templates to compare with observations. This manuscript demonstrates the production of such templates for the evolution of cosmological parameters and fundamental constants using the beta function formalism. The beta function in this formalism is the derivative of the scalar field with respect to the natural log of the scale factor. This demonstration utilizes the quintessence cosmology with an inverse power law dark energy potential as an example but the formalism is expandable to other dark energy potentials and cosmologies. The advantage of the beta function formalism is that it produces analytic solutions of the evolutions as a function of the scale factor which is a fundamental observable quantity.

Keywords: Cosmology, Fundamental Constants.

1. Introduction

This article presents beta function formalism calculations of the evolution of fundamental constants and cosmological parameters in a quintessence cosmology for comparison with observational constraints. Quintessence is a well studied example of a dynamical cosmology where the dark energy equation of state is changing with time. The predicted evolution provides tests to determine whether dark energy is static or dynamically evolving. Interestingly the static ΛCDM cosmology is a special case of the dynamical quintessence cosmology, partially demonstrating the “Universality” of the beta function methodology. The epochs of interest are redshifts between 0 and 9 which correspond to scale factors \( a \) between 1.0 and 0.1. These epochs are well covered by the upcoming JWST and Euclid space missions as well as the DESI and LSST ground based surveys.

2. The Potential and Related Parameters

For specificity a dark energy potential of the common form

\[ V(\phi) = M^{4+p} \phi^{-p} \]  

is considered here where \( M \) has the units of the reduced Planck mass \( M_p \). The potential \( V(\phi) \) has units of \( M_p^4 \) and by the continuity equation

\[ V(\phi) = 3\Omega_\phi \left( \frac{H(\phi)}{\kappa} \right)^2 \]  

where \( H(\phi) \) is the Hubble parameter, \( \Omega_\phi \) is the ratio of the dark energy density to the critical density and \( \kappa = \frac{1}{M_p^2} \). This relation indicates that the value of \( V_0 \) is set by \( H_0 \) and \( \Omega_{\phi_0} \) where the 0 subscript indicates the current value.
3. The Beta Function Formalism

The beta function formalism was recently developed to explore the universality of dynamical cosmologies thought previously to be independent of each other. The beta function formalism has its roots in a perceived correspondence between cosmological inflation and the Quantum Field Theory renormalization group flow equation (1), (2) and (3). In that context it is valid as the solution for the slow evolution of a system approaching or leaving a critical (fixed) point (1). Both (1) and (2) have considered the formalism for the late time dark energy inflation where the critical point is in the infinite future. The descriptions here follow these references with particular dependence on (2) who have incorporated matter as well as dark energy in order to describe a real universe.

The beta function is defined as the derivative of the scalar field $\phi$ with respect to the natural logarithm of the scale factor of the universe $\ln(a)$.

$$\beta(\phi) \equiv \frac{\kappa d\phi}{d \ln(a)} = \kappa \phi'$$

where the prime in the right hand side denotes the derivative with respect to $\ln(a)$, Since $\phi$ has units of mass the product $\kappa \phi$ is dimensionless and $\phi$ is specified in units of reduced Planck masses. The reduced Planck mass is generally used in the cosmological literature since the factor of $8\pi$ simplifies several equations. Proper units are an important aspect of this article therefore $\kappa$ is retained throughout the article rather than being set to one as is common practice. Natural units are used where $G$, $c$ and $\hbar$ are set to one.

Specifying $\beta(\phi)$ provides a method to express the evolution of cosmological parameters and fundamental constants in terms of the observable scale factor $a$ rather than the unobservable scalar field $\phi$. References (4) and (5) give concrete examples of this process for quintessence. Where as the main purpose of (1), (2) and (3) was to demonstrate the universality of cosmologies associated with a given beta function the purpose of (4), (5) and this article is to calculate cosmological parameters for quintessence for a given dark energy potential $V(\phi)$. Here the beta function is determined by $V(\phi)$ rather than being prespecified.

Rather than being an arbitrary function of the scalar $\phi$, the beta function is determined by the potential, (1) and (2), such that

$$V_m(\phi) = V_0 \exp \left\{ -\kappa \int \beta(\phi)d\phi \right\}$$

where $V_m(\phi)$ is the model potential given by Eq. (1). Equation (4) shows that $\beta(\phi)$ is the negative of the logarithmic derivative of the model potential.

The potential in Eq. (1) is an inverse power law, IPL, potential. The beta formalism for IPL potentials was considered in (4) which showed that the beta function for this type of potential is given by the simple form.

$$\beta(\phi) = \frac{p}{\kappa \phi} = \frac{\kappa d\phi}{d \ln(a)}$$
Integrating Eq. (5) yields
\[ \kappa \phi = \sqrt{2p \ln(a) + (\kappa_0)^2} \]  
(6)
where \( \phi_0 \) is the current value of the scalar which depends on the current values of cosmological parameters and the cosmology as shown in section 4.

4. Quintessence

The action for quintessence is given by
\[ S = \int d^4x \sqrt{-g} \left[ \frac{R}{2} - \frac{1}{2} g^{\mu\nu} \partial_\mu \partial_\nu \phi - V(\kappa \phi) \right] + S_m \]  
(7)
where \( R \) is the Ricci scalar, \( g \) is the determinant of the metric \( g^{\mu\nu} \), \( V(\phi) \) is the dark energy potential, and, \( S_m \) is the action of the matter fluid. The dark energy potential determines the form of quintessence being studied. The standard quintessence dark energy density, \( \rho_\phi \), and pressure, \( P_\phi \) equations are
\[ \rho_\phi \equiv \frac{\dot{\phi}^2}{2} + V(\phi), \quad P_\phi \equiv \frac{\dot{\phi}^2}{2} - V(\phi) \]  
(8)
and the dark energy equation of state \( w(\phi) \) is
\[ w(\phi) = \frac{P_\phi}{\rho_\phi} = \frac{\dot{\phi}^2 - V(\phi)}{\dot{\phi}^2 + V(\phi)} \]  
(9)
Combining Eq. (8) gives
\[ P_\phi + \rho_\phi = \frac{\dot{\phi}^2}{\rho_\phi} \]  
(10)
It follows that
\[ \frac{P_\phi + \rho_\phi}{\rho_\phi} = w + 1 = \frac{\dot{\phi}^2}{\rho_\phi}. \]  
(11)
From the definition of \( H = \frac{\dot{a}}{a} \)
\[ \dot{\phi} = \frac{d\phi}{da} \frac{da}{dt} = \frac{d\phi}{d\ln(a)} H = \phi' H. \]  
(12)
Using the following relations
\[ \rho_\phi = \frac{3\Omega_\phi H^2}{\kappa^2}, \quad \frac{\dot{\phi}^2}{\rho_\phi} = \frac{(\phi' H)^2}{\rho_\phi}, \]  
(13)
a new relationship for \((w + 1)\) is established.
\[ \frac{\dot{\phi}^2}{\rho_\phi} = \frac{(\phi' H)^2}{3\Omega_\phi H^2} = \frac{(\kappa \phi')^2}{3\Omega_\phi} = (w + 1) \]  
(14)
From Eq. (14)
\[ \kappa \phi' = \sqrt{3\Omega_\phi (w + 1)}. \]  
(15)
From Eq. (3) $\beta(\phi) = \kappa \phi'$ coupled with Eq. (5) yields

$$\frac{p}{\kappa \phi} = \sqrt{3\Omega_\phi (w + 1)}, \quad \kappa \phi = \frac{p}{\sqrt{3\Omega_\phi (w + 1)}}$$

Equation (16) establishes an important boundary condition on the scalar in terms of the current value of $\omega_\phi$ and $(w + 1)$ for Quintessence IPL dark energy potentials.

$$\kappa \phi_0 = \frac{p}{\sqrt{3\Omega_\phi (w_0 + 1)}}$$

Equation (17) and Eq. (6) give the evolution of $\phi$ as a function of the scale factor $a$.

5. Parameter Relationships

A proper exploration of the parameter space of a cosmology such as quintessence requires an understanding of the relationships between the parameters. This section establishes the relations between the scalar $\phi$, the Hubble parameter $H$, the dark energy equation of state $w$ and the value of $M$ in Eq. (1). Combining Eq. (1) and Eq. (2) gives

$$M^{4+p}\phi^{-p} = 3\Omega_\phi \left( \frac{H}{\kappa} \right)^2.$$ (18)

Setting the current values of $H$, $\Omega$ and $w$ provides the boundary conditions for the remaining parameters. For a given value of the power $p$ in Eq. (1) Eq. (17) determines the value of $M$ as

$$M = \left[ 3\Omega_\phi \left( \frac{H_0}{\kappa} \right)^2 \phi_0^p \right]^{1/p}.$$ (19)

Equation (19) indicates that once $p$, $H_0$, $\Omega_\phi$, and $w_0$ are chosen the value of $M$ is set.

6. The Dark Energy Potentials

The beta function formalism utilizes a superpotential defined (2) simply as

$$W(\phi) = -2H(\phi) = -2\frac{\dot{a}}{a}.$$ (20)

It is obvious that calculation of the superpotential $W(\phi)$ is equivalent to the calculation of the Hubble parameter $H(\phi)$. In the absence of matter both the dark energy superpotential and the potential are defined by the beta function (2).

$$W(\kappa \phi) = W_0 \exp \left\{ -\frac{1}{2} \int_{\kappa \phi_0}^{\kappa \phi} \beta(x) dx \right\}$$

and

$$V(\kappa \phi) = \frac{3}{4} W_0^2 \exp \left\{ -\int_{\kappa \phi_0}^{\kappa \phi} \beta(x) dx \right\} \left( 1 - \frac{\beta^2(\kappa \phi)}{6} \right)$$

(21)
where \( W_0 \) is the current value of \( W \) equal to \(-2H_0\). Equation (22) is the beta formalism equivalent of Eq. (4) and is called the beta potential \( V_\beta(\phi) \) of the model potential \( V_m(\phi) \). The beta potential is the model potential multiplied by \((1 - \beta^2(\kappa \phi))\).

If \( \beta^2(\kappa \phi) \ll 1 \) then the beta potential is an accurate but not exact representation of the model potential. In general the calculated evolution of the cosmological parameters and fundamental constants has the same accuracy as the beta potential representation of the model potential. Figure 1 shows the fractional deviation of the beta potential from the model potential for a sample case with a quartic potential, \( p = 4, H_0 = 70 \) for a flat Universe with \( \Omega_\phi = 0.7 \). It is clear that the error is less than 0.25\% for all cases and is less than 0.1\% for the two \( w_0 \) values closest to minus one. This is a significantly higher accuracy than current observational cosmological parameter constraints.

7. A Universe with Matter

Since the goal of this article is the calculation of parameters for comparison with observations the dark and baryonic matter of the universe must be accounted for. In the beta function formalism the matter density \( \rho_m(\kappa \phi) \) is given by

\[
\rho_m(\kappa \phi) = \rho_{m0} \exp \left( -3 \int_{\kappa \phi_0}^{\kappa \phi} \frac{d\kappa \phi}{\beta(\kappa \phi)} \right) \quad (23)
\]
where $\rho_{m0}$ is the current matter density. Using the definition of $\beta$ Eq. (23) can be written as

$$\rho_m(a) = \rho_{m0} \exp\left(-3 \int_1^a d\ln (a) \right) = \rho_{m0} a^{-3}$$  

(24)

as expected, independent of $\beta$.

### 7.1. Introducing the superpotential to mass

The presence of mass has a profound effect on the superpotential. Instead of the simple forms in section 6 there is a differential equation (2) for the superpotential $W$ that has the form

$$\frac{WW'_{\phi}}{\kappa^3} + \beta W^2 \frac{2}{2\kappa^2} = - \frac{2\rho_m}{\beta}$$  

(25)

where $W'_{\phi}$ is the derivative of $W$ with respect to $\phi$. The solutions for $W$ are found through the use of integrating factors. Section 8 describes how the integrating factors can be found in general. The power and inverse power law integrating factors are $(\kappa \phi)^{-p}$ and $(\kappa \phi)^{p}$ respectively. Using the inverse power law integrating factor (4) shows that the solution for $W(a)$ is

$$W_i(a) = - \left\{ - \frac{4 \rho_{m0}}{3} \left( \frac{2p}{3} \right) \exp \left( \frac{3\phi_0^2}{2p} \right) \left( \phi(a) \right)^{-p} \right. $$

$$\times \left[ \Gamma \left( 1 + \frac{p}{2} \right) 3\ln (a) + \frac{3\phi_0^2}{2p} \right] - \Gamma \left( 1 + \frac{p}{2} \right) \left( \frac{3\phi_0^2}{2p} \right) \right\}^{1/2}$$

+ $W^2_0 \left( \frac{\phi_0}{\phi(a)} \right)^p$  

(26)

where $\Gamma$ is the incomplete Gamma function. The Hubble parameter is of course just $-\frac{1}{2}W$. Figure 2 shows the evolution of the Hubble parameter with $p = 4$.

### 7.2. Onset of the acceleration of the expansion of the Universe

An important check on the validity of the Hubble parameter is whether it initiates the late time acceleration of the universe at the correct epoch. Figure 3 shows the evolution of the speed of the expansion of the universe, $\dot{a}$, as a function of the scale factor $a$. The acceleration initiates at a scale factor of 0.6 consistent with the observations.

### 8. The Dark Energy Density

In a flat universe the dark energy density is just the total density minus the matter density therefore the ratio of the dark energy density to the critical density is

$$\Omega_{\phi} = \frac{3(H/\kappa)^2 - \rho_{m0}a^{-3}}{3(H/\kappa)^2}$$  

(27)
\[ w_0 = -0.97, -0.99, -0.95 \]
\[ p = 4 \]
\[ H_0 = 70 \]
\[ \Omega_\phi = 0.7 \]

Fig. 2. The evolution of the Hubble parameter \( H(a) \) with \( p = 4 \) and \( w_0 = -0.97 \). The left ordinate is labeled in \((\text{km/sec})/\text{Mpc}\) and the right ordinate in reduced Planck mass \( M_p \).

\[ \dot{a} = a H(a) \]

Fig. 3. The evolution of the speed of expansion of the universe \( \dot{a} \) with \( p = 4 \) and \( w_0 = -0.97 \). The acceleration initiates at a scale factor of 0.6, consistent with observations.
Figure 4 shows the evolution of $\Omega_\phi(a)$ for $p = 4$ and the three values of $w_0$. The figure show that $\Omega_\phi$ is not a strong function of $w_0$ but some separation of the three plots is apparent near $a = 0.1$. $\Omega_\phi$ approaches zero at that point which is relevant in considering the evolution of $w$.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The evolution of $\Omega_\phi$, the ratio of the dark energy density to the critical density, with $p = 4$ and $w_0 = -0.97$.}
\end{figure}

9. The Dark Energy Equation of State

The dark energy equation of state, DEoS, is an important cosmological parameter whose value discriminates between static and dynamic cosmologies. From (4) the equations for the equation of state with matter included are

$$1 + w(\phi) = \frac{\beta^2}{3} \left( 1 - \frac{\Omega_{m}a}{3W/\kappa^2} \right) = \frac{\beta^2}{3} \left( 1 - \Omega_{m} \right) = \frac{\beta^2(\phi)}{3\Omega_\phi}$$

(28)

This differs slightly from (4) because $\kappa$ is included in the equations rather than being set to one. Since, as shown in section 8, $\Omega_\phi$ approaches very close to zero at scale factors near $a = 0.1$ the more accurate first term to the right in Eq. (28) is used rather than the later terms. Figure 5 shows the evolution of $w(a)$ for $p = 4$ and the three $w_0$ values. Note that although the evolution of $w(a)$ is relatively well fit by the linear CPL model for scale factors larger than 0.5, the early evolution of $w(a)$ is very non-linear.
10. The Evolution of the Fundamental Constants $\alpha$ and $\mu$

Up until now we have concentrated on the evolution of cosmological parameters as a result of the rolling scalar field. Now attention is centered on two of the dimensionless fundamental constants, the fine structure constant $\alpha$ and the proton to electron mass ratio $\mu$. The same scalar field that interacts with the gravitational sector is also assumed to interact with the other sectors. It is difficult without fine tuning to limit the interaction of a scalar field to only the gravitational sector (6).

The relationship between the variation of $\mu$ or $\alpha$ and $\phi$ is given simply by

$$\frac{\Delta x}{x} = \zeta_x \kappa (\phi - \phi_0) = \zeta_\mu \int_1^a \beta(a') d \ln(a') \quad (29)$$

where $x$ is either $\mu$ or $\alpha$ and $\zeta_x$ is the dimensionless coupling constant for the interaction. This can be taken as the first term in a Taylor series expansion of a more complicated coupling. $\beta(a)$ is equal to $\beta(\phi(a))$. From now on we consider the proton to electron mass ratio $\mu$ as it has the strongest limit on its variation $\Delta \mu/\mu \leq 10^{-7}$ at $z = 0.89$ (7) and (8) a look back time greater than half the age of the universe. Figure 6 shows the evolution of $\Delta \mu/\mu$ with a coupling constant $\zeta_\mu$ set to $10^{-6}$, a relatively large value set to highlight the nature or the evolution. All of the tracks in Fig. 6 except for $w_0 = -0.99$ violate the limit on $\Delta \mu/\mu$ at $z = 0.89$. 

![Diagram showing the evolution of w(a) with p = 4 and w_0 = -0.99, -0.97, and -0.95.](image)
11. Limiting the Parameter Space with Fundamental Constants

Equations (29) and (28) established a two dimensional parameter space in terms of $\zeta_{\mu}$ and $(w_0 + 1)$. The limits on $\Delta \mu/\mu$ or $\Delta \alpha/\alpha$ can be satisfied either by lowering the coupling constant or by moving $w_0$ closer to minus one. The explicit relation between $w_0$, $\Delta \mu/\mu$ and $\zeta_{\mu}$ is (5)

$$\zeta_{\mu} = \frac{\Delta \mu/\mu}{\kappa (\phi(a_{ob}) - \phi_0)}$$

where $a_{ob}$ is the scale factor of the observation of the limiting constraint. Figure 7 shows the allowed and forbidden regions in the parameter space established by the limit on $\Delta \mu/\mu$ at $z = 0.89$. Future improvements on the variational limits of the fundamental constants can further reduce the allowable space. Only a verified observation of a change in $\mu$ or $\alpha$ can eliminate the $\Lambda$CDM and Standard Model point at (0,0).

12. Summary

This work is a demonstration of the beta function formalism using the quintessence cosmology with an inverse power law dark energy potential as an example. The beta function is defined as the derivative of the scalar field $\phi$ with respect to the natural log of the scale factor $a$, $\beta = d\phi/d\ln(a)$. The beta function is the negative of the logarithmic derivative of the dark energy potential and has potential the accurately but not exactly reproduces the true dark energy potential. When the criterion of $\beta^2/6 \ll 1$ is satisfied the beta potential to an accuracy of $(1 - \beta^2/6)$. 
Fig. 7. The allowed and forbidden areas in the $\zeta_\mu - (w_0 + 1)$ parameter space established by the observational limits on $\Delta \mu/\mu$. The vertical dashed lines indicate the three values of $w_0$ considered here.

An important feature of the beta function is that it provides a mechanism of determining $\phi(a)$ to produce analytic functions of the cosmological parameters and the evolution of fundamental constants as a function of the scale factor. These functions provided templates for comparison with observations that can discriminate between dynamical and static cosmologies along with the parameter space allowed for the cosmologies. The analysis reveals that $\Lambda$CDM is included in the quintessence cosmology power law potential as the zero power case.
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1. Introduction

Amazing progress in quantum sensing and quantum, together with satellite deploy-
ment of quantum technologies have ushered in a new era of experimental physics
in outer space. The success of the first space based quantum key distribution ex-
periments performed with the Micius satellite\textsuperscript{1}, is expected to be soon followed by
European and North American missions. Current missions, such as LAGEOS-2,
BEACON-C and LCT on Alphasat I-XL, are adapted for quantum optics experi-
mements\textsuperscript{2,3}. While the primary goal of the space-based platforms is to provide links
for global quantum key distribution, the missions also envisage substantial scientific
programs. These experiments have the exciting potential to enable novel searches
for signatures of quantum gravity and/or physics beyond the standard model\textsuperscript{4}.

Here we describe the interplay of these technologies with the Einstein Equiva-
\lence Principle (EEP). The principle comprises three statements\textsuperscript{5,6}. The first —
Weak Equivalence Principle (WEP) — states that the trajectory of a freely falling
test body is independent of its internal composition. Closely related to the WEP
is the Einstein elevator: if all bodies fall with the same acceleration in an external gravitational field, then to an observer in a small freely falling lab in the same gravitational field, they appear unaccelerated⁶. The remaining two statements deal with outcomes of non-gravitational experiments performed in freely falling laboratories where self-gravitational effects are negligible. The second statement — *Local Lorentz Invariance* — asserts that such experiments are independent of the velocity of the laboratory where the experiment takes place. The third statement — *Local Position Invariance* (LPI) — asserts that “the outcome of any local non-gravitational experiment is independent of where and when in the universe it is performed”⁵.

We consider a novel all-optical test of LPI and the inertial and aspects of the spin-gravity coupling, commenting on implications for the validity of the WEP.

2. Optical test of position invariance

Tests of the “when” part of the LPI bound the variability of the non-gravitational constants over cosmological time scales⁷. The “where” part was expressed in Einstein’s analysis of what in modern terms is a comparison of two identical frequency standards in two different locations in a static gravitational field. The so-called red-shift implied by the LPI affects the locally measured frequencies of a spectral line that is emitted at location 1 with \( \omega_{11} \) and then detected at location 2 with \( \omega_{12} \).

The red-shift can be parametrized at the leading post-Newtonian order as

\[
\frac{\Delta \omega}{\omega_{11}} = (1 + \alpha)(U_2 - U_1) + O(c^{-3}),
\]

where \( \Delta \omega := \omega_{12} - \omega_{11} \), \( U_i := -\phi_i/c^2 \) has the opposite sign of the Newtonian gravitational potential \( \phi_i \) at the emission (1) and detection (2), while \( \alpha \neq 0 \) accounts for possible violations of LPI. In principle, \( \alpha \) may depend on the nature of the clock that is used to measure the red-shift⁵. The standard model extension includes variously constrained parameters that predict LPI violation⁸,⁹. Alternative theories of gravity not ruled out by current data also predict \( \alpha \neq 0 \)⁵,¹⁰.

A typical red-shift experiment involves a pair of clocks, naturally occurring¹¹ or specially-designed¹²–¹⁴, whose readings are communicated by electromagnetic (EM) radiation. The resulting estimates of \( \alpha \) are based on comparison of fermion-based standards. Hence, different types of experiments, which employ a single EM-source and compare optical phase differences between beams of light traversing different paths in a gravitational field, provide a complementary test of LPI.

Such an all-optical experiment was proposed as a possible component of the QEYSSAT mission⁴. A photon time-bin superposition is sent from a ground station on Earth to a spacecraft, both equipped with an interferometer of imbalance \( l \), in order to temporally recombine the two time-bins and obtain an interference pattern depending on the gravitational phase-shift:

\[
\varphi_{\text{gr}} = \frac{\Delta \omega}{\omega} 2\pi \approx \frac{2\pi ghl}{\lambda c^2},
\]
where $g$ is the Earth’s gravity, $h$ the satellite altitude and $\lambda = 2\pi c/\omega$ the sent wavelength. For $\alpha = 0$, the order of magnitude of the gravitational red-shift is about 1 rad supposing $\lambda = 1550$ nm, $l=1.2$ km and an altitude $h = 1500$ km (which corresponds to $\Delta U \approx -1.3 \times 10^{-10}$).

However, a careful analysis of this optical COW-like experiment\textsuperscript{15} revealed that first-order Doppler effects are roughly $10^5$ times stronger than the desired signal $\varphi_{gr}$ from which $\alpha$ would be estimated. This first-order Doppler effect is an unavoidable part of the interferometric phase\textsuperscript{16} was recently measured by exploiting large-distance precision interferometry along space channels\textsuperscript{17}, which constitute a resource for performing fundamental tests of quantum mechanics in space and space-based quantum cryptography.

We propose\textsuperscript{18} a new gravitational red-shift experiment, which uses a single EM-source and a double large-distance interferometric measurement performed at two different gravitational potentials. By comparing the phase-shifts obtained at a satellite and on Earth, it is possible to cancel the first-order Doppler effect. Thus, this experimental proposal allows for a bound on $\alpha$ quantifying the violation of LPI in the EM-sector with a precision on the order of $10^{-5}$.

This proposal\textsuperscript{17} is comprised of an interferometric measurement obtained by sending a light pulse through a cascade of two fiber-based Mach-Zehnder interferometers (MZI) of equal temporal imbalance $\tau_l$. After the first MZI, the pulse is split into two temporal modes, called short ($S$) and long ($L$) depending on the path taken in the first MZI. The equal imbalance of the two MZIs guarantees that the two pulses are recombined at the output of the second MZI, where they are detected. Such a satellite interferometry experiment setup is sketched in Fig. 1.
The combination of the possible paths the pulses may take leads to a characteristic detection pattern comprised of three possible arrival times for each pulse, as depicted in the insets of the upper picture in Fig. 1. The first (third) peak corresponds to the pulses that took the $S$ ($L$) path in both the MZIs, while the mid peak is due to the pulse that took the $S$ path in the first interferometer and the $L$ path in the second interferometer, or vice versa. Hence, interference is expected only in the central peak due to the indistinguishability of these latter two possibilities. A successful realization of the experiment depends on a number of important technical aspects that are described in detail in Ref. 18.

A bound on $\alpha$ is retrieved from the difference of the two phase-shifts, $\varphi_{SC}$ and $\varphi_{GS}$, that are obtained from interferometric measurements on the spacecraft and ground station, respectively. As just described, the interfering beams take different paths in the passage through the two MZIs. At the satellite, the beam that took the $L$ path on Earth and the $S$ path on the spacecraft interferes with the beam that passed took the $S$ path on Earth and then took the $L$ one on the spacecraft. This interference is a result of the phase difference $\varphi_{SC}$. Analogously, at the ground station (GS) the beams that were delayed on the Earth before and after their round trip to the spacecraft (SC) will also interfere because of the phase difference $\varphi_{GS}$.

The first-order Doppler terms are eliminated by manipulating the corresponding data sets from the GS and SC in a manner similar to the time-delay interferometry techniques\textsuperscript{19} and those used in the Gravity Probe A experiment\textsuperscript{13}. The basis for the derivation is the observation\textsuperscript{16,18} that the phase difference at each detector is proportional to the proper time difference at the emission, that is related to the different travel times over $S$ and $L$. The key feature allowing for this elimination is that the ratio of the terms stemming from the first-order Doppler effect the two signals, $\varphi_{SC}$ and $\varphi_{GS}$ is exactly two\textsuperscript{18}. Hence the target signal is $S = \varphi_{SC} - \frac{1}{2} \varphi_{GS}$, leading to

$$\frac{S}{\omega_0 \tau_1} = (1 + \alpha)(U_2 - U_1) + \frac{1}{2}(\vec{\beta}_2^2 - \vec{\beta}_1^2) - \vec{\beta}_1 \cdot (\vec{\beta}_1 - \vec{\beta}_2)$$
$$- \left( \vec{\beta}_2^2 - \vec{\beta}_1^2 \right) - T(n_{12} \cdot \vec{a}_1) - \left( (\vec{\beta}_2 - \vec{\beta}_1)^2 - (\vec{\beta}_2 - \vec{a}_1)^2 \right) \frac{\tau_1}{4T}, \tag{3}$$

where $\alpha$ parameterizes the violation of LPI, $\vec{\beta}_i := \vec{v}_i / c$, $d_i := \hat{n}_{12} \cdot \vec{\beta}_i$, $T$ is the zeroth order time-of-flight between the GS and the SC, $\vec{a}_1$ is the centripetal acceleration of the GS at 1.

3. Weak equivalence principle and orbiting clocks

Matter of the Standard Model is characterized by two parameters of the irreducible representations of the Poincaré group: mass and spin (or helicity). General relativity is a universal interaction theory about masses\textsuperscript{20}, as the Newtonian gravity is, with polarization effects implicitly omitted from the WEP.

Regardless of their origins, spin-gravity coupling terms provide effective corrections to the Hamiltonian in the limit of weak gravity and non-relativistic motion.
The leading terms of the Hamiltonian of a free spin-$\frac{1}{2}$ particle that take into account the effects of rotation of the reference frame with angular velocity $\vec{\omega}$ and acceleration $\vec{a}$ (or a uniform gravitational field) can be represented as

$$H = H_{cl} + H_{rel} + H_{\sigma} + H_{ext}. \quad (4)$$

The first three terms on the right hand side are obtained by performing the standard Foldy-Wouthuysen transformation and taking the non-relativistic limit. The term $H_{cl}$ represents the standard Hamiltonian of a free non-relativistic particle in a non-inertial frame, $H_{rel}$ describes the higher-order relativistic corrections that do not involve spin, and $H_{\sigma} = -\frac{1}{2}\hbar \vec{\omega} \cdot \vec{\sigma} + \frac{\hbar}{4mc^2} \vec{\sigma} \cdot (\vec{a} \times \vec{p})$. \quad (5)

Finally, the term $H_{ext} = \frac{\hbar k}{2c} \vec{a} \cdot \vec{\sigma}$ represents the spin-accelerating (or spin-gravity) coupling. It is a limiting form of the simplest phenomenological addition to the Dirac equation that breaks the WEP. For the value $k = 1$ it results from a particular version of the Foldy-Wouthuysen transformation. While commonly considered a mathematical artefact of this transformation, the term naturally arises in gravitationally inspired Standard Model extensions. Only model-dependent bounds on $k$ in $H_{ext}$ were obtained by a variety of techniques, including the optical magnetometry.

The spin dependent terms are small under normal conditions. On the Earth’s surface $\hbar g/e = 2.15 \times 10^{-23}$ eV, which is equivalent to an effective magnetic field of $3.7 \times 10^{-19}$ Tl, still several orders of magnitude below the peak sensitivity of optical magnetometry. The spin-rotation term is significantly larger, since already on the ground $\omega c/g = 2.22 \times 10^3$. It will be about an order of magnitude stronger for low-orbit satellites that are planned to carry entangled optical clocks aiming to establish the precision of $10^{-18} - 10^{-20}$, making it a factor to consider in the clock design.

A potentially promising way of detecting these effects is via so-called weak amplification. Weak value amplification involves two systems (typically referred to as “system” and “meter”) that can interact via an interaction Hamiltonian of the form $q\delta(t - t_0)A \otimes \hat{p}$. The bipartite system-meter is prepared in an initial state $|s_i\rangle \otimes |m_i\rangle$, following which the two are allowed to interact for a small time that includes $t_0$. Following this, the system is measured and measurements corresponding to a post-selected system state $|s_f\rangle$ are considered. This pre- and post-selection induces a “kick” in the meter state, given by the evolution $e^{-iqA_w\hat{a}}|m_i\rangle$, where $A_w = \langle S_f|A_s|S_i\rangle/\langle S_f|S_i\rangle$.

The key insight here is that since $\langle S_f|S_i\rangle$ can be a small number, the measurement of $q$ is influenced by a large multiplicative factor $A_w$. A subsequent measurement of the meter reveals the desired parameter $q$. Trapped atoms are potentially promising system to implement this scheme.
The simplest model of such a set-up consists of a species of spin interacting with a harmonic mode, subject to an interaction of the form
\[ H \approx \hbar \omega (a^\dagger a + 1/2) + \frac{\hbar \omega}{2} \sigma_z + \hbar \lambda [(1 - \delta) \sigma_x a + (1 + \delta) \sigma_y a^\dagger], \] (7)
\( \omega \) being the gravitational term and constants \( \delta, \lambda \) are related to the interaction with the harmonic mode\(^\text{26} \). Analysis of the unitary evolution that is followed by post-selection indicates that for realistic parameter values the inertial and gravitational effects are within the sensitivity range of the optical magnetometery.
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GINGER (Gyroscopes IN GEneral Relativity) is a project based on an array of large dimension ring laser gyroscopes, which is aiming at measuring in a ground laboratory the gravito-electric and gravito-magnetic effects (also known as De Sitter and Lense-Thirring effects), foreseen by General Relativity, and proposed at the underground Gran Sasso laboratory (LNGS). The geometry control to keep constant the scale factor and the optimal orientation of the array have been studied. GINGERINO, a square ring-laser prototype built inside LNGS, has shown the advantages of an underground location for GINGER. At present, it is the only high sensitivity laser gyro running unattended in a seismically active area. It recorded the large signals of the sequence of the central Italy 2016 earthquakes and microseismic signals of the Mediterranean area five orders of magnitude smaller. The analysis of 90 days of continuous operation shows that its duty cycle is higher than 95%, with noise limit of the order of $10^{-10}$ (rad/s)/$\sqrt{Hz}$.

1. Introduction

The Sagnac effect has been discovered by Georges Sagnac more than 100 years ago, and states that the difference of time of flight of two light beams counter-propagating inside a closed path, is proportional to the angular rotation rate of the frame.\textsuperscript{1–3} Usually the closed path is an optical fiber coil or a ring Fabry-Perot cavity composed by 3 – 4 mirrors. The device can be passive or active: passive is when the resonant cavity is interrogated injecting light from the outside; active when it contains an active medium, and the device is itself a laser emitting along two counter propagating modes, in this case it is called Ring Laser Gyro (RLG).\textsuperscript{4} RLGs based on large frame ring cavities, with perimeters of several meters, are at
present the most sensitive angular rotation sensors based on Earth. They have been built for geodesy, geophysics and for General Relativity (GR) tests\(^1\) (for geophysics see https : //www.geophysik.uni – muenchen.de/ROMY/). Since 2011 we are studying the feasibility of the Lense Thirring test at the level of 1\%, with an array of large frame RLGs,\(^5\)–\(^7\) studying in details the orientation of the RLGs in order to define the specifications of such apparatus. At the same time several tests have been pursued in order to define and test in details the geometry control and the data analysis. It is necessary to push the relative sensitivity of the Earth rotation rate measurement in the range from 3 parts in 10\(^9\) (present record\(^8\)) up to 1 part in 10\(^{12}\), this is equivalent to reach the sensitivity level of 10\(^{-16}\) rad/s. It is necessary to point out that this measurement is even more demanding since it requires very high accuracy. At present, the accuracy limit is certainly at least 10 times worst than the sensitivity limit. RLG consists of a laser with a cavity comprising of three or four mirrors, depending if the cavity is triangular or square, rigidly attached to a frame; the two counter-propagating cavity modes have slightly different frequency, and the beat note \(f_s\) of the two beams is proportional to the angular rotation rate \(\Omega\) felt by the ring cavity.

\[
\begin{align*}
    f_s &= S \Omega \cos \theta \\
    S &= 4 \frac{A}{\lambda L}
\end{align*}
\]

where \(A\) is the area of the ring cavity, \(L\) is its perimeter, \(\lambda\) the wavelength of the light, and \(\theta\) the angle between the area versor of the ring and the rotation axis. Considering RLG attached to the Earth crust, horizontally aligned (i.e. area versor vertical) \(\theta\) is the colatitude angle, while for RLGs aligned at the maximum Sagnac signal (i.e. area versor along the Earth rotation axes) \(\theta = 0\). Eq. (1) connects \(\Omega\) with the scale factor \(S\), which depends on the geometry, and the wavelength \(\lambda\). RLGs have large interest in fundamental physics to study the property of the gravito-magnetic field, and they have been proposed in the past for axion search and Lorenz invariance violation.\(^9\) GINGER would provide the first measurement of a GR dynamic effect of the gravitational field on the Earth surface (not considering the gravitational redshift). Though not in free fall condition, it would be a direct local measurement, independent from the global distribution of the gravitational field and not an average value, as in the case of space experiments. It is important to point out that this kind of measurement depends on the angular momentum of the Earth, so it provides a way to check whether dark matter is nearby rotating. There are space based project to further develop the gravito-magnetic measurements in space to test the presence of dark matter.\(^10\) The measurement is based on properties of the velocity of light and on the measurement of the frequency, ensuring fast response, large bandwidth, and a huge dynamical range. For example GINGERINO, our RLG prototype at LNGS, has recorded microseismic events in the range of fraction of nrad/s and high magnitude nearby earthquakes\(^11\) 5 orders of magnitude higher. Fig. 1 shows the typical lay-out of a square cavity RLG. The
four mirrors are placed at the corners of the square ring, each contained inside small vacuum chambers connected by steel pipes. The whole setup is vacuum tight and filled with Helium and an isotopic 50/50 mixture of $^{20}\text{Ne}$ and $^{22}\text{Ne}$. The r.f. discharge, located in one of the side, generates the laser plasma. In most of the cases, piezoelectric actuators are utilised to translate the mirrors, allowing a control of the RLG perimeter length. The Sagnac beat note signal is observed at one corner (bottom-left) by superimposing the two output beams on a photodiode. At the top left corner two amplified photodiodes monitor the clock-wise (cw) and the counter clock-wise (ccw) output beams optical power (mono-beam photodiodes). Another photodiode monitors the fluorescence from the discharge, filtered around 633nm by an interference filter, providing a rough indication of the density of excited atoms in the laser upper state. In normal operation, plasma discharge is electronically controlled in order to keep as much as possible constant the optical power of one of the two mono-beams. All these signals are acquired by an ADC card at a frequency rate of a 5 kHz, suitable to allow their reliable reconstruction from DC up to the Sagnac frequency.

2. GINGER

The effects of the gravito-magnetic (Lense-Thirring, LT) and gravito-electric (de Sitter, dS) fields are observable by the gyro as angular velocity $\Omega_{LT}$ and $\Omega_{dS}$, that combine with $\Omega_\oplus$, the Earth angular velocity, seen in the Cosmic inertial frame. $GR$ is extremely predictive, allowing to compute the orientation and the amplitude of $\Omega_{LT}$ and $\Omega_{dS}$, in function of the latitude of the observer. Note also that several alternative theories of gravitation predict different dependence on latitude; so that a direct observation would, perhaps, discriminate between different theories.$^{12}$

Fig. 2
shows the mutual orientation of the various vectors for \( \approx 45^\circ \) of latitude (as e.g. at the GranSasso laboratories, LNGS).

Fig. 2. The three axial vectors \( \vec{\Omega}_\oplus, \vec{\Omega}_{LT}, \) and \( \vec{\Omega}_{dS} \) are shown, with the relative orientation at the latitude of the underground laboratory of GranSasso (LNGS), following General Relativity. The angle \( \alpha \) and \( \Omega_T \) (dashed line) are shown in the picture. The graph is not to scale, it gives just a pictorial view of the relative orientations of the different components. In reality, the modulus of \( \vec{\Omega}_\oplus \) is 9 orders on magnitude bigger than the GR terms, and the angle \( \alpha \) is of the order of \( \sim 3.5 \times 10^{-10} \) rad at the latitude of 45\(^\circ\).

The idea is to measure the total angular velocity seen by the gyros array and to evaluate the GR terms comparing the results with the measurement done by the international system IERS (International Earth Rotation and reference System), which independently measures the kinematic term \( \Omega_\oplus \). The problem of the Lense-Thirring test is a very general one, similar to any effect induced by geophysical phenomena; it is particularly challenging since it is a DC effect, and not only sensitivity is required, but also accuracy. The main points of the GINGER apparatus are the following:

- reconstruct with very high precision a vector in the space using the information of the projectors, Eq. 2 shows that the geometry of the apparatus must be controlled, in particular the ratio \( \frac{A}{P} \), the wavelength \( \lambda \) and the variation of the absolute inclination \( \delta \theta \);
- in general at least 3 independent gyros, 4 or more would be better for redundancy;
- it is necessary to study the noise related to any kind of variations of the apparatus, in particular all geophysical signals.

The main difficulty is the required accuracy, because it is necessary to distinguish a DC signal 9 – 10 orders of magnitude smaller than the dominant signal \( \Omega_\oplus \). It has been shown that in general the signal can be reconstructed combining the different RLG of the array,\(^6\) but the relative angles between the different RLGs must be known with adequate accuracy. This means accuracy in the relative alignment of the RLGs of the order of nrad or better. One technique suitable to monitor with nanometer accuracy the distance between the mirrors has been tested.\(^{13}\) Utilising
the natural symmetry of the problem it is possible to mitigate the requirement of the relative alignment. It has been shown that aligning one of the RLG at the maximum signal and the other horizontally or vertically it is possible to evaluate the angle between the two and solve the problem. The RLG aligned at the maximum signal, so with area versor along the Earth rotational axis, has the interesting property that delivers the modulus of the total angular velocity and is at first order insensitive to local tilts. In principle it delivers the variations of the modulus of $\Omega_\oplus$, or equivalently the Length of Day (LoD). The details of the specification have been published. Fig. 3 shows a picture of GINGER with 3 independent RLG, the location may be node B of LNGS, an area far apart from the main experiments. The exact dimension of the ring laser resonators has not been decided yet, but they will be squared structures with side length of 5 – 6 meters.

3. GINGERINO and work toward GINGER

Large effort has been pursued in Italy toward GINGER. Presently the most performing RLG is “G”, situated at the Geodetic Observatory of Wettzell in Germany; it is composed of a monolithic structure, a rigid block of Zerodur with mirrors optically contacted in order to have a geometry fixed by construction. It is evident that such a structure cannot be extended to form a three axial array. Hetero-lithic mechanical structures have to be used instead, and in this case an electronic control is necessary in order to keep constant the geometry. A suitable control scheme to keep constant the scale factor has been studied and tested. It is a well known fact that RLGs are affected by non linearity of the laser, and, in particular, optical back-scattered noise. In 2012-2014 Kalman filters have been successfully applied, more recently we have developed a novel analytical technique to reconstruct the Sagnac frequency avoiding laser systematic. Fig. 4 shows the time...
behaviour of the data of GP2, analysed with the standard method and with the new one. GP2 is a square ring laser with side of 1.6 m, aligned at the maximum Sagnac signal and presently working in Pisa for test purposes.\textsuperscript{16} Gingerino is a test RLG 3.6 m in side, installed at LNGS since 2014. In seismology, translation and strain are routinely observed by seismometer and strain meters. However, a full description of the ground movements requires also the acquisition of a third type of information, namely rotations. In particular, co-located translation and rotation sensors allow to estimate the local underground velocity structure, which is an information of high interest in geophysical survey. Rotational signals induced by seismic waves have a quite small amplitude. A strong seismic wave with a linear acceleration of 1 mm/s\(^2\) produces a rotation velocity amplitude of some \(10^{-7}\) rad/s, while micro-seismic rotational background noise (around 0.1 Hz) is smaller than \(10^{-10}\) rad/s.\textsuperscript{11,20} GINGERINO has shown the advantage of the underground location, since it is the first large frame hetero-lithic RLG, which operates continuously unattended with high sensitivity and with 95\% duty cycle.\textsuperscript{21} It has also shown that the local tilts on long time are below \(\mu\)rad,\textsuperscript{7} this is an important parameter for the installation of a RLG at the maximum signal. GINGERINO is taking data for seismology, so at present inside LNGS there is one of the few seismic station allowing to record at the same time both the three translation components and the rotation angle.\textsuperscript{11,20} Besides, GINGERINO is a very useful tool to develop new analysis technique, to investigate the very low frequency signals and to test all the equipment to remotely control and operate on the apparatus.

4. Conclusion

A large experimental work has been pursued toward GINGER, the array of RLGs designed to detect on ground the Lense-Thirring effect at 1\% precision. Geometry control of each independent RLG, study of the optimal orientation of each RLG of the array, and reconstruction of the angular rotation rate taking into account the systematic of the laser. GINGERINO has been realized to validate LNGS for this experiment, and it has shown the advantage of an underground location.
far from atmospheric perturbations and large thermal variation. In fact it is the first high sensitivity RLG based on a hetero-lithic mechanical structure operating with 95% duty cycle and with a sensitivity of the order of $10^{-10}$ rad/s. It has detected microseismic signals of the order of $10^{-3}$ to $10^{-4}$ rad/s and large teleseismic events 5 orders of magnitude larger. It is the first and only RLG operative in one of the Mediterranean most important seismically active area.
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With the technology development in the cold atomic clock etc. and the gyroscope etc., many relativistic geodetic project and the plan of Atomic Gravitational wave Interferometric Sensor (AGIS) was proposed. Here we introduce one plan of spacetime structure exploration in the earth-moon system by the above mentioned techniques, which focus on surveying the gravitational potential and gravitational first order redshift in spacetime geometry of the earth-moon system. We also discussed that apply those satellites and instruments to find Geometrodynamic field moment which include gravitomagnetic clock, the possible CPT violation (Lorentz Invariance Violation) from Gravitational second order Redshift.
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1. The Introduction

With the technology development in the clock and the gyroscope, we propose our plan of relativistic geodetic project which based on spacetime geometry of the earth-moon system. In Sec. 2, we introduce the instrument onboard, then we explain the major scientific objectives in Sec. 3, and the other scientific objectives in Sec. 4.

2. A Spacetime structure exploration plan in the earth-moon system

2.1. The technology development in the clock and the gyroscope

Recently, Space cold atomic clock (SCAC) had been test in the orbit1, and ACES (Atomic Clock Ensemble in Space) also been installed on the ISS (International Space Station). An atomic clock with $10^{-18}$ instability on the ground had been about ten years2,3. Optical clock also arrive to high-accuracy4.

In another side, the gyroscope from continuous cold-atom inertial sensor had reach 1 nrad/sec rotation stability5. Ring laser gyroscope have can detect earth tide and tilt detection6. Those technology provide the chance to check the relativity theory.
2.2. *Our Spacetime structure exploration plan in the earth-moon system*

Our plan is that the spacetime structure exploration in the earth-moon system by the Full Tensor Gradiometry (FTG) from the above mentioned techniques include the clock and gyroscope (more than 5 units), which focus on surveying the gravitational potential and gravitational first order redshift in the spacetime geometry of the earth-moon system. The satellite (or the detector) will sent to the Earth-Moon Lagrangian points which difference with Italy project\(^7\)\(^–\)\(^9\) after finished relativistic geodetic mission.

And we will study the Psedo-Newtonian potential in Kerr Spacetime like Paczyski-Wiita potential\(^10\),\(^11\) et al. Although all Psedo-Newtonian potential can back to PPN (Parameterized Post-Newtonian formalism) in some order, we will check it in the experiment. we also will check the effectness of the diffecence local quasi-inertial frame defined of PPN in the experiment.

Gyroscope in Local and nonlocal measurements of the Riemann tensor had study\(^12\). We will try to study the relation between the precision of the clock and gyroscope array and the large scale structure of spacetime, and the later with local and nonlocal measurements. We will try to find time dilation symmetry violations in the Gravitational secondary Red-shift in the data of the clock and the gyroscope.

3. The major scientific objectives

3.1. *Gravitational potential and Gravitational first order redshift for Relativistic geodesic*

Now atomic clocks is enough to measure relativity\(^2\), many relativistic experiments with atomic clocks has been proposed\(^13\). A precision measurement of the gravitational red-shift by the interference of matter waves has been done\(^14\), even a clock can directly linking time to a particle’s mass\(^15\).

Based on the sample relation between the gravitational potential and gravitational first order redshift in general relativity, many relativitic geodesic plan has been proposed, for example, A spaceborne gravity gradiometer concept based on cold atom interferometers for measuring Earth’s gravity field\(^16\). Atomic clocks and gravity field determination for geodesy by many researcher\(^17\),\(^18\). In USA, many theory work\(^19\)–\(^21\) was done with the plan of NASA\(^22\). In German, the plan of gravitational clock compass\(^23\) based on the early direction study of the curvature\(^24\) was done. Compared with them, our theoretical basis is gravitoelectromagnetism analogy based on tidal tensor and the Terrae proper reference frame, and the instrument is FTG.
3.2. The symmetry violations of Gravitational second order redshift

After measure the gravitational first order red-shift, Jaffe and Vessot want to study the Second-Order gravitational redshift in the earth. Then the symmetry violations of gravitational redshift is exist that was pointed out in the frame of parametrized post-Newtonian. The similar result also had from the frame of gravitoelectromagnetism. If the precision of the instrument is enough, we will try to find it from the data with the orbital raw data.

4. The other scientific objectives

4.1. Gravitomagnetic effect in the clock and gyroscope

Now many plan had been done for explore relativistic phenomena like Lense-Thirring (LT) effect and gravitational redshift et al. In clock, many gravitational redshift detecting plan for geodesy was proposed. In gyroscope, there are cold atomic gyroscope and superfluid gyroscope for LT precession like the project of Gravity Probe B. A multi-ring-laser gyroscope also designed for measuring gravitomagnetic effects. In especial, OPTIS design the plan include the core technologies for OPTIS are optical cavities, highly stabilized lasers, capacitive gravitational reference sensors, dragfree control, ion clocks, frequency combs, and laser tracking systems for the experiments include Special Relativity, and General Relativity, and constancy of speed of light, and gravitational redshift, and Lense-Thirring effect et al.

Recently, generalized gravitomagnetic clock effect was calculated for the GPS near the earth after Mashoon give the gravitomagnetic clock effect for the circular orbits. And some result shown it is in the order of $10^{-6}$. Consider our instrument is FTG which difference with GNSS, and the orbit is in the large ellipse, we will try to find it from the data with the orbital raw data.

4.2. Gravitational moment and wave detecting by the clock and atomic interferometer

With the technology development in the clock which include cold atomic interferometric and optical frequency comb et al., and in the gyroscope which include laser gyroscopes and fiber optic gyroscopes based on the Sagnac effect and the matter wave gyroscopes et al., the plan of Atomic Gravitational wave Interferometric Sensor (AGIS) was proposed. A comparison between matter wave and light wave interferometers for the detection of gravitational waves had been done. If our FTG instrument is well in the stability at long term, we will try to find the signal of gravitational wave from the data with the orbital raw data.
5. The Summary

Our plan is that using high-precision FTG based the atomic clock or (and) gyroscope to finishing relativistic geodetic mission and exploring spacetime geometry. About full tensor gravitational gradiometer (array) in measurement of gravitational theory and cosmology, we are applying the patent in China and in PCT (Patent Cooperation Treaty).38–40.
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The dimensionality of the quantum spacetime is often understood in terms of the spectral dimension; a different notion of dimensionality, the thermal dimension, has recently been proposed by some of us in Ref. 1. We showed through the study of specific models of quantum gravity that, in those cases where the spectral dimension has puzzling physical properties, the thermal dimension gives a different and more meaningful picture. In Ref. 2, we applied the statistical mechanics developed to define the thermal dimension to the study of the production of primordial cosmological scalar perturbations, assuming a running Newton constant and Rainbow Gravity. Here, we briefly review the main arguments and results of these studies.

1. Thermal dimension of quantum spacetime

In the last decade it has been found that many different quantum gravity models share the common feature of "dynamical dimensional reduction" of spacetime: the familiar four-dimensional picture of spacetime in the IR is replaced by a quantum picture with an effective number of spacetime dimensions smaller than four in the UV.

This phenomenon has been studied mostly in terms of the spectral dimension, that provides a valuable characterization of classical Riemannian geometries$^3$, but its proposed applicability to a quantum spacetime involves some adaptations that are arguably responsible for some of its inadequacies.

When the IR Hausdorff dimension of spacetime is $D + 1$, and the Euclidean d’Alembertian of the theory is represented on momentum space as $C_p^{Euc}(E,p)$, the spectral dimension is computed via $d_S(s) = -\frac{2\ln P(s)}{\ln s}$ where $P(s)$ is given by $P(s) \propto \int dE dp p^{D-1} e^{-s C_p^{Euc}(E,p)}$. Reasons to be concerned can be found in the use done of Euclidean d’Alembertian (it is in fact well known that the Euclidean version of a quantum-gravity model can be profoundly different from the original model in Lorentzian spacetime$^4$), in the role played by off-shell modes and in the
invariance of \( P(s) \) under active diffeomorphisms on momentum space (an active diffeomorphism on momentum space amounts to an irrelevant change of integration variable for \( P(s) \)). Since an active diffeomorphism can map a given physical theory into a very different one, this degeneracy of the spectral dimension is worrisome.

While these concerns are very serious, it must be acknowledged that several analyses centered on the spectral dimension give rather meaningful results. Therefore, the guiding idea is that it is necessary to replace the spectral dimension with some other fully physical notion of dimensionality of a quantum spacetime, with the requirement that in most cases the new notion should agree with the spectral dimension. Only when the unphysical content of the spectral dimension plays a particularly significant role should the new notion differ significantly from the spectral dimension.

The guidance adopted in searching for such a new notion is the observation, reported in recent studies, that in some instances the Stefan-Boltzmann law and the equation of state (EOS) parameter give indications on the dimensionality of space-time. One can view the Stefan-Boltzmann law and EOS parameter as indicators of spacetime dimensionality since for a gas of radiation in a classical spacetime with \( D + 1 \) dimensions they take the form \( U \propto T^{D+1} \) and \( w \equiv \frac{p}{\rho} = \frac{C}{T} \). These observations inspire the proposal of assigning a “thermal dimension” to a quantum spacetime.

Consider a class of generalized Horava-Lifshitz (HL) scenarios \(^9,^{10}\). These are cases where the momentum-space representation of the deformed d’Alembertian takes the form \( C_{\gamma_x}(E,p) = E^2 - p^2 + \ell_\gamma^2 \cdot E^{2(1+\gamma_t)} \cdot \ell_\gamma x \cdot p^{2(1+\gamma_x)} \), where \( E \) is the energy, \( p \) is the modulus of the spatial momentum, \( \gamma_t \) and \( \gamma_x \) are dimensionless parameters, and \( \ell_t \) and \( \ell_x \) are parameters with dimension of length (usually assumed to be of the order of the Planck length). For this model it is known \(^{10}\) that the UV value of the spectral dimension, obtained from the Euclidean version of the above d’Alembertian \( (E^2 + p^2 + \ell_\gamma^2 \cdot E^{2(1+\gamma_t)} + \ell_\gamma x \cdot p^{2(1+\gamma_x)}) \), is \( d_s(0) = \frac{1}{1+\gamma_t} + \frac{D}{1+\gamma_x} \).

In deriving the thermal dimension for this case one can start from the logarithm of the thermodynamical partition function, written as

\[
\log Q_{\gamma_t\gamma_x} = -\frac{2V}{(2\pi)^3} \int dE \, d^3p \left[ \delta(C_{\gamma_x}) \Theta(E) \cdot \frac{1}{2E} \log \left( 1 - e^{-\beta E} \right) \right].
\]

where \( \beta = \frac{1}{k_B T} \) and the delta function \( \delta(C_{\gamma_x}) \) enforces the on-shell relation \( C_{\gamma_x} = 0 \). From (1) one obtains the energy and pressure densities respectively as \( \rho_{\gamma_t\gamma_x} = -\frac{1}{4} \frac{\partial \log Q_{\gamma_t\gamma_x}}{\partial \gamma_t} \) and \( p_{\gamma_t\gamma_x} = \frac{1}{3} \frac{\partial \log Q_{\gamma_t\gamma_x}}{\partial \gamma_x} \). For the UV/high-temperature values of \( \rho_{\gamma_t\gamma_x} \) and \( w_{\gamma_t\gamma_x} \) one can easily establish the following behaviours at high temperature,

\[
\rho_{\gamma_t\gamma_x} \propto T^{1+\frac{1+\gamma_x}{4+\gamma_x}}, \quad w_{\gamma_t\gamma_x} = \frac{1+\gamma_x}{3(1+\gamma_t)}.
\]

\( \gamma_t = 0 \) and \( \gamma_x \to 0 \).

\( C_{\gamma_x}(E,p) = E^2 - p^2 + \ell_\gamma^2 \cdot E^{2(1+\gamma_t)} \cdot \ell_\gamma x \cdot p^{2(1+\gamma_x)} \).
One sees that both of these results give a consistent prediction for the “thermal dimension” at high temperature, which is

\[ d_T = 1 + 3 \frac{1 + \gamma_\ell}{1 + \gamma_x}. \]  

In the context of generalized HL scenarios it is simple to show (see Ref. 1 for more details) that while the spectral dimension is insensitive to the difference between active and passive diffeomorphisms on momentum space, the thermal dimension takes generally different values for different theories connected by an active diffeomorphism. Since physics is not invariant under such diffeomorphisms, this difference of sensitivity gives the thermal dimension a stronger discrimination power than the spectral dimension.

Another case which might deserve special interest from the quantum-gravity perspective, as stressed in Ref. 11, is that in which deformed d’Alembertian takes the form

\[ C_{\gamma}(E, p) = E^2 - p^2 - \ell^2 \gamma (E^2 - p^2)^{1+\gamma}. \]

For this case one easily finds that the UV spectral dimension is

\[ d_S(0) = \frac{4}{1 + \gamma}. \]

But the fact that the UV dimensionality of spacetime depends on \( \gamma \) is puzzling and points very clearly to the type of inadequacies of the spectral dimension previously mentioned. In fact, in the UV limit the parameter \( \gamma \) has no implications for the on-shell/physical properties of the (massless) theory. In general, massless particles governed by \( C_{\gamma} \) will be on-shell only either when \( E^2 = p^2 \) or when \( E^2 = p^2 + \frac{1}{\gamma} \ell^2 \gamma \), independently of the value of \( \gamma \). Also, in the UV limit the two possibilities become indistinguishable, all particles are governed by \( E \simeq p \) just like in any 4-dimensional spacetime. So without any need to resort to complicated analyses one knows that this theory in the UV limit must behave like a 4-dimensional theory, in contradiction with the mentioned result for the UV spectral dimension.

Indeed, exact computation confirms that the value of the thermal dimension is 4, as it is computed strictly on-shell. The disastrous failures of the spectral dimension in this case is to be attributed to a combination of its sensitivity to off-shell properties and its reliance on the Euclidean d’Alembertian. It is noteworthy that for the Euclidean d’Alembertian \( C_{Euc}^{\gamma} = E^2 + p^2 + \ell^2 \gamma (E^2 + p^2)^{1+\gamma} \), in the UV limit one can neglect \( E^2 + p^2 \) with respect to \( \ell^2 \gamma (E^2 + p^2)^{1+\gamma} \). Instead for on-shell modes of the original Lorentzian \( C_{\gamma} \) one can never neglect \( E^2 - p^2 \) with respect to \( \ell^2 \gamma (E^2 - p^2)^{1+\gamma} \).

In summary, it should be evidently seen as advantageous for the thermal dimension the fact that it assigns different UV dimension to very different theories (connected by an active diffeomorphism) and not being dominated by off-shell modes.

2. Primordial perturbations in a rainbow universe with running Newton constant

It is interesting to investigate the implications that the proposed modified thermodynamics could have in certain models of primordial Universe. In fact, recent
results suggest that the properties of primordial cosmological fluctuations might be a consequence of quantum-gravitational effects, which are relevant in the early universe\textsuperscript{12,13}, with no need for inflation. In particular it has been shown\textsuperscript{12,14-18} that a scale invariant power spectrum can be obtained in those theories for which the dimension of spacetime runs to 2. These results rely on rigid assumptions\textsuperscript{a} that are can be relaxed in order to find a mechanism that would produce the observed small departure from exact scale invariance\textsuperscript{2}.

We assume that gravity is described by an energy-dependent metric as proposed in Ref. 19, an energy-dependent Newton constant\textsuperscript{b} and we consider both perturbations of quantum origin for a vacuum state and perturbations that are originated in a thermal state\textsuperscript{24-28}. In the latter case it is assumed that the universe is filled with radiation and that both the background and the fluctuations are thermalized, so that they share the same (modified) thermodynamical properties\textsuperscript{29}.

For a deformed dispersion relation \( E^2 = p^2 (1 + (\ell p)^\gamma) \) the associated rainbow metric is \( ds^2 = dt^2 - a^2(t) \frac{\delta_{ij} dx^i dx^j}{1 + (\ell p)^\gamma} \). After lengthy but straightforward computations\textsuperscript{2} one finds the evolution equation for perturbations modes \( v \)

\[
v''' - \left( \frac{k^2}{a^2} (1 + (\ell p)^\gamma) \right) v = 0.
\]

(4)

where \( \frac{d}{d\eta} \equiv a \frac{d}{dt} \) and \( k = ap \) is the comoving momentum. If the Newton constant has a power-law dependence on energy in the UV regime, \( G(E) = \ell^2 (\ell E)^\alpha \sim \ell^2 \left( \frac{\ell k}{a} \right)^{1+\gamma} \), then \( \alpha \) must satisfy

\[
\frac{2 + \gamma}{1 + \gamma} < \alpha < \frac{\gamma - 2}{1 + \gamma}
\]

(5)

in order to solve the horizon paradox and having cosmological expansion (with positive conformal time \( \eta \)). The spectral index of vacuum perturbations is

\[
n_s^V - 1 = \frac{(\gamma + 4)(2 - \gamma)}{2 - \gamma + \alpha(1 + \gamma)}.
\]

(6)

Clearly \( \gamma = 2 \) gives a scale invariant power spectrum for any value of \( \alpha \) allowed by the constraint\textsuperscript{c}. One can require \( n_s^V \) to match the present observational constraint from Planck\textsuperscript{30} \( n_s^V = 0.968 \pm 0.006 \), obtaining the allowed range of values shown in Fig. 1 of Ref. 2. The values of \( \alpha \) that are selected by observational constraints are all negative, suggesting a vanishing Newton constant in the deep UV regime. On the other hand, from the modified Hubble equation\textsuperscript{2} one can see that observational constraints allow for both an accelerated or decelerated expansion.

\textsuperscript{a} Such as that the second order action for perturbations is the one of Einstein gravity and that the perturbations are produced in a quantum vacuum state.

\textsuperscript{b} This is motivated by results in Hofava-Lifshitz gravity and in Asymptotic Safety\textsuperscript{20-23}, where the Newton constant tends to zero at super-Planckian energies.

\textsuperscript{c} The fact that scale invariance is achieved independently of how the Newton constant scales with energy is due to the time perturbations being already scale-invariant and proportional to the scale factor \( a \) inside the horizon.
Including the thermal contribution, the spectral index of perturbations becomes
\[ n_s^T = n_s^V - 1 - \gamma. \] (7)

Using the value of the vacuum spectral index found in the previous section, Eq. (6), the thermal spectral index can be written as
\[ n_s^T = \frac{4(2 - \gamma) - \alpha \gamma (1 + \gamma)}{2 - \gamma + \alpha(1 + \gamma)}. \] (8)

For \( \alpha \neq 0 \), asking that the perturbations are scale invariant leads to a constraint linking \( \alpha \) and \( \gamma \). Asking in addition that the horizon problem is solved, Eq. (5), introduces an inferior bound \( \gamma > 2 \) on the allowed values of \( \gamma \). Then the values of \( \alpha \) that are compatible with scale invariance and which allow to solve the horizon problem fall in the range \( -1/4 < \alpha < 0 \). It is also possible to match the spectral index to the Planck observed value giving the constraints shown in Fig. 2 of Ref. 2. According to the modified Hubble equation\(^2\), these observational constraint on \( \alpha \) and \( \gamma \) only allow for a decelerating expansion of the universe.

3. Concluding remarks

The exciting realization that the UV dimension of spacetime might be different from its IR dimension adds significance to the old challenge of describing the dimension of a quantum spacetime and it is argued that it is crucial to link this issue to observable properties. The notion of thermal dimension reviewed here is free from the shortcomings of the spectral dimension, since it relies on the analysis of observable thermodynamical properties of radiation in the quantum spacetime. We showed how it is not only physical but also particularly useful, at least for studies of the early universe, which is anyway the context where the UV dimension of spacetime should find its most significant applications\(^12,17\).

We saw how a rainbow universe with running Newton constant can accommodate primordial perturbations whose spectral index matches current constraints, without relying on inflation to solve the horizon problem. Crucially, it has been assumed a power-law dependence of the Newton constant on energy and that the background satisfies the thermodynamical relations peculiar to radiation subject to deformed dispersion relations. For both kinds of initial conditions for the perturbations (vacuum and thermal) the running of the Newton constant is essential in achieving a viable picture. In particular, the Newton constant is constrained to be decreasing with energy in the ultraviolet regime. This is consistent with intuition from quantum gravity theories, such as Hořava-Lifshitz gravity and Asymptotic safety. It also resonates with the conjecture put forward in Ref. 17.
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Nonlocal quantum gravity is a class of fundamental theories whose classical and quantum
dynamics is specified by “form factors”, operators with infinitely many derivatives. After
briefly reviewing this paradigm and its role in the resolution of big-bang and black-hole
singularities, we count the number of nonperturbative field degrees of freedom as well
as the number of initial conditions to be specified to solve the Cauchy problem. In
particular, in four dimensions and for the string-related form factor, there are 8 degrees
of freedom (2 graviton polarization modes, which propagate, and 6 nonpropagating rank-
2 tensor modes) and 4 initial conditions. The method to obtain this result is illustrated
for the case of a nonlocal scalar field.

1. Introduction

“Nonlocal quantum gravity” is an umbrella name including at least two different
settings. The first group, which includes general relativity, consists in classically
local gravitational theories which receive quantum corrections such that the effective
one-loop action is nonlocal (i.e., it is made of operators with infinitely many
derivatives). In this brief review of recent results, we will confine ourselves to the
second meaning of the term, where nonlocality is fundamentally present already
at the classical level and, thanks to the suppression of the graviton propagator in
the ultraviolet (UV), the theory is renormalizable or finite. Nowadays, nonlocal
quantum gravity has achieved a high degree of independence both from these an-
tecedents and from other proposals, to the point where it can be considered as one
of the most promising and accessible candidates for a theory where the gravita-
tional force consistently obeys the laws of quantum mechanics. In particular, there
exist several renormalization results, both at finite order and to all orders in a per-
turbative Feynman-diagram expansion, which showed that the good UV properties
guessed at the level of power-counting indeed hold rigorously (e.g., Ref. 1).

Despite the investment of much effort in taming fundamental nonlocality, several
questions remain open to date: (i) Is the Cauchy problem well-defined? (ii) If so,
how many initial conditions must one specify for a solution? (iii) How many degrees
of freedom are there? (iv) How to construct nontrivial solutions? (v) Is causality
violated? (v) Are singularities resolved at the classical or quantum level?

Here we will give the following answers to some of these issues: (i) Yes, for the
form factors appearing in fundamental theories (not for all conceivable form
factors). (ii) Two or higher for a scalar field theory and four or higher for gravity
(depending on the form factor), but finite. (iii) Eight (in \(D = 4\) dimensions), but
only the graviton modes propagate. (iv) Via the diffusion method. Let us now
examine where these cryptic responses come from. The main results can be found
in Refs. 2, 3.
2. Action and form factors

The classical fundamental (not effective) action of the theory is
\[
S = \frac{1}{2\kappa^2} \int d^Dx \sqrt{-g} \left[ R + G_{\mu\nu} \gamma(\Box) R^{\mu\nu} \right],
\]
(1)
where \(G_{\mu\nu}\) is the Einstein tensor and \(\gamma(\Box)\) is a weakly or quasi-polynomial nonlocal form factor. Formally, \(\gamma\) is an analytic function that can be expressed as an infinite series with infinite convergence radius, \(\gamma(\Box) = \sum_n c_n \Box^n\), although this expansion does not actually span the whole space of solutions in general.\(^4\) As long as we require good properties at the quantum level (in particular, locality of the counterterms), the coefficients \(c_n\) can be selected in a subclass of entire functions having special asymptotic properties.\(^1,5–9\) There are several form factors that preserve perturbative unitarity in (1) (see Table 1). In general, we can parametrized \(\gamma\) as
\[
\gamma(\Box) = \frac{e^{H(\Box)} - 1}{\Box}, \quad H(\Box) := \alpha \int_0^{\mathcal{P}(\Box)} \frac{d\omega}{\omega} - f(\omega),
\]
(2)
where \(H(\Box)\) depends on the dimensionless combination \(l^2\Box\) and \(l\) is a fixed length scale. The profile \(H(\Box)\) can be defined through an integral where \(\alpha > 0\) is real and \(\mathcal{P}(\Box)\) is a generic function of \(l^2\Box\). The parameter \(\alpha\) will not play any important role in what follows, but we included it to reproduce some form factors in the literature.

Table 1. Form factors in nonlocal gravity.

<table>
<thead>
<tr>
<th>Form factor name</th>
<th>(H(\Box))</th>
<th>(P(\Box))</th>
<th>(f(\omega))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H^\text{pol}(\Box) := \alpha \ln \mathcal{P}(\Box) + \Gamma[0, \mathcal{P}(\Box)] + \gamma R)</td>
<td>(-l^2\Box)</td>
<td>(O(\Box^n))</td>
<td>(e^{-\omega})</td>
</tr>
<tr>
<td>(H^\text{exp}(\Box) := \alpha \mathcal{P}(\Box))</td>
<td>(-l^2\Box)</td>
<td>(l^4\Box^2)</td>
<td>(1 - \omega)</td>
</tr>
</tbody>
</table>

All these form factors share the common property of blowing up in the UV in momentum space. In general, this implies asymptotic freedom, i.e., interactions are subdominant at short scales.

3. The wild beast of nonlocality

Consider the scalar field theory on Minkowski spacetime
\[
S_\phi = \int d^Dx \left[ \frac{1}{2} \phi \Box \gamma(\Box) \phi - V(\phi) \right],
\]
(3)
where \(V\) is an interaction potential. How could one explore its classical dynamics?

As a first attempt, one can try to truncate the nonlocal operator up to some finite order, \(\gamma(\Box) \simeq \sum_{n=0}^N c_n \Box^n = c_0 + c_1 \Box + \cdots + c_N \Box^N\). However, the resulting
finite-order dynamics is physically inequivalent to the original one and there is no smooth transition between them. The free \((V = 0)\) case illustrates the point well:

\[
\gamma(\Box) = e^{-l^2 \Box} \Rightarrow \text{dispersion relation: } -k^2 e^{l^2 k^2} \phi_k = 0 \Rightarrow \text{propagator: } -\frac{e^{-l^2 k^2}}{k^2} \Rightarrow 1 \text{ DOF},
\]

\[
ge(\Box) \simeq 1 - l^2 \Box \Rightarrow \text{dispersion relation: } -k^2 (1 + l^2 k^2) \phi_k = 0 \Rightarrow \text{propagator: } -\frac{1}{k^2} + \frac{1}{l^2 + k^2} \Rightarrow 2 \text{ DOF}, 1 \text{ ghost}.
\]

This example provides a good occasion to comment also on how to determine the number of field degrees of freedom (DOF). In the free case, there is only one double pole, corresponding to 1 DOF. This can also be seen by making a nonlocal field redefinition \(\tilde{\phi} := \sqrt{\gamma(\Box)} \phi\), so that the free Lagrangian reads \(\tilde{L}_\phi = (1/2) \tilde{\phi} \Box \tilde{\phi}\). This operation is safe if \(\gamma\) is an entire function; if \(\gamma\) is not entire (for instance, \(\gamma = \Box^{-n}\)), then the field redefinition may result in the elimination of physical modes or the introduction of spurious ones. The Lagrangian \(\tilde{L}_\phi\) is second-order in spacetime derivatives and features one local field \(\tilde{\phi}\), hence there is only 1 DOF and solutions are specified by two initial conditions. However, when \(V\) is nonlinear of cubic or higher order the field redefinition does not absorb nonlocality completely and one is left with a possibly intractable problem, with extra nonperturbative degrees of freedom and an infinite tower of Ostrogradsky modes.

In fact, the Cauchy problem can be naïvely stated as the assignment of an infinite number of values at some initial time \(t_i\),

\[
\phi(t_i), \phi'(t_i), \phi''(t_i), \ldots
\]

Thus, paradoxically, we can solve the dynamics only if we already know the solution:

\[
\phi(t) = \sum_{n=0}^{+\infty} \phi^{(n)}(t_i) \frac{(t - t_i)^n}{n!}.
\]

If we do not specify all the initial conditions, the solution may be non-unique.

Finally, a word on how to rewrite nonlocalities as a convolution. It is well known that infinitely many derivatives can be traded for integrated kernel functions:

\[
\gamma(\Box) \phi(x) = \int d^D y \ F(y - x) \phi(y).
\]

However, by itself this operator bears no practical advantage. Hiding infinitely many derivatives into integrals does not help in solving the Cauchy problem, unless the kernel \(F\) could be found by solving some auxiliary, finite-order differential equations. This is precisely the leverage point we will focus on.
4. Diffusion method

The diffusion method was proposed some years ago\textsuperscript{4,12,14,15} to solve nonlocal scalar field theories with exponential form factor (4), a very specific nonlocal operator that arises in string theory. By trading nonlocal operators with shifts in a fictitious extra direction $r$, the method allows one to count the number of DOF and of initial conditions (which are finite) and to find nonperturbative solutions. All these features can be easily illustrated by the scalar field theory

\begin{equation}
S_{\phi} = \int d^Dx \left[ \frac{1}{2} \phi(x) \square e^{-l^2 \square} \phi(x) - V(\phi) \right],
\end{equation}

where $l^2$ is a constant. The equation of motion is

\begin{equation}
\square e^{-l^2 \square} \phi - V'(\phi) = 0.
\end{equation}

Define now a localized system, \textit{a priori} independent of (9), living in $D + 1$ dimensions and featuring two scalars $\Phi(r, x)$ and $\chi(r, x)$:

\begin{equation}
S[\Phi, \chi] = \int d^Dx dr \left( L_\Phi + L_\chi \right),
\end{equation}

\begin{equation}
L_\Phi = \frac{1}{2} \Phi(r, x) \square \Phi(r - l^2, x) - V[\Phi(r, x)],
\end{equation}

\begin{equation}
L_\chi = \frac{1}{2} \int_0^{l^2} dq \chi(r - q, x) (\partial_{r'} - \square) \Phi(r', x), \quad r' = r + q - l^2.
\end{equation}

The equations of motion are

\begin{equation}
0 = (\partial_r - \square) \Phi(r, x), \quad 0 = (\partial_r - \square) \chi(r, x),
\end{equation}

\begin{equation}
0 = \frac{1}{2} [\Phi(r - l^2, x) + \chi(r - l^2, x)] + \frac{1}{2} [\square \Phi(r + l^2) - \chi(r + l^2)] - V'[\Phi(r, x)].
\end{equation}

The first line is telling us that the fields are diffusing along the extra direction. At this point, one assumes that there exists a constant $\beta$ such that the equation of motion (15) coincides with the one of the nonlocal system (9), Equation (10), on the slice $r = \beta l^2$ (the physical slice). This is achieved provided the following conditions hold:

\begin{equation}
\Phi(\beta l^2, x) = \phi(x), \quad \chi(\beta l^2, x) = \square \Phi(\beta l^2, x).
\end{equation}

The conclusion is that the localized system has 4 initial conditions $\Phi(t_i, x)$, $\dot{\Phi}(t_i, x)$, $\chi(t_i, x)$, $\dot{\chi}(t_i, x)$ and 2 field DOF $\Phi$ and $\chi$. On the physical slice, because of (16) the number of DOF reduces to 1 and the initial conditions are on the field $\phi$ and its first two derivatives (the initial conditions of $\chi$ are not independent):

\begin{equation}
\phi(t_i, x), \quad \dot{\phi}(t_i, x).
\end{equation}

With traditional methods, only perturbative solutions of the linearized EOM or what we call “static” (in the extra direction $r$) solutions are available to inspection. By this name, we mean solutions where nonlocality is, in one way or
another, trivialized, such as when $\Box \phi = \lambda \phi$. In contrast, the diffusion method gets access to nonperturbative solutions valid in the presence of nonlinear interactions and nontrivial nonlocality. These solutions are, in general, only approximate, and are found by searching for the value of $\beta$ minimizing the equations of motion \cite{4,15,16}. Examples are: $\phi(t) = \text{Kummer}(t)$ on a Friedmann–Robertson–Walker (FRW) background; rolling tachyon $\phi(t) = \sum_n a_n e^{n t}$ in string field theory, $V = \phi^3$; kink $\phi(x) = \text{erf}(x)$, $V = \phi^3$; $\phi(t) = \gamma(\alpha, t)$ (incomplete gamma function), $V = \phi^n$ on FRW background; instanton $\phi(x) = \text{erf}(x)$, $V = \phi^4$ (brane tension recovered at 99.8% level); kink $\phi(x) = \text{erf}(x)$, $V = (e^{\Box} \phi^2)^2$; various profiles $\phi(t)$ in bouncing and singular cosmologies.

The main reason why diffusion works is that nonlocal operators are represented as a shift in an extra direction rather than as an infinite sum of derivatives. The latter representation does not span the whole space of solutions, as one can see by a toy example. Consider a $D = 4$ FRW background with Hubble expansion $H = \dot{a}/a = H_0/t$, the Laplace–Beltrami operator $\Box = -\partial_2^2 - 3H \partial_1$, and the homogeneous power-law profile $\phi(t) = t^p$. If we try to calculate the object $e^{\Box} \phi$ as a series, the result diverges: $e^{\Box} \phi = \sum_{n=0}^{\infty} (r \Box)^n \phi / n! = \infty$. On the other hand, with the diffusion method one interprets $\phi(t) = \Phi(t, 0)$ as the initial condition in the diffusion scale $r$ and the profile $e^{\Box} \Phi(t, 0) = \text{Kummer}(t, r)$ is a linear superposition of well-defined Kummer functions.

5. Initial conditions and degrees of freedom

The diffusion method has been extended to the case of gravity in Ref. 2 for the string-related and Krasnikov exponential form factors and in Ref. 3 for the asymptotically polynomial (Kuz’min and Tomboulis–Modesto) form factors. The reader can consult those papers for technical details; here we only quote the bottom line, which is that, for the string-related form factor, the localized system associated with (1) has 6 initial conditions $g_{\mu\nu}(t_1, x)$, $g_{\mu\nu}(t_1, x)$, $\Phi_{\mu\nu}(r, t_1, x)$, $\Phi_{\mu\nu}(r, t_1, x)$, $\chi_{\mu\nu}(r, t_1, x)$, $\chi_{\mu\nu}(r, t_1, x)$, two for each rank-2 symmetric tensor field (the metric $g_{\mu\nu}$ and the tensors $\Phi_{\mu\nu}$ and $\chi_{\mu\nu}$). Since, on the physical slice, $\Phi_{\mu\nu}(\beta^2, x) = G_{\mu\nu}$ and $\chi_{\mu\nu}(\beta^2, x) = R_{\mu\nu}$, the initial conditions on these fields are not independent. However, while $\chi_{\mu\nu}$ is an auxiliary field of the localized system and depends on the dynamical degrees of freedom of the nonlocal system, $\Phi_{\mu\nu}$ is an auxiliary field already at the level of nonlocal dynamics and it encodes the two derivatives hidden in the Ricci tensor and scalar. Therefore, the solutions of the nonlocal system (1) are characterized by 4 initial conditions:

$$
g_{\mu\nu}(t_1, x), \quad \tilde{g}_{\mu\nu}(t_1, x), \quad \bar{g}_{\mu\nu}(t_1, x), \quad \bar{g}_{\mu\nu}(t_1, x). \tag{18}
$$

Regarding the degrees of freedom, the counting for the exponential form factor is the following. (i) Graviton $g_{\mu\nu}$: symmetric $D \times D$ matrix with $D(D + 1)/2$ independent entries, to which one subtracts $D$ Bianchi identities $\nabla^\mu G_{\mu\nu} = 0$ and $D$ diffeomorphisms (the theory is fully diffeomorphism invariant). Total: $D(D - 3)/2$. 


In $D = 4$, there are 2 degrees of freedom. (ii) Tensor $\phi_{\mu\nu}$: symmetric $D \times D$ matrix with $D(D+1)/2$ independent entries, to which one subtracts $D$ transverse conditions $\nabla^\mu \phi_{\mu\nu} = 0$. Total: $D(D - 1)/2$. In $D = 4$, there are 6 degrees of freedom. Similar results hold for the asymptotically polynomial Kuz’min form factor, although in that case the diffusion method requires more elaboration.$^3$

The grand total is $D(D - 2)$. In $D = 4$, there are 8 DOF. Two of them (the graviton) are visible already at the perturbative level, while the other 6 are of nonperturbative origin. Their role in phenomenology$^3$ has been determined only recently.$^{17}$ It was shown that the extra $D(D - 1)/2$ tensor degrees of freedom do not propagate on Ricci-flat backgrounds, at any perturbative order.

6. Conclusions

The number of degrees of freedom and of initial conditions of fundamentally nonlocal gravitational theories with “well-behaved” form factors is finite. In the diffusion method, infinitely many initial conditions are traded for boundary conditions in an extra direction. Solving the diffusion equation and algebraic relations is way simpler than solving nonlocal equations. By making sense of the Cauchy problem in this class of theories, the doors of classical top-down phenomenology may open up.
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We generalize the semiclassical treatment of graviton radiation to gravitational scattering at very large energies \( E \gg M_p \) and finite scattering angles \( \theta_s \), so as to approach the collapse regime. Our basic tool is the extension of the recently proposed, unified form of radiation to the Amati-Ciafaloni-Veneziano reduced-action model. By resumming eikonal scattering diagrams, we are able to derive the corresponding (unitary) coherent-state operator. The resulting graviton spectrum, tuned on the gravitational radius \( R \), fully agrees with previous calculations for small angles \( \theta_s \ll 1 \) but, for sizeable angles \( \theta_s \sim 1 \) acquires an exponential cutoff of the large frequency region \( \omega > 1/R \), due to energy conservation, so as to emit a finite fraction of the total energy. In the approach-to-collapse regime we find a radiation enhancement due to large tidal forces, so that the whole energy is radiated off, with a large multiplicity \( \langle N \rangle \sim Gs > 1 \) and a well-defined frequency cutoff of order \( 1/R \). The latter corresponds to the Hawking temperature for a black hole of mass somewhat smaller than \( E \).
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1. Introduction

One of the main unsolved problems in physics is to reconcile quantum mechanics (QM) with general relativity (GR). Its resolution is a formidable task, but important informations can be obtained by investigating some processes lying at the interface between QM and GR with the theories and tools at our disposal.

This work aims at studying gravitational scattering of particles at very high energies \( E \gg M_p \) beyond the Planck scale, in order to investigate graviton bremsstrahlung and possibly macroscopic black-hole (BH) formation and evaporation at (semiclassical) quantum level, and therefore to shed light on the so-called “information paradox”. What we would like to understand is whether a semiclassical picture of collapse emerges from the quantum theory, or if something different happens.

In this talk I present a model that describes gravitational processes in transplanckian particle collisions. I shall show you that a quantum description of particle scattering at extreme energies gives rise to graviton radiation

- whose properties are similar to Hawking radiation, thus suggesting a sort of gravitational collapse.
- but can still be described by a unitary S-matrix, thus pointing towards a resolution of the information paradox.
2. The Eikonal Model

Following the pioneering works of Amati-Ciafaloni-Veneziano (ACV) and others, we consider two massless particles (which could be strings) colliding at center of mass energy much larger than the Planck scale $2E = \sqrt{s} \gg M_P$ with some impact parameter $b$. Such a simple initial state allows us to use the formalism of QM, while the condition on the energy should imply the formation of a macroscopic BH of radius $R = 4GE$, according to GR.

In this high-energy regime the adimensional parameter $\alpha_G \equiv Gs/\hbar \gg 1$ is very large and plays the role of effective gravitational coupling. It also measures the typical action of such processes, in units of $\hbar$.

Actually, we are interested in the semiclassical regime where both $R, b \gg \lambda_P, \lambda_s$ (the latter being the Planck and string lengths, respectively).

2.1. Elastic scattering

When $b \gg R$, scattering is essentially elastic. Let us consider the expansion of the elastic amplitude in terms of string diagrams. In the high-energy limit $s \gg |t|$ and in the semiclassical regime $R, b \gg t_s$, the $N$-loop amplitude is factorized in the convolution of $N$ single-graviton-exchange amplitudes between the colliding particles, represented by ladder-like effective diagrams (Fig. 1(a)).
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Fig. 1. Leading eikonal diagrams: (a) elastic scattering; (b) graviton emission and rescattering. The red disk represents the Lipatov vertex.

Such convolution in transverse momentum can be diagonalized by a Fourier transform in impact parameter space, and the ladder diagrams can be resummed in exponential series, yielding the elastic $S$-matrix in eikonal form, $S = e^{i2\delta(b, s)}$. The quantity $\delta(b, s) \equiv Gs\Delta(b) = Gs\log(L/b)$ can be interpreted as the (very large) phase shift in potential scattering. Here $L$ is an IR cutoff needed to regularize the Coulomb-like infinite phase shift which occurs in long-range interactions like gravity.

Note that the phase shift is real in this eikonal approximation, therefore the $S$-matrix is unitary. From the phase shift one can compute various observables, like the deflection angle, proportional to the gradient of the phase shift. One finds perfect agreement with the Einstein deflection angle $\theta_s = 2R/b$. 
2.2. Graviton emission

Graviton emission at high-energy (Regge kinematics) is described by the so-called effective Lipatov vertex\(^2\) (Fig. 1(b)), which is accurate in the region where the graviton emission angle \(\theta\) is much larger than the deflection angle \(\theta_s\) of the incoming particles. However such vertex is inaccurate when \(\theta \sim \theta_s\). In this case, the emission amplitude for soft gravitons whose energy \(\omega \ll E\) is well described by the soft-graviton emission theorem in terms of the Weinberg current\(^3\). It turns out that, for spin-2 particles, a very simple and elegant unifying amplitude can be derived which interpolates both angular regimes for all the relevant graviton energies, even \(\omega \gg M_P\), provided \(\omega \ll E\).

In addition we have to take into account the so-called rescattering diagrams\(^1\), which describe the gravitational interaction of the radiated gravitons with the original sources, as shown in the last two diagrams of Fig. 1(b).

By neglecting correlations such as emissions from the same rung, we were able to resum all diagrams of Fig. 1(b) and we obtained a remarkably simple result\(^4\):

\[
M_{2\to2+N} = e^{2i\lambda(b,s)} \prod_{j=1}^{N} \mathfrak{M}_{\lambda_j}(b,\omega_j, q_j) \times \left[ 1 + \mathcal{O}\left(\frac{\omega^2}{E^2}\right) \right]
\]

\[
\mathfrak{M}_{\lambda}(b,\omega, q) = \sqrt{G_S R} e^{i\lambda \phi_q} \int \frac{d^3 x}{2\pi x^2} e^{i\lambda \phi_x} e^{2i\omega R \Phi_A(x)} - e^{2i\omega R \Phi_B(x)} 2i\omega R
\]

\[
\Phi_A(x) = \frac{E}{\omega} \left[ \Delta(b - \frac{E}{R} x) - \Delta(b) \right], \quad \Phi_B(x) = \left[ \Delta(b - x) - \Delta(b) \right]
\]

In words, the total emission amplitude is given by the elastic amplitude times an emission factor \(\mathfrak{M}\) for each emitted graviton. \(\mathfrak{M}\) represents the basic object for the description of graviton radiation.

Soft infrared divergencies coming from phase-space integrations of emitted soft gluons are cancelled by virtual correction, that we incorporate by means of the Weinberg method\(^3\), which amounts to write the final state of graviton in Fock space as a coherent state operator \(S\) acting on the vacuum with creation (real emission) and destruction (virtual corrections) operators:

\[
S = e^{2i\lambda} \exp \left\{ \int \frac{d^3 q}{\sqrt{2\omega}} 2i \sum_{\lambda} \left[ \mathfrak{M}_{\lambda} a^\dagger_{\lambda}(q) + \mathfrak{M}^*_{\lambda} a_{\lambda}(q) \right] \right\}
\]

We are therefore able to construct an explicitly unitary \(S\) matrix for particle scattering and associated bremsstrahlung. From Eq. (4) we can compute the energy spectrum of graviton radiation \(dE_{GW}/d\omega\) which is given by \(2\omega|\mathfrak{M}|^2\), integrated over all angular directions. The result is depicted in fig. Fig. 2(a). We notice that the spectrum at low frequencies tends to a constant, in agreement with the zero-frequency-limit\(^5\).

It then shows a \(\log(1/\omega)\) behaviour in the intermediate range \(1/b < \omega < 1/R\), while for \(\omega > 1/R\) the spectrum decreases as \(1/\omega\), almost independently of the impact parameter \(b\), i.e., of the deflection angle \(\theta_s\) of the hard particles. Note
that $R$ increases with energy $E$. This means that if we increase the energy of the process, the typical frequencies of the radiation decrease, in a way reminiscent of how Hawking radiation depends upon the BH mass.

Remarkably, this result agrees with the classical limit ($\hbar \omega/E \to 0$) frequency spectrum of Ref. 6. Of course, in our framework we can compute also the quantum corrections.

### 3. Strong Gravity Regime

By decreasing the impact parameter $b$ towards the gravitational radius $R$, we enter the strong gravity regime, the one we are really interested in. In this regime we have to consider subleading corrections.

#### 3.1. Elastic scattering

ACV were able to identify and resum also the class of subleading diagrams, the so-called $H$ diagrams\(^7\). These are diagrams with a trilinear interaction (the Lipatov vertex) which is responsible for graviton emissions from exchanged gravitons.

As a consequence, a very interesting feature appears: the phase shift $\delta(b, s)$ acquires an imaginary part for impact parameters $b < b_c \simeq 1.6R$ so that the elastic $S$-matrix is suppressed. The question then arises: is this unitarity deficit in the elastic channel compensated by inelastic graviton production? Or is this critical value a signal of gravitational collapse? Let us note that the unitarity deficit has a fractional critical exponent $= 3/2$, resembling a sort of phase transition.
3.2. Graviton emission

By including graviton production from the multi-H diagrams we argue that the resummed emission amplitude maintains the form of Eq. (1) by replacing the leading phase shift \( \delta(b,s) \) with the resummed one. For \( b \rightarrow b_c^+ \) the non-analytic behaviour of \( \delta(b) \) severely affects the energy spectrum. In particular, for \( \omega > 1/R \) there is an intermediate region where the frequency spectrum decreases less rapidly than \( 1/\omega \), actually \( \omega^{-2/3} \) (Fig. 2(b)), implying a much higher radiation due to strong tidal forces.

3.3. Energy Conservation

Because of the logarithmic behaviour of \( dE^{GW} \sim Gs\theta^2 d\omega/\omega \), and also because of the enhanced emission of radiation at large angles, it is mandatory to take into account energy conservation, i.e., to require that the energy carried by emitted gravitons be less than the total CM energy.

Following the proposal of Ref. 9, we impose energy conservation event by event, by requiring \( \sum_j \omega_j < E \) in each hemisphere, and extending this bound to virtual corrections on the basis of AGK cutting rules. Without entering here into technical details, such procedure amounts to multiply each amplitude by \( \Theta(E - \sum_j \omega_j) \) and maintaining phase coherence them. By a saddle point evaluation of the usual integral representation of the \( \Theta \)-function one can compute the radiated energy distribution. We observe that, while \( b \) approaches the critical value \( b_c = 1.6 R \), the energy distribution shows an intermediate regime where it is enhanced by tidal forces and decreases only as \( \sim \omega^{-2/3} \), before the eventual exponential decrease \( \sim e^{-\omega/T} \) at large \( \omega \)’s. Such exponential behaviour is typical of a thermal radiation. But here the radiation is coherent since the \( S \) matrix is unitary. The “quasi-temperature” parameter \( T \) is of order of the Hawking temperature \( T_H = 1/(4\pi R) \) for \( b \rightarrow b_c \): \( T \approx 0.8/R \). In particular it decreases with increasing energy of the collision.

4. Conclusions

To summarize, we claim we have a reliable model of gravity which allows us to compute graviton interactions and radiation in transplanckian collisions.

Within this model, we now see the role of the gravitational radius as the inverse of the characteristic frequency for all values of CM energies and impact parameters.

When the impact parameter \( b \) is smaller than the gravitational radius \( R \), tidal forces cause a dramatic enhancement of graviton radiation and all energy is radiated off. By taking into account energy-conservation constraints, we obtain a coherent radiation pattern with an exponentially decreasing spectrum, resembling a thermal radiation with a temperature of the order of Hawking’s one \( T \sim T_H \) of a BH somewhat lighter than \( \sqrt{s} \).

All in all, these results suggest a possible mechanism of solving the information paradox.
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1. Traces of quantum gravity in point particle motion

A large source of information about the gravitational interaction come from the observation of trajectories of freely falling particles, such as for example neutrinos or photons, through spacetime. Traces of the expected quantum nature of gravity and its influence on the particles’ paths therefore should manifest itself in the data collected by telescopes and observatories. One approach to derive effects, one can search for in the available data, is provided by quantum gravity phenomenology\(^1\). Due to a still missing fundamental theory of quantum gravity, we proceed along the following convincing pictorial idea to set up an effective model for the interaction between point particles and gravity on small distances or high energies: When test particles propagate through spacetime they probe spacetime on lengths scales inverse proportional to their energy. Thus particles with larger energy probe smaller length scales then lower energetic ones. The quantum nature of gravity is expected to become relevant at the Planck scale, i.e. at the Planck energy \(E_{\text{pl}}\) respectively the Planck length \(\ell_{\text{pl}}\). Hence particles with larger energies, closer to the Planck energy, probe length scales closer to the Planck length and should thus interact stronger with the quantum features of gravity.

This pictorial idea can be seen analogue to how a medium can be probed with photons of different energies, to obtain insights about its constituents. For very low energetic photons the medium may be invisible, while photons within a certain energy range may interact with the medium, get scattered and transport information about the medium to an observer. For the interaction between photons and the elementary constituents of the medium we know, that they are fundamentally explained by the standard model of particle physics. However effectively one can...
describe several aspects of the system by an energy dependent propagation of the photons through the medium. The latter can be derived from an effective theory of electrodynamics, such premetric electrodynamics\(^2\), and leads to a non local lorentz invariant (LLI) dispersion relation of the photons. Thus even though a fundamental interaction is LLI, observables may be described effectively by a non LLI theory.

Regarding the structure of spacetime and the quantum nature of gravity, we do not know the fundamental theory and of quantum gravity and its properties yet. In analogy to the effective description of the propagation of photons through media we will consider modifications of the general relativistic dispersion relation of point particles on spacetime. From such modifications we can calculate observables and look for their signatures in the available data. Any evidence or non-detection of such a signal then reveals properties, suitable semi-classical limits of quantum gravity must have.

Most famous effects searched for are an energy dependent redshift and time of arrival (lateshift) of photons\(^3\). Preliminary analyses of the ICECUBE and Fermi Gamma-Ray Space telescope observations for a lateshift effect have recently been performed\(^4–7\) and shall be extended as soon as additional data is available.

We demonstrate how modified dispersion relations (MDRs) are realized on generically curved spacetimes we will derive observables such as the redshift, the lateshift and photon orbits.

2. Dispersion relations as Hamilton functions

The study of non LLI effects and MDRs as effective description of the interaction of point particles with the quantum nature of gravity has a long history in the literature, see for example\(^8–12\) and references therein.

In Ref. 13 we demonstrated how to realize modified dispersion relations on curved spacetimes covariantly: A dispersion relation of a point particle on curved spacetime is given by a level set of a Hamilton function \(H(x,p)\) on the point particle phase space (cotangent bundle) of spacetime. The particle’s motion is determined by the corresponding Hamilton equations of motion. Moreover the Hamiltonian defines the geometry of phase space in a canonical way. In general spacetime and momentum space are curved and their curvatures depend on positions and momenta.

Using this covariant approach to dispersion relations we recall the Hamilton functions of general relativistic particles \(H_{GR}\) and construct its first order perturbations \(H_{\ell}\) as well as its \(\kappa\)-Poincaré deformations \(H_{\kappa}\) on general\(^16\), static spherically symmetric\(^16,18\) and homogeneous and isotropic spacetimes\(^16–18\).

On a generically curved spacetime the Hamiltonians are build from a spacetime metric \(g\), a perturbation function \(h\) and unit timelike vector field of the metric \(Z\)

\[
H_{GR}(x,p) = g^{ab}(x)p_ap_b, \quad (1)
\]

\[
H_{\ell}(x,p) = g^{ab}(x)p_ap_b + \ell h(x,p), \quad (2)
\]

\[
H_{\kappa}(x,p) = -\frac{\ell}{4} \sinh \left( \frac{\ell}{2} Z^c(x)p_c \right)^2 + e^{\ell Z^c(x)p_c} \left(g^{ab}(x)p_ap_b + (Z^d(x)p_d)^2\right). \quad (3)
\]
In static spherical symmetry the dependence of the Hamiltonians on the positions and momenta is restricted to $H(x, p) = H(r, p_r, p_v, v)$ with $v^2 = p_0^2 + \sin^2 \theta^2 p_\theta^2$,\(^{16}\)

$$H_{GR}(x, p) = -a(r)p_\theta^2 + b(r)p_v^2 + r^2 v^2,$$

$$H_\ell(x, p) = -a(r)p_\theta^2 + b(r)p_v^2 + r^{-2} v^2 + \ell h(r, p_r, p_v, v),$$

$$H_\kappa(x, p) = -\frac{\kappa}{2} \sinh \left( \frac{\kappa}{2} (c(r)p_t + d(r)p_v) \right)^2 + \ell (c(r)p_t + d(r)p_v)$$

$$\times \left( -a(r) + c(r)^2 \right) p_t^2 + 2c(r)d(r)p_tp_v + \left( b(r) + d(r)^2 \right) p_v^2 + \frac{1}{r^2} v^2. \quad (6)$$

Setting here $a(r)^{-1} = b(r) = 1 - \frac{\ell}{r}$ we obtain the $\kappa$-Poincaré deformations of Schwarzschild spacetime parametrized by two free function $c(r)$ and $d(r)$.

On homogeneous and isotropic spacetimes the form of the Hamiltonian is further restricted to $H(x, p) = H(t, p_t, w)$ with $w^2 = p_\theta^2(1 - kr^2) + r^{-2} w^2$

$$H_{GR}(x, p) = -p_t^2 + A(t)^{-2} w^2,$$

$$H_\ell(x, p) = -p_t^2 + A(t)^{-2} w^2 + \ell h(t, p_t, w),$$

$$H_\kappa(x, p) = -\frac{\kappa}{2} \sinh \left( \frac{\kappa}{2} p_t \right)^2 + \ell \tilde{p}_t A(t)^{-2} w^2. \quad (9)$$

3. Observables

A detection of traces of quantum gravity is most likely with high energetic photons and every MDR of interest can be expanded to first order around $H_{GR}$. Thus we focus on the derivation of observables for massless particles from $H_\ell(x, p)$.

3.1. Redshift

The redshift of photons involves a description of how observers measure the frequency of a photon. A classical observer, not subject to the MDR, on a worldline $x(\tau)$ with tangent $\dot{x}(\tau)$, momentum $p_x(\tau)$ and mass $m_x^2 = -H_{GR}(x, p_x)$, associates to a photon, subject to the MDR, on a worldline $y(\tau)$, with momentum $p_y(\tau)$ and satisfying $H_\ell(y, p_y) = 0$, the frequency

$$\nu_x(y) = \dot{x}^a p_\gamma a = \frac{1}{2m_x} \partial_{p_x} H_{GR}(x, p_x) \ p_\gamma a = \frac{1}{m_x} g^{ab}(x) \ p_{xb} p_\gamma a. \quad (10)$$

The redshift of a photon between two observers $x_i$ and $x_f$ then is

$$z(t_i, r_i, t_f, r_f) \equiv z = \frac{\nu_{x_i}(y)}{\nu_{x_f}(y)} - 1. \quad (11)$$

Thus, two observers at rest at $x_i = (t_i, r_i, \frac{\pi}{2}, 0)$ and $x_f = (t_f, r_f, \frac{\pi}{2}, 0)$ find for a radially freely falling photon in spherical symmetry from (5) the redshift\(^\dagger\)

$$z = \sqrt{\frac{a(r_f)}{a(r_i)}} - 1 + \mathcal{O}(\ell^2), \quad (12)$$

while for the homogeneous and isotropic case (8) they find that the redshift becomes dependent of the constant of motion $w$, which is related to the photons frequency\(^\ddagger\)

$$z = \left( \frac{A(t_f)}{A(t_i)} \right) - 1 = \frac{\ell w}{2 m^2} \ A(t_i) \ A(t_f) \ A(t_f)^2 h(t_f, p_t^0(t_f, w), w) - A(t_i)^2 h(t_i, p_t^0(t_i, w), w)$$

$$\rightarrow \left( \frac{A(t_f)}{A(t_i)} \right) - 1 = \ell w \frac{A(t_f) - A(t_i)}{2 A(t_i)^2}. \quad (13)$$
The first order momentum is \( p^0_i(t, w) = -\frac{w}{A(t)} \) and the last line displays the result for a first order in \( \ell \) expansion of the \( \kappa \)-Poincaré dispersion relation (9).

### 3.2. Lateshift

For the so called lateshift consider two massless particles with different frequency parameters \( w_1 \) and \( w_2 \) on radial trajectories \( r_1(t, w_1) \) and \( r_2(t, w_2) \) solving the Hamilton equations of motion of (8). They shall be emitted at the same coordinates \((t_i, R_i)\), i.e. \( R_i = r_1(t_i, w_1) = r_2(t_i, w_2)\), and we ask when do they reach the same radial distance \( R_f = r_1(t_1, w_1) = r_2(t_2, w_2)\). The difference in their time of arrival \( \Delta t = t_2 - t_1 \) is the so called lateshift. For the solutions of the radial Hamilton equation of motion of (8), derived in Ref. 18, we find,

\[
\Delta t \equiv \ell A(t_1) \int_{t_1}^{t_1} \frac{d\tau}{A(\tau)} \frac{f(t, p^0_i(\tau, w), w) - f(t, p^0_i(\tau, w_1), w_1)}{A(\tau)}
\]

\[
\rightarrow -\frac{\ell A(t_1)(w_1 - w_2)}{2} \int_{t_1}^{t_1} \frac{d\tau}{A^2(\tau)} ,
\]

where again \( p^0_i(t, w) = -\frac{w}{A(t)} \), the last line is the first order in \( \ell \) result of (9), and

\[
f(t, p^0_i(t, w), w) = \frac{1}{2p^0_i(t, w)} [h(t, p^0_i, w) - p^0_i \partial_{p^0_i} h(t, p^0_i, w) - w \partial_w h(t, p^0_i, w)].
\]

### 3.3. Innermost circular photon orbits

To calculate the innermost circular photon orbits we solve the Hamilton equations of motion of (5) with the assumption that \( \dot{r} = 0 \). Due to the spherical symmetry we can without loss of generality consider orbits in the equatorial plane \( \theta = \frac{\pi}{2} \). The Hamilton equations of motion \( \partial_t H = \dot{r} = 0 \) and \( \partial_r H = -\dot{p}_r \) with \( p_r = p^0_r + \ell p^1_r \), together with the fact that \( p_t \) and \( v \) are constants of motion, then imply to first order in \( \ell \)

\[
p^0_r = 0, \quad p^1_r = -\frac{\partial_r h(r, p_r, p^0_r, v)}{2h(r)} \Rightarrow p^0_r = 0 = p^1_r .
\]

Using \( H_c(x, p) = 0 \) to express \( p_t \) as function of \( r \) and \( v \), and solving \( \partial_t H = -\dot{p}_r = 0 \) yields,

\[
0 = \frac{a'(r_0)}{a(r_0)} + \frac{2}{r_0}, \quad r_1 = \frac{\partial_t h(r_0, p^0_r(r_0, v), v) - a'(r_0) h(r_0, p^0_r(r_0, v), 0, v)}{\frac{a'(r_0)}{a(r_0)} + \frac{2a'(r_0)}{a(r_0)r_0^2} \frac{6}{r_0^2}} ,
\]

which determine the allowed circular photon orbits \( r = r_0 + \ell r_1 \) to first order in \( \ell \).

Considering MDRs on Schwarzschild spacetime by specifying the function \( a(r)^{-1} = 1 - \frac{2}{r_0} \) the zeroth order becomes \( r_0 = \frac{2}{\ell} r_s \), as it must be, and the equation which determines the first order correction becomes

\[
r_1 = \frac{2\ell r_s (\partial_t h(r_0, p^0_r(r_0, v), 0, v) - a'(r_0) h(r_0, p^0_r(r_0, v), 0, v))}{32a'(r_0)} .
\]

Specifying to the first order in \( \ell \) of the spherically symmetric \( \kappa \)-Poincaré dispersion relation (6) with \( d(r) = 0 \) and \( c(r) = \frac{1}{\sqrt{1 - \frac{2}{r_0}}} \) (19) yields \( r_1 = \frac{\ell}{5} r_s \).
3.4. Conclusion

The implementation of modified dispersion relation on curved spacetimes allows for the prediction of traces of the quantum nature of gravity, which can be confirmed or constrained by observations. Particularly promising are time of arrival measurements of high energetic gamma-rays, which can be compared against equation (14) and the search for rainbow effects in lensing images, for example in the shadows of black holes, which would correspond to a non-trivial $v$ dependence in (18).

To bridge the gap between fundamental approaches to quantum gravity and the phenomenological one presented here, it is necessary to derive the perturbation function $h(x,p)$ in (2) in some semi-classical limit from the fundamental approaches. This is one of the major tasks for future research.
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I present recent results concerning the statistical description of the Black Hole entropy in terms of trapped gravitons. In particular, I present a theorem depicting a possible physical mechanism, from finite size effects induced by Planckian fluctuations, giving trapped gravitons with a linear equation of state. As a consequence, logarithmic corrections to the Black Hole entropy naturally arise. Finally, it is also shown that such a mechanism allows a statistical description of macroscopic configurations made of cosmological constant in terms of massless excitations within a spherical box.
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1. Corrections to the black hole entropy

As well known, black holes (BH) emit a thermal radiation with no information within and depending only from the mass (charge and angular momentum, no-hair theorem) and at the temperature \( T \),

\[
T = \frac{c^2}{8\pi K_B R}.
\]

The entropy is \( S_H = \frac{K_B}{2TR} \). Many open questions are still unsolved:

- What is the physical origin of the degrees of freedom implying \( S_H \)?
- How can we obtain the log. corrections to the BH entropy?

The physical origin of the BH entropy degrees of freedom is still obscure. In Refs. 2, 3 we have proposed that the degree of freedom leading to the BH entropy are represented by trapped gravitons inside the event horizon. After imposing Dirichlet boundary conditions on the Zerilli or Regge-Wheeler functions (Gravitational waves in the vacuum) at \( r = R \): \( Z_{\ell m}^{(p,a)}(R, \omega) = 0 \), we obtain the following expression for the allowed frequencies:

\[
\omega_{\ell n} \simeq \frac{c}{2R} (2 + \ell + 2n) \pi, \quad \ell \geq 2, \quad n \in \mathbb{N}. \tag{1}
\]

We assume, as usual, that the internal energy \( U_i \) is provided by the ADM mass \( M \), i.e. \( U_i = Mc^2 \). A statistical entropy can thus be derived from (1) in the usual way by means of the Shannon (von Newmann) entropy:

\[
S = -NK_B \left[ \ln \left( 1 - e^{-\frac{X}{2}} \right) + \ln \left( 1 - e^{-X} \right) \right] + c\pi h N e^{-\frac{c}{2R}} \left[ 1 + 3e^{-\frac{c}{R}} \right] - \frac{e^{2\pi \beta h}}{2TR (1 - e^{-\frac{c}{R}})}, \quad X = \frac{c\pi \beta h}{R}. \tag{2}
\]
The equation of state is the one of a radiation field $P_i V = \frac{\text{d}P_i}{\text{d}V}$. For the temperature we have $T_i = \alpha T_h = \frac{\alpha c}{4\pi R^3}$. We find $S = K_B Y(\alpha) \frac{A_0}{4L^2}$, with $Y(\alpha) = 1$ with $\alpha \approx 2.2 \sim 2$, where $\alpha = 2$ is the theoretical value: our model it gives viable results within the approximation made for the (1). How can be obtained logarithmic $U$ with $\alpha$ spacetime a differentiable function. We must discuss the existence condition together with the condition 

The equation of state is the one of a radiation field $P_i V = \frac{\text{d}P_i}{\text{d}V}$. The following modification of $U_i$ emerges with $U_i(R) = \frac{c^4}{4 \pi R} + \frac{C_1 c^4 L^2}{2G R}$, $\{C_1\} \in \mathbb{R}^+$. Unfortunately, the added term does not lead to logarithmic entropy corrections. To overcome this issue, in Ref. 4 and after in Ref. 5 for any massless excitation, we have proposed a physical mechanism, motivated by solid state physics, capable to depict a system with a gamma linear equation of state, i.e. quantum fluctuations change the equation of state $P_i V = \gamma U$, $\gamma \in \mathbb{R}$. The following theorem holds:

**Theorem:** Let $\omega_0 = \omega_{10}$ denote the angular frequency of $N$ trapped gravitons with internal energy $U^{(0)}$ (radiation). The so trapped gravitons with angular frequency $\omega = \omega_0 + \phi(R)$ have a linear equation of state with $U = U^{(0)} + h\phi(R)$ iff there exists a differentiable function $\phi(R)$, satisfying the following equation

$$h [R \phi(R) + \phi(R)] = U(R)(1 - 3\gamma),$$

together with the condition

$$U - h \phi(R) > 0.$$ 

To start with, consider the semi-classical BH case $U = \frac{c^4 R}{4\pi}$; for $\Phi(R)$ we have $\phi(R) = \frac{c R}{4 L^2} (1 - 3\gamma)$. With limitation $\gamma > -\frac{1}{3}$ (independently on $R$), i.e. in the semi-classical case the active gravitational mass is positive and gravity is attractive, a reasonable result. Consider now $U = \frac{c^4 R}{4\pi} + \frac{C_1 c^4 L^2}{2G R}$, we obtain

$$\phi(R) = \frac{c R}{4 L^2} (1 - 3\gamma) + \frac{c C_1}{2 R} \ln \left( \frac{R}{s L^2} \right).$$

As a first important consequence of (2), since entropy, independently on the equation of state, is proportional to $N$, is that $N \sim R(U - h\phi)$ and as result logarithmic corrections emerge. We must discuss the existence condition $U - h \phi(R) > 0$. After posing $W = \frac{R}{L^2}$, we get:

$$W + \frac{C_1}{W} - (1 - 3\gamma) \left[ \frac{W}{2} + \frac{C_1}{W} \ln \left( \frac{W}{3} \right) \right] > 0.$$ 

The results are:

- $\gamma = -1$, Cosmological constant: A maximum radius $R_M$ is present of the order (greater) of Planck length $L_P$. This implies that BH filled with gravitons with a cosmological constant equation of state are only possible with microscopic Planckian sizes.
• By supposing $C_1 < 0$ we obtain a minimum radius $R_m$ and a maximum one of the order of $\sim L_P$.
• For $\gamma \in [0, \frac{1}{3}]$ we have no restriction for $R$, while for $\gamma > \frac{1}{3}$ a minimum allowed value for $R$ is present. In the stiff case ($\gamma = 1$), we have $R_m \sim \frac{L_P}{2}$.
• For $\gamma < 0$ a maximum allowed radius does appear $R_M \sim L_P$. As an example, for $\gamma = -\frac{1}{3}$ ($s \sim 1$) we have $R_M = \sqrt{e}L_P$.

2. The dark energy

The treatment presented above can be extended to any massless excitation in a spherical box. In this frame, the theorem proven is still valid. In particular, by considering the positive cosmological constant case $\rho = B, B \in \mathbb{R}^+, \gamma = -1$ with $U = BV + \frac{C}{R}$ (Planck effects again), macroscopic dark energy configurations can be obtained. It is worth to be noted that with $C = 0$ we obtain the constraint $\gamma > -1$. The case $\gamma = -1$ is only possible with the quantum correction term $\sim 1/R$ in $U(R)$. This fact, in my opinion, strongly suggests the quantum-gravity nature of the cosmological constant as due to strong Planckian fluctuations. In fact, in a cosmological de Sitter spacetime, an effective cosmological constant $\Lambda$ emerges after applying the technology depicted above:

$$\Lambda = \Lambda + \frac{3\xi L_P^2}{L^4}, \quad (4)$$

where $L$ denotes the physical scale and $\xi$ is a positive constant expected to be less than unity and $\Lambda$ denotes the bare cosmological constant without Planckian fluctuations. It is important to stress that the (4) does not represent a quintessence dark energy, but rather the effective value of the cosmological constant depends on the scale at which the physics is considered that in turn depends on the volume $V = 4\pi L^3/3$. In my view the cosmological constant is averaged over bigger and bigger scales up to a scale $L_D$, decoherence scale, such that the quantum Planckian fluctuations are negligible and a de Sitter universe emerges thus representing the crossover to classicality. Exactly at $L = L_D$ we have an absolute minimum for $U(L)$ with zero specific heat: the cosmological constant is thus fixed (frozen) at this critical scale. This scale depends crucially on the phenomenological parameter $\xi$. As an example, for $\xi \sim 1$ at scales $L \sim 10^{-5}m \rightarrow \Lambda \sim 10^{-52}/m^2$. This seems a rather huge value, but no arguments to reject this value are at our disposal, although a scale of decoherence near the Planck length could be more appropriate. In any case, the important fact is that a new view concerning the origin of the cosmological constant emerges in the context depicted above.
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1. Introduction

In conventional Quantum Field Theory (QFT) in curved spacetimes, one is forced to employ, in one way or another, some type of regularization procedure to cure the infinities that generically arise in possible observables, such as the Hamiltonian, constructed out of products of the field operators. It is commonly believed that the reasons behind these issues can be traced to the treatment of the spacetime as a classical, continuum background.

We investigate here whether these problems can be avoided in cosmology by treating the entire system, including the spacetime background, as a dynamical entity to be quantized. For that purpose, we adopt the so-called hybrid approach in LQC to the quantization of a homogeneous and isotropic cosmology minimally coupled to a Dirac field, that we treat as a perturbation. The approach is based on a splitting of the phase space into a homogeneous sector, that is represented with LQC techniques, and an inhomogeneous one, which is treated with conventional QFT methods. In this context, we exploit the freedom in performing canonical transformations that assign different dynamical roles to the homogeneous sector and the inhomogeneities. We show that this freedom permits a fermionic contribution to the Hamiltonian constraint that, in particular, gives rise to a non-divergent backreaction on the homogeneous background in the quantum theory.

2. The Cosmological System

The starting point for the construction of the cosmology under study is a Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime with flat and compact spatial
hypersurfaces (isomorphic to a three-torus, $T^3$). We employ spatial coordinates adapted to the homogeneity. The matter content is given by a homogenous scalar (inflaton) field subject to a potential, and a Dirac field, both of them minimally coupled. The Dirac field is treated entirely as a perturbation. We truncate our perturbed system so that its Einstein-Dirac action is at most quadratic in all the perturbations. Our canonical formulation is obtained from the symplectic structure and from the Hamiltonian associated with this truncated action.

In view of the symmetries of the homogeneous FLRW background, it is convenient to expand each of the two chiral components of the Dirac field in a complete set of eigenspinors of the Dirac operator on $T^3$, after imposing the time gauge on the homogeneous tetrads. The spectrum of that operator is discrete and characterized by eigenvalues $\pm \omega_k$ that grow asymptotically as $2\pi|\vec{k}|/l_0$, where $\vec{k} \in \mathbb{Z}^3$ and $l_0$ is the compactification length of the tori. In the expansion of the left-handed component of the Dirac field, we call $e^{-3\alpha/2}m_{\vec{k}}$ and $e^{-3\alpha/2}\bar{m}_{\vec{k}}$ the time-dependent coefficients of the eigenspinors of the Dirac operator on $T^3$ with respective eigenvalues $\omega_k$ and $-\omega_k$. Here, $\alpha$ is, up to an additive constant, the logarithm of the scale factor of the FLRW cosmology. Similarly, $e^{-3\alpha/2}s_{\vec{k}}$ and $e^{-3\alpha/2}\bar{s}_{\vec{k}}$ respectively denote the coefficients of the complex conjugates of the eigenspinors with eigenvalues $\omega_k$ and $-\omega_k$ in the expansion of the right-handed component of the Dirac field. All of these eigenspinor coefficients are taken as Grassmann variables. Besides, each of them forms a canonical pair with its complex conjugate, with a Dirac bracket equal to $-i$, and vanishing anticommutation relations with the rest of coefficients. Introducing these mode decompositions in the action, one obtains the fermionic contribution to the total Hamiltonian. This contribution is quadratic in the fermionic variables, and is given by a sum over all modes, which decouple from each other. It appears multiplied by the homogeneous lapse function $N_0$, so we call it $N_0 H_D$, hence it only affects the zero mode of the Hamiltonian constraint.

3. Fermionic Annihilation and Creationlike Variables

To describe the fermionic degrees of freedom, in this section we will consider a rather generic family of definitions of annihilation and creationlike variables for the Dirac field. For this purpose, we will exploit the freedom to perform linear canonical transformations of the fermionic variables that depend on the homogeneous background geometry described by $\alpha$ and its momentum $\pi_{\alpha}$. Specifically, we restrict to definitions that respect the symmetries of the fermionic Hamiltonian:

$$
a_k^{(x,y)} = f_1^k(\alpha, \pi_{\alpha}) x_{\vec{k}} + f_2^k(\alpha, \pi_{\alpha}) \bar{y}_{-\vec{k}} - 2\vec{\tau},
$$

$$
b_k^{(x,y)} = g_1^k(\alpha, \pi_{\alpha}) x_{\vec{k}} + g_2^k(\alpha, \pi_{\alpha}) \bar{y}_{-\vec{k}} - 2\vec{\tau},
$$

(1)

where $(x_{\vec{k}}, y_{\vec{k}})$ is any of the ordered pairs $(m_{\vec{k}}, s_{\vec{k}})$ or $(t_{\vec{k}}, r_{\vec{k}})$, the constant tuple $2\vec{\tau}$ in $\mathbb{Z}^3$ fixes the spin structure on $T^3$, and $a_k^{(x,y)}$ and $b_k^{(x,y)}$ correspond to annihilation-like variables for particles and creationlike variables for antiparticles, respectively.
These variables only satisfy the standard canonical anticommutation relations if\(^5\):

\[
\begin{align*}
\theta_1^k &= e^{i J_k} f_2^k, \\
\theta_2^k &= -e^{i J_k} f_1^k, \\
\tilde{f}_2^k &= e^{i F_k^2} \sqrt{1 - |f_1^k|^2},
\end{align*}
\]

with \( J_k \) and \( F_k^2 \) being some (possibly background-dependent) phases.

One can restrict the selection of annihilation and creation-like variables to a privileged family by imposing some physically desirable properties. A satisfactory criterion is the imposition that, in the context of QFT in curved spacetimes, the dynamics of the annihilation and creation-like variables can be implemented as unitary nontrivial transformations in Fock space. This condition, together with the invariance of the vacuum under the symmetries of the fermionic Hamiltonian, and a standard convention for the notions of particles and antiparticles, leads to a family of unitarily equivalent Fock representations\(^7\). The family of fermionic variables (1)–(3) that satisfies the explained selection criterion is totally specified by the following asymptotic behavior in the limit of large \( \omega_k \):

\[
f_1^k = \sqrt{\frac{\xi_k - \omega_k}{2\xi_k}} + \frac{\tilde{M}e^{\omega_k}}{2\omega_k} \left[ e^{i F_k^2} - 1 \right] + \theta_k \quad \text{with} \quad \sum_{k \in \mathbb{Z}^3} |\theta_k|^2 < \infty, \tag{4}
\]

where we have defined

\[
\xi_k = \sqrt{\omega_k^2 + \tilde{M}^2e^{2\alpha}}, \tag{5}
\]

and \( \tilde{M} = 2M\sqrt{\pi/(3l_0^3)} \) where \( M \) is the mass of the Dirac field.

The family of annihilation and creation-like variables defined by (1)–(3), together with condition (4), is obtained by means of an \((\alpha, \pi_\alpha)\)-dependent transformation that is canonical within the fermionic sector of the phase space. In order to be canonical in the entire truncated system, the geometric variables \((\alpha, \pi_\alpha)\) of the homogeneous sector must be replaced with a new, corrected, canonical pair \((\tilde{\alpha}, \tilde{\pi}_\alpha)\). These new homogeneous variables differ from the old ones by some known corrections that are quadratic in the fermionic perturbations\(^5\). At the quadratic order of our perturbative truncation, the expression of the total Hamiltonian of the cosmological system in terms of these new variables can be obtained by directly substituting the new pair \((\tilde{\alpha}, \tilde{\pi}_\alpha)\) in its functional dependence on \((\alpha, \pi_\alpha)\), and replacing the Dirac Hamiltonian \(N_0H_D\) by \(N_0\tilde{H}_D\), where \(\tilde{H}_D\) is the sum over all \(\tilde{k} \in \mathbb{Z}^3\) of some functions \(\tilde{H}_{\tilde{k}}\) that, when \(\omega_k \to \infty\), behave as\(^5\):\(^8\):

\[
\tilde{H}_{\tilde{k}} = \sum_{(x,y)} \left( e^{-\tilde{\alpha}_k} \xi_k + 2h_D^k \right) a^\dagger_k(x,y) a_k(x,y) + \tilde{\alpha}_k b^\dagger_k(x,y) b_k(x,y) + 2h_f^k \left[ \tilde{\alpha}_k(x,y) b_k(x,y) + \text{H.c.} \right],
\]

where \(\xi_k\) is evaluated at \(\tilde{\alpha}, \text{H.c.}\) stands for Hermitian (complex) conjugate, and

\[
h_D^k = \mathcal{O}(1), \quad h_f^k = \mathcal{O}(1), \quad h_f^k = i\tilde{\pi}_\alpha \frac{\tilde{M}e^{-\tilde{\alpha}}}{2\omega_k} e^{i F_k^2} + \mathcal{O} \left( \text{Max}[|\theta_k|, \omega_k^{-2}] \right). \tag{7}
\]
Here, a contribution is $O(.)$ when it is of the asymptotic order of the corresponding argument (or smaller), and the function Max[.,.] picks out the argument of dominant asymptotic order. To arrive at these asymptotic expressions, we have further restricted to functions $f^k_1, f^k_2, g^k_1, g^k_2$ with asymptotic expansions (when $\omega_k \to \infty$) such that their partial derivatives with respect to $\alpha$ and $\pi_\alpha$ maintain the asymptotic order of each term of those expansions.

4. Backreaction and Unitarity in Hybrid LQC

The two sectors of the phase space to be quantized are the homogeneous FLRW background [with geometry described by ($\tilde{\alpha}, \tilde{\pi}_\alpha$)] and the fermionic degrees of freedom described above. For the former, we select a LQC-inspired representation$^{3,5}$ with kinematical Hilbert space that we denote by $\mathcal{H}_{\text{grav}}^{\text{kin}}$. On the other hand, for the inflaton field $\phi$ and its momentum we choose a standard Schrödinger representation, with Hilbert space given by $L^2(\mathbb{R}, d\phi)$. Finally, for the fermionic perturbations we consider the Fock representation associated with any choice of annihilation and creationlike variables within the family defined by (1)-(4). We call $\mathcal{F}_D$ the corresponding Fock space. Besides $\hat{a}_k^{(x,y)}$ and $\hat{b}_k^{(x,y)\dagger}$ respectively denote the annihilation operators of particle excitations and the creation operators of antiparticle excitations, with their adjoints acting reversely. Both of these sectors are jointly subject to the zero mode of the Hamiltonian constraint, formed by the sum of the constraint of the unperturbed inflationary model and the new fermionic contribution formed by $\tilde{H}_D$. In the hybrid approach, one attempts to represent this constraint on the resulting tensor product space, and then imposes that it annihilates the physical states of the system$^5$.

In order to find physical states of interest, we consider wave functions of the form $\Gamma(V, \phi)\psi_D(N_D, \phi)$, where $V$ is the physical volume of the homogeneous sector of our cosmology, and $N_D$ refers to the fermionic occupation numbers. Moreover, we restrict our considerations to normalized states $\Gamma$ in $\mathcal{H}_{\text{grav}}^{\text{kin}}$ with a unitary evolution in $\phi$, which furthermore is generated by certain positive operator$^5$. The only restriction that we impose on this operator is to be such that the partial state $\Gamma$ differs from being an exact solution of the unperturbed FLRW cosmology at most in a quadratic contribution of the perturbations. With this ansatz for the states, we impose the Hamiltonian constraint. If in the partial state $\Gamma$ we can ignore any transition in the homogeneous geometry mediated by the action of our quantum Hamiltonian constraint, and the contribution of the perturbations to the momentum of the inflaton is negligible with respect to that of $\Gamma$, a sort of Born-Oppenheimer approximation can be applied. Then, one arrives at the following Schrödinger-like equation for the fermionic part of the wave function$^5$:

$$i\partial_\phi \psi_D(N_D, \phi) = \frac{\langle H_0 \rangle \Gamma}{\langle H_0 \rangle} \psi_D(N_D, \phi).$$

(8)
Here, the hat over classical observables indicates their corresponding representation as operators. Besides, the brackets $\langle \cdot \rangle_\Gamma$ stand for the expectation value in $\Gamma$, taken with respect to the inner product in $\mathfrak{H}_{\text{kin}}^{\dagger \text{grav}}$. Since the momentum of $\phi$ does not appear in $\tilde{H}_D$, the right-hand side of (8) represents a $\phi$-dependent Hamiltonian operator acting on the fermionic sector. On the other hand, the function $C_D^{(\Gamma)}(\phi)$ is a backreaction term that provides, in mean value, how much $\Gamma$ departs from an exact solution of the unperturbed system $^8$.

The solutions of (8) can be studied by considering its associated Heisenberg equations for the annihilation and creation operators. Taking initial data $\hat{a}_k^{(x,y)}$ and $\hat{b}_k^{(x,y)\dagger}$ at $\phi = \phi_0$, these are generally solved by the linear combinations:

$$
\hat{a}_k^{(x,y)}(\phi, \phi_0) = \alpha_k(\phi, \phi_0)\hat{a}_k^{(x,y)} + \beta_k(\phi, \phi_0)\hat{b}_k^{(x,y)\dagger},
\hat{b}_k^{(x,y)\dagger}(\phi, \phi_0) = -e^{i\chi_k(\phi, \phi_0)}\beta_k(\phi, \phi_0)\hat{a}_k^{(x,y)} + e^{i\chi_k(\phi, \phi_0)}\alpha_k(\phi, \phi_0)\hat{b}_k^{(x,y)\dagger},
$$

where $|\alpha_k|^2 + |\beta_k|^2 = 1$ and, in the asymptotic limit $\omega_k \to \infty^8$,

$$
\chi_k = O(1), \quad \alpha_k = O(1), \quad \beta_k = O(G_k^{(\Gamma)}\omega_k^{-1}) = O\left(\max|\theta_k, \omega_k^{-2}\right)
$$

with:

$$
G_k^{(\Gamma)} = \frac{2i\omega_k(e^{(P_2^k - J_2^k)}V^{2/3}\theta_k)\Gamma + i(e^{(P_2^k - J_2^k)}V^{2/3}h_k^k)\Gamma}{\langle V^{2/3}\rangle_\Gamma}.
$$

The Heisenberg evolution is thus described by a $\phi$-dependent family of Bogoliubov transformations, which are all unitarily implementable in $\mathcal{F}_D$ since the sequence of beta coefficients is clearly square summable$^9$ over all $\vec{k} \in \mathbb{Z}^3$. It is actually possible to explicitly construct the corresponding unitary operators, which are completely specified by the alpha and beta coefficients, up to an arbitrary phase. The state obtained from evolving the vacuum in $\mathcal{F}_D$ with these operators then indeed solves (8), with a backreaction term given by$^8$:

$$
C_D^{(\Gamma)} = \theta_0\langle V^{2/3}\rangle_\Gamma \sum_{\vec{k},(x,y)} \Im(G_k^{(\Gamma)}\Delta_k), \quad \Delta_k = O(\beta_k),
$$

up to a term coming from the $\phi$-derivative of the mentioned arbitrary phase in the evolution operator. Our aim is to obtain a backreaction contribution which needs not any regularization techniques by means of, e.g., a choice of the arbitrary phase that absorbs any possible divergences in (12), or an specific conditional summation rule that ensures the convergence of such equation. We therefore impose that the sum that specifies $C_D^{(\Gamma)}$ is absolutely convergent. Besides, we naturally require that this contribution to the backreaction converge independently of the choice of homogeneous state $\Gamma$, and for all $\phi$. This univocally leads to impose$^8$:

$$
\theta_k = -i\frac{M_v^{-1}}{4\omega_k^2}\pi_\alpha e^{iP_2^k} + \vartheta_k, \quad \sum_{\vec{k} \in \mathbb{Z}^3} \omega_k|\theta_k|^2 < \infty.
$$
Finally, let us comment that one can restrict even further the choice of fermionic variables in order to guarantee that the Hamiltonian operator that appears in the Schrödinger equation (8) has, with normal ordering, a well-defined action on the Fock vacuum. This amounts to require that the coefficients of the \( a^{(x,y)}_k \overline{b}^{(x,y)}_k \) terms in \( \tilde{H}_D \) form a square summable sequence over all \( \vec{k} \in \mathbb{Z}^3 \). This happens if and only if (13) is again satisfied, but now requiring the stronger condition: \( \sum_{\vec{k}} \omega_{k}^2 |\theta_k|^2 < \infty \).

5. Conclusions

We have studied how to split the phase space of an inflationary cosmology minimally coupled to a perturbative Dirac field in such a way that, within the hybrid approach to LQC, one obtains a well-defined fermionic contribution to the quantum backreaction without the need of any regularization scheme. This criterion leads to a very specific choice of annihilation and creationlike variables for the fermionic degrees of freedom, something that amounts to a restriction on the dynamical characterization of their quantum excitations, as well as on the choice of their vacua.
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1. Introduction

Loop quantum gravity [1, 2] (LQG) might be the most advanced non-perturbative and background-invariant quantization of general relativity. Loop quantum cosmology [3] (LQC) is a quantum theory inspired by the LQG quantization scheme that takes into account the cosmological symmetries. Its background dynamics, governed by the effective modified Friedmann equation

$$H^2 = \frac{\kappa}{3} \rho \left(1 - \frac{\rho}{\rho_c}\right),$$

leads to a bounce and is now well established. It has been confirmed by numerical simulations [4], but also by calculations in group field theory [5], underlining the robustness of the model. In this equation $H$ is the Hubble parameter, $\kappa = 8\pi$, $\rho$ stands for the energy density, and $\rho_c \sim \rho_{Pl}$ for its value at the bounce.

The situation is however less clear for perturbations. Not only because different settings are being considered (mainly the deformed algebra [6] and the dressed metric [7] approaches) but most importantly because trans-planckian effects are often neglected or not treated as a dominant process. It seems that too much emphasis has been put on density effects and not enough on length effects. Even if the former do trigger the bounce the latter cannot be ignored in a theory that modifies the space structure at the Planck length. In this proceeding I will therefore focus on two new results in LQC: i) the prediction of the duration of inflation as a function of all the unknown parameters of the model and ii) new primordial power spectra obtained with modified dispersion relations accounting for trans-planckian effects.
2. Exhaustive investigation of the inflation duration in the loop quantum cosmological framework

Remarkably, inflation is a strong attractor and appears naturally in the LQC model as long as the matter content of the universe is assumed to be a massive scalar field. One of the most interesting consequence of this cosmological framework is therefore that the inflation duration can, to some extent, be predicted.

However, even at the background level, three main uncertainties remain to be addressed systematically. The first one is related with the way to set initial conditions. There are mainly two schools of thought: the first one sets them in the remote past of the contracting branch whereas the other one sets them at the bounce. Since those initial conditions are in a one-to-one correspondence with each other the key point is to look for a variable to which a known probability distribution function (PDF) can be assigned. The second uncertainty is associated with the amount of anisotropic shear at the bounce, which is expected to play an important role in any bouncing model. Finally the third main uncertainty is the inflaton potential shape, as the matter content of the universe is not predicted by LQG (but can be partially experimentally determined).

Within this framework we have performed an exhaustive investigation of the duration of inflation by varying those three unknowns [8].

When dealing with the initial conditions issue, it is in our opinion more appealing to set them in the remote past of the classical contracting branch of the Universe. In this case, a flat PDF can easily be associated to the initial phase of the scalar field. If we do so, and if the inflaton potential is confining, the duration of inflation appears to be severely constrained and, most interestingly, the predicted number of e-folds is not much higher than the minimum value required by observations. This result is an important feature of the loop quantum cosmological model and underlines its strong predictive power for a massive scalar field. This predictive power is even increased when anisotropies are taken into account as the number of e-folds associated with the PDF mean value decreases. However the LQC predictive power is basically lost if initial conditions are set at the bounce as there is apparently no variable to which a known PDF can be assigned.

In summary, once the inflaton potential is determined and if initial conditions are set in the contracting branch, in agreement with the intuition of causality, there is an obviously interesting predictive power of LGC for the inflation duration. This predictive power is stronger when the potential is confining and weaker if it features a plateau-like shape. The initial amount of shear remains however unknown but this is not necessarily a problem if the inflaton potential is confining as the predicted e-folds number is then restricted to a small interval, bounded from below by observations and from above by the isotropic case.
3. A first step towards the inflationary trans-planckian problem treatment in loop quantum cosmology

The trans-planckian problem is a well-known cosmological issue [9] that cannot be ignored in the LQG framework. As soon as the number of e-folds of inflation is higher than 70, all modes of physical interest were highly trans-planckian at the bounce time.

As a first elementary step to account for trans-planckian effects, we have suggested the use of modified dispersion relations (MDRs) in the LQC framework [10]. This is obviously not the final word on this question and trans-planckian effects should ideally be considered in the full theory setting but we believe that MDRs are a meaningful first step.

Modified relations need to be applied to physical quantities and are therefore introduced in the Mukhanov-Sasaki equation by the replacement: $k_\phi \rightarrow \mathcal{F}(k_\phi)$. The $\mathcal{F}(k_\phi)$ function depends on the considered dispersion relation, the standard case corresponding to $\mathcal{F}(k_\phi) = k_\phi$. The Mukhanov-Sasaki equation in the Deformed Algebra approach then becomes:

$$v_k''(\eta) + \left( \Omega(\eta)a^2(\eta)\mathcal{F}(k_\phi)^2 - \frac{z''_T}{z_T/S(\eta)} \right) v_k(\eta) = 0,$$

where $\Omega(\eta) = 1 - 2\rho(\eta)/\rho_c$. It is usually thought that the Deformed Algebra approach is excluded by data because of an exponential increase of the power spectra in the ultraviolet regime due to the $\Omega$ factor. One should however keep in mind that what is excluded is just a very specific scenario in which anisotropies, backreaction, and more importantly the trans-planckian problem, have been neglected. Namely we have shown that considering the MDR

$$\mathcal{F}(k_\phi) = k_0 \tanh \left[ \left( \frac{k_\phi}{k_0} \right)^p \right] = k_0 \tanh \left[ \left( \frac{k_\phi}{a(t)k_0} \right)^p \right],$$

where $k_0$ is the transition scale in physical coordinates and $p$ determines the sharpness of the transition, cures the pathological behaviour of the deformed algebra, and leads to almost scale-invariant spectra in the observed regime both for tensor and scalar perturbations, as it can be seen in Figs. 1 and 2.

This is a significant result in the sense that the Deformed Algebra approach is now shown, when trans-planckian effects are taken into account, to be possibly in agreement with data. This also shows that the spectra are actually highly sensitive to quantum gravity effects and a better understanding of the trans-planckian behaviour from the full LQG theory is necessary to go ahead in this direction.
Fig. 1. Primordial tensor power spectrum in the deformed algebra approach with the Unruh-like MDR $F(k_\phi) = k_0 \tanh ([k_c / (\alpha(t)k_0)])^{1/p}$, $k_0 = 10$ and $p = 1$.

Fig. 2. Primordial scalar power spectrum in the deformed algebra approach with the Unruh-like MDR $F(k_\phi) = k_0 \tanh ([k_c / (\alpha(t)k_0)])^{1/p}$, $k_0 = 10$ and $p = 1$.
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Loop Quantum Cosmology has recently been applied to extend the analysis of primordial perturbations to the Planck era. Two approaches to Loop Quantum Cosmology leading to predictions that can be compatible with observations are the so-called hybrid and dressed metric approaches. In spite of their similarities, we show that the effective equations that they provide for the evolution of the perturbations are different. When backreaction is neglected, the discrepancy appears only in the time-dependent mass term of the corresponding field equations. We explain the origin of this difference.
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1. Introduction

The present era of precision cosmology is opening potential windows to falsify alternative theories of gravity, including those that contain quantum effects. One of these theories is Loop Quantum Cosmology (LQC). By applying the methods of Loop Quantum Gravity, LQC enables us to extend the study of cosmological perturbations beyond the onset of inflation. In particular, in LQC there exist physical states that are peaked on effective trajectories which avoid the Big Bang singularity by means of a quantum bounce, known as the Big Bounce.

Two approaches to LQC that have a conventional ultraviolet behaviour and have led so far to predictions compatible with the observations are the so-called hybrid and dressed metric approaches. In both of them, quantum geometry effects around the bounce change not only the cosmological evolution, but also the propagation of the perturbations and their vacuum. Moreover, in both cases the primordial perturbations can be described by a collection of “harmonic” oscillators with a time-dependent mass. The aim of this work is to show that those masses are different, and therefore the evolution of the perturbations and the imprints left on them by quantum effects can differ. We use units with $c = \hbar = 1$.

2. Cosmological Perturbations in Loop Quantum Cosmology

We start with a homogeneous and isotropic cosmology with flat compact sections, with metric $ds^2 = -N_0^2(t)dt^2 + a^2(t)\delta_{ij}d\theta_i d\theta_j$. The angular coordinates $\theta_i$ have a period $l_0$, $a$ is the scale factor, $\delta_{ij}$ the Euclidean metric, and $N_0$ the lapse. We include a homogeneous scalar field, the inflaton, subject to a potential $V(\phi)$.

The phase space of this cosmology can be described with the canonical pairs $(a, \pi_a)$ and $(\phi, \pi_\phi)$. In LQC it is usual to replace $(a, \pi_a)$ with the pair $(v, b/2)$,
where $v$ is the volume of the spatial sections, up to a constant, and $b$ is proportional to the Hubble parameter; $a^3 = 2\pi G \gamma \sqrt{\Delta g} |v|/l_0^3$ and $\pi a = -3vb/2$. The sign of $v$ determines the orientation of the triad, $\gamma$ is the Immirzi parameter, and $\Delta g$ is the area gap (the minimum positive area eigenvalue allowed by Loop Quantum Gravity).\(^1\)

To consider small anisotropies and inhomogeneities, we next introduce perturbations in the geometry and the inflaton.\(^2\) We expand them in scalar, vector, and tensor harmonics (of the spatial Laplacian) taking advantage of the background symmetries.\(^3\) This perturbed cosmology is the system that we are going to analyze.

In the hybrid approach, one starts the analysis by truncating the action at quadratic order in perturbations. Zero modes are treated exactly at this order. After the truncation, the system can be shown to be symplectic and subject to constraints, inherited from General Relativity (GR).\(^3\) Moreover, at our perturbation order, one can introduce canonical variables that include a gauge-invariant set for the perturbations [namely, the tensor modes and the Mukhanov-Sasaki (MS) scalar] and corrected zero modes, the rest of variables being perturbative constraints and gauge degrees of freedom.\(^3\) The corrected zero modes differ from the original ones in quadratic perturbative contributions that can be understood as backreaction terms.

In the following, we will adopt the same notation for the original and the corrected zero modes, to simplify the discussion and because we will assume that backreaction does not play an important role in our states.

Physical states depend only on zero modes and perturbative gauge invariants. In the hybrid approach, these states are still subject to a global constraint. It is the zero mode of the Hamiltonian constraint, obtained from that of the homogenous cosmology, $H_0$, by adding to it the Hamiltonians of the tensor and MS modes. To find solutions, it is common to adopt an ansatz with separation of variables in the different gauge invariants and the homogeneous geometry, with the inflaton viewed as an internal time (so that each partial state can vary with it). Moreover, as part of the ansatz, we consider states of the homogeneous geometry that are: 1) supported on the superselection sectors of homogenous LQC; 2) solutions to homogeneous LQC (thus, we ignore the possible backreaction of the perturbations); and 3) peaked on trajectories of the so-called effective LQC dynamics.\(^1\)

We recall that in LQC the connection variable $b$ does not admit a straightforward operator representation, and needs to be represented in terms of holonomies, which have elements of the form $e^{\pm ib/2}$. In practice, this has the effect of replacing the powers of $b$ in the Hamiltonian constraint by powers of sine functions. For the homogeneous cosmology, instead of $H_0$, the resulting effective Hamiltonian is $H_0^{eff} = [\pi^2_0 - 3\pi G v^2 \sin^2 b + 8\pi^2 G^2 \gamma^2 \Delta g v^2 V(\phi)]/(4\pi G \gamma \sqrt{\Delta g} v)$. The corresponding dynamics corrects the trajectories of GR.\(^1\) In the rest of our discussion, we are going to consider precisely such effective trajectories.

If we define the density and pressure of the inflaton as in the homogenous case, i.e. $\rho = V(\phi) + \pi^2_0/(8\pi^2 G^2 \gamma^2 \Delta g v^2)$ and $P = \rho - 2V(\phi)$, from the fact that the
volume has a minimum at the bounce one can check that the density reaches there a maximum, \(^1\) known as the critical density: \(\rho_{\text{max}} = \frac{3}{(8\pi G)\gamma^2 \Delta_0}\). Note also that, since the kinetic energy of the inflaton is positive, the potential contribution can never be larger than the density, and hence \(V(\phi) \leq \rho_{\text{max}}\).

On effective trajectories of LQC, one gets in the hybrid approach a constraint for the perturbations that, in conformal time (with the corresponding derivative indicated with a prime), leads to the following mode equations:\(^4\)

\[
d_{k,\epsilon}'' + \left[ k^2 - \frac{4\pi G}{3} a^2 (\rho - 3P) \right] d_{k,\epsilon} = 0, \quad v_{k}'' + \left[ k^2 - \frac{4\pi G}{3} a^2 (\rho - 3P) + \tilde{U} \right] v_{k} = 0,
\]

for the tensor modes \(d_{k,\epsilon}\) and the modes \(v_{k}\) of the MS scalar, respectively. Here, \(\tilde{k}\) is the (constant) wave vector, \(k\) is its norm, and \(\epsilon\) indicates the two polarizations of the tensor perturbations. Besides, for the MS scalar, we have defined

\[
\tilde{U} = a^2 \left[ V_{,\phi\phi} + \frac{8\pi G \gamma}{l_0^3 a^3} \sin(2b) \pi G \gamma \sin^2 b \pi G V_{,\phi} + 48\pi G V(\phi) - \frac{128\pi^2 G \gamma^2 \gamma^2 \Delta_0}{\sin^2 b} V^2(\phi) \right].
\]

We will refer to this function as the MS potential. The ratio of sine functions in \(\tilde{U}\) appears because, in the hybrid quantization, one must adopt a prescription that respects the homogeneous superselection sectors, as we will further explain below.\(^5\)

The comma followed by \(\phi\) denotes the derivative with respect to the inflaton.

We will call time-dependent mass the \(k\)-independent term that multiplies the perturbation mode in these equations of harmonic-oscillator type. In particular, for \(d_{k,\epsilon}\) this mass can be rewritten as \(4\pi G a^2 (3P - \rho)/3 = -\{(aH_0), H_0\}_{\text{eff}},\) where the result of the double Poisson bracket with the generator of the homogenous dynamics, \(H_0\), must be evaluated on effective trajectories after its computation.\(^6\)

The dynamical equations for the gauge invariant perturbations in GR are actually very similar to those displayed above. In the case of GR, the MS potential is provided by the following slightly different function

\[
U = a^2 \left[ V_{,\phi\phi} + 12 \frac{\pi G}{a \pi a} V_{,\phi} + 48\pi G V(\phi) - \frac{72l_0^3}{\pi a} a^4 V^2(\phi) \right],
\]

and the time-dependent mass of the tensor modes, though given by the same double Poisson bracket, is not evaluated on effective trajectories, but on Einsteinian ones.

Let us now discuss the dressed metric approach. In this case, one first imposes as a constraint the zero mode of the Hamiltonian in homogeneous LQC, \(H_0\). Therefore, no backreaction is contemplated. Peakedsolutions of this constraint determine a dressed metric, which incorporates quantum corrections. This homogeneous peak trajectory is then lifted to the truncated phase space, obtaining dynamical equations for the tensor and MS modes.\(^6\) In the description of these gauge-invariant perturbations in the dressed metric approach, one often uses mode coefficients \(T_{k}^{(c)}\) and \(Q_{k}\) that are related by a scaling to the variables that satisfy equations of the harmonic-oscillator type: \(T_{k}^{(c)} = \sqrt{32\pi G l_0^3} d_{k,\epsilon}/a\) and \(Q_{k} = l_0^3 v_{k}/a\) (this scaling can be completed into a canonical transformation; for details see Ref. 5). After the
scaling one gets, in the corresponding conformal time, propagation equations that are similar to those of the hybrid approach, but with the time-dependent mass of the tensor modes and the MS potential replaced, respectively, with

\[ W = a^2 \left[ V_{\phi\phi} - 2\sqrt{f} V_\phi + f V(\phi) \right], \quad f = \frac{48\pi G \rho_\phi^2}{\pi^3 + 8\rho_0 a^6 V(\phi)}. \]

We end with a caveat. Compatibility of the expression of \( W \) with the value of the MS potential in GR requires that the sign of \( \sqrt{f} \) coincides with the sign of \( \pi_\phi/\pi_a \), which changes from collapsing to expanding branches in effective trajectories.\(^7\,\,^8\)

3. Differences in The Time-Dependent Mass

We can now specify and explain the difference between the time-dependent masses of the hybrid and the dressed metric approaches. Let us start with the mass of the tensor perturbations. This mass is in fact minus the second derivative of the scale factor with respect to the conformal time, divided by the scale factor.\(^8\) The difference arises because in the hybrid approach one obtains this second derivative in terms of canonical expressions, which are evaluated on the effective trajectory only at the very end of the calculation, whereas in the dressed metric approach the derivatives are computed with the generator of the effective dynamics. Thus, the difference comes from the fact that \( \{a\{a, H_0\}, H_0\}\) eff \( \neq \{a\{a, H_0^{(f)}\}, H_0^{(f)}\} \).

Consider now the time-dependent mass of the MS scalar which, compared to the mass of the tensor modes, includes the MS potential as an additional contribution. Differences in this potential appear only in the term proportional to \( V_\phi \). On the one hand, as we have commented, its coefficient must have the sign of \( -\pi_\phi/\pi_a \), something that is granted in the hybrid approach, but that in the dressed metric approach requires a cautious definition of the square root of \( f \). On the other hand, this coefficient is not exactly the same in the two approaches. This is due to the different prescriptions adopted to represent the function \( 1/b \).\(^8\) In fact, in GR the coefficient is \( -12a\pi_\phi/\pi_a = 8a^2\pi_\phi/(vb) \). This becomes \( \pi_G \gamma \sqrt{\Delta_\phi} \pi_\phi \sin(2b)/(l_0^3 a^2 b^2) \) in the hybrid approach to respect the homogeneous superselection sectors (and assure a non-negative denominator).\(^8\) In the dressed metric approach, however, it has the effective counterpart \( 16\pi_G \gamma \sqrt{\Delta_\phi} \pi_\phi/(l_0 a \sin b) \), obtained with the direct promotion of \( b \) to \( \sin b \) without having to comply with any superselection issue.

It is worth noting that the differences that affect the MS potential are not relevant for kinetically dominated solutions, on which the inflaton potential has a small influence. This type of solutions are of the greatest interest in LQC, because they may lead to power spectra for the fluctuations that are compatible with the observations while retaining quantum features at large scales. These features were considered e.g. in Ref. 5 for the case of a quadratic potential, with a mass of \( 1.2 \times 10^{-6} \) Planck units. In the following, we will call \( s^{(t)}, s^{(s)}, \hat{s}^{(t)}, \) and \( \hat{s}^{(s)} \) the time-dependent masses of the tensor (t) and scalar (s) modes in the hybrid and
the dressed metric approaches, respectively. With kinetic dominance, therefore, the tensor and scalar masses are almost identical. However, the masses of the hybrid and the dressed metric approaches are in general significantly different around the bounce, owing to the effects of the two distinct generators of the homogenous dynamics.8

On the other hand, in the effective trajectories of LQC the Big Bounce provides a distinguished spatial section that can be used to set initial conditions. The positivity of the time-dependent mass at the bounce becomes then a relevant issue, because the initial oscillatory or exponential behavior of the modes far from the ultraviolet sector depends just on it. Moreover, a negative mass can be an obstacle to impose initial conditions corresponding to adiabatic vacuum states, determined by a frequency Ω depends just on it. Moreover, a negative mass can be an obstacle to impose initial oscillatory or exponential behavior of the modes far from the ultraviolet sector of the time-dependent mass at the bounce becomes then a relevant issue, because the distinguished spatial section that can be used to set initial conditions. The positivity γ in Ref. 5, one gets

\[ \gamma = \frac{\rho_{\text{max}}}{\rho_{\text{crit}}} \]

as the inflaton potential, and values of the inflaton mass close to that considered this, we see that the mass is positive in the hybrid approach for

\[ m = \frac{\sqrt{\gamma}}{\sqrt{2}} \]

In the hybrid approach the dressed metric approaches, respectively. With kinetic dominance, therefore, the tensor and scalar masses are almost identical. However, the masses of the hybrid and the dressed metric approaches are in general significantly different around the bounce, owing to the effects of the two distinct generators of the homogenous dynamics.8

In the hybrid approach the dressed metric approaches can never be positive at the bounce, since

\[ m = \frac{\sqrt{\gamma}}{\sqrt{2}} \]

is defined iteratively as a solution of a differential equation, starting with the value \( \sqrt{k^2 + s} \), where \( s \) is the time-dependent mass.4,5

Since the density of the inflaton equals its critical value \( \rho_{\text{max}} \) at the bounce, the pressure is determined there by the potential. Therefore, the tensor mass depends only on the potential at the bounce, \( V_B \). We get

\[ \gamma = \frac{\rho_{\text{max}}}{\rho_{\text{crit}}} \]

and

\[ \gamma = \frac{\rho_{\text{max}}}{\rho_{\text{crit}}} \]

as the inflaton potential, and values of the inflaton mass close to that considered this, we see that the mass is positive in the hybrid approach for \( V_B \in [0, \rho_{\text{max}}/3] \), which includes the interesting sector of kinetic dominance. However, the mass of the dressed metric approach can never be positive at the bounce, since \( V_B \leq \rho_{\text{max}} \).

We analyze now the scalar mass in the hybrid approach. The corresponding MS potential at the bounce has a quadratic expression in terms of \( V_B \), namely

\[ U_B = a_B^2 [V_B^{\phi} + 48\pi GV_B - 128\pi G^2 2^2 \gamma \Delta \sqrt{V_B^2}] \]

Let us consider non-negative inflaton potentials, and treat the second derivative at the bounce \( V_B^{\phi} \) as a non-negative parameter. Actually, in the case of a quadratic potential, this derivative is just the inflaton mass. The expression of \( s^{(s)} \) is also a quadratic polynomial, with only one positive root, \( x_+ = (5 + \sqrt{33 + 8\gamma^2 \Delta \sqrt{V_B^2}})\rho_{\text{max}}/12 \). It is not difficult to check that, with our assumptions, the mass is positive for \( V_B \leq x_+ \). This includes the region of kinetic dominance. Besides, since \( x_+ \geq x_+(V_B^{\phi} = 0) \approx 0.895 \), we can assure that the mass is always positive for \( V_B \in [0, 0.895 \rho_{\text{max}}] \).

For the case of the dressed metric approach, the MS potential at the bounce is

\[ W_B = a_B^2 [V_B^{\phi} + 48\pi GV_B - 128\pi G^2 2^2 \gamma \Delta \sqrt{V_B^2}] \]

Let us assume that \( V_B^{\phi} \leq C \sqrt{2V_B^{\phi} V_B} \), for a certain quantity \( C \equiv C(V_B^{\phi}) \) of the order of the unit. Actually, for a mass term, we have \( C = 1 \). Then we can bound the term of \( V_B^{\phi} \), and, defining the two polynomials of \( V_B^{\phi} \) (with \( V_B^{\phi} \) regarded as a parameter) \( P_+ = s^{(s)} + a_B^2 [V_B^{\phi} + 48\pi GV_B - 128\pi G^2 2^2 \gamma \Delta \sqrt{V_B^2}] \), we conclude that \( P_- \leq s^{(s)} \leq P_+ \). Moreover, for small \( \gamma^2 \Delta \phi V_B^{\phi} \), the roots of these polynomials satisfy \( y_-(P_+) \leq y_+(P_-) \leq y_+(P_+) \). Indeed, for a mass term as the inflaton potential, and values of the inflaton mass close to that considered in Ref. 5, one gets \( \gamma^2 \Delta \phi V_B^{\phi} \approx 10^{-12} \), which is certainly very small. For such negligible values, the lowest root of the analyzed polynomials is \( y_+(P_+) \approx \rho_{\text{max}}/6 \).
As a consequence, the time-dependent mass of the scalar modes in the dressed metric approach is negative for $V_B \in [0, y_-(P_+)] \approx [0, \rho_{\text{max}}/6]$. In addition, for negligible $\gamma^2 \Delta_0 V_{\phi \phi}^B$, one can show that $\dot{s}_B^{(s)}$ is negative in the interval $[y_+(P_+), \rho_{\text{max}}]$ around the region of potential dominance.\(^8\)

4. Conclusions

We have seen that the hybrid and the dressed metric approaches lead to different time-dependent masses for the cosmological perturbations, and therefore they predict different departures from GR in the early evolution of the primordial fluctuations. The most relevant difference is a consequence of the tension between the canonical methods and the effective dynamics when computing time derivatives in the expression of the tensor mass. There exist other differences arising from the distinct quantization prescriptions adopted for the term proportional to the derivative of the inflaton potential in the scalar mass, but these are not important in scenarios with kinetic dominance. Particularizing our study to the Big Bounce, we have seen that the time-dependent mass is positive in the hybrid approach in an ample sector of solutions that contains all kinetically dominated ones. Around those solutions, however, the mass is negative for the dressed metric approach. This negativity may be an obstruction for the definition of initial conditions for certain vacua.
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Some recent results on black holes in effective loop quantum gravity are presented. Quantum gravity effects might allow the transition of a black hole into a white hole, when the Planck density is reached. I briefly review previous studies and focus on the random nature of the bouncing lifetime which was not previously taken into account. I show that, when we consider a stochastic lifetime, the signal emitted by bouncing black holes might explain fast radio bursts. Then, I present new results on the absorption cross sections calculated for a quasi Schwarzschild black hole including loop quantum gravity corrections. The black hole geometry deformation due to quantum effects has consequences for the cross sections and the Hawking spectrum.
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1. Bouncing black holes

This part is based on [1]. A bouncing black hole (BH) is described by a classical collapsing solution which is linked to the classical exploding one by a quantum tunneling. It was argued [2, 3] that a BH of mass M would have a lifetime in the order of $M^2$. Because of the quantum nature of the process, the lifetime of a bouncing BH should be considered as a random variable. The mean lifetime of a BH would be $\tau = kM^2$, with $k$ chosen to be around 0.05 [2]. The probability that a BH has not bounced yet after a time $t$ is given by $P(t) = \frac{1}{\tau} e^{-t/\tau}$. This is similar to the usual nuclear decay behavior. We focus on local effects and consider primordial black holes (PBHs) as we are interested in BH bouncing in the contemporary universe. The number of BHs bouncing after the Hubble time $t_H$ in a time interval $dt$ is

$$
\frac{dN}{dt} = \frac{N_0}{kM^2} e^{-t_H/kM^2} dt,
$$

where $N_0$ is the initial abundance. The initial differential mass spectrum of the considered PBHs is given by $dN/dM$. Photons emitted have a characteristic wavelength in the order of the size of the BH. The shape of the signal emitted by a single BH is assumed to be given by a Gaussian function:

$$
\frac{dN_{BH}^E}{dE} = A e^{-\frac{(E-E_0)^2}{2\sigma E^2}},
$$

where $E_0 = 1/(2R_S) = 1/(4M)$, with $R_S$ the Schwarzschild radius. The width is fixed to be $\sigma_E = 0.1E_0$ but the results do not critically depend on this value.
The full signal due to a local distribution of bouncing BHs is given by
\[ \frac{dN_\gamma}{dE} = \int_{M_{\text{Pl}}}^{\infty} A e^{-\frac{(E-E_0)^2}{2\sigma^2}} \frac{dN}{dM}(M) \frac{1}{kM^2} e^{-\frac{t_H}{kM^2}}. \]

We considered two types of mass spectra for the PBHs. The first one is peaked around a value \( M_0 \) (4). It is justified if the PBHs are created during a phase transition [4], for example. The second one is quite wide (5). It could be explained if PBHs are produced by a scale-invariant density perturbation in a perfect fluid [5]. In that case the spectrum is proportional to \( M^\alpha \). Here we considered \( \alpha \) as an unknown parameter.

\[ \frac{dN}{dM} \propto e^{-\frac{(M-M_0)^2}{2\sigma^2}}, \quad \text{(4)} \]

\[ \frac{dN}{dM} \propto M^\alpha. \quad \text{(5)} \]

In Fig. 1, the expected emitted flux is shown for different values of the central mass \( M_0 \). Actually the mean energy of the signal might not be the one naively expected: \( E \sim \frac{1}{4} M_{\text{Pl}} \) with \( M_{\text{Pl}} \) the mass satisfying \( t_H = kM^2_\text{Pl} \) (corresponding to BHs with a mean lifetime equal to the age of the universe). Because of the stochastic nature of the process, the mean energy of the emitted signal can be different from the one obtained in previous studies. The central mass \( M_0 \) can in principle be different than \( M_{\text{Pl}} \). If the mass spectrum is peaked around masses higher than \( M_{\text{Pl}} \), it is possible to have a signal in the energy range of the fast radio bursts (FRBs): the curve on the left in Fig. 1 is peaked around \( 10^{-6} \) eV. It was not the case when the lifetime was taken to be deterministic. Then, in Fig. 1, we observe that the mean signal highly depends on the value of the peak mass and at this stage, there is no obvious motivation for choosing a specific value. In Fig. 2, we present the expected signal for a wide spectrum. The shape of the mass spectrum does influence the shape of expected signal as the probabilistic nature of the lifetime is now taken into account: BHs with masses smaller or larger than \( M_{\text{Pl}} \) do also contribute to the emitted radiation and changing their relative weights influences the result. Because of the probabilistic lifetime, we could observed a
signal in FRBs energy range. As a conclusion, one should expect a higher flux as the energy increases (up to the infrared band). The slope of the signal spectrum reflects that of the mass spectrum.

The key point of this study was to show that the randomness of the lifetime of BHs in quantum gravity can drastically change the spectral characteristic of the expected signal and can lead to predictions.

2. Emission cross section for loop black holes

The Hawking evaporation process \[6\] predicts that BHs emit a blackbody spectrum at temperature \(T_H = 1/(8 \pi M)\), with \(M\) the mass of the BH. However, the real spectrum is slightly more complicated because the emitted particles have to cross a potential barrier before escaping to infinity. This induces a modification, captured by the cross section \(\sigma\), it encode information on the spacetime structure considered. The spectrum reads as:

\[
\frac{dN}{dt} = \frac{1}{e^{\frac{\omega}{T_H}} + 1} \sigma(M, s, \omega) \frac{d^3k}{(2\pi)^3},
\]

with \(s\) the particle spin and \(\omega\) its energy. We have calculated this cross section for an effective loop BH \[7\]. The resulting metric (7) is obtained by considering a minisuperspace, based on polymerization procedure. It take into account that, in LQG, there is a minimal area.

\[
ds^2 = -G(r)dt^2 + \frac{dr^2}{F(r)} + H(r)d\Omega^2,
\]

\[
G(r) = \frac{(r - r_+)(r - r_-)(r + r_+)}{r^4 + a_0^2},
\]

\[
F(r) = \frac{(r - r_+)(r - r_-)r^4}{(r + r_+)^2(r^2 + a_0^2)},
\]

\[
H(r) = r^2 + a_0^2 r^4,
\]

with \(a_0 = \sqrt{\gamma \epsilon \bar{l}}\). There are two horizons \(r_+ = 2M\) and \(r_- = 2MP^2\), \(r_+ = \sqrt{r_+r_-} = 2MP\) and \(d\Omega^2 = d\theta^2 + \sin^2\theta d\phi^2\). \(\gamma\) is the Barbero-Immirzi parameter, \(P = (\sqrt{1 + \epsilon^2} - 1)\) is the polymeric function, \(\epsilon = \gamma \delta\), with \(\delta\) the polymeric parameter. With \(a_0 = 0\), the metric (7) tends to the Schwarzschild one when \(\delta\) tends to zero. According to the optical theorem \[8\], the cross section reads

\[
\sigma(\omega) = \sum_{l=0}^{\infty} \frac{(2j + 1)\pi}{\omega^2} |A_l|^2,
\]

where \(A_l\) is the transmission coefficient of the angular momentum mode \(l\), and \(j = l + s\) is the total angular momentum.

2.1. Massless scalar field

Considering the underlying symmetries, the scalar field can be written as \(\Phi(r, \theta, \phi, t) = R(r)A(\theta)e^{i(\omega t + m\phi)}\), where \(\omega\) is the frequency and \(m\) is an integer.
The dynamics of a massless scalar field minimally coupled to a gravitational field is described by the generalized Klein-Gordon equation. With the metric (7) we obtain the radial equation (12):

\[
\frac{\sqrt{GF}}{H} \partial_r \left( H \sqrt{GF} \partial_r R \right) + \left( \omega^2 - \frac{G}{H} l(l+1) \right) R = 0. \tag{12}
\]

We define the tortoise coordinate \( r^* \): \( dr^* = dr / \sqrt{GF} \). At the horizon \( r_+ \), the radial part of the wave function \( R^h \) will be a plane wave (13) with respect to \( r^* \). At infinity, the radial wave function \( R^\infty \) is a spherically wave (14):

\[
R^h (r^*) = A^h_{\text{in}} e^{-i\omega r^*} + A^h_{\text{out}} e^{i\omega r^*}, \quad \tag{13}
\]
\[
R^\infty (r) = \frac{A^\infty_{\text{in}}}{r} e^{-i\omega r} + \frac{A^\infty_{\text{out}}}{r} e^{i\omega r}, \quad \tag{14}
\]

with \( A^h_{\text{in}} \) (respectively \( A^h_{\text{out}} \)) the probability amplitude for the incoming modes (resp. outgoing modes) at the horizon. Same definitions for \( A^\infty \) at the infinity. For convenience, we choose the absorption point of view. With this convention, there are incoming and outgoing modes infinitely far from the BH and only incoming ones at the horizon. We therefore impose \( A^h_{\text{out}} = 0 \). With the asymptotic solutions and by solving the differential equation (12), we obtained numerically the transmission amplitude from which the cross section can be obtained:

\[
|A_l|^2 = 1 - \left| \frac{A^\infty_{\text{out}}}{A^\infty_{\text{in}}} \right|^2. \tag{15}
\]

In Fig. 3 we observe that the cross section does decrease when \( \epsilon \) increases. When \( \epsilon < 10^{-0.8} \) it is hard to distinguish between the solutions. It therefore seems that taking into account the quantum correction does not influence the cross section of a scalar field for reasonable value of \( \epsilon \), that is \( \epsilon << 1 \). However, the main trend is clear.
2.2. Massless spin $\frac{1}{2}$ field

For spin-$\frac{1}{2}$ fields, we have used the Newman-Penrose formalism [9]. We choose the following basis:

$$
i = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{G}} - \sqrt{F}, 0, 0 \right), \quad n^i = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{G}} \sqrt{F}, 0, 0 \right),$$

$$m^i = \frac{1}{\sqrt{2}} \left( 0, 0, 1 \right), \quad \overline{m}^i = \frac{1}{\sqrt{2}} \left( 0, 0, 1 \right).$$

Then we calculate the spin coefficients. The wavefunction is represented by a pair of spinors, $P^A$ and $Q^A$, with $A = 0, 1$ and $A' = 0, 1$. We use the ansatz

$$P^0 = \frac{e^{i(\omega t + m \phi)}}{\sqrt{H(r)(G(r)F(r))^2}} R_+(r) S_+ (\theta), \quad P^1 = \frac{e^{i(\omega t + m \phi)}}{\sqrt{H(r)(G(r)F(r))^2}} R_-(r) S_- (\theta),$$

$$Q^0 = -\frac{e^{i(\omega t + m \phi)}}{\sqrt{H(r)(G(r)F(r))^2}} R_+(r) S_- (\theta), \quad Q^1 = \frac{e^{i(\omega t + m \phi)}}{\sqrt{H(r)(G(r)F(r))^2}} R_-(r) S_+ (\theta).$$

Following the Chandrasekhar procedure [10], we obtain the radial equation

$$\sqrt{H} F D \left( \sqrt{H} F D \frac{d}{dr} R_+ \right) - \lambda^2 R_+ = 0, \quad \text{with} \quad D = \partial_r + \left( \begin{array}{c} G' \\ F' \\ S G \\ S F \end{array} \right) + \frac{i \omega}{\sqrt{G F}}, \quad \text{(16)}$$

and $\lambda = \lambda + 1$ a separation constant. At the horizon, the solution at the horizon reads as:

$$R_+(r^*) = A_1 e^{x_1 r^*}, \quad \text{(17)}$$

with $A_1$ a complex number and $x_1$ a complex number with a positive imaginary part. As before, we normalize such that $R_+(r_{ini}) = 1$, which leads to

$$\frac{dR_+(r_{ini})}{dr} = x_1. \quad \text{At spatial infinity, the solution is a plane wave.}$$

It has been shown in [11] that the transmission coefficient for spin $1/2$ fields is given by:

$$|A_t|^2 = \left| \frac{A_{in}}{A_{in}} \right|^2. \quad \text{(18)}$$

By the same procedure described in the scalar field section, we obtain the cross section.

In Fig. 4 we observe that the general trend is to decrease the cross section when the quantum correction increases. This should leave a footprint through a distortion of the instantaneous Hawking spectrum which will exhibit slight suppression of its UV tail because the relative effect is getting bigger with an increasing energy of the emitted particle. For scalar and fermionic fields, the trend is clear but the effects are
generically small. From the phenomenological point of view, if the polymerisation parameter is large we could probe a decreased cross section.
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1. Introduction

Loop quantum cosmology (LQC) provides an extension of the inflationary paradigm to the Planck era (see, for instance, Ref. 1). Over the past decade or so, there has been a research program aimed at investigating the viability of LQC as a theory of the pre-inflationary universe. Until now, investigations of primordial perturbations generated in LQC have focused mainly at the level of the power spectrum. In this work, we extend the analysis to the level of three-point functions, namely, the bispectrum of curvature perturbations. We will analyze primarily two aspects. Firstly, we check whether next-to-leading order corrections to the power spectrum are sub-leading. Secondly, we verify that the amount of non-Gaussianity as quantified by the dimensionless quantity $f_{NL}$ is compatible with the observations of cosmic microwave background (CMB) and investigate new predictions.

2. Computation of the Bispectrum in the Dressed Metric Approach

The system of interest is scalar perturbations $\delta \phi$ living on a Friedmann-Lemaître-Robertson-Walker (FLRW) metric sourced by a scalar field $\phi$. In LQC, such a system is described by a wavefunction $\Psi(v, \phi, \delta \phi)$, where $v \equiv a^3 V_0 / \kappa$ with $a$ being the scale factor and $V_0$, the volume of the universe, introduced to regulate
infrared divergence. The dynamics is governed by the constraint equation, \( \tilde{H} \Psi = 0 \), where the Hamiltonian operator can be split into the background and perturbed part as \( \tilde{H} = \tilde{H}_\text{FLRW} + \tilde{H}_\text{pert} \). We are interested in solutions wherein \( \Psi(v, \phi, \delta \phi) = \Psi_0(v, \phi) \otimes \delta \Psi(v, \phi, \delta \phi) \), where \( \Psi_0 \) describes a quantum FLRW geometry and \( \delta \Psi \) describes the scalar perturbations.

The states \( \Psi_0 \) satisfies the equation \( \tilde{H}_\text{FLRW} \Psi_0 = 0 \). It has been shown that, for states that are sharply peaked in the volume \( v \) during the entire evolution, the background geometry can be described by an effective classical Hamiltonian (see e.g. Ref. 1 and references therein). In the dressed metric approach, we are interested in quantum states \( \delta \Psi(v, \phi, \delta \phi) \) that are a small perturbation around such a quantum FLRW state \( \Psi_0(v, \phi) \). A detailed analysis shows that \( \delta \Psi(v, \phi, \delta \phi) \) are solutions to the Schrödinger equation, \( i\hbar \delta \phi \Psi = \langle \Psi_0 | \tilde{H}_\text{pert} [N_\phi] | \Psi_0 \rangle \delta \phi \), where \( \tilde{H}_\text{pert} = \tilde{H}^{(2)} + \tilde{H}^{(3)} \), namely the Hamiltonian at second and third order in perturbations respectively and \( N_\phi \) is the lapse associated with relational time \( \phi \).

We are interested in computing the correlation functions of these scalar perturbations. The first step is to expand the perturbations in Fourier space and introduce creation and annihilation operators

\[
\delta \phi(\vec{x}, \eta) = \int \frac{d^3k}{(2\pi)^3} \left( \hat{A}_{\vec{k}} \varphi_k(\eta) + \hat{A}^\dagger_{-\vec{k}} \varphi_k^*(\eta) \right) e^{i \vec{k} \cdot \vec{x}},
\]

where \( [\hat{A}_{\vec{k}}, \hat{A}^\dagger_{-\vec{k}'}] = \hbar (2\pi)^3 \delta^{(3)}(\vec{k} + \vec{k}') \) and \( [\hat{A}_{\vec{k}}, \hat{A}^\dagger_{\vec{k}'}] = 0 \). The dynamics of perturbations are governed by the second-order Hamiltonian with the background quantities determined using the effective background Hamiltonian. The scalar power spectrum of \( \delta \phi \) is defined as

\[
\langle 0 | \delta \phi_{\vec{k}}(\eta) \delta \phi_{\vec{k}'}(\eta) | 0 \rangle \equiv (2\pi)^3 \delta^{(3)}(\vec{k} + \vec{k}') \frac{2\pi^2}{k^3} P_{\phi}(k, \eta),
\]

where \( | 0 \rangle \) is the vacuum annihilated by the operators \( \hat{A}_{\vec{k}} \) for all \( \vec{k} \). For the purpose of relating perturbations to the late time physics, it is convenient to express the power spectrum in terms of comoving curvature perturbations. The power spectrum of curvature perturbation, \( R \), in terms of inflaton perturbation \( \delta \phi \), evaluated at the end of inflation is

\[
P_R(k) \equiv \left( \frac{a_0(z_{\text{end}})}{z_{\text{end}}} \right)^2 \frac{\hbar k^3}{2\pi^2} \varphi_k(z_{\text{end}})^2,
\]

where \( z = -\frac{6}{\kappa \pi a} \) with \( \kappa = 8\pi G \) and \( p_\phi \) and \( \pi_\phi \) are momenta conjugate to \( \phi \) and \( \pi_\phi \) respectively.

The self-interaction of scalar perturbation, at lowest order, is described by the third-order interaction Hamiltonian, \( \tilde{H}_\text{int} \equiv \langle \Psi_0 | \tilde{H}^{(3)} [N_\phi] | \Psi_0 \rangle \). The perturbations at this order are quantified using the scalar bispectrum, \( B_R(k_1, k_2, k_3) \), that is defined in terms of curvature perturbations by

\[
\langle 0 | \hat{R}_{\vec{k}_1} \hat{R}_{\vec{k}_2} \hat{R}_{\vec{k}_3} | 0 \rangle \equiv (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2 + \vec{k}_3) B_R(k_1, k_2, k_3).
\]

It is often convenient to quantify the bispectrum using a dimensionless function, \( f_{NL} \), which can be defined as,

\[
B_R(k_1, k_2, k_3) \equiv -\frac{6}{5} f_{NL}(k_1, k_2, k_3) \times (\Delta_{k_1} \Delta_{k_2} + \Delta_{k_1} \Delta_{k_3} + \Delta_{k_2} \Delta_{k_3}),
\]

where \( \Delta_{k_i} \) is the curvature perturbation, normalized to unity at the scale \( k_i \).
where $\Delta_k \equiv \frac{2\pi^2}{k^3} P_R(k)$ is the dimensionful power spectrum.

In order to compute bispectrum, we need to express it in terms of $\delta \phi$ as follows,

$$\langle 0 | \hat{R}_{k_1} \hat{R}_{k_2} \hat{R}_{k_3} | 0 \rangle = \left( \frac{a}{z} \right)^3 \langle 0 | \delta \phi_{k_1} \delta \phi_{k_2} \delta \phi_{k_3} | 0 \rangle + \left( \frac{3}{2} + \frac{3 V_\phi a^3}{\kappa \rho_\phi \pi a} + \frac{\kappa z^2}{4 a^3} \right) \left( \frac{a}{z} \right)^4 \times \left[ \int \frac{d^3p}{(2\pi)^3} \langle 0 | \delta \phi_{k_1} \delta \phi_{k_2} \delta \phi_p \delta \phi_{-p} | 0 \rangle + (k_1 \leftrightarrow k_3) + (k_2 \leftrightarrow k_3) + \cdots \right], \tag{5}$$

where the symbols $(k_1 \leftrightarrow k_2)$ indicate terms obtained by replacing $k_i$ with $k_j$ in the first term of the second line and the dots indicate higher order terms. At leading order in perturbations, the first term on RHS can be evaluated using time dependent perturbation theory

$$\langle 0 | \delta \phi_{k_1} (\eta) \delta \phi_{k_2} (\eta) \delta \phi_{k_3} (\eta) | 0 \rangle = \langle 0 | \delta \phi_{k_1}^I (\eta) \delta \phi_{k_2}^I (\eta) \delta \phi_{k_3}^I (\eta) | 0 \rangle$$

$$- i/\hbar \int d\eta' \left[ \delta \phi_{k_1}^I (\eta) \delta \phi_{k_2}^I (\eta) \delta \phi_{k_3}^I (\eta) , \hat{H}_{\text{int}} (\eta') \right] | 0 \rangle, \tag{6}$$

where the superscript $I$ indicates fields in the interaction picture. Since, $\delta \phi^I$ is a Gaussian field, the first term vanishes and only the second term contributes. The second term in the RHS of Eq. (5) can be evaluated using Wick’s theorem and Eq. (2). Using Eqs. (5) and (6), one can compute the bispectrum and hence the function $f_{NL}$ using Eq. (4).

### 3. Numerical Method and Results

In this section, we will briefly describe our implementation of the formalism for computing $f_{NL}$ and the results we obtain. In order to compute $f_{NL}$ at the end of inflation, one needs to evolve the perturbations from an early time before the bounce until the perturbations leave the horizon during inflation at which point their amplitude freezes in time. We need to make three choices to do this computation. Firstly, we need to specify the potential governing the field $\phi$. We choose the quadratic potential, $V(\phi) = m^2 \phi^2/2$, where $m = 6.4 \times 10^{-6} M_{Pl}$. Secondly, we need to choose a background geometry by specifying the value of $\phi$ and energy density, $\rho$, at the bounce. We work with $\phi_B = 7.62 M_{Pl}$ and $\rho_B = 1 M_{Pl}^4$, where subscript $B$ denotes the bounce, so that the effects due to LQC appear at observable scales while respecting the Planck constraints on power spectrum. Finally, we need to choose an initial state for perturbations, which we choose to be a Minkowski initial state. More specifically, we choose $\varphi_k (\eta_0) = \frac{1}{a(\eta_0)\sqrt{2k}}$ and $\varphi'_k (\eta_0) = [-i k + \frac{2 \eta_0}{a(\eta_0)}] \varphi_k (\eta_0)$ as initial data for the modes, at conformal time $\eta_0 = -2.8 \times 10^3 T_{Pl}$ (the bounce takes place at $\eta = 0$). The initial time was chosen so that all the modes of interest, namely those between $k_{\text{min}} = k_\ast / 10$, and $k_{\text{max}} = 1000 k_\ast$, where $k_\ast / a(t_{\text{today}}) = 0.002 \text{Mpc}^{-1}$ is the pivot scale, were in the adiabatic regime. We have investigated the effects of varying these choices in detail in Ref. 2.
To perform this computation, we use the platform provided by class. The computation was done in two stages. In the first stage we evolve the background from very early times to the end of inflation. In the second step, we convert the time integral in Eq. (6) to a differential equation and evolve it together with the differential equation for the fourier modes. In the remaining part of this section, we will discuss the various results.

![Power Spectrum and fNL](image1)

**Fig. 1.** The power spectrum and \( f_{\text{NL}}(k_1, k_2, k_3) \) evaluated in the equilateral limit.

![Non-Gaussianity Shape](image2)

**Fig. 2.** The shape of the non-Gaussianity, \( f_{\text{NL}}(k_1, k_2, k_3) \), evaluated with \( k_1 = k_*/2 \) and \( k_* \). The figure shows the portions allowed by the condition \( k_1 + k_2 + k_3 = 0 \).

Fig. 1 depicts the scalar power spectrum and \( f_{\text{NL}} \) in the equilateral limit. One can see that for \( k \leq k_{\text{LQC}} \), where \( k_{\text{LQC}} \) is the scale set by the spacetime curvature at the bounce, the spectra are strongly scale dependent while for \( k >> k_{\text{LQC}} \), the spectra approach their slow roll values. At low wave numbers, the figure shows that \( f_{\text{NL}} \) is oscillatory. We have depicted the \( f_{\text{NL}} \) for all configurations in Fig. 2. In this figure, we have fixed the value of \( k_1 \) and varied \( k_2 \) and \( k_3 \) in such a way that they obey the triangle condition. This figure illustrates the shape of the non-Gaussianity. It can be seen that, in both the figures, the \( f_{\text{NL}} \) peaks in the squeezed (\( k_3 \ll k_1 \approx k_2 \)) - flattened (\( k_1 \approx k_2 + k_3 \)) limit.

The primordial non-Gaussianity generated due to LQC has a characteristic enhancement of amplitude at scales comparable to \( k_{\text{LQC}} \). By analyzing the integrals involved in the computation of \( f_{\text{NL}} \), we can estimate the contribution to \( f_{\text{NL}} \) from the epoch around the bounce. For modes, \( k \geq k_{\text{LQC}} \), we can approximate the mode function as \( \varphi_k \sim e^{-ik\eta} \). Then the contribution to the integral from time around
The perturbation is given by the dominant. The first perturbative correction to the two-point function of the curvature spectrum. For the perturbation theory to be valid, this contribution has to be sub-

\[ \int dk \Delta f(k) \]

\[ \delta \phi \]

where \( g(\eta) \) is a combination of the functions depending on the background and the wavenumbers, \( k_t \equiv k_1 + k_2 + k_3 \) and \( W(\eta, \Delta \eta) \) is a window function which selects only the contribution from the time range \( -\Delta \eta < \eta < \Delta \eta \). This integral can be computed using Cauchy’s residue theorem and the spectral dependence of the integral can be written as \( e^{-\alpha k_t/k_{\text{LQC}}} \). In Fig. 3, we have compared the analytical expression with numerical result and we find a good match between the two.

Finally let us compute the contribution to the power spectrum from the bispectrum. For the perturbation theory to be valid, this contribution has to be sub-dominant. The first perturbative correction to the two-point function of curvature perturbation is given by

\[ \langle 0| \mathcal{R}_{k_1} \mathcal{R}_{k_2} |0 \rangle = (2\pi)^3 \delta^{(3)}(\vec{k}_1 + \vec{k}_2) \frac{2\pi^2}{k_1} h [\mathcal{P}_R(k_1) + \Delta \mathcal{P}_R(k_1)] , \]

where

\[ \Delta \mathcal{P}_R(k_1) = \hbar \frac{k_t^3}{\pi^2} \left[ \frac{-a}{z} \right]^3 \left[ -\frac{3}{2} + \frac{3}{\kappa} \frac{V_\phi a}{p_\phi} + \frac{\kappa z}{4} \right] \int \frac{d^3p}{(2\pi)^3} B_{k\phi}(\vec{k}_1, \vec{p}, \vec{k}_1 - \vec{p}) \]

\[ + \left( \frac{-a}{z} \right)^4 \left[ -\frac{3}{2} + \frac{3}{\kappa} \frac{V_\phi a}{p_\phi} + \frac{\kappa z^2}{4} \right] \int \frac{d^3p}{(2\pi)^3} |\varphi_p|^2 |\varphi_{|\vec{k}_1 - \vec{p}|}|^2 , \]

where \( B_{k\phi}(\vec{k}_1, \vec{p}, \vec{k}_1 - \vec{p}) \) is the bispectrum of inflaton perturbations and all the quantities on the right are evaluated at the end of inflation. We have numerically plotted the relative amplitude of the first order correction, \( |\Delta \mathcal{P}_R/\mathcal{P}_R| \), in Fig. 3. We find that, as expected, the magnitude of first-order correction to the power spectrum is negligible. This result can be qualitatively understood as follows. The leading order contribution to \( \Delta \mathcal{P}_R(k_1) \) is given by the first term in Eq. (9) and it is
2040

given by \( \epsilon f_{NL} P_R^2 \), where \( \epsilon \) is the slow roll parameter of \( O(10^{-2}) \). Since, \( f_{NL} \leq 10^4 \) and \( P_R \leq 10^{-7} \), we obtain \( \Delta P_R / P_R \leq 10^{-4} \) as in Fig. 3.

4. Discussion

Let us conclude by making some remarks on the robustness of the results and its implication in the light of Planck data. We have verified the robustness of the results to a variation of the basic assumptions discussed in Sec. 3. For instance, we find that the effect of changing \( \phi_B \) is only a shift in the scale which is sensitive to the effect of the bounce with respect to the scales observable today. An increase in \( \rho_B \) also leads only to a similar shift in the scales sensitive to the curvature of the bounce, in addition, to an increase in amplitude of \( f_{NL} \). The Planck mission has put strong constraints on certain models of scale invariant non-Gaussianity, but, it provides little information on the scale dependent non-Gaussianity as produced in LQC. Moreover, since the error bar on \( f_{NL} \) goes as \( 1/\sqrt{\ell} \), at low multipoles, where the non-Gaussianity due to LQC is expected to be large, the error bar would be large. Considering the Planck error bars at low multipoles and demanding that the enhancement in \( f_{NL} \) due to the LQC bounce appears at \( \ell \lesssim 50 \), one could try to arrive at constraints on the minimum value of scalar field at the bounce, for a given value of \( \rho_B \). Furthermore, by demanding that the imprint of the bounce should be at observable scales, we can arrive at an upper bound on \( \phi_B \). For instance, for \( \rho_B = 1 M_{Pl}^4 \), we obtain \( 7.46 M_{Pl} \leq \phi_B \leq 7.82 M_{Pl} \). It should be kept in mind that the constraint described above is a very conservative estimate. Most probably, the oscillations in \( f_{NL} \) will relax the constraint on \( \phi_B \) discussed above. A more detailed account of this work has been published in Ref. 2.
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In this proceeding we consider a massive charged scalar field in a uniform electric field background in a de Sitter spacetime (dS). We compute the in-vacuum expectation value of the trace of the energy-momentum tensor for the created Schwinger pairs, and using adiabatic subtraction scheme the trace is regularized. The effect of the Schwinger pair creation on the evolution of the Hubble constant is investigated. We find that the production of the semiclassical pairs leads to a decay of the Hubble constant. Whereas, the production of a light scalar field in the weak electric field regime leads to a superacceleration phenomenon.
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1. Introduction

In a flat spacetime the phenomenon of the pair creation in a strong electric field background is referred to as the Schwinger effect.\(^1\) The presence of the strong electromagnetic and gravitational fields in the early Universe motivates the study of the Schwinger effect in dS.\(^2\) The Schwinger effect and the induced current of the created pairs were investigated in a uniform electric field for various dimensions of the de Sitter spacetime in Refs. 3, 4, 5, 6, 7. Recently, the effect of a conserved flux magnetic field on the Schwinger effect in dS has been investigated in Ref. 8, see also Ref. 9. Without considering an electromagnetic field, the energy-momentum tensor of the created scalar particles in the gravitational background field of dS has been investigated in Refs. 10, 11, 12, 13, 14, 15, 16, 17, 18. The results of Refs. 10, 15, 16 show that the Hubble constant of dS decays due to the
particle creation. Furthermore, the gravitational backreaction effects of the quantum fluctuations may lead to a superacceleration phase, where the Hubble constant increase.\textsuperscript{15} Using a semiclassical approach the energy-momentum tensor of the created Schwinger scalars in a dS has been computed in Refs. 6, 19, which showed that the Hubble constant decays. The trace of the induced energy-momentum tensor of the Schwinger scalars in a three dimensional dS has been investigated in Ref. 20, and the authors found that the creation of the semiclassical pairs may lead to an increase of the Hubble constant. With the aim of developing the renormalization theory in the curved spacetime, recently the Schwinger effect and the conformal anomaly for both of the scalar and spinor de Sitter QED cases have been investigated in Ref. 21. With the aim of completing the work started in Ref. 6 and with cosmological applications in mind, in this proceeding we compute the trace of the energy-momentum tensor for the Schwinger scalars created in a uniform electric field background in a four-dimensional dS. The proceeding is organised as follows: in Sec. 2 the preliminary explanation of our model is introduced. We compute the regularized trace of the induced energy-momentum tensor in Sec. 3. In Sec. 4 we give some conclusions.

2. Preliminaries

We begin our study by considering the scalar QED action in a four-dimensional dS as

$$S = \int d^4x \sqrt{|g|} \{ g^{\mu\nu} (\partial_\mu + ieA_\mu) \varphi (\partial_\nu - ieA_\nu) \varphi^* - (m^2 + \xi R) \varphi \varphi^* - \frac{1}{4} F^{\mu\nu} F^{\mu\nu} \} , \quad (1)$$

where $\varphi(x)$ is a complex scalar field with mass $m$ and electric charge $e$ which is coupled to an electromagnetic vector potential background $A_\mu(x)$. The parameter $\xi$ is a dimensionless nonminimal coupling of the scalar field to the Ricci scalar $R$, and in this proceeding from now on we set $\xi = 1/6$. The $|g|$ denotes the absolute value of the metric determinant. In Secs. 2 and 3, we assume that the gravitational and electromagnetic fields are not affected by the pair creation. This assumption on the gravitational field does not hold when we discuses backreaction effects in Sec. 4. We consider the Poincaré patch of dS, whose metric reads

$$ds^2 = \Omega^2(\tau) (d\tau^2 - d\mathbf{x}^2), \quad \Omega(\tau) = -\frac{1}{\tau H}, \quad \tau \in (-\infty, 0), \quad x \in \mathbb{R}^3, \quad (2)$$

where $H$ is the Hubble constant and $\tau$ is the conformal time which relates to the cosmological proper time $t$ as

$$\tau = -\frac{1}{Ht}. \quad (3)$$

Having a uniform electric field with the constant energy density in the metric background given by Eq. (2), we choose the electromagnetic vector potential in the gauge

$$A_\mu(\tau) = -\frac{E}{H^2 \tau^2} \delta^1_\mu, \quad (4)$$
where $E$ is a constant. The Klein-Gordon equation for the scalar field reads from the action (1). We impose that the mode functions of the Klein-Gordon equation have the asymptotic behavior similar to those mode functions in the Minkowski spacetime at the early times, $\tau \to -\infty$. Then, these mode functions that describe the Hadamard vacuum state are given by

$$U_{\text{in}k}(x) = (2k)^{-\frac{3}{2}}e^{\frac{i\pi}{2} \Omega^{-1}(\tau)}e^{i k \cdot x} W_{\kappa, \gamma}(2i k \tau),$$

$$V_{\text{in}k}(x) = (2k)^{-\frac{3}{2}}e^{-\frac{i\pi}{2} \Omega^{-1}(\tau)}e^{-i k \cdot x} W_{\kappa, -\gamma}(-2i k \tau),$$

where $U_{\text{in}k}$ and $V_{\text{in}k}$ are positive and negative frequency mode functions, respectively. The function $W$ is the Whittaker function, and the variables are defined as

$$k := |k|, \quad \mu := \frac{m}{H}, \quad \lambda := -\frac{E}{H^2}, \quad r := \frac{k}{k}, \quad \kappa := -i \lambda r, \quad \gamma^2 := \frac{1}{4} - \mu^2 - \lambda^2.$$ \hspace{1cm} (7)

Then we can expand the scalar field operator $\phi(x)$ as

$$\phi(x) = \int \frac{d^3k}{(2\pi)^3} \left[ U_{\text{in}k}(x) a_{\text{in}k} + V_{\text{in}k}(x) b_{\text{in}k}^\dagger \right],$$

where $a_{\text{in}k}$ and $b_{\text{in}k}^\dagger$ are the annihilation and creation operators for particle and antiparticles with comoving momentum $k$, respectively, which satisfy the commutation relations. Then, the in vacuum state is defined by

$$a_{\text{in}k}|\text{in}\rangle = b_{\text{in}k}|\text{in}\rangle = 0, \quad \forall k.$$ \hspace{1cm} (9)

### 3. Trace of the Induced Energy-Momentum Tensor

The induced energy-momentum tensor of the created Schwinger pairs is necessary to study evolution of the de Sitter spacetime. We will compute all of the induced energy-momentum tensor’s components in a future work. However, in this proceeding we assume that the created Schwinger pairs take the form of a perfect fluid with the vacuum equation of state. Consequently, the energy-momentum tensor $T_{\mu\nu}$ is related to its trace $T$ as

$$T_{\mu\nu} = \frac{1}{4} T g_{\mu\nu}.$$ \hspace{1cm} (10)

Hence, it is sufficient to compute the trace of the induced energy-momentum tensor which is defined by the variation of the action (1) with respect to the variation of the metric $\delta g_{\mu\nu}$ as

$$T := -\frac{2}{\sqrt{|g|}} \frac{g_{\mu\nu} \delta S}{\delta g_{\mu\nu}}.$$ \hspace{1cm} (11)

In the action (1) the Maxwell term, $F_{\mu\nu}F^{\mu\nu}$, is the pure electromagnetic part of the action which is constant, and according to our assumption is not affected by the Schwinger pair creation, hence to obtain the trace of the induced energy-momentum tensor of the Schwinger pairs we do not consider this term. We then obtain

$$T = 2m^2 \phi \phi^*.$$ \hspace{1cm} (12)
Substituting the scalar field operator (8) into the expression (12) and using Eq. (9) leads to
\[
\langle \text{in}|T|\text{in} \rangle = 2m^2 \int \frac{d^3k}{(2\pi)^3} |U_{\text{in}}(x)|^2.
\] (13)
Equation (13), in terms of a dimensionless integral variable \( p = -k\tau \) can be written as
\[
\langle \text{in}|T|\text{in} \rangle = \frac{H^4\mu^2}{16\pi^2} \left[ 4\Lambda^2 - 4\mu^2 \log(2\Lambda) + 2\mu^2 - \frac{8\lambda^2}{3} + 2 + 2i\pi\mu^2 - \frac{6\gamma}{\pi} \csc(2\pi\gamma) \right]
\times \left[ \cosh(2\pi\lambda) - \frac{1}{2\pi\lambda} \sinh(2\pi\lambda) + i\csc(2\pi\gamma) \int_{-1}^{1} dp \{ (3r^2\lambda^2 - \lambda^2 - \mu^2) - (e^{2\pi\lambda r} + e^{-2\pi\gamma}) \psi \left( \frac{1}{2} + i\lambda r - \gamma \right) \} \right],
\] (15)
where \( \psi \) is the digamma function. In order to remove the ultraviolet divergences from the expression (15) we apply the adiabatic subtraction scheme as introduced in Ref. 22. However, a new condition for renormalization the vacuum expectation value of the quantities in the context of de Sitter QED has been introduced in Ref. 23. The positive frequency mode function of adiabatic zeroth order is given by
\[
U_{\Lambda}(x) = \Omega^{-1}(\tau) (2\omega(\tau))^\frac{4}{3} \exp \left[ i\mathbf{k} \cdot \mathbf{x} - i \int \omega(\tau) d\tau \right],
\] (16)
where the time dependent frequency is
\[
\omega(\tau) = H\Omega(\tau) \sqrt{k^2\tau^2 + 2\lambda k\tau + \lambda^2 + \mu^2}.
\] (17)
Using the mode function (16) the zeroth order of the adiabatic expansion of the trace of the energy-momentum tensor is obtained
\[
T_{\Lambda} = \frac{H^4\mu^2}{16\pi^2} \left[ 4\Lambda^2 - 4\mu^2 \log(2\Lambda) + 2\mu^2 - \frac{8\lambda^2}{3} \right].
\] (18)
The adiabatic regularized trace of the induced energy-momentum tensor is given by subtracting the counterterm (18) from the unregularized expression (15). We then obtain the regularized trace as
\[
T = \langle \text{in}|T|\text{in} \rangle - T_{\Lambda} = \frac{H^4\mu^2}{16\pi^2} \left[ 2 + 2i\pi\mu^2 - \frac{6\gamma}{\pi} \csc(2\pi\gamma) \left( \cosh(2\pi\lambda) - \frac{1}{2\pi\lambda} \sinh(2\pi\lambda) + i\csc(2\pi\gamma) \int_{-1}^{1} dp \{ (3r^2\lambda^2 - \lambda^2 - \mu^2) - (e^{2\pi\lambda r} + e^{-2\pi\gamma}) \psi \left( \frac{1}{2} + i\lambda r - \gamma \right) \} \right] \right].
\] (19)
In Fig. 1 the regularized trace (19) is plotted as function of the electric field for different values of the scalar field mass. A numerical investigation shows that for a massive scalar field $\mu \gtrsim 1$, the sign of the trace is positive. However, for a light scalar field $\mu \lesssim 1$, the trace vanishes at $\lambda = L$. In the domain $\lambda < L$ the sign of the trace is negative, whereas in the domain $\lambda > L$ the sign of the trace is positive. Further numerical investigations illustrate that $L \simeq 0.4\mu$. Therefore in the semiclassical regime $\lambda^2 + \mu^2 \gg 1$ the sign of the trace is positive, whereas in the infrared regime $\lambda^2 + \mu^2 \ll 1$ the sign of the trace is negative.

4. Conclusions

These results for the trace of the energy-momentum tensor would be important for discussing the gravitational backreaction effect of the Schwinger pair creation. As a consequence of considering the vacuum equation of state for the created Schwinger pairs, see Eq. (10), the Einstein equation leads to the time evolution equation for the Hubble constant as

$$\frac{dH}{dt} = \frac{\pi T}{3M_P^2},$$

(20)

where $t$ is the proper cosmological time, see Eq. (3), and $M_P$ is the Planck mass. Considering the results of Sec. 3 for the trace (19) and Eq. (20), we conclude that in the semiclassical regime $\lambda^2 + \mu^2 \gg 1$, that the sign of the trace is positive the Hubble constant decays $dH/dt < 0$. This result is in agreement with the results obtained in Ref. 6 for the decay of the Hubble constant due to the semiclassical
Schwinger pair creation. We find that in the infrared regime $\lambda^2 + \mu^2 \ll 1$, that the sign of the trace is negative, Eq. (20) implies that $d\mathcal{H}/dt > 0$. In Ref. 15 the authors found that the gravitational backreaction effects of the quantum fluctuations may lead to a similar behavior of the Hubble constant, i.e., a period of superacceleration with $d\mathcal{H}/dt > 0$.

Acknowledgments

E. B. is supported by the University of Kashan.

References

Photon polarization oscillations

Fabio Briscese∗

Department of Physics, Southern University of Science and Technology,
Shenzhen, 518055, China
and Istituto Nazionale di Alta Matematica Francesco Severi,
Gruppo Nazionale di Fisica Matematica,
Città Universitaria, P.le A. Moro 5, 00185 Rome, Italy
∗E-mail:briscese.phys@gmail.com, briscesef@sustc.edu.cn

Nicolò Burzillà and Andrea Dosi

Department of Physics, Southern University of Science and Technology,
Shenzhen, 518055, China

Quantum corrections to the Maxwell equations induced by light-by-light (LbL) scattering can significantly modify the propagation of light in vacuum. Studying the Heisenberg-Euler Lagrangian, it can be shown that, in some configurations, the polarization of plane monochromatic waves oscillates periodically between different helicity states, due to LbL scattering. We discuss the physical implications of this finding, and the possibility of measuring this effect in optical experiments.
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Despite the fact that the equations of the classical electromagnetic field are linear, quantum corrections due to photon-photon scattering introduce nonlinear effects in vacuum. The quantum corrections due to photon-photon scattering were calculated a long time ago by Heisenberg and Euler 1, and extensively studied by other authors 2–5. The effective Lagrangian of the electromagnetic field, obtained retaining only one electron loop corrections, is 5

\[ L = \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \epsilon^2 \left( (F_{\mu\nu} F^{\mu\nu})^2 - \frac{7}{16} (F_{\mu\nu} \tilde{F}^{\mu\nu})^2 \right) , \]  

(1)

where \( F_{\mu\nu} = A^{\mu\nu} - A^{\nu\mu} \) is the electromagnetic field, \( A^{\mu} \) is the electromagnetic four-potential, \( \tilde{F}^{\mu\nu} = \epsilon^{\mu\nu\alpha\beta} F_{\alpha\beta} \), and \( \epsilon^2 = \alpha^2 (\hbar/m_e c)^3/90m_e c^2 \), \( \alpha = e^2/4\pi\epsilon_0\hbar c \simeq 1/137 \) is the fine structure constant, \( \epsilon_0 \) the dielectric permeability of vacuum, and \( m_e \) the electron mass. The Lagrangian (1) is accurate when it is possible to neglect other quantum effects. For instance, for low energetic photons of energies \( E_\gamma \ll m_e c^2 \), particles creation is inhibited, and the photon-photon scattering is the only process inducing quantum correction to the Maxwell equations.

The terms \( \propto \epsilon^2 \) in the Lagrangian (1) take into account photon-photon scattering, and induce cubic corrections in the equations for the four-potential \( A^\mu \). Since

\[ a \]  

In this paper we use the covariant formalism, so that the zeroth coordinate is defined as \( x^0 = ct \).
$\epsilon^2 \simeq 4 \times 10^{-31} m^3/J$, so that $\epsilon^2 F_{\mu\nu} F^{\mu\nu}$ is extremely small in realistic laboratory conditions, such corrections are usually negligible with high accuracy.

However, in many physical situations, tiny perturbations produce huge effects on a system, due to the action of hidden resonances. Indeed, resonances can be used to amplify the effect of extremely small perturbations. Exploiting this idea, in Refs. 6, 7 it has been shown that the dynamics described by the Lagrangian (1) is unstable for some configurations of the electromagnetic field, due to resonances.

For instance, considering two plane counterpropagating electromagnetic waves in vacuum, the nonlinear terms in (1) generate resonant (or secular) corrections in the equations of the electromagnetic field. Introducing a slow time variable, the secular terms can be treated in a multiscale scheme. In fact, the amplitudes of the two counterpropagating waves satisfy a system of nonlinear coupled ordinary differential equations in the slow time. The analysis of this system shows that, for some initial conditions, the effect of photon-photon scattering is unexpectedly relevant, and consists of a continuous oscillation in the polarization of the two beams between different helicity states.

Without loss of generality, we use the Lorentz gauge $\partial_\alpha A^\alpha = 0$; and we express the polarization vectors in terms of left and right polarizations $\hat{e}_L = (1, i, 0)/\sqrt{2}$ and $\hat{e}_R = (1, -i, 0)/\sqrt{2}$. Let us express the four-potential $A$ of the classical electromagnetic field in the form

$$A = a^\alpha + b^\alpha + c.c., \quad a = (a_L \hat{e}_L + a_R \hat{e}_R) e^{ikx}, \quad b = (b_L \hat{e}_L + b_R \hat{e}_R) e^{ihx},$$

(2)

where $c.c.$ stands for complex conjugate. The wave vectors in (2) are given by

$$k = (k_0, 0, 0, k_3), \quad h = (h_0, 0, 0, h_3),$$

(3)

with $k_0/k_3 = -h_0/h_3 = 1$, so that the two waves $a$ and $b$ are counterpropagating.

When nonlinearities are neglected, (1) reduces to the Maxwell Lagrangian, and (2) is a solution when polarization vectors are constant. When nonlinearities are considered, the solutions for the Lagrangian (1) are still in the form (2), but with the polarization vectors depending on a slow time

$$y^0 \equiv \epsilon^2 x^0.$$

(4)

The dependence of the polarization vectors from the slow time is given by the following system

$$i\partial_\omega a_L + 16k_0 h_0^2 (-3 a_L (|b_L|^2 + |b_R|^2) + 22 a_R b_L b_R) = 0$$

$$i\partial_\omega a_R + 16k_0 h_0^2 (-3 a_R (|b_L|^2 + |b_R|^2) + 22 a_L b_R b_L) = 0$$

$$i\partial_\omega b_L + 16k_0 h_0 (-3 b_L (|a_L|^2 + |a_R|^2) + 22 b_R a_L a_R) = 0$$

$$i\partial_\omega b_R + 16k_0 h_0 (-3 b_R (|a_L|^2 + |a_R|^2) + 22 b_L a_R a_L) = 0.$$

(5)
that has been obtained by a multi-scale perturbative expansion of the equations of motion.\textsuperscript{6,7} We recall that the multiscale approach is useful when the dynamics evolves on widely different scales. In this case, the time dependence of the electromagnetic field is split into fast and slow time variables $x^0$ and $y^0$.

Let us study (5) in detail. It is quite immediate to recognize that the energy densities $\rho_a = k_0^2 (a_L^2 + a_R^2)$ and $\rho_b = h_0^2 (b_L^2 + b_R^2)$ are constant. Therefore, the intensities of the two plane waves $a^\nu$ and $b^\nu$ are conserved separately. Furthermore, the spin conservation implies that the quantity $S = k_0 (|a_L|^2 - |a_R|^2) + h_0 (|b_L|^2 - |b_R|^2)$ is also constant. Exploiting these relations, the system can be simplified and then integrated, see Refs. 6, 7. However, to understand the dynamics under study, it is sufficient to solve (5) numerically.

We choose the initial conditions in such a way that, at least one of the products $a_L a_R$ or $b_L b_R$ is nonzero at the initial time. Numerical solutions show that, in such a case, the polarizations of the two counterpropagating waves change periodically. In Fig. 1, we plot $|a_L|^2/|a_L^0|^2 + |a_R|^2/|a_R^0|^2$ and $|a_R|^2/|a_L^0|^2 + |a_L|^2/|a_R^0|^2$ for the solution of (5) with realistic initial values of the electromagnetic potential, that is $|a_L^0|^2 = 10^3 J/m$, $a_R^0 = 0$, $|b_L^0|^2 = |b_R^0|^2 = 10^3 J/m$, $k_0 = h_0 = 10^7 m^{-1}$, corresponding to a laser of intensity $I \approx 10^{23} W/cm^2$ and wavelength $\lambda \sim 1 \mu m$. We see that $|a_L|$ is initially zero, but it grows to $|a_L| = |a_L^0|$, while $|a_R|$ goes from $|a_R^0|$ to zero. Thus, the $a$ beam, initially in the left-handed polarization, switches to the right-handed polarization. It remains in this state most of the time, until it returns to its initial left-handed configuration. The variation of the $b$ beam is depicted in Fig. 2, where we plot $|b_L|^2/|b_L^0|^2 + |b_R|^2/|b_R^0|^2$ and $|b_R|^2/|b_L^0|^2 + |b_L|^2/|b_R^0|^2$ for the same initial values. The beam $b$ is initially circularly polarized, since $|b_L^0|^2 = |b_R^0|^2$, but it rapidly goes to a left-handed configuration with $|b_R| = 0$ and $|b_L|^2 = 2|b_L^0|^2$. It remains in this state most of the time, until it returns to its initial state. This dynamics is repeated periodically.

Thus, the beam $a$ oscillates between left and right polarizations, while the beam $b$ switches periodically between linear and right-handed helicities. The period of such polarization oscillations is $\Delta y^0 \sim 10^{-26} m^4/J$ in the slow time $y^0$. This value is in good agreement with theoretical estimations $\Delta y_0 \sim inf \{1/k_0 h_0^2 |b_0|^2, 1/k_0^2 h_0 |a_0|^2 \}$ obtained in Refs. 6, 7. The corresponding period in the physical time $x^0 = t$ is $T = \Delta y^0/\epsilon^2 c \approx 10^{-4} s$.

Finally, we consider the possibility of observing the polarization oscillations in optical experiments. The search for signatures of the photon-photon scattering in optics is in progress.\textsuperscript{8-32} We can estimate the time of recurrence of the polarization oscillations for light beams produced in petawatt class lasers, which will be available in the near future. The intensities attainable in these lasers reach $I \sim 10^{23} W/cm^2$, giving a recurrence time $T_1 \sim 4 \times 10^2 (\lambda/m) s$, where $\lambda/m$ is the laser wavelength in meters (we used $k \sim h \sim 2 \pi/\lambda$ and $k^2 a^2 \sim k^2 h^2 \sim < \rho > \sim 1/\epsilon$). Therefore, for realistic lasers with $\lambda \sim 1 \mu m$, observation times can be of the order of $10^{-3} s$; to be compared with those estimated
in Ref. 14. This lets us hope to be able to observe polarization oscillations in two
counterpropagating petawatt laser beams.

In conclusion, the extremely weak photon-photon interaction might be responsible
for surprisingly strong deviations from the free dynamics of electromagnetic
waves. In the case of two counterpropagating laser beams, the evolution of the
electromagnetic waves can change dramatically with respect to the linear Maxwell
equations, entailing slow oscillations of the polarizations of the beams.
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Using the symmetry of the near-horizon geometry and applying quantum field theory of a complex scalar field, we study the spontaneous pair production of charged scalars from near-extremal rotating, electrically and/or magnetically charged black holes. Analytical expressions for pair production, vacuum persistence and absorption cross section are found, and the spectral distribution is given a thermal interpretation. The pair production in near-extremal black holes has a factorization into the Schwinger effect in AdS and Schwinger effect in Rindler space, measuring the deviational from extremality. The associated holographical correspondence is confirmed at the 2-point function level by comparing the absorption cross section ratio as well as the pair production rate both from the gravity and the conformal field theories. The production of monopoles is discussed.
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1. Introduction

Black holes, as a consequence of vacuum fluctuations, create all species of particle pairs near their horizons, half of which radiate to the spatial infinity, leading to the so-called Hawking radiation.1,2 Schwinger mechanism has also been known for long that virtual pairs created from vacuum fluctuations could be physically separated by a strong external electric field and substantiated as real pairs leading to spontaneous pair production.3–5 Charged black hole thus provide both strong gravitational and electric fields resulting in either the Hawking radiation and/or Schwinger pair production, which intermingles part of quantum gravity effects and strong field quantum electrodynamics (QED) effects. The emission of charges from charged black holes has been studied independently of the Hawking radiation6–10 and intensively studied since then both for nonextremal and extremal cases11–14 (for a review and references, see Refs. 15 and 16).

In this paper, we review the emission of scalar charges from near-extremal charged black holes from the view point of quantum field theory in near-horizon geometry. A near-extremal black hole has an extremely small Hawking temperature, and therefore its Hawking radiation is exponentially suppressed. On the other
hand, the electric field on the horizon becomes strong enough to trigger the emission of charges dominantly through the Schwinger mechanism. This study differs from those early works in the following aspect. A conventional wisdom was to calculate the tunneling probability of virtual particles in negative energy states of the Dirac sea into positive energy states, whose mass gap is modified by the charged black hole to allow finite tunneling probability.\textsuperscript{8–14} In the phase-integral method the leading contribution to the pair production comes from the poles near the horizon.\textsuperscript{17} In our approach, we make use of the local geometry near the horizon: the geometry of a near-extremal charged black hole has the structure of AdS\textsuperscript{2} × S\textsuperscript{2} for a nonrotating one and it has the warped AdS\textsuperscript{3} for a rotating one, while the geometry of a non-extremal charged black hole is K\textit{indler}_2 × S\textsuperscript{2} for a nonrotating one. Hence, the symmetry of near-horizon geometries allows the separation of quantum fields, which leads to analytical expressions for the in-vacuum and the out-vacuum and thereby the spectral distribution of spontaneously created pairs. The Schwinger mechanism and QED vacuum polarization in dS\textsuperscript{2} and AdS\textsuperscript{2} and their relation to black holes are discussed in Ref. 17.

The Schwinger mechanism and the Hawking radiation as quantum tunneling\textsuperscript{18} are, however, intertwined for the spontaneous pair production occurring in charged black holes, whose dominant contribution comes from the near-horizon region. Here we review and study the scalar particle emission in the spacetime of the near-horizon region of the near-extremal charged black holes. The simplest model is the scalar production in Reissner-Nordström (RN) black holes\textsuperscript{19} (see Ref. 20 for spinor production). In this case the spacetime has an AdS\textsuperscript{2} × S\textsuperscript{2} structure and the electric field is constant near the horizon. Using the symmetry of geometry, one can analytically solve the Klein-Gordon (KG) equation and give an exact expression for the production rate. The analysis can be generalized to Kerr-Newman (KN) black holes\textsuperscript{21} and also include a magnetic charge.\textsuperscript{22} Then, the angular momentum deforms the near-horizon spacetime geometry to be a warped AdS\textsuperscript{3}, but the KG equation still can be separated and solved analytically. The pair production has a remarkable thermal interpretation based on the discussions in Refs. 23, 24, 25, 26 and 17. Moreover, the scalar production has a nice conformal field theory (CFT) dual picture supporting the KN/CFTs correspondence.\textsuperscript{27,28}

2. Emission of Charges from near-extremal KN black holes

The near-horizon geometry of a near-extremal dyonic KN black hole has the structure of a warped AdS\textsubscript{3} as in Ref. 22

\begin{equation}
\begin{split}
 ds^2 &= \Gamma(\theta) \left[ -(\rho^2 - B^2)d\tau^2 + \frac{d\rho^2}{\rho^2 - B^2} + d\theta^2 \right] + \gamma(\theta)(d\varphi + h\rho d\tau)^2, \\
 A_{[1]} &= -\frac{Q(r_0^2 - a^2 \cos^2 \theta) - 2Pr_0a \cos \theta}{\Gamma(\theta)} \rho d\tau \\
 &\quad - \frac{Qr_0a \sin^2 \theta - P(r_0^2 + a^2) \cos \theta \pm P\Gamma(\theta)}{\Gamma(\theta)} d\varphi,
\end{split}
\end{equation}
where
\[
\Gamma(\theta) = r_0^2 + a^2 \cos^2 \theta, \quad \gamma(\theta) = \frac{(r_0^2 + a^2)^2 \sin^2 \theta}{r_0^2 + a^2 \cos^2 \theta},
\]
\[
b = \frac{2ar_0}{r_0^2 + a^2}, \quad r_0 = \sqrt{Q^2 + P^2 + a^2}.
\]
(3)

Here, \(a\) is the angular momentum parameter and \(Q, P\) are the electric and magnetic charges of the original dyonic KN black holes, and \(B\) measures a deviation from the extremal limit and acts as the new horizon \(\rho_H = B\) in this geometry. The zero magnetic charge \((P = 0)\) corresponds to the KN black hole while the zero angular momentum \((a = 0)\) corresponds to the RN black hole with both electric and magnetic charges and the gauge potential for the electric charge and Dirac monopole in the near-horizon geometry
\[
A_{i[1]} = -Q \rho d\tau + P(\cos \theta \mp 1) d\varphi.
\]
(4)

Associated to the black hole thermodynamics, the Hawking temperature, entropy, angular velocity, and chemical potentials (\(\Phi_H\) is given from the Hodge dual of Maxwell field \(dA_{i[1]}\) in the original KN metric) are
\[
T_H = \frac{B}{2\pi}, \quad S_{BH} = \pi(r_0^2 + a^2 + 2Br_0), \quad \Omega_H = -\frac{2ar_0 B}{r_0^2 + a^2},
\]
\[
\Phi_H = \frac{Q(Q^2 + P^2)B}{r_0^2 + a^2}, \quad \bar{\Phi}_H = \frac{P(Q^2 + P^2)B}{r_0^2 + a^2}.
\]
(5)

The thermodynamical variables (5), as the metric (1) and the gauge field (2) do, contain the KN black hole, RN black hole as well as dyonic RN black hole with both electric and magnetic charges in the limit of \(P = 0\), \(a = P = 0\), and \(a = 0\), respectively. The KG equation for scalar dyons can be exactly solved. An effective potential due to the electromagnetic and gravitational interactions induces tunneling processes for the pair production. By imposing a suitable boundary condition, one can obtain the production rate from the incoming and outgoing fluxes on the horizon and the asymptotic boundary of the near-horizon geometry.\(^{19}\) For instance, without an incoming flux at the asymptotic outer boundary, the relative ratio of the outgoing (transmitted) flux in the asymptotic region to the incoming (reflected) flux at the horizon counts the spontaneously produced particles while the ratio of the outgoing (incident) flux to the incoming flux at the horizon gives the vacuum persistence amplitude due to vacuum fluctuations. On the other hand, the group velocity for created fermions leads to the relative ratio of the outgoing flux in the asymptotic region to the outgoing flux at the horizon for the fermion production probability.

We now focus on production of bosonic particles. Following Ref. \(29\), the flux conservation
\[
|D_{\text{incident}}| = |D_{\text{reflected}}| + |D_{\text{transmitted}}|,
\]
(6)
is related to the Bogoliubov relation

$$|A|^2 - |B|^2 = 1,$$

where the vacuum persistence amplitude $|A|^2$ and the mean number of produced pairs $|B|^2$ are given by the ratios of the flux components

$$|A|^2 \equiv \left| \frac{D_{\text{incident}}}{D_{\text{reflected}}} \right|^2, \quad |B|^2 \equiv \left| \frac{D_{\text{transmitted}}}{D_{\text{reflected}}} \right|^2. \quad (8)$$

Moreover, from the viewpoint of scattering of an incident flux from the asymptotic boundary, we can define the absorption cross section ratio as

$$\sigma_{\text{abs}} \equiv \frac{|D_{\text{transmitted}}|}{|D_{\text{incident}}|} = \frac{|B|^2}{|A|^2}. \quad (9)$$

In comparison, the group velocity for fermions leads to the vacuum persistence amplitude and the mean number of produced fermion pairs

$$|A|^2 \equiv \left| \frac{D_{\text{reflected}}}{D_{\text{incident}}} \right|^2, \quad |B|^2 \equiv \left| \frac{D_{\text{transmitted}}}{D_{\text{incident}}} \right|^2, \quad (10)$$

where the fluxes $D_{\text{incident}}, D_{\text{reflected}}$ and $D_{\text{transmitted}}$ are computed from the spin-diagonal equations.

Using the following ansatz (hereafter parameters $m, q,$ and $p$ are the mass, electric and magnetic charges of a scalar field)

$$\Phi(\tau, \rho, \theta, \varphi) = e^{-i\omega \tau + i|\kappa| \sigma^x(qP-pQ)x} R(\rho) S(\theta), \quad (11)$$

a straightforward calculation leads to the Bogoliubov coefficients and the absorption cross section ratio as (the derivation in detail can be found in Ref. 22)

$$|A|^2 = \frac{\cosh(\pi \kappa - \pi \mu) \cosh(\pi \tilde{\kappa} + \pi \mu)}{\cosh(\pi \kappa + \pi \mu) \cosh(\pi \tilde{\kappa} - \pi \mu)}, \quad (12)$$

$$|B|^2 = \frac{\sinh(2\pi \mu) \sinh(\pi \tilde{\kappa} - \pi \kappa)}{\cosh(\pi \kappa + \pi \mu) \cosh(\pi \tilde{\kappa} - \pi \mu)}, \quad (13)$$

$$\sigma_{\text{abs}} = \frac{|B|^2}{|A|^2} = \frac{\sinh(2\pi \mu) \sinh(\pi \tilde{\kappa} - \pi \kappa)}{\cosh(\pi \kappa - \pi \mu) \cosh(\pi \tilde{\kappa} + \pi \mu)}, \quad (14)$$

where three essential parameters are ($\lambda_l$ being a separation constant)

$$\tilde{\kappa} = \frac{\omega}{B}, \quad \kappa = \frac{(qQ + pP)(Q^2 + P^2) - 2nar}{r_0^2 + a^2}, \quad \mu = \sqrt{\kappa^2 - m^2(r_0^2 + a^2) - \lambda_l - \frac{1}{4}}, \quad (15)$$

in which $\mu^2$ is positive due to the BF bound violation in the AdS$_2$ spacetime.\(^{22}\)

Following our previous studies,\(^{19,21}\) the mean number of produced pairs (13) can be rewritten as

$$\mathcal{N} = |B|^2 = \left( \frac{e^{-2\pi \kappa + 2\pi \mu} - e^{-2\pi \kappa - 2\pi \mu}}{1 + e^{-2\pi \kappa - 2\pi \mu}} \right) \left( \frac{1 + e^{-2\pi \kappa - 2\pi \mu}}{1 + e^{-2\pi \kappa + 2\pi \mu}} \right). \quad (16)$$

Note that the mean number (16) has a similar form as those of charged scalars with $\lambda_l = l(l + 1)$ for spherical harmonics in a near-extremal RN black hole.\(^{19}\) and with
the same quantum number in KN black hole since the near-horizon geometry has an AdS$_2 \times S^2$ and a warped AdS$_3$ for the near-extremal RN and KN black holes, respectively. According to Refs. 24 and 25, one may introduce an effective temperature and its associated counterpart

$$T_{\text{KN}} = \frac{\bar{m}}{2\pi \kappa - 2\pi \mu} = T_U + \sqrt{\frac{T_U^2 + R}{8\pi^2}}, \quad \bar{T}_{\text{KN}} = \frac{\bar{m}}{2\pi \kappa + 2\pi \mu} = T_U - \sqrt{\frac{T_U^2 + R}{8\pi^2}},$$

where the effective mass $\bar{m}$ is

$$\bar{m} = \sqrt{m^2 - \frac{\lambda + 1/4}{2R}},$$

and the corresponding Unruh temperature $T_U$ and AdS curvature $R$ are

$$T_U = \frac{\kappa}{2\pi \bar{m}(r_0^2 + a^2)} = \frac{(qQ + pP)(Q^2 + P^2) - 2n\alpha r_0}{2\pi \bar{m}(r_0^2 + a^2)^2}, \quad R = \frac{2}{r_0^2 + a^2}.$$ (19)

Note that an AdS space binds a pair and thus increases the effective mass in contrast to a dS space which separates a pair and reduces the effective mass.

Finally, we may introduce a thermal interpretation by factorizing the mean number (16) as

$$\mathcal{N} = e^{\frac{\bar{m}}{T_{\text{KN}}}} \times \left\{ \begin{array}{l} e^{\frac{\bar{m}}{T_{\text{KN}}}} \left( 1 - e^{\frac{-\bar{m}}{T_{\text{KN}}}} e^{\frac{\bar{m}}{T_U}} \right) \left( 1 + e^{\frac{-\bar{m}}{T_{\text{KN}}}} e^{\frac{\bar{m}}{T_U}} \right) \end{array} \right\} \left\{ \begin{array}{l} \text{Schwinger effect in AdS}_2 \\ e^{\frac{-\bar{m}}{T_{\text{KN}}}} \left( 1 - e^{\frac{-\bar{m}}{T_{\text{KN}}}} e^{\frac{\bar{m}}{T_U}} \right) \left( 1 + e^{\frac{-\bar{m}}{T_{\text{KN}}}} e^{\frac{\bar{m}}{T_U}} \right) \end{array} \right\} \left\{ \begin{array}{l} \text{Schwinger effect in Rindler}_2 \end{array} \right\}$$

The first parenthesis is the Schwinger effect with the effective temperature $T_{\text{KN}}$ in AdS$_2$ and the second parenthesis is the Schwinger effect in the Rindler space, in which the Unruh temperature is given by the Hawking temperature and charges have the chemical potentials $\Phi_H, \bar{\Phi}_H,$ and $\Omega_H$ while the effective temperature for the Schwinger effect due to the electric field on the horizon is still given by $T_{\text{KN}}$. The extremal KN black hole can be obtained by taking the limit $T_H = 0$ and $\tilde{\kappa} = 0$, in which the second parenthesis multiplied by the prefactor becomes unity. An interesting physics is the monopole production: upon the Dirac quantization $(ep) = 2\pi$ of charges and a small electric coupling $\alpha = e^2 = 1/137$, the symmetry of the pair production of electric and magnetic charges from dyonic black holes is broken due to $e/p = \alpha/2\pi$. Monopole production and related physics go beyond the scope of this paper and will be addressed elsewhere.

3. KN/CFT duality

According to the KN/CFTs duality, the absorption cross section ratio of scalar field in Eq. (14) corresponds to that of its dual operator in the dual two-dimensional
CFT with left- and right-hand sectors

$$\sigma_{\text{abs}} \sim \frac{T_{L}^{2\hat{h}_{L} - 1} r^{2\hat{h}_{R} - 1}}{T_{R}^{|\Gamma(2h_{L})| |\Gamma(2h_{R})|}} \sinh \left( \frac{\bar{\omega}_{L}}{2T_{L}} + \frac{\bar{\omega}_{R}}{2T_{R}} \right) \Gamma \left( h_{L} + i \frac{\bar{\omega}_{L}}{2\pi T_{L}} \right)^{2} \left| \Gamma \left( h_{R} + i \frac{\bar{\omega}_{R}}{2\pi T_{R}} \right) \right|^{2},$$

(21)

where \(T_{L}, T_{R}\) are the temperatures, \(h_{L}, h_{R}\) are the conformal dimensions of the dual operator, \(\bar{\omega}_{L} = \omega_{L} - q_{L}\Phi_{L}\) and \(\bar{\omega}_{R} = \omega_{R} - q_{R}\Phi_{R}\) are the total excited energy in which \((q_{L}, q_{R})\) and \((\Phi_{L}, \Phi_{R})\) are respectively the charges and chemical potentials (both including the electric and the magnetic contributions for the dyonic KN black hole case) of the dual left and right-hand operators. The complex conformal dimensions \((h_{L}, h_{R})\) of the dual operator be read out from the asymptotic expansion of the bulk dyonic charged scalar field at the AdS boundary\(^{22}\).

For dyonic KN black holes, there are in general three different pictures, namely \(J-, Q-\) and the \(P\)-pictures, in the dual CFTs descriptions. Here, we only show the result of \(J\)-picture (for the other two pictures, see Ref. 22).

In the \(J\)-picture, the left- and right-hand central charges of the dual CFT are determined by the angular momentum\(^{28,31}\)

$$c_{L}^{J} = c_{R}^{J} = 12J,$$

(23)

and the associated left- and right-hand temperatures for the near-extremal dyonic KN black hole are

$$T_{L}^{J} = \frac{r_{0}^{2} + a^{2}}{4\pi a r_{0}}, \quad T_{R}^{J} = \frac{B}{2\pi a}.$$  

(24)

The CFT microscopic entropy from the Cardy formula

$$S_{\text{CFT}} = \frac{\pi^{2}}{3} (c_{L}^{J} T_{L}^{J} + c_{R}^{J} T_{R}^{J}) = \pi (r_{0}^{2} + a^{2} + 2r_{0}B),$$  

(25)

agrees with the macroscopic entropy (5) of the near-extremal KN black hole.

Besides, by matching the first law of black hole thermodynamics with that of the dual CFT, i.e., \(\delta S_{\text{BH}} = \delta S_{\text{CFT}}\), the following relation holds

$$\frac{\delta M - \Omega_{H}\delta J - \Phi_{H}\delta Q - \Phi_{H}\delta P}{T_{H}} = \frac{\bar{\omega}_{L}}{T_{L}} + \frac{\bar{\omega}_{R}}{T_{R}},$$

(26)

where the angular velocity and chemical potentials at \(\rho = B\) are given in Eq. (5).

To probe the rotation we need to turn off the charges of the probe scalar field and set \(T_{L} = T_{L}^{J}\) and \(T_{R} = T_{R}^{J}\), then for the dyonic KN black hole \(\delta M = \omega, \delta J = n\), \(\delta Q = 0, \delta P = 0\). Thus, we have

$$\omega_{L} = n \quad \text{and} \quad \omega_{R} = \frac{\omega}{a} \Rightarrow \frac{\bar{\omega}_{L}}{2T_{L}^{J}} = -\pi\kappa \quad \text{and} \quad \frac{\bar{\omega}_{R}}{2T_{R}^{J}} = \pi\bar{k},$$

(27)

where \(q, p\) are set to zero. Consequently, the agreement between the absorption cross section ratio (14) of the scalar field (with \(q = p = 0\)) in the near-extremal dyonic KN black hole and that of its dual scalar operator in Eq. (21) is confirmed in the \(J\)-picture.
4. Conclusion

We have reviewed and studied the emission of charges from near-extremal dyonic KN black holes within the framework of the quantum field in the near-horizon geometry. The symmetry of the near-horizon geometry of near-extremal black holes leads to analytic expressions for the solutions and therefrom the in-vacuum and the out-vacuum and pair production rate. This makes a drastic difference from the conventional wisdom which computes the tunneling probability of virtual particles from the Dirac sea in charged black holes. In fact, the phase-integral formulation or the Hamilton-Jacobi equation for spinless charges has simple poles near the horizon, whose residues determine the leading term of pair production. On the other hand, the quantum field theory in the near-horizon geometry exhibits a rich structure of the spectral distribution of produced particles. A caveat, however, is that the exact solutions in the near-horizon are not the solutions in the original global spacetime of black holes but carry the essential information of pair production that occurs the near horizon and that the back-reaction due to produced pairs and the induced current is not considered.

The near-horizon region contains a causal horizon and the electric field effect near the horizon dominantly gives rise to both the Hawking radiation and the Schwinger mechanism. By imposing the proper boundary condition on the exact solutions, the pair production, vacuum persistence amplitude and absorption cross section can be obtained from the relative ratios of the fluxes on the asymptotic boundary and horizon. This approach provides one with a systematic method for the pair production and vacuum polarization in a proper-time integral representation. The thermal interpretation of the pair production rate for the near-extremal dyonic KN black holes consists of the Schwinger effect in the AdS$_2$ space mainly due to the electromagnetic field of black holes and the Schwinger effect in the Rindler space due to the Hawking temperature. The dual CFTs descriptions of the Schwinger pair production of the near-extremal KN black hole can be generalized into the threefold dual CFTs pictures for the dyonic KN black hole which includes an additional magnetic charge. The third $P$-picture is associated with the dual gauge potential, a new “magnetic hair” of the dyonic KN black hole and a $U(1)$ fiber on the base manifold. Based on the threefold dyonic KN/CFTs duality, the dual CFTs descriptions of the absorption cross section ratios and the pair production rate of the dyonic charged scalar field can be confirmed in the $J$-, $Q$-, and $P$-pictures, respectively.

The near-extremal dyonic KN black hole is the most general model in the sense that the zero magnetic charge limit corresponds to the KN black hole and the zero angular momentum (nonrotating) limit recovers the RN black hole with both electric and magnetic charge. Further restricting to zero angular momentum and magnetic charge reduces to the RN black hole. The formulae in this paper have such limits by replacing the separation parameter $\lambda$ by $l(l+1)$ for spherical harmonics for nonrotating black holes. The magnetic charge has the Dirac monopole for the
black hole, and the quantization condition $ep = 2\pi$ of electric charges and the fine structure constant $e^2 = \alpha$ leads to $e/p = \alpha/2\pi$, which implies the magnetic charge is larger by order of three than the electric charge. Then, the monopole production from a magnetic black hole is suppressed since the Unruh temperature is proportional to $p/P$ compared to $e/Q$ of an electric black hole. The physics related to production of electric charges and magnetic monopoles from dyonic black holes will be addressed in a future publication.

Acknowledgments

The authors would like to thank Gary Gibbons and Remo Riffini for pointing out that Schwinger mechanism was studied independently before Hawking radiation was discovered and also to express thanks to Alexei Gaina for informing us many relevant works related to this review article. The work of C.M.C. was supported by the Ministry of Science and Technology of the R.O.C. under the grant MOST 107-2119-M-008-013. The work of S.P.K. was supported by the Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2015R1D1A1A01060626). The work of J.R.S. was supported by the NSFC under Grant No. 11675272 and the Fundamental Research Funds for the Central Universities.

References

We consider pair production phenomena in spatially homogeneous strong electric fields. We focus on spinor QED in two-dimensions and discuss the potential ambiguity in the adiabatic order assignment for the electromagnetic potential required to fix the renormalization subtractions. This ambiguity can be univocally fixed by imposing, at the semiclassical level, stress-energy conservation when both electric and gravitational backgrounds are present.
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1. Introduction

A time-dependent gravitational field yields the creation operators of quantum fields to evolve into a superposition of creation and annihilation operators. This produces the spontaneous creation of particle-antiparticle pairs out of the vacuum. This effect was first discovered, including the precise probability distribution of the produced particles, in the physical context of an expanding universe\(^1\). A similar superposition of creation and annihilation operators takes place if the quantized field is coupled to a time-varying gauge field background\(^2\). In this contribution we want to focus on the particle creation phenomena induced by electric fields in presence of gravity, which are of major relevance in astrophysics and cosmology\(^3\).

A fundamental problem in the physical understanding of gravitational particle creation processes is the calculation of the expectation values \( \langle T_{\mu\nu} \rangle \). The computations require methods of regularization and renormalization to deal with new ultraviolet divergences (UV) not present in Minkowski space. Equivalently, in a time-dependent electric field the fundamental problem is to evaluate the renormalized electric current \( \langle j_\mu \rangle \), which acts as the proper source of the semiclassical Maxwell equations.

In this work we discuss an improvement of the adiabatic regularization method, originally introduced in cosmological scenarios and for quantized scalar fields\(^4\), to include homogeneous electric fields and Dirac quantized fields. We will reexamine the method to consistently deal with both electric and gravitational fields. By doing this we will fix an inherent ambiguity of the method. The adiabatic order assignment of the vector potential has been traditionally assumed in the literature of order zero. We will argue that the correct adiabatic order assignment is one, instead of zero, at least if a gravitational field is present. This problem has been discussed...
for scalar fields in Refs. 5, 6. Here we extend the discussion to Dirac fields. To focus on the main ideas we will restrict the analysis to two-dimensional spacetime.

2. Spinor QED$_2$ and the adiabatic renormalization scheme

We consider two-dimensional spinor QED in an expanding spacetime described by the metric $ds^2 = dt^2 - a^2(t)dx^2$. The classical action is given by

$$S = \int dx^2 \sqrt{-g} \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + i \bar{\psi} \gamma^\mu \partial_\mu \psi - m \bar{\psi} \psi \right),$$

and the corresponding Dirac equation reads

$$(i\gamma^\mu D_\mu - m)\psi = 0,$$

where $D_\mu \equiv \partial_\mu - i q A_\mu$ and $\Gamma_\mu$ is the spin connection. $\gamma^\mu(x)$ are the spacetime-dependent Dirac matrices satisfying the anticommutation relations $\{\gamma^\mu, \gamma^\nu\} = 2 g^{\mu\nu}$. These gamma matrices are related with the Minkowskian ones by $\gamma^0(0) = \gamma^0$ and $\gamma^1(t) = \gamma^1/a(t)$, and the components of the spin connections are $\Gamma_0 = 0$ and $\Gamma_1 = (\dot{a}/2)\gamma_0\gamma_1$. Therefore, $\gamma^a \Gamma_\mu = -g^{\mu\nu} \gamma_0$. It is very convenient to fix the gauge for the vector potential as $A_\mu = (0, -A(t))$. The Dirac equation (2) becomes

$$\left(i \gamma^0 \partial_0 + \frac{i \dot{a}}{2a} \gamma^0 + \left(i \frac{\partial_1 + q A_1}{a} \right) \gamma^1 - m\right) \psi = 0.$$

(3)

From now on we will use the Weyl representation (with $\gamma^5 \equiv \gamma^0\gamma^1$)

$$\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \gamma^5 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.$$

We expand the quantized field in momentum modes

$$\psi(t, x) = \int_{-\infty}^{\infty} dk \left[ B_k u_k(t, x) + D_k^* v_k(t, x) \right],$$

(4)

where the two independent spinor solutions are

$$u_k(t, x) = \frac{e^{i kx}}{\sqrt{2\pi a}} \left( \begin{array}{c} h^I_k(t) \\ -h^{I^*}_k(t) \end{array} \right), \quad v_k(t, x) = \frac{e^{-i kx}}{\sqrt{2\pi a}} \left( \begin{array}{c} h^{I^*}_k(t) \\ h^I_k(t) \end{array} \right),$$

(5)

and $B_k$ and $D_k$ the creation and annihilation operators which fulfill the usual anticommutation relations. The field equations (3) are now converted into

$$\dot{h}^I_k - \frac{i}{a} (k + qA) h^I_k - im h^{I^*}_k = 0,$$

$$\dot{h}^{I^*}_k + \frac{i}{a} (k + qA) h^{I^*}_k - im h^I_k = 0.$$
The above expression possesses, as expected, UV divergences. To obtain the finite, physical values, we have to perform appropriate subtractions

\[ \langle j^x \rangle_{\text{ren}} = \frac{q}{2\pi a^2} \int dk \left( |h_k^{II}|^2 - |h_k^{I}|^2 - \text{SUBTRACTIONS} \right). \]  \hspace{1cm} (8)

The semiclassical Maxwell equations for \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) are

\[ \nabla_\mu F^{\mu\nu} = \langle j^\nu \rangle_{\text{ren}}. \]  \hspace{1cm} (9)

Equations (6) and (9) determine the continuous interchange of energy between the electric field and matter, via charged pair production and backreaction. Now, the main problem is to obtain the required subtractions consistently. In this context, the most natural way to determine the renormalization subtractions is the adiabatic regularization method. The basic principles for scalar fields can be borrowed from Ref. 8, while for spin-1/2 fields one can see Refs. 7, 9. The main idea here is to consider an adiabatic expansion of the mode functions. For scalar fields, this expansion is based on the WKB-type ansatz, namely

\[ h_k(t) = \frac{1}{\sqrt{\Omega_k(t)}} e^{-i \int_0^t c(t') dt'} \Omega_k(t) = \omega_k^{(0)} + \omega_k^{(1)} + \omega_k^{(2)} + \cdots \]  \hspace{1cm} (10)

where the order of the expansion is determined by the number of derivatives of the background fields. A different type of expansion is required for fermionic fields\(^{7,9}\).

A very crucial point to properly define the adiabatic expansion, for both scalar and Dirac fields, is to fix the leading order. The zeroth order adiabatic term is determined by \( \omega_k^{(0)} \).

3. Two attempts toward the backreaction equations in Minkowski space

Let us first assume for simplicity that we are in Minkowski space and \( a(t) = 1 \). Therefore, the gauge field is now the only background field. In this scenario it is very natural to define \( \omega_k^{(0)} = \sqrt{(k + qA)^2 + m^2} \). This means that the adiabatic order assignment for the gauge field \( A(t) \) has been implicitly chosen as 0, as first assumed in Ref. 10 and in all subsequent papers on this topic. Therefore, \( \dot{A}(t) \) should be of order 1, etc. The proposed renormalized current is then given by

\[ \langle j^x \rangle_{\text{ren}}^I = q \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left( |h_k^{II}|^2 - |h_k^{I}|^2 - \frac{(k + qA)}{\omega_k^{(0)}} \right). \]  \hspace{1cm} (11)

Plugging this expression into the semiclassical Maxwell equations (9), we get the following backreaction equation,

\[ -\dot{E} = \dot{A} = q \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left[ |h_k^{II}|^2 - |h_k^{I}|^2 - \frac{(k + qA)}{\sqrt{(k + qA)^2 + m^2}} \right], \]  \hspace{1cm} (12)

together with the equation for the field modes (6). It is important to stress that the above semiclassical Maxwell equations are compatible with the conservation of the
energy if the renormalized stress-energy tensor is constructed by subtracting up to
the zero adiabatic order
\[ \langle \rho \rangle_{ren}^0 = \langle T_{00} \rangle_{ren}^0 = \frac{1}{2\pi} \int_{-\infty}^{\infty} dki \left[ h_k^{I+} h_k^{I+} + h_k^{I-} h_k^{I+} \right] + \omega_k^{(0)}. \] (13)

It is easy to check that \( \partial_\mu (T^{\mu\nu})_{ren} + \partial_\mu T^{\mu\nu}_{elec} = 0 \), where \( T^{\mu\nu}_{elec} = \frac{1}{2} E^2 \eta_{\mu\nu} \).

Alternatively, we can define
\[ \omega_k^{(0)} = \sqrt{k^2 + m^2} \equiv \omega, \] (14)

which assumes that \( A \) is of adiabatic order 1, and proceed according to the rules of
the adiabatic expansion. With this choice we obtain
\[ \langle j^x \rangle_{ren}^I = q \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left( |h_k^I|^2 - |h_k^I|^2 - \frac{k}{\omega} - \frac{qm^2}{\omega^3} A \right). \] (15)

Hence, the semiclassical Maxwell equation reads \( -\dot{E} = \dot{A} = \langle j^x \rangle_{ren}^I \), and the mode
functions \( h_k^I \) and \( h_k^{I+} \) satisfy again Eq. (6). The choice (14) is also compatible with
the conservation of energy, defined now by subtracting up to second adiabatic order
\[ \langle T_{00} \rangle_{ren}^I = \frac{1}{2\pi} \int dki \left[ h_k^{I+} h_k^{I+} + h_k^{I-} h_k^{I+} \right] + \omega + \frac{kqA}{\omega} + \frac{m^2 q^2 A^2}{2\omega^3}. \] (16)

It is immediate to see that the fermionic currents (11) and (15) are equivalent,
\[ \Delta \langle j^x \rangle_{ren} = q \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left[ \frac{k}{\omega} - \frac{(k + qA)}{\sqrt{(k + qA)^2 + m^2}} + \frac{m^2 qA}{\omega^3} \right] = 0 \] (17)

The first two terms of the equation above correspond to linearly divergent integrals,
differing by a constant shift, and hence, their difference is finite \(-q^2 A(t)/\pi\). On the
other hand, the last term is a finite integral, which cancels out with the previous
quantity. In conclusion, in Minkowski space the choice of the adiabatic order of
the background field \( A(t) \) does not affect the physical observables and, therefore, both
options are equally valid. However, this conclusion is misleading as soon as one
introduces the gravitation field.

4. The role of gravity

Now, let us assume that our space-time is a two-dimensional expanding universe
with metric \( ds^2 = dt^2 - a^2(t)dx^2 \). In this case, the prescription for \( a(t) \) is to fix it at
adiabatic order 0, and the rules for the adiabatic subtraction terms are univocally
fixed according to the scaling dimension of the relevant operators. The stress-
energy tensor must be renormalized at second adiabatic order, while the electric
current should be renormalized at adiabatic order 1. With this restrictions, the only
possibility is to choose \( A(t) \) of adiabatic order 1, in the same footing as \( \dot{a}(t) \). That
is, we should have a hierarchy between the two background fields. The leading order
corresponds to gravity, and consequently one should replace the definition (14) by
\[ \omega_k^{(0)} = \sqrt{k^2/a^2 + m^2} \equiv \omega. \] (18)
instead of the naive generalization $\omega_k^{(0)} = \sqrt{(k + qA)^2/a^2 + m^2}$. This point has been overlooked in the literature, as recently stressed in Ref. 5. The gauge field should enter at the next to leading order in the adiabatic expansion.

Therefore, the renormalized expression for the electric current should be

$$\langle j^x \rangle_{\text{ren}} = \frac{q}{2\pi a^2} \int_{-\infty}^{\infty} dk \left( |h_k^{(1)}|^2 - |h_k^{(1)}|^2 - \frac{k}{a\omega} - \frac{qm^2}{a\omega^3}A \right),$$  

(19)

and the backreaction equations are

$$-\dot{E} = \frac{\dot{A}}{a} - \frac{\dot{A}}{a} = \frac{q}{2\pi a} \int_{-\infty}^{\infty} dk \left( |h_k^{(1)}|^2 - |h_k^{(1)}|^2 - \frac{k}{a\omega} - \frac{qm^2}{a\omega^3}A \right),$$  

(20)

together with the equation for the field modes (6).

As in Minkowski space, one should expect stress-energy conservation, namely $\nabla_\mu \langle T_{\mu \nu}^{(\text{ren})} \rangle + \nabla_\mu \langle T_{\mu \nu}^{\text{elec}} \rangle = 0$, with $T_{\mu \nu}^{\text{elec}} = \frac{1}{2}E^2 g_{\mu \nu}$. After the required adiabatic subtractions, one obtain the following expressions for the diagonal components of $\langle T_{\mu \nu} \rangle$:

$$\langle T_{00} \rangle_{\text{ren}} = \frac{1}{2\pi a} \int_{-\infty}^{\infty} dk \left[ h_k^{(1)} h_k^{(1)} + h_k^{(1)} h_k^{(1)} \right] + \omega + \frac{kqA}{\omega} + \frac{m^2q^2A^2}{2a^2\omega^3} - \frac{k^2m^2q^2}{8a^4\omega^5},$$  

(21)

$$\langle T_{11} \rangle_{\text{ren}} = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \left( k + qA(t) \right) \left[ |h_k^{(1)}|^2 - |h_k^{(1)}|^2 \right] + \frac{k^2}{a\omega} + \frac{km^2qA}{a\omega^3} + \frac{kqA}{\omega} - \frac{m^2q^2}{4\omega^5}$$  

$$+ \frac{m^2q^2}{8a^3} - \frac{m^2q^2}{8a^3} + \frac{m^2q^2}{2a^3} - \frac{m^2q^2}{2a^3}.$$  

(22)

The conservation equation for the zeroth component can be decomposed as

$$\nabla_\mu \langle T_{00}^{\text{ren}} \rangle + \nabla_\mu \langle T_{\text{elec}}^{00} \rangle = \partial_0 \langle T_{00} \rangle_{\text{ren}} + \frac{\dot{A}}{a} \langle T_{11} \rangle_{\text{ren}} + \partial_0 \langle T_{00}^{\text{elec}} \rangle = 0.$$  

(23)

Plugging (21) and (22) into (23) and using the equations (6) we get

$$\nabla_\mu \langle T_{\mu \nu}^{\text{ren}} \rangle + \nabla_\mu \langle T_{\mu \nu}^{\text{elec}} \rangle = \frac{\dot{A}}{a} \left( \frac{\dot{A}}{a} - \frac{\dot{A}}{a^2} - \langle j^x \rangle_{\text{ren}} \right) = 0.$$

(24)

Note that the factor in parentheses is precisely the semiclassical Maxwell equation for the electric field (20). A similar result is trivially obtained for the remaining component: $\nabla_\mu \langle T_{\mu \nu}^{11} \rangle + \nabla_\mu \langle T_{\text{elec}}^{11} \rangle = 0$. Therefore, the semiclassical Maxwell equations must be satisfied to ensure stress-energy conservation.

If one assumes that $A(t)$ is of adiabatic order 0, the stress-energy conservation does not hold anymore. With this alternative adiabatic assignment, and renormalizing $\langle T_{\mu \nu} \rangle$ up to and including the second adiabatic order, one obtains

$$\nabla_\mu \langle T_{\mu \nu}^{00} \rangle + \nabla_\mu \langle T_{\text{elec}}^{00} \rangle \neq 0.$$  

(25)

In this case, the left-hand side in the above equation is proportional to $E(j^x)^{(2)}$, where $(j^x)^{(2)}$ is the second adiabatic order of the electric current, which cannot be properly absorbed into the renormalization subtractions of the electric current. We note that another inconsistency is the disagreement with the trace anomaly in the massless limit.
5. Conclusions

The role of gravity is essential to fix the ambiguity in the adiabatic order assignment of the electromagnetic potential $A(t)$, and therefore to obtain the correct renormalization subtractions of physical observables. Although in absence of a gravitational background the two different prescriptions for the adiabatic subtraction terms are equivalent, when gravity is incorporated into the game only the adiabatic order assignment 1 for the gauge field $A(t)$ is compatible with stress-energy conservation.
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1. Introduction

The gravitational field of a light beam has first been studied in Ref. 15 by Tolman, Ehrenfest and Podolski in 1931, who described the light beam as a one-dimensional “pencil of light”. Later in Ref. 3 by Bonnor, a description for the gravitational field of a cylindrical beam of light of a finite radius was presented. Light was modeled as a continuous fluid moving at the speed of light. A central feature of the models of Ref. 15 and Ref. 3 is the lack of diffraction; the beams do not diverge. This corresponds to the short wavelength limit where all wavelike properties of light are neglected. Further studies to the gravitational field of light that share this feature include the investigation of two co-directed parallel cylindrical light beams of finite radius\(^2,10\), spinning non-divergent light beams\(^9\), non-divergent light beams in the framework of gravito-electrodynamics\(^5\) and the gravitational field of a point like particle moving with the speed of light\(^1,17\).

In contrast, the wavelike properties of light were taken into account in Ref. 16, where the gravitational field of a plane electromagnetic wave was investigated. An approach to take finite wavelengths into account for the case of a laser pulse was given in Refs. 11, 12, where, however, diffraction was neglected. Here, we describe the laser beam as a solution to Maxwell’s equations. This is done perturbatively by an expansion in the beam divergence, which is considered to be small. The zeroth order of the expansion corresponds to the paraxial approximation and coincides
with the result of Ref. 3. In the first order in the beam divergence, frame-dragging
due to the internal angular momentum of circularly polarized beams occurs. In the
forth order, a parallel co-propagating test beam of light is found to be deflected by
the gravitational field of the laser beam.

2. The model

In the following, we will employ dimensionless coordinates by dividing the Cartesian
coordinates corresponding to the lab reference by the beam waist \( w_0 \) as
\[
\tau = \frac{ct}{w_0}, \quad \xi = \frac{x}{w_0}, \quad \chi = \frac{y}{w_0} \quad \text{and} \quad \zeta = \frac{z}{w_0},
\]
where \( c \) is the speed of light. A laser beam in its simplest mode is accurately described by a Gaussian beam. The Gaussian beam is an almost monochromatic electromagnetic plane wave which has the property that its intensity distribution decays with a Gaussian factor with the distance to the beamline. It is obtained as a perturbative solution of Maxwell’s equations, an expansion in the beam divergence \( \theta \), the opening angle of the beam, which is assumed to be small. When the beam divergence is small, the beam may be thought of as a bunch of almost, but not exactly, parallel propagating rays of light. The electromagnetic four-vector potential describing the Gaussian beam is obtained by a plane wave multiplied by an envelope function, which is assumed to be varying slowly in the direction of propagation, in agreement with the property that the divergence of the beam is small. Corresponding to these features, we make the ansatz for the four-vector potential
\[
A_\alpha = A v_\alpha(\xi, \chi, \theta \zeta) \exp\left(\frac{2i(\zeta - \tau)}{\theta}\right),
\]
where \( A \) is the amplitude, \( v_\alpha \) the envelope function, and the exponential factor describes a plane wave propagating in \( \zeta \)-direction with angular wave number \( k = \frac{2}{\theta} \), where \( w_0 \) is the beam waist at its focal point, a measure of the radius of the beam (see Fig. 1).

Fig. 1. Schematic illustration of the Gaussian beam, the beam waist \( w_0 \) and the beam divergence \( \theta \). More specifically, the figure illustrates the scalar envelope function \( v_0 \) of the vector potential of the Gaussian beam in a plane that contains the optical axis (represented by the dashed horizontal line). Due to the rotational symmetry of the envelope function around the optical axis, the vertical axis can be any direction transversal to the optical axis. The thick curved lines mark the distance \( w(\zeta) = w_0 \sqrt{1 + (\theta \zeta)^2} \) from the optical axis at which the absolute value of the envelope function reaches \( 1/e \) times its maximum.

In the following, the beam waist is kept constant. In this case, since the beam divergence is small, the angular wave number is large. As for any beam of radiation in flat spacetime, the four-vector potential satisfies the wave equations
\[ \left( \partial_\xi^2 + \partial_\chi^2 + \partial_\zeta^2 - \partial_\tau^2 \right) A_\mu = 0, \text{ which follow from Maxwell’s equations when the Lorenz gauge is chosen. The wave equations for the four-vector potential reduce to a Helmholtz equation for the envelope function,} \]

\[ \left( \partial_\xi^2 + \partial_\chi^2 + \theta^2 \partial_\zeta^2 + 4i\partial_\tau \right) v_\alpha = 0. \]

We assume that the envelope function is slowly varying in the direction of propagation, i.e. \( v_\alpha \) is a function of \( \theta \zeta \). Then, the Helmholtz equation can be solved iteratively by writing the envelope function as a power series in the divergence angle \( \theta \). For each term in the expansion of the envelope function, one obtains a Helmholtz equation with a source term. These source terms are proportional to terms of lower order in the expansion of the envelope function, and even and odd orders do not mix. We start from the zeroth order solution, which we assume to have a Gaussian profile in the focus plane, and derive the vector potential up to fourth order in the divergence angle.

To obtain the gravitational field of the laser beam, the energy momentum tensor \( T_{\alpha\beta} \) has to be calculated from the field strength \( F_{\alpha\beta} = \partial_\alpha A_\beta - \partial_\beta A_\alpha \). We only consider vector potentials with field strength tensors that are eigenfunctions with eigenvalue \( \lambda = \pm 1 \) of the generator of the duality transformation of the electromagnetic field, which in our case is given by \( F_{\alpha\beta} \mapsto -i\epsilon_{\alpha\beta\gamma\delta} F_{\gamma\delta} / 2 \), where \( \epsilon_{\alpha\beta\gamma\delta} \) is the completely anti-symmetric tensor with \( \epsilon_{0123} = -1 \). In that case the rapidly oscillating contributions of the plane wave factor in the vector potential drop out and the energy momentum tensor assumes the simple form

\[ T_{\alpha\beta} = c^2 v_0 \Re \left( F_{\alpha} F_{\beta}^* - \frac{1}{4} \eta_{\alpha\beta} F_{\rho} F_{\rho}^* \right) / 2. \]

We interpret the eigenvalues \( \lambda \) of the generator duality transformation as the helicity of the beam since the standard notion of circular polarization is recovered in the zeroth order in \( \theta \).

3. The gravitational field

Since the energy of a laser beam is small, we may expect its gravitational field to be weak. The spacetime metric describing the gravitational field is thus assumed to consist of the metric for flat spacetime in the rescaled coordinates \( \eta = w_0^2 \text{diag}(-1, 1, 1, 1) \) plus a small perturbation \( h_{\alpha\beta} \), where small means \( |h_{\alpha\beta}| \ll w_0^2 \) for all \( \alpha \) and \( \beta \). Terms quadratic in the metric perturbation are neglected; this is the linearized theory of general relativity. When the Lorenz-gauge \( \partial_\alpha h_{\alpha\beta} = \frac{1}{2} \partial_\beta h_\alpha^\alpha \) is chosen, Einstein’s field equations reduce to wave equations for the metric perturbation \( h_{\alpha\beta} \):

\[ \left( \partial_\xi^2 + \partial_\chi^2 + \partial_\zeta^2 - \partial_\tau^2 \right) h_{\alpha\beta} = -\kappa w_0^2 T_{\alpha\beta}, \text{ where } \kappa = 16\pi G/c^4 \text{ and } G \text{ is Newton’s constant.} \]

Solving the linearized Einstein equations for the energy momentum tensor of the laser beam with emitter and absorber at general positions can be quite cumbersome. Therefore, we consider two different limiting situations instead; the distance between emitter and absorber being very large in one case and very small in the other.

For a large distance between emitter and absorber, we can neglect the rapid change of the field strength at the emitter and the absorber. Then we can take into account that \( T_{\alpha\beta} \) is changing slowly in \( \zeta \). In particular, we have \( T^\lambda_{\alpha\beta} = T^\lambda_{\alpha\beta}(\xi, \chi, \theta \zeta) \).
Therefore, the metric perturbation can be expanded in orders of the beam divergence angle as \( h_{\alpha\beta} = \sum_{n=0}^{\infty} \theta^n h_{\alpha\beta}^{(n)} \). The linearized Einstein equations lead to the differential equations

\[
\left( \partial^2_\xi + \partial^2_\chi \right) h_{\lambda\alpha\beta}^{(0)} = -w_0^2 \kappa t_{\lambda\alpha\beta}^{(0)},
\]

(1)

\[
\left( \partial^2_\xi + \partial^2_\chi \right) h_{\lambda\alpha\beta}^{(1)} = -w_0^2 \kappa t_{\lambda\alpha\beta}^{(1)},
\]

(2)

\[
\left( \partial^2_\xi + \partial^2_\chi \right) h_{\lambda\alpha\beta}^{(n)} = -w_0^2 \kappa t_{\lambda\alpha\beta}^{(n)} - \partial^2_\theta h_{\lambda\alpha\beta}^{(n-2)}, \text{ for } n > 1,
\]

(3)

where the \( t_{\lambda\alpha\beta}^{(n)}(\xi, \chi, \theta \zeta) \) are given by \( T_{\lambda\alpha\beta}^{(n)}(\xi, \chi, \theta \zeta) = \sum_{n=0}^{\infty} \theta^n t_{\lambda\alpha\beta}^{(n)}(\xi, \chi, \theta \zeta) \). The solutions \( h_{\lambda\alpha\beta}^{(n)} \) of Eqs. (1), (2) and (3) can be found by direct calculation as we did in Ref. 13. These solutions have to be constructed such that the components of the Riemann curvature tensor vanish at infinite distance from the beamline. The Riemann curvature tensor governs the spread and the contraction of the trajectories of test particles. This means, if the Riemann tensor vanishes, parallel geodesics stay parallel and there is no physical effect as the only reference for a test particle in linearized gravity can be another test particle. As the energy distribution of the laser beam decays like a Gaussian function with the distance from the beamline, no gravitational effect should remain at infinite spatial distances from the beamline. Therefore, we have to ensure that the Riemann curvature tensor \( R_{\mu\rho\sigma\alpha} \) vanishes for \( \rho \to \infty \). General solutions of Eqs. (1), (2) and (3) can be given in terms of the free space Green’s function for the Poisson equation in two dimensions as

\[
h_{\lambda\alpha\beta}^{(n)}(\xi, \chi, \theta \zeta) = \frac{1}{4\pi} \int_{-\infty}^{\infty} d\xi' d\chi' \log \left( (\xi - \xi')^2 + (\chi - \chi')^2 \right) Q_{\lambda\alpha\beta}^{(n)}(\xi', \chi', \theta \zeta'),
\]

(4)

where \( Q^{(n)} \) are the right hand sides of Eqs. (1), (2) and (3), respectively.

In the second situation, where we assume a short distance between emitter and absorber, the rapid change of the field strength at emitter and absorber cannot be neglected. Then, we solve the linearized Einstein equations by making use of the corresponding Green’s function.

Iteratively solving the Poisson equations for the terms in the expansion of the metric perturbation up to a given order in the divergence angle, we obtain an expression for the spacetime metric which contains all information about the gravitational field of the laser beam to the given order. Knowing the spacetime metric allows us to study the motion of test particles in the gravitational field of the laser beam; their world lines \( \gamma^\mu \) satisfy the geodesic equations which depend on the Christoffel symbols, and the distance between two initially parallel geodesics is governed by the geodesic deviation equation which is given in terms of the Riemann curvature tensor. Both Christoffel symbols and curvature tensor are expanded in orders of the divergence angle \( \theta \).

4. Conclusions

In zeroth order in \( \theta \), all non-vanishing components of the metric perturbation are equal up to a sign. Explicitly, we have \( h_{\tau\tau}^{(0)} = h_{\zeta\zeta}^{(0)} = -h_{\chi\tau}^{(0)} = -h_{\chi\zeta}^{(0)} =: I^{(0)} \). For
Fig. 2. These plots show the value of the leading order of the metric perturbation $I^{(0)}$ and its first derivatives for the Gaussian beam with infinite distance between emitter and absorber (plain, blue), the Gaussian beam with short distance between emitter and absorber (dashed, red), and the infinitely thin beam (dotted, purple). $\rho$ is defined as $\sqrt{\zeta^2 + \chi^2}$. In the second and the third case, the distance between emitter and absorber is chosen to be $6w_0$. In the first row, the functions are plotted for $\zeta = 1$ and in the second row for $\rho = 1/2$. The second row does not contain plots for large distances between emitter and absorber as there is no dependence of $I^{(0)}$ on $\zeta$ in that case.

We find that the values for $I^{(0)}$ and its first derivatives are usually larger for the infinitely thin beam than for the other two cases. This is due to the divergence at the beamline for the case of the infinitely thin beam. In the other two cases, the gravitational field is spread out as the sources are. In b), we see that the absolute value of the first $\rho$-derivative of $I^{(0)}$ reaches a maximum at a finite distance from the beamline. Note that $\partial_\rho I^{(0)}$ is proportional to the acceleration that a test particle experiences if it is initially at rest at a given distance $\rho$ to the beamline. We see that the acceleration is always directed towards the beamline. It is larger in the case of an infinite distance between emitter and absorber than in the case of a finite distance, which we can attribute to the larger extension of the source (and thus the larger amount of energy) in the former than in the latter. In d), which shows plots for finite distance between emitter and absorber, we see that $\partial_\rho I^{(0)}$ still is the largest at the center between emitter and absorber and decays quickly once their positions at $\zeta = \pm 3$ are passed.

Small values of the beam waist and for $\theta = 0$, which corresponds to the paraxial approximation in our case, our solution for the laser beam corresponds to the solution for the infinitely thin beam. If we consider the laser beam to be infinitely long and assume $\theta = 0$, we recover the solution for an infinitely long cylinder. In Fig. 2, the function $I^{(0)}$ and its derivatives are illustrated for the three cases of the infinitely long Gaussian beam, the Gaussian beam with short distance between emitter and absorber, and the infinitely thin beam.

In first order in the divergence angle, we find frame dragging due to spin angular momentum of the circular polarized laser beam. This is similar to the result of Ref. 14 for beams with intrinsic orbital angular momentum. In contrast to frame dragging induced by orbital angular moment, the effect that we find decays like a Gaussian with the distance from the beamline.

The statement of Ref. 15 by Tolman et al. that a non-divergent light beam does not gravitationally deflect a co-directed parallel light beam has been recovered.
in different contexts: two co-directed parallel cylindrical light beams of finite radius\cite{2,3,10}, spinning non-divergent light beams\cite{9}, non-divergent light beams in the framework of gravito-electrodynamics\cite{8} and parallel co-propagating light-like test particles in the gravitational field of a one-dimensional light pulse\cite{11}. In fourth order in the divergence angle, we find a deflection of parallel co-propagating test beams. This shows that the result of Ref. 15 and Ref. 3 only holds up to the third order in the divergence angle. This could have been expected from the fact that the group velocity of light in a Gaussian beam along the beamline is not the speed of light\cite{6,7}. However, the deflection of parallel co-propagating light beams by light in a focused laser beam decays like a Gaussian with the distance from the beamline. This means that the effect does not persist outside of the distribution of energy given by the laser beam.

In Ref. 13, we compare the result to the deflection that one obtains from a rod of matter boosted to a speed close to the speed of light. We conclude that focused light does not simply behave like massive matter moving with the reduced velocity identified in Refs. 11, 14. We argue that this difference is due to the divergence of the laser beam along the beamline which leads to additional non-zero components of the metric perturbation which do not appear in the case of the boosted rod. These additional contributions cancel the effect of the reduced propagation speed of light in the focused beam for large distances from the beamline.
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We explore the enhancement of an electromagnetic field in an inflationary background with an anti-conductive plasma of scalar particles. The scalar particles are created by Schwinger effect in curved spacetime and backreact to the electromagnetic field. The possibility of a negative conductivity was recently put forward in the context of the renormalization of the Schwinger induced current in de Sitter spacetime. While a negative conductivity enhances the produced magnetic field, we find that it is too weak to seed the observed intergalactic magnetic field today. This result on pair creation in inflationary scenario is however important for primordial scenarii of magnetogenesis as the presence of a conductivity alters the spectral index of the magnetic field. This also shows on a specific example that backreaction can increase the electromagnetic field and not only suppress it.
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1. Introduction

The generation of cosmological scale magnetic fields is an open question nowadays. From blazar observation, it is possible to put a lower bound on the intergalactic magnetic field today: \( B_0 > 10^{-18} \) G. A primordial (inflationary) generation of magnetic fields is appealing because it would explain the large coherence length of the present magnetic field. However, most scenarii are plagued with the so-called backreaction problem and strong coupling problem. On the other hand, if strong electromagnetic fields are present during inflation, they may trigger particle production also known as Schwinger effect. In inflationary spacetime, the production of particles has very peculiar effects: negative conductivity, infrared-hyperconductivity that could lead to exotic phenomenology.

In this proceeding, we report on Ref. 4, which investigated the backreaction of particles produced via Schwinger mechanism to the electromagnetic field. It is found that: provided that the particles are produced in a weak electric field regime (assumption required in order to have a negative conductivity), the electromagnetic field is enhanced. But not enough to seed the observed present magnetic field. Our model is specific in the sense that it does not break the conformal invariance by hand but with backreaction effects. Besides, it shows on a specific example how the electromagnetic fields is impacted by particle production. A more complete numerical investigation was carried out in Ref. 5.

In section 2, we review the latest results on Schwinger effect in de Sitter space. In section 3, we present the basic equations for our setup and calculate the electromagnetic power spectra at the end of inflation. Eventually in section 4, we give some concluding remarks and discuss some possible extensions of this work.
2. Schwinger effect

We consider the production of charged scalar particles $\varphi$ of mass $m$ in $1+3$ D under the influence of a constant electric field in $dS$:

$$S = \int \sqrt{-g} d^4x \left[ -\frac{1}{4\pi} F_{\mu \nu} F^{\mu \nu} + g^{\mu \nu} (\partial_\mu - ieA_\mu) \varphi^* (\partial_\nu + ieA_\nu) \varphi - m^2 \varphi^2 \right].$$  \hspace{1cm} (1)

The scale factor $a$ of the de Sitter metric reads:

$$a(\eta) = \frac{-1}{1 - H\eta},$$  \hspace{1cm} (2)

where $\eta$ is the conformal time running from $-\infty$ to $H^{-1}$ and $H$ is the Hubble constant. The gauge field $A_\mu (\mu = 0, 1, 2, 3)$ is considered pointing in the z-direction with a constant amplitude $E^2$. W ew i l ld i s c u ss i m o re d e t a i l s e c t i o n 3 t h e relevance of modeling the electric field as a constant one. In $dS$, (2), it reads:

$$A_\mu = -\frac{E}{H} (a(\eta) - 1)^z_\mu.$$  \hspace{1cm} (3)

With such a choice, the Lorentz and Coulomb gauge conditions are satisfied: $A_0 = \partial_t A_1 = 0$. In order to quantize, the rescaled complex scalar field $\chi = a\varphi$ is expanded on modes function:

$$\chi(\eta, x) = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot x} \left( \chi_k(\eta) b_k + \chi^*_k(\eta) d^*_k \right).$$  \hspace{1cm} (4)

The commutation relation for the annihilation and creation operators are:

$$[b_k, b^*_k] = [d_k, d^*_k] = (2\pi)^3 \delta^{(3)}(k - k'),$$  \hspace{1cm} (5)

the other commutators being 0. Varying the action (1) with respect to the scalar field gives the Klein-Gordon equation for each modes:

$$\left[ \partial_\eta^2 + \omega_k^2(\eta) \right] \chi_k = 0,$$  \hspace{1cm} (6)

where the effective pulsation is: $\omega^2 = p^2 + \frac{\beta}{(1 - H\eta)^2}$, the shifted momentum is: $p = k + (0, 0, eE)$, $\alpha = m^2 + \left(\frac{eE}{H}\right)^2$ and $\beta = -2\frac{eE}{H}p_\eta$. Changing the time variable to $z = -2i\rho \left( \frac{1}{H} - \eta \right)$, two independent solutions to (6) are the Whittaker functions $W_{\kappa, \mu}$ and $M_{\kappa, \mu}$ which are hypergeometric functions. The Maxwell current is defined as:

$$J_\mu = ie \left[ (D_\mu \varphi)^\dagger \varphi - \varphi^\dagger D_\mu \varphi \right],$$  \hspace{1cm} (7)

where $D_\mu = \partial_\mu + ieA_\mu$. This current can be shown to be conserved and the only non-vanishing component of it is the z-component. It is possible to calculate it in term of the solutions to the Klein-Gordon equation (6):

$$\langle J_i \rangle = -\frac{2e}{a^2} \int \frac{d^3k}{(2\pi)^3} (k_i + eA_i) |\chi_k|^2.$$  \hspace{1cm} (8)
With the ingredients given above, it is in principle a mechanical task to calculate the current (8). But this current is UV divergent and needs to be renormalized. The issue of renormalization is not as well understood in curved spacetime than in flat spacetime, as Prof. Navarro-Salas also discussed during his talk of the session\textsuperscript{6,7}, see also Ref. 8 for related issues. While, the exact details of the renormalization scheme are still debated, it seems that most of the groups\textsuperscript{9–11} agree that the current (8) in the weak electric field regime ($\frac{eE}{2H} \ll 1$) is negative:

$$J = -\frac{8}{9\pi} M^3 \exp(-2\pi M) L,$$

where we further defined the dimensionless electric field and mass: $M = \frac{m}{H}$, $L = \frac{eE}{2\pi}$. This result will be our starting point to investigate how magnetogenesis is impacted by the presence of such a negative current. A negative current is somehow counter-intuitive because it would mean that charged particles move opposite to the electric field, which gives intuitively an anti-screening of the electromagnetic field. This effect exist only in the infrared regime of de Sitter and therefore deserve special attention because of its peculiarity.

### 3. Inflationary magnetogenesis

We now also use the action (1) but focus on the electromagnetic side of the theory. We will be using the results of section 2 for Schwinger effect in dS: at each Hubble time, pairs are created. Since those pairs were derived for a constant electric field, our model is not valid for any situation: the typical time of pair creation $t_{\text{pair}} = \frac{1}{H}$ has to be much smaller that the typical time of evolution of the electromagnetic field $t_E = \frac{1}{k}$. In other words, our model is valid, as soon as one focuses large scales. Intuitively, particle creation is a local quantum process, therefore the time variation of the electric field have to be on scale larger than the scale of production of the pairs. Besides, as we investigate the possibility of a negative conductivity as in equation (9) which appears in the weak electric field limit: $L \ll 1$, this avoids, in passing, the backreaction problem present in many models of magnetogenesis. Inspired by (9), we assume that a Maxwell current of the form

$$J_i = H\sigma E_i.$$

$\sigma$ is a dimensionless negative constant. It depends on the details of the pair creation process. The conformal invariance prevents perturbations of a gauge-field to develop, however here, the Schwinger mechanism breaks it with quantum fluctuations inducing a current and leading to the possibility of parametric amplification of the gauge field. The case of a strong electric field ($L \gg 1$) leads to a positive conductivity which screen the amplification of the EM field\textsuperscript{12,13}.

Varying (1), including the Maxwell current and changing variable to the canonical one, one gets\textsuperscript{4}:

$$A''(k, \eta) + \left[ k^2 - H^2 a^2 \left( \frac{\sigma}{2} \right) \left( 1 - \frac{\sigma}{2} \right) \right] A(k, \eta) = 0$$

(11)
which is the equation of an harmonic oscillator with a time dependent frequency. The detailed calculation for the quantization procedure can found in Ref. 14. It is possible to solve explicitly (11) to eventually find the electric and magnetic power spectra.

\[ P_E \propto H^4 \left( \frac{k}{\alpha H} \right)^{\sigma + 4} \]

\[ P_B \propto H^4 \left( \frac{k}{\alpha H} \right)^{5 - |\sigma + 1|} \]

**Discussion of the parameters** We define the electric and magnetic spectral index \( n_E \) and \( n_B \) as \( n_{E/B} \equiv \frac{\partial \log P_{E/B}}{\partial \log k} \). To avoid the backreaction problem and validate the scheme of pair production considered by taking an induced current of the form (10), one needs to consider a scenario where the electric field does not dominate the dynamics: \( n_E > 0 \) implying: \( \sigma \in [-4,0] \). The strong coupling problem is also solved for these values. In that case \( n_B \in [2,5] \): the magnetic spectrum is blue, dominated by UV contributions and is more damped than its electric counterpart. For those values, it has been shown however that the maximal magnetic field today at Mpc scales would be \( 10^{-32} \) G, which is lower than the observed lower bound. In more standard scenarios, where conformal symmetry is broken by hand, for instance by a non-minimal kinetic term \( I \) parameterized as \( I(\eta) \propto \alpha^n \), the same equation of motion for the gauge field (11) would hold provided that \( 2n = \sigma \). This is an important result of this work as particle creation is expected as soon as the gauge field is present and our result is a clear backreaction results on how the gauge field dynamics would change in the presence of this particle: the spectral index of the magnetic field for instance would be shifted by \( \frac{\sigma}{2} \). Similar results were found in Ref. 5.

**4. Conclusion**

In this proceeding, we reported on the backreaction of the particles produced by Schwinger effect in de Sitter to the electromagnetic field. We showed that Schwinger effect impacts on the amplification of the EM quantum fluctuations. In Ref. 12, it was already remarked that strong electric fields constrain a branch of the IFF scenarios in a similar manner than the backreaction problem. In this work, we completed this statement by considering negative conductivity (for weak electric fields) as a way to break the conformal invariance and to amplify EM quantum fluctuations. The presence of a negative conductivity is either motivated by a new implementation of the adiabatic subtractions in the renormalization of the electric current presented in Ref. 10 or by the presence of non-linear terms generalizing the Einstein-Maxwell equation and a logarithmic running of the coupling constant \( e^{11} \). We found models where both the strong coupling and the backreaction problem are avoided for \( \sigma \in [-4,0] \) however these models do not fulfill the lower bound of observed magnetic fields.
Those results are also relevant for primordial magnetogenesis model builder as the pair creation process depicted here matters as soon as EM fields are present during inflation. While in the case, of strong (backreacting) electric fields, one expects a dwindling of the EM field\textsuperscript{12}, for weaker fields this effects could add up to any other way to break the conformal invariance. The global effect of Schwinger pair creation on the power spectrum of quantum fluctuations would be to have a redder spectral index, more concretely: $n_B \rightarrow n_B + \frac{\sigma}{2}$.

Several directions are fruitful for the future. Prof. Navarro-Salas showed during his talk that the electric field (as any connection) has to be taken to be adiabatic order 1 in order to recover the trace anomaly\textsuperscript{6}. Prof. Bavarsad discussed during his talk that backreaction can also happen to the gravitational field and Schwinger pairs could challenge the stability of de Sitter space\textsuperscript{15}, see also Ref. 16 for recent results. Producing Schwinger particles from a SU(2) gauge field and not U(1) leads to a different phenomenology\textsuperscript{17} and in particular, it is known that SU(2) particles typically produce huge amount of gravitational waves, which may be constrained by the standard cosmological observables (CBM...). Finally, directly coupling the particle produced to the inflaton, with the Schwinger-Keldysh formalism, allow to produce a unique type of non-gaussianities\textsuperscript{18} which in principle allow to measure Schwinger effect in the CMB or in LSS.
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We investigate the influence of the surface electrical charge in the static equilibrium configuration of white dwarfs, this is possible by solving numerically the hydrostatic equilibrium equation for the charged case. We consider that the fluid in the star is described by a fully degenerate electron gas and that the electric charge is distributed close to the surface of the white dwarf. We found that super-Chandrasekhar mass white dwarfs are found for a large surface electrical charge.
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1. Introduction

1.1. Super-Chandrasekhar white dwarfs

In the last few years have been disclosed observations concerning the existence of a particular event in the universe, the super-luminous type Ia supernovae (SNIa)\(^1\)–\(^4\). These events are very interesting because their explosion are the more foreseeable and frequently the brightest incidents in the sky. Some authors argue that the possible progenitor of the event SNIa is the super-Chandrasekhar white dwarf, star which ultrapass the standard Chandrasekhar mass limit, \(1.44 M_\odot\)\(^5,6\). It is estimated that the super-Chandrasekhar white dwarfs’ masses are in the range \(2.1–2.8 M_\odot\)\(^7,8\).

Several authors hint models to explain super-Chandrasekhar white dwarfs. In literature, for example, we found white dwarf models where are considered a strong magnetic field\(^9,10\), in rotation and with different topologies for magnetic field\(^11–14\) and with an electric charge distribution\(^15\).

It is found that white dwarfs with an uniform and very strong magnetic field can attain masses of \(\sim 2.9 M_\odot\). Although these objects exceeds significantly the Chandrasekhar limit, they suffer from severe stability\(^16–20\). The effect of the rotation and different topology for the magnetic field help to reach white dwarfs’ masses around \(5M_\odot\)\(^11–14\). A similar effect to the ones aforementioned are produced by the electric charge, which produces a force which helps to the one generated by the fluid pressure to counteract more mass and thus avoid gravitational collapse\(^15\).
1.2. This work

Such as is realized in Ref. 15, in this article we also studied the influence of the electric charge in the structure of white dwarfs. The main difference between these two works is the profile of the electric charge. Instead of consider the electric charge density proportional to the energy density, $\rho_e = \alpha \rho$, with $\alpha$ being a dimensionless constant, such as is considered in Ref. 15, here we consider that the electric charge is distributed at the star’s surface\(^{21}\) of the form:

$$\rho_e = k \exp \left[ -\frac{(r - R)^2}{b^2} \right],$$

where $r$ and $R$ represent the radial coordinate and the total radius of the uncharged star. Moreover, $b$ represents the width of the electric charge distribution, here we consider that $b = 10$ [km]. The charge profile (1) is taking into account since electrons and ions at white dwarfs could important producing surface’s strong electric fields.

With the aim of found $k$, we use the equality:

$$\sigma = \int_0^\infty 4\pi r^2 \rho_e dr,$$

where $\sigma$ bears the magnitude directly proportional to the electric charge distribution. Considering Eq. (1) in Eq. (2), it is found:

$$k = \frac{\sigma}{4\pi} \left( \frac{\sqrt{\pi} h R^2}{2} + \frac{\sqrt{\pi} b^3}{4} \right)^{-1}.$$

As can be seen, Eq. (3) connects $k$ and $\sigma$.

For the fluid, we consider that the fluid pressure and fluid energy density within the object are given by the relations:

$$p(k_F) = \frac{1}{3\pi^2 h^3} \int_0^{k_F} \frac{k^4}{\sqrt{k^2 + m_e^2}} dk,$$

$$\rho(k_F) = \frac{1}{\pi^2 h^3} \int_0^{k_F} \sqrt{k^2 + m_N^2} k^2 dk + \frac{m_N \mu_e}{3\pi^2 h^3} k_F^3,$$

with $m_e$, $m_N$, $h$, $\mu_e$ and $k_F$ being respectively the electron mass, the nucleon mass, the reduced Planck constant, the ratio between the nucleon number and atomic number for ions and the Fermi momentum of the electron\(^{22}\). It is important to say that we consider $\mu_e = 2$.

2. Stellar structure equations

We shall study the stellar equilibrium configuration of charged white dwarfs using the profile of the electric charge and the equation of state showed in the previous section. We consider that within the star the charged fluid is described by the energy-momentum tensor (EMT):

$$T_{\mu\nu} = (\rho + p) u_{\mu} u_{\nu} + pg_{\mu\nu} + \frac{1}{4\pi} \left( F^{\mu\gamma} F_{\nu\gamma} - \frac{1}{4} g_{\mu\nu} F_{\gamma\beta} F^{\gamma\beta} \right),$$
where $\rho$ and $p$ represent respectively the energy density and fluid pressure. In addition, $u_\mu$ being the fluid’s four velocity, $g_{\mu\nu}$ stands the metric tensor and $F^{\mu\gamma}$ represents the Faraday-Maxwell tensor.

The interior space-time of the charged star is described, in Schwarzschild coordinates, by the following line element:

$$\text{d}s^2 = -e^{\nu(r)}\text{d}t^2 + e^{\lambda(r)}\text{d}r^2 + r^2\left(\text{d}\theta^2 + \sin^2\theta\text{d}\phi^2\right),$$

as indicated, the functions $\nu(r)$ and $\lambda(r)$ dependent on the radial coordinate $r$ only.

For the line element (7), the nonzero components of the Maxwell-Einstein equation are given by the equalities:

$$q'(r) = 4\pi \rho e(r)r^2 e^{\lambda(r)/2},$$

$$m'(r) = 4\pi r^2 \rho(r) + \frac{q(r)q'(r)}{r},$$

$$p'(r) = -(p(r) + \rho(r))\left(4\pi rp(r) + \frac{m(r)}{r^2} - \frac{q^2(r)}{r^3}\right)e^{\lambda(r)} + \frac{q(r)q'(r)}{4\pi r^4},$$

with the potential metric of the form:

$$e^{-\lambda(r)} = 1 - \frac{2m(r)}{r} + \frac{q^2(r)}{r^2},$$

primes indicate the derivations with respect to $r$. The functions $q$ and $m$ represent the electric charge and the mass inside the sphere of radial coordinate $r$. Moreover, Eq. (10) represents the hydrostatic equilibrium equation, known also as the Tolman-Oppenheimer-Volkoff equation$^{23,24}$. This equation is modified from its original version to include the electrical part$^{25}$.

3. Results and conclusions

The static equilibrium configurations of charged white dwarfs are presented in Fig. 1. On the left and on the right hand side are shown the behavior of total mass $M/M_\odot$.

![Fig. 1](image-url)
versus with central energy density $\rho_c$ and with the radius $R$, respectively, for different values of $\sigma$. For $\sigma$ lower than $0.8 \times 10^{20}$ [C], it can be observed that $M/M_\odot$ grows with $\rho_c$ until to attain $M_{\text{max}}/M_\odot$ (marked with a full circles in purple), after that point, $M/M_\odot$ begins to decreases with the increment of $\rho_c$. At the same time, it is important to say that for $\sigma = 1.0 \times 10^{20}$ [C], $M/M_\odot$ increases monotonically with $\rho_c$, in this way, not maximum mass point is found. In addition, we highlight that the maximum mass found in this model is $2.199M_\odot$, which is obtained using $\sigma = 1.0 \times 10^{20}$[C]. This total mass in the interval masses estimated for the super-Chandrasekhar white dwarfs, 2.1-2.8$M_\odot$, check Refs. 8, 7.

In Fig. 1 we can also note that in the uncharged case we obtain a maximum mass is found in a central energy density $\rho_c^*$, in turn, in the charged cases this points are attained for $\rho_c > \rho_c^*$. Additionally, such as happen for the total mass, the radius change with the total charge.

From the results aforementioned, we can conclude that the electric charge affects notably the static equilibrium configuration of white dwarfs. For a larger $\sigma$, white dwarfs with larger masses are found. This can be understand since $\sigma$ is directly related with the total charge in the star. An increment of the electric charge produce an increment of a force which helps to the fluid pressure to support more mass, thus avoiding the gravitational collapse. More details are presented in Ref. 26.
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We sketch a possible evolutionary scenario by which a highly magnetized super-Chandrasekhar white dwarf could be formed by accretion on to a commonly observed magnetized white dwarf. This is an exploratory study, when the physics in cataclysmic variables (CVs) is very rich and complex. Based on this, we also explore the possibility that the white dwarf pulsar AR Sco acquired its high spin and magnetic field due to repeated episodes of accretion and spin-down. We show that strong magnetic field dramatically decreases luminosity of highly magnetized white dwarf (B-WD), letting them below the current detection limit. The repetition of this cycle can eventually lead to a B-WD, recently postulated to be the reason for over-luminous type Ia supernovae. A spinning B-WD could also be an ideal source for continuous gravitational radiation and soft gamma-ray repeaters (SGRs) and anomalous X-ray pulsars (AXPs). SGRs/AXPs are generally believed to be highly magnetized, but observationally not confirmed yet, neutron stars. Invoking B-WDs does not require the magnetic field to be as high as for neutron star based model, however reproducing other observed properties intact.
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1. Introduction

Several independent observations repeatedly argued in recent past for the existence of highly magnetized white dwarfs (B-WDs). Examples are overluminous type Ia supernovae\textsuperscript{1,2}, white dwarf pulsars\textsuperscript{3,4} etc. Also soft gamma-ray repeaters (SGRs) and anomalous X-ray pulsars (AXPs) could be explained as B-WDs\textsuperscript{5-7}, while they are generally believed to be highly magnetized neutron stars\textsuperscript{8} without however any direct detection of underlying required high surface field $B_s \sim 10^{15}$ G. Interestingly, explaining SGR/AXP by a magnetized white dwarf requires a lower $B_s \lesssim 10^{12}$ G, which may however correspond to central field $\gtrsim 10^{14}$ G. Nevertheless, the origin of such fields in a white dwarf remains a question, when the observed confirmed surface field is $\lesssim 10^9$ G.

Here we explore a possible evolution of a conventionally observed magnetized white dwarf to a B-WD by accretion, which may pass through a phase exhibiting currently observed AR Sco. This is an exploratory study, and the present venture is based more on an idealized situation, when the physics in accreting white dwarfs, i.e. cataclysmic variables (CVs), is very rich and complex. We also show, based on some assumption, that the thermal luminosity of such a B-WD could be very small, below their current detection limit. However, due to high field and rotation, their spin-down luminosity could be quite high. Hence, they could exhibit SGRs/AXPs.
2. Accretion induced evolution

The detailed investigation of the accretion induced evolution faces several difficulties including nova eruptions (hence nonsteady increase of mass) and the eruption and ejection of accumulated shells. Nevertheless, the discovery of AR Sco, which is a fast rotating magnetized white dwarf, argues for the possibility of episodic increase of mass in a CV. Hence, we sketch a tentative evolutionary scenario with repeated episodes of accretion phase leading to the high magnetic field via flux freezing and spin-power phase decreasing field. Eventually this mechanism can plausibly lead to a B-WD. Note that there are already observational evidences for transitions between spin-power and accretion-power phases in a binary millisecond pulsar. The conservation laws controlling the accretion-power phase around the stellar surface of radius $R$ and mass $M$, which could be inner edge of accretion disk, are given by

$$l(t)^2 R(t) = \frac{GM(t)}{R(t)^2}, \quad I(t)\Omega(t) = \text{constant}, \quad B_s(t)R(t)^2 = \text{constant},$$  \hspace{1cm} (1)

where $l$ takes care of inequality due to dominance of gravitational force over the centrifugal force in general, $I$ is the moment of inertia of star and $\Omega$ the angular velocity of the star which includes the additional contribution acquired due to accretion as well. Solving the conservation laws given by equation (1) simultaneously, we obtain the time evolution of radius (or mass), magnetic field and angular velocity during accretion. Accretion stops when

$$-\frac{GM}{R^2} = \frac{1}{\rho} \frac{d}{dr} \left( \frac{B^2}{8\pi} \right) \bigg|_{r=R} \sim -\frac{B_s^2}{8\pi R\rho},$$  \hspace{1cm} (2)

where $\rho$ is the density of inner edge of disk.

For a dipolar fixed field, $\dot{\Omega} \propto \Omega^{37}$, where over-dot implies time derivative. Generalizing for the present purpose it becomes $\dot{\Omega} = k\Omega^n$ with $k$ being constant. Therefore, during the phase of spin-power pulsar (when accretion inhibits), the time evolution of angular velocity and surface magnetic field may be given by

$$\Omega = \left[ \Omega_0^{-n} - k(1-n)(t-t_0) \right]^{-\frac{1}{1-n}}, \quad B_s = \sqrt{\frac{5c^3 k \Omega_0^{n-m}}{R^6 \sin^2 \alpha}},$$  \hspace{1cm} (3)

where $\Omega_0$ is the angular velocity when accretion just stops at the beginning of spin-power phase at time $t = t_0$, $k$ is fixed to constrain $B_s$ at the beginning of first spin-powered phase, which is determined from the field evolution in the preceding accretion-power phase, $\alpha$ is the angle between magnetic and spin axes. Note that $n = m = 3$ corresponds to dipole field.

Figure 1 shows a couple of representative possible evolutions of angular velocity and magnetic field with mass (time). It is seen that initial larger $\Omega$ with accretion drops significantly during spin-power phase (when accretion stops and hence no change of mass), followed by its increasing phase. Similar trend is seen in $B_s$ profiles with a sharp increasing trend (with value $\sim 10^{11} G$) at the last cycle leading to the increase of $B_c$ as well, forming a B-WD. At the end of evolution, it could be left...
out as a super-Chandrasekhar B-WD and/or a SGR/AXP candidate with a higher spin frequency. Of course, in reality they may depend on many other factors and the current picture does not match exactly with what is expected in AR Sco itself.

![Fig. 1](image)

Fig. 1. Time evolution of (a) angular velocity in $s^{-1}$, (b) magnetic field in G, as functions of mass in units of solar mass. The solid curves correspond to $n = 3, m = 2, \rho = 0.05 \text{ gm cm}^{-3}, l = 1.5$ and dotted ones to $n = 3, m = 2, \rho = 0.1 \text{ gm cm}^{-3}, l = 2.5; k = 10^{-14} \text{ CGS}, M = 10^{-8} M_{\odot} \text{ Yr}^{-1}$, $\alpha = 10$ degree and $R = 10^4 \text{ km at } t = 0$. This is reproduced from a previous work.$^7$

3. Luminosity

With the increase of mass, the radius of white dwarfs, hence B-WDs, becomes very small.$^4,^{10}$ Indeed, the increase of magnetic field is due to decreasing radius via flux-freezing. Now due to smaller radius, UV-luminosity of B-WDs turns out to be very small if the surface temperature is same as their nonmagnetic counterpart.$^7$ However more interestingly, from the conservation of energy, it is expected that the presence of strong magnetic field enforces decreasing thermal energy and hence lowering luminosity in stable equilibrium.

Combining the magnetostatic and photon diffusion equations in the presence of magnetic field but ignoring tension, we obtain

$$\frac{d}{dT} (P + P_B) = \frac{4a_c}{3} \frac{4\pi GM T^3}{L \kappa},$$

which we solve to obtain the envelop properties. Here $P$ is the matter pressure, $P_B$ the magnetic pressure, $\kappa$ the opacity, $T$ the temperature, $a$ the radiation constant, $M$ the mass of white dwarf within the core radius $r$, which is practically the whole mass of white dwarf because the envelop is very thin, and $L$ is the luminosity. For the strong field considered here, the radiative opacity variation with $B$ can be modelled similarly to neutron stars as $\kappa = \kappa_B \approx 5.5 \times 10^{33} \rho T^{-1.5} B^{-2} \text{ cm}^2 \text{ g}^{-1}.$


We use a field profile proposed earlier for neutron stars to enumerate the field magnitude at a given density (radius), irrespective of other complicated effects, given by

\[ B \left( \frac{\rho}{\rho_0} \right) = B_s + B_0 \left[ 1 - \exp \left( -\eta \left( \frac{\rho}{\rho_0} \right)^\gamma \right) \right], \quad (5) \]

where \( B_0 \) (similar to central field) is a parameter with the dimension of B, other parameters are set as \( \eta = 0.1, \gamma = 0.9, \rho_0 = 10^9 \text{ g cm}^{-3} \) for all the calculations. Further equating the electron pressure for the non-relativistic electrons on both sides of the core-envelop interface gives

\[ \rho_*(B_*) \approx 1.482 \times 10^{-12} T_*^{1/2} B_s \quad (6) \]

at interface. Now we solve equation (4) along with the photon diffusion equation

\[ \frac{dT}{dr} = -\frac{3}{4ac} \frac{\kappa(\rho + \rho_B)}{T^3} \frac{L}{4\pi r^2} \quad (7) \]

with boundary conditions \( \rho(T_s) = 10^{-10} \text{ g cm}^{-3}, r(T_s) = R = 5000 \text{ km} \) and \( M = M_\odot \), where \( T_s \) is the surface temperature, and obtain \( \rho - T \) and \( r - T \) profiles. Further \( T_* \) and \( \rho_* \) can be obtained by solving for the \( \rho - T \) profile along with equation (6), as shown in Fig. 2, and knowing \( T_* \), we can obtain \( r_* \) from the \( r - T \) profile. We see that interface moves inwards (\( r_* \) decreases) with increasing \( B \) and \( L \). But \( \rho_* \) increases with increasing \( L \) and/or \( B \), as \( \rho_* \propto T_*^{1/2} B \).

Fig. 2. Variation of density with temperature for \( B = (B_s, B_0) = (10^{12} \text{ G}, 10^{14} \text{ G}) \) and \( L = 10^{-5}L_\odot \) (dashed line), \( 10^{-4}L_\odot \) (dotted line) and \( 10^{-3}L_\odot \) (dot-dashed line). The solid line represents equation (6). This is reproduced from a previous work.

With above benchmarking, we now explore, based energy conservation, if the luminosity of a magnetized white dwarf or B-WD changes. For \( B = 0 \) and \( L = 10^{-5}L_\odot \), we have \( r_* = 0.9978 R, \rho_* = 170.7 \text{ g cm}^{-3} \) and \( T_* = 2.332 \times 10^6 \text{ K} \). Using the same boundary condition as described above, we now solve equations (4) and (7) with \( B \neq 0 \), but vary \( L \) in order to fix \( r_* = 0.9978 R \). We find interestingly that \( L \) decreases for \( B \neq 0 \), as shown in Table 1. Physically this corresponds to increasing \( B \), and thence magnetic energy, is compensated by decreasing thermal energy (decreasing \( T_* \)) and thence \( L \), when total energy is conserved. Similarly,
increasing $B$ may be compensated by decreasing gravitational energy (decreasing $r_*$). In either of the cases, $L$ decreases.

Table 1. Variation of luminosity with magnetic field for fixed $r_*=0.9978R$

<table>
<thead>
<tr>
<th>$B/G = (B_0/G, B_0/G)$</th>
<th>$L/L_o$</th>
<th>$T_r/K$</th>
<th>$p_e/g cm^{-3}$</th>
<th>$T_e/K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, 0)$</td>
<td>$1.00 \times 10^{-5}$</td>
<td>$2.32 \times 10^9$</td>
<td>$1.707 \times 10^7$</td>
<td>$3.85 \times 10^4$</td>
</tr>
<tr>
<td>$(10^8, 6 \times 10^{11})$</td>
<td>$2.53 \times 10^{-1}$</td>
<td>$4.901 \times 10^6$</td>
<td>$1.034 \times 10^4$</td>
<td>$1.53 \times 10^4$</td>
</tr>
<tr>
<td>$(5 \times 10^7, 2 \times 10^{13})$</td>
<td>$3.96 \times 10^{-2}$</td>
<td>$3.262 \times 10^5$</td>
<td>$4.232 \times 10^3$</td>
<td>$9.65 \times 10^2$</td>
</tr>
<tr>
<td>$(10^{11}, 10^{12})$</td>
<td>$1.62 \times 10^{-1}$</td>
<td>$7.189 \times 10^5$</td>
<td>$1.257 \times 10^4$</td>
<td>$2.17 \times 10^4$</td>
</tr>
<tr>
<td>$(2 \times 10^{10}, 8 \times 10^{12})$</td>
<td>$4.40 \times 10^{-9}$</td>
<td>$2.063 \times 10^4$</td>
<td>$1.346 \times 10^4$</td>
<td>$5.57 \times 10^2$</td>
</tr>
<tr>
<td>$(5 \times 10^{10}, 6 \times 10^{12})$</td>
<td>$2.59 \times 10^{-8}$</td>
<td>$3.185 \times 10^4$</td>
<td>$4.182 \times 10^4$</td>
<td>$8.68 \times 10^2$</td>
</tr>
<tr>
<td>$(5 \times 10^{11}, 10^{14})$</td>
<td>$2.93 \times 10^{-8}$</td>
<td>$2.206 \times 10^4$</td>
<td>$3.480 \times 10^4$</td>
<td>$5.03 \times 10^2$</td>
</tr>
</tbody>
</table>

4. SGRs/AXPs as B-WDs

Paczynski\(^5\) and Usov\(^6\) independently proposed that SGRs and AXPs are moderately magnetized white dwarfs but following Chandrasekhar’s mass-radius relation\(^1\). Many features of SGRs/AXPs are explained by their model at relatively lower magnetic fields, while the more popular magnetar model\(^8\) requires field $> 10^{15}$ G, which is not observationally well established yet. Nevertheless, such a white dwarf based model suffers from a deep upper limit on the optical counterparts of some AXPs/SGRs, e.g. SGR 0418+5729, due to their larger moment of inertia.

Now B-WDs established here could be quite smaller in size and hence have smaller moment of inertia. Therefore, their optical counterparts, with very low UV-luminosities, are quite in accordance with observation. Hence, the idea of B-WD brings a new scope of explain SGRs/AXPs at smaller magnetic fields, which are observationally inferable, compared to highly magnetized magnetar model. For details see the work by Mukhopadhyay & Rao\(^7\).

5. Continuous Gravitational Radiation

Due to smaller size compared to their regular counterpart, B-WDs rotate relatively faster. Now if the rotation and magnetic axes are misaligned, they serve as good candidates for continuous gravitational radiation due to their quadrupole moment, characterized by the amplitude\(^1\)

$$h_+(t) = \frac{h_0}{2} (1 + \cos^2 \alpha_0) \cos \Phi(t), \quad h_x(t) = h_0 \cos \alpha_0 \sin \Phi(t), \quad h_0 = \frac{4 \pi^2 G I_{zz} \epsilon}{c^3 P_t^2 D} \tag{8}$$

where $\alpha_0$ is the inclination of the star’s rotation axis with respect to the observer, $\Phi(t)$ is the signal phase function, $\epsilon$ amounts the ellipticity of the star, $I_{zz}$ is the moment of inertia about $z$-axis, and $D$ is the distance between the star and detector.

A B-WD of mass $\sim 2M_\odot$, polar radius $\sim 700$ km, spin period $P_s \sim 1$ s\(^1\), $\epsilon \sim 5 \times 10^{-4}$ and $D \sim 100$ pc would produce $h_0 \sim 10^{-22}$, which is within the
sensitivity of the Einstein@Home search for early Laser Interferometer Gravitational Wave Observatory (LIGO) S5 data. However, DECIGO/BBO would give a firm confirmation of their gravitational wave because they are more sensitive in their frequency range. In fact, if the polar radius is $\sim 2000$ km with $P_s \sim 10$ s and other parameters intact, DECIGO/BBO can detect it with $h_0 \sim 10^{-23}$. Nevertheless, (highly) magnetized rotating white dwarfs approaching B-WDs are expected to be common and such white dwarfs of radius $\sim 7000$ km, $P_s \sim 20$ sec and $D \sim 10$ pc could produce $h_0 \gtrsim 10^{-22}$ which is detectable by LISA.

6. Summary

The idea of B-WD has been proposed early this decade, mainly to explain observed peculiar type Ia supernovae inferring super-Chandrasekhar progenitor mass. Lately it has been found with various other applications, e.g. SGRs/AXPs, white dwarf pulsars like AR Sco, continuous gravitational wave etc. Here we have attempted to sketch a plausible evolution scenario to explain the formation of such a highly magnetized, smaller size white dwarf. In our simplistic picture, ignoring many complicated CV features, we are able to show that a commonly observed magnetized white dwarf could be evolved to a B-WD via accretion. Hence, the existence of highly magnetized, rotating, smaller white dwarfs is quite plausible.
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White dwarf stars are widely studied as being composed of an ion lattice embedded in a degenerate fermion gas. However, at the beginning of their lives these stars are subject to temperatures that can reach up to $T = 10^9 K$. In this limit there is no longer total degeneracy and a temperature-dependent equation of state (EOS) is needed to take in account the Fermi-Dirac occupation factor of fermion levels. In this article, we will study this regime, in particular the effect of positrons in the EOS and in the hot white dwarf structure.
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1. Introduction

White dwarfs (WDs) are known as stars that have mass of about one solar mass, radii of about 5000 km and mean densities around $10^6 g/cm^3$. These stars are also associated, after thermonuclear detonation in their interior, with supernova Ia formation. As any other star, the WD also have a life, they are born with AGBs stars or even in mergers and pass their lives cooling until they reach a totally degenerate state. Until this cold matter state is reached, the star can reach temperatures of about $10^8 K$ in the core, as already studied in Ref. 3, 4. Furthermore, temperatures of about $2 \times 10^9 K$ have already been discussed in the white dwarf interior.

In this article we propose the WD star may reach temperatures of $10^9 K$ and study the consequences of this value for the stellar interior, as the degeneracy breaks down. Also, we ended up struggling with a possible positron presence in the edge of the star, and analyzed their consequences in the star structure.

2. The relativistic frame

The Schwarzschild metric describes a spherical body with no rotation and can be used for WDs

$$ds^2 = c^2 \left(1 - \frac{2GM}{c^2 r}\right) dt^2 - \left(1 - \frac{2GM}{c^2 r}\right)^{-1} dr^2 - r^2 d\Omega^2$$

from which we can derive the Tolman-Oppheimer-Volkoff equation and the mass conservation in the relativistic frame

$$\frac{dP(r)}{dr} = -\frac{4\pi r^3 G}{c^2} \frac{P(r)}{c^2 + M(r)} \frac{\varepsilon(r) + P(r)}{1 - \frac{2GM(r)}{c^2 r}}$$

$$\frac{dM(r)}{dr} = 4\pi pr^2.$$
3. Chandrasekhar EOS at T=0

In the final state of a WD, the composition of this star can be described as a Fermi gas having degenerate matter, also known as the ideal Fermi gas. This was first described by Chandrasekhar in 1964 and the equation of state, responsible for the matter description as a function of the Fermi momentum $p_F$ is

$$P = P_e = \frac{1}{3\pi^2 \hbar^3} \int_0^{p_F} \frac{p^4}{\sqrt{(mc^2) + (pc)^2}},$$

(4)

$$n_e = \frac{1}{\pi^2 \hbar^3} \int_0^{p_F} p^2 dp,$$

(5)

$$\varepsilon \simeq \varepsilon_N = \frac{A}{Z} m_u n_e,$$

(6)

where $P_e$ is the electron pressure, $A$ the mass number, $Z$ the atomic number, and $m_u = 1.6604 \times 10^{-24} g$ the unified atomic mass.

Although the degenerate approximation is good for temperatures below $10^6$ K, there is a limit where this can not be used. In Fig. 1 we show the limit where the matter can be degenerate in the hatched area, with the condition $\rho_* = (2.4 \times 10^{-8} \text{ g cm}^{-3}) \mu_e T_*^{3/2}$. As the temperature arises, more the star will be nondegenerate. For temperatures below about $10^6 K$ a small part of the star is nondegenerate, which does not interfere with the star structure.

Fig. 1. The effects of nondegeneracy inside the WD star with a Fermi gas matter.
4. The equation of state for hot stars

For temperatures above $10^6$ the degenerate matter does not represent the whole star. So, the thermodynamics parameters have the Fermi-Dirac distribution instead of using the one particle per quantum level until the Fermi momentum. The pressure and the number density of the Fermi gas will be

$$P = P_e = \frac{1}{3\pi^2\hbar^2} \int_0^{p_F} \frac{p^4}{\sqrt{(mc^2) + (pc)^2}} \frac{1}{\exp \left( \frac{E - \mu}{kT} \right) + 1},$$

(7)

$$n_e = \frac{1}{\pi^2\hbar^3} \int_0^{p_F} \frac{p^2}{\exp \left( \frac{E - \mu}{kT} \right) + 1} dp,$$

(8)

where $\frac{1}{\exp \left( \frac{E - \mu}{kT} \right) + 1}$ is the Fermi-Dirac occupation factor. The same approximation can be used as Chandrasekhar for the energy density, as there are no new particles contributing. In Fig. 2 we can see the degeneracy behavior at different temperatures. For temperatures until $10^6 K$ the curves converge for densities above $10^2 g/cm^3$ which tells us that this may not influence on the star structure. The difference between the curves for small densities increases with the temperature. Using the TOV equation, it is possible to find the mass as a function of the radius and the central density as shown in Fig. 3. In the left figure we can see that the radius of the star increases as the temperature increases. Furthermore, this effect is more noticeable for higher temperatures as $T = 10^8 K$.

The stability criteria can be determined considering a density $\rho^*$, where $dM/d\rho = 0$, then, configurations with densities $\rho_c > \rho^*$ are considered stable against
perturbation. We can notice in the right panel of Fig. 3 that the star stable region decreases with the temperature increasing.

Fig. 3. Mass as a function of radius and mass as a function of central density for selected values of temperature in several stars.

4.1. **High temperatures inside white dwarfs**

The above treatment was done for temperatures above $10^8$, where the degenerate region still consists of a great part of the star. Considering now temperatures in the range $10^8$ to $10^9 \text{K}$ we show the equation of state in Fig. 4.

Fig. 4. The equation of state for a C$^{12}$ WD with high temperatures.
Increasing the white dwarf temperature we are struggling with a negative chemical potential in the end of the star. This can be understood if we consider a photon annihilation, where \( \gamma \leftrightarrow e^- + e^+ \). Since the photon has zero chemical potential, the positron chemical potential is related with the electron one as \( \mu_{e^+} = -\mu_{e^-} \). So, the negative chemical potential indicates an antimatter (positron) presence.

To investigate the effect of positrons, we calculated the same equation of state with the negative chemical potential. In Fig. 5 we present the mass as function of the star radius and central density. The same conclusion can be made in relation to the stability, the increasing temperature generates a smaller stability region. The increase of the radius to a fixed mass is more noticeable when the thermal effects arise.

![Fig. 5. Mass as a function of radius and mass as a function of central density for selected values of temperature in several stars.](image)

### 4.2. The effect of positrons in hot white dwarfs

The negative chemical potential, as already discussed, is interpreted as a positron presence. This particle presence will give a residual positive charge in the last layers of the star. Instead of using equations 2 and 3, we will use a modified TOV, derived in the Reissner-Nordström spacetime solution, that includes new terms related to the electrostatic contribution

\[
\frac{dq}{dr} = 4\pi \rho_e r^2 e^{\lambda/2},
\]

\[
\frac{dm}{dr} = 4\pi r^2 \rho + \frac{q dq}{r dr},
\]

\[
\frac{dP}{dr} = -(P + \rho) \left(4\pi r^2 + \frac{m}{r^2} - \frac{q^2}{r^3}\right) e^\lambda + \frac{q}{4\pi r^4} \frac{dq}{dr},
\]

where \( q \) is the charge and \( \rho_e \) the charge density.
We considered the charge density as

\[ \rho_e = -en_+ \, , \]  

(12)

where \( e \) is the electron charge and \( n_+ \) the positron number density. Here we find a hindrance, since the metric term \( e^\lambda = (1 - \frac{2m}{r} + \frac{q^2}{r^2})^{-\frac{1}{2}} \) reaches negative values, and so the square root has an imaginary value.

**Conclusion**

In this preliminary study we concluded that the effects of positrons in the high temperature regime need to be better studied, since they are complex. In the next steps of this work we are going to study carefully the degenerate effects and the cooling of these stars under the antimatter presence.
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Anomalous X-ray pulsars (AXPs) and soft-gamma repeaters (SGRs) form together a single class of astrophysical sources characterized by the emission of strong X-ray bursts and persistent emission with luminosity $10^{31} - 10^{36}$ erg/s in the 0.2–10 keV energy range. These objects are commonly associated to magnetars, i.e. neutron stars endowed with ultra-strong magnetic fields. New-generation X-ray polarimeters like IXPE (NASA SMEX program), to be launched in 2021, will play a key role in assessing the nature of these sources by directly probing the star magnetic field. In fact, in the highly magnetized environment radiation is expected to be strongly polarized and such a measure will be easily within reach of IXPE. Polarization measurements will eventually confirm the presence of ultra-strong magnetic fields, probing the magnetar scenario. In this work I will discuss theoretical expectations, within the magnetar scenario, for the polarization signature of AXPs and SGRs and present numerical simulations for the response of the new-generation polarimeters currently under construction. I will also show how these sources can be used to test vacuum birefringence, a QED effect predicted by Heisenberg and Euler in the ’30s and not experimentally verified as yet.
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1. Introduction

Soft gamma repeaters (SGRs) and anomalous X-ray pulsars (AXPs) are commonly considered to be different manifestations of the same class of isolated neutron stars (NSs), called magnetars. They show a number of common distinctive properties, such as long (2–12 s) spin periods and large ($10^{-13}$–$10^{-10}$ s/s) spin-down rates, which lead to magnetic dipole fields up to $10^{14}$–$10^{15}$ G, and persistent X-ray luminosities ($10^{31}$–$10^{36}$ erg/s in the 0.2–10 keV range) that exceed the rotational energy loss rate (see e.g. Ref. 2 for a review). Persistent spectra are usually fitted by the superposition of a thermal (blackbody) component (with temperature $\approx 0.5$ keV) at lower energies and a power-law like tail (with photon index $\approx 2$–4) at higher ones. However, purely thermal spectra, characterized by the superposition of two BBs with similar temperatures, have been observed in the case of transient sources, which undergo quite long (~1 yr) outburst phases in which the persistent flux can be enhanced up to a factor of 1000 with respect to quiescence.

The most peculiar observational manifestation of AXPs and SGRs is the emission of short (0.1–1 s), energetic ($10^{38}$–$10^{41}$ erg/s) X-ray bursts and longer (1–100 s), even more energetic ($10^{41}$–$10^{43}$ erg/s) flares. In the case of three SGRs, giant flares,
characterized by peak luminosities up to \( \approx 10^{47} \text{ erg/s} \) and long-lasting (100–1000 s) pulsating tails, modulated at the spin frequency of the star, have been detected. This phenomenology has been successfully explained in terms of the twisted magnetosphere model,\(^4\) which invokes the occurrence of resonant Compton scattering (RCS) onto electrons flowing along the NS twisted magnetic field lines. Moreover, according to this model short bursts and intermediate/giant flares can originate either in plastic displacements of the crust (deformed under the action of the internal field toroidal component) or in sudden reconnections of the field lines high in the magnetosphere.\(^5,6\)

In the presence of magnetar-like magnetic fields, radiation emitted from the NS surface and propagating in vacuo is expected to be linearly polarized at a high degree.\(^7,8\) The polarization state of propagating photons (which can change due to interactions with magnetospheric particles) depends on the dielectric and magnetic properties of the vacuum around the star. These are affected by vacuum birefringence, a quantum electro-dynamics (QED) effect predicted by Heisenberg & Euler in the 1930’s\(^9\) and never tested yet, which becomes important for magnetic fields in excess of the quantum critical field \( B_Q \approx 4.414 \times 10^{13} \text{ G} \). New polarimetric techniques developed in the last years promise to open a new window in astrophysical observations of compact objects like magnetars,\(^10\) improving the contributions of previous X-ray polarimetry missions\(^11\) which failed in achieving conclusive results. In this work we discuss in particular the observational prospects of the NASA SMEX mission IXPE,\(^12\) scheduled for launch in 2021, which will allow to test vacuum birefringence and probe the existence of ultra-strong magnetic fields around magnetars.

In section 2 we illustrate the theoretical model. The issue of the polarization properties of magnetar emission is addressed in section 3. Finally, we discuss the results of some numerical simulations performed until now for IXPE in section 4 and present our conclusions in section 5.

2. Theoretical model

According to the twisted magnetosphere model,\(^4\) the strong (up to \( \approx 10^{16} \text{ G} \)) internal magnetic field of magnetars is expected to be highly wound-up, with a toroidal component of the same order of magnitude of the poloidal one. This can exert a magnetic stress on the conductive surface, that can deform the crust displacing small portions of the star surface, at which the external magnetic field lines are anchored. As a result, the external field acquires in turn a toroidal component, becoming twisted. Although the twist is reasonably localized into bundles of field lines, for the sake of simplicity we will consider in the following the case of a global twist, which is characterized by the twist angle

\[
\Delta \phi_{N\rightarrow S} = \lim_{\theta \to 0} \int_{\theta}^{\pi} \frac{B_{\phi}}{\sin \theta B_{\theta}} d\theta, \tag{1}
\]
where \( B = (B_r, B_\theta, B_\phi) \) is the star magnetic field expressed in polar components (\( \theta \) is the magnetic colatitude). Magnetar bursts and flares could also originate in the crustal displacements induced by the strong internal magnetic field. In fact, according to the model discussed in Ref. 5 these deformations would inject in the magnetosphere an Alfvén pulse, which dissipates into an electron-positron pair plasma, magnetically confined within the closed field line region (the so-called “trapped fireball”). The presence of this fireball can also explain the pulsating tails observed in the spectra of many burst-emitter sources (see e.g. Ref. 6 and references therein).

Since a twisted magnetic field is non-potential (i.e. \( \nabla \times B \neq 0 \)), currents must flow along the closed magnetic field lines, contrary to the case of ordinary NSs, where potential (dipolar) fields are believed to be more likely. For simplicity, we assumed that the charge carriers are electrons and ions lifted from the star surface (uni-directional flow, see Refs. 4, 13, 14). These particles make the medium in which photons propagate optically thick for RCS: a scattering occurs once the resonance condition is met, i.e. when the photon energy equals the particle cyclotron energy in the particle rest frame. In particular, for a surface magnetic field strength \( \approx 10^{14} \) G one finds that photons scatter onto electrons typically at a distance \( r_{\text{res}} \approx 10 \, R_{\text{NS}} \). Numerical simulations\(^1\) show that RCS onto magnetospheric electrons can indeed account for the power-law tails observed in the soft X-ray spectra of many objects.\(^2,16\) Resonant scatterings onto ions may also occur; however, ions are much heavier than electrons and they are lifted at much smaller heights above the star surface. At variance with electrons, one can expect that scattering onto ions can rather give origin to narrow absorption features in the spectra.\(^1)\)

3. Polarization of radiation in strong magnetic fields

Photons emitted from the surface of an ultra-magnetized NS and propagating in vacuo turn out to be linearly polarized in two normal modes, the ordinary (O) and the extraordinary (X) ones, in which the photon electric field oscillates either parallel or perpendicular to the \( k-B \) plane, respectively.\(^7,8\) where \( k \) is the photon propagation direction. The evolution of the polarization state of photons during propagation is determined by the wave equation, which can be written as

\[
\nabla \times (\tilde{\mu} \cdot \nabla \times E) = \frac{\omega^2}{c^2} \epsilon \cdot E, \tag{2}
\]

with \( E \) the photon electric field, \( \omega \) their frequency, \( \epsilon \) the dielectric tensor of the medium in which photons propagate, \( \tilde{\mu} \) the inverse of the magnetic permeability tensor and \( c \) the speed of light. In general, \( \epsilon \) is expected to deviate from unity due to terms which account for plasma effects (e.g. collisions, radiation damping, etc., see Ref. 8). Photons can also change their polarization state upon scatterings with particles which flow along the closed magnetic field lines.\(^12-15\) However, in the presence of strong magnetic fields further additional terms appear in both \( \epsilon \) and \( \tilde{\mu} \), due to the vacuum polarization effect.\(^9\) In fact, virtual electron-positron pairs, that are present in the vacuum around the star, are polarized by the strong NS field,
modifying the dielectric and magnetic properties of the vacuum. It can be shown that, close to the surface of magnetars, vacuum contributions in the dielectric tensor are by far dominant with respect to those of plasma (see e.g. Ref. 13 and references therein). Hence, neglecting the plasma terms in $\epsilon$ one can reduce equation (2) to a simpler differential equation system,

$$\begin{align*}
\frac{dQ}{dz} &= -\frac{k_0\delta}{2}(2PV) \\
\frac{dU}{dz} &= -\frac{k_0\delta}{2}(N-M)V \\
\frac{dV}{dz} &= \frac{k_0\delta}{2} \left[2PQ + (N-M)V\right],
\end{align*}$$

where $k_0 = \omega/c$, $\delta = \alpha_F (B/B_0)^2/(45\pi)$ (with $\alpha_F$ the fine-structure constant), $Q$, $U$ and $V$ are the photon Stokes parameters and $M$, $N$ and $P$ are coefficients that depend on the star magnetic field and the $\epsilon$ and $\bar{\mu}$ components (see e.g. Ref. 14).

Equations (3) show that, due to vacuum polarization effects, the photon electric field evolves along a typical scale-length $\ell_A = 2/(k_0\delta)$, which depends on $B^{-2}$ and, through it, on the distance $r$ from the star. So, it should be compared with the scale-length $\ell_B = B/|k \cdot \nabla B|$ along which the star magnetic field itself changes along the photon trajectory. This comparison allows to divide the photon propagation region into three zones: close to the star surface, in the adiabatic region, $\ell_A \ll \ell_B$, so that the photon electric field can instantaneously adapt to the star magnetic field (which is in turn evolving along the photon trajectory), leaving unchanged the original polarization state; outward, in the intermediate region, $\ell_A \approx \ell_B$ and the photon electric field cannot adapt so promptly as before to the star magnetic field, causing a deviation of the polarization states with respect to the emission ones; finally, in the external region (far from the star surface) $\ell_A \gg \ell_B$ and the photon electric field is practically frozen with respect to the star magnetic field, so that the polarization states can change (also dramatically) with respect to those at the emission. In fact, if the magnetic field topology in the external region is still rather chaotic the observed polarization degree turns out to be strongly reduced (even for 100% intrinsic polarization degree), due to the Stokes parameter rotation.

This scenario can be further simplified by introducing the adiabatic radius, or polarization limiting radius, i.e. the distance at which $\ell_A = \ell_B$,

$$r_a \approx 4.8 B_{p,11}^{2/5} E_{1}^{1/5} R_{10}^{1/5} R_{NS},$$

where $B_{p,11}$ is the polar magnetic field strength in units of $10^{11}$ G, $E_1$ is the photon energy in units of 1 keV and $R_{10}$ is the NS radius in units of 10 km. Looking at equation (4) it can be seen that the adiabatic radius is larger for NSs with a stronger magnetic field and for photons with higher energy. Since the farther from the NS surface the more uniform the magnetic field topology, one can expect to observe more polarized X-ray photons for stronger magnetized NSs, with $r_a$ placed at a sufficiently large distance from the star surface to prevent the original polarization pattern to be washed out by geometrical effects (see e.g. Ref. 17).
4. Numerical simulations

To implement our numerical simulations, we used the Monte Carlo code developed by Nobili, Turolla & Zane,\(^\text{15}\) with the addition of a specific module to account for the polarization transport described in section 3. We used a globally twisted magnetic field, with the polar strength \(B_p\), the twist angle \(\Delta \phi_{\text{N-S}}\) and the corresponding velocity \(\beta\) of the magnetospheric particles as input parameters. Since for the ultra-strong magnetic fields expected in the case of magnetars the free-free opacity for X-mode photons turns out to be much suppressed with respect to that of the O-mode ones, we assumed that the emitted photons are 100% polarized in the X-mode at the surface.\(^\text{13}\) Furthermore, owing to the fact that, in the case of interest, the adiabatic radius largely exceeds the typical radius \(r_{\text{res}}\) at which RCS onto magnetospheric electrons may occur, we treated separately the change in polarization state of photons due to scatterings and the evolution of the Stokes parameters determined by vacuum effects. The outputs of the Monte Carlo code are eventually reprocessed in an IDL script to account for the viewing geometry, i.e. the angles \(\chi\) and \(\xi\) that the NS rotation axis makes with the observer line-of-sight (LOS) and the star magnetic axis, respectively.

We computed the observed flux, polarization degree and polarization angle (as functions of the photon energy and the rotational phase) in the case of the AXP 1 RXS J170849.0-400910 \((B_p = 4.7 \times 10^{14} \text{ G}, \Delta \phi_{\text{N-S}} = 0.5, \beta = 0.34,\)
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**Fig. 1.** Flux (left), linear polarization fraction (center) and polarization angle (right) simulated for a 250 ks observation with IXPE of the AXP 1 RXS J170849.0-400910, for \(\chi = 90^\circ, \xi = 60^\circ\) and in the 2–6 keV range (filled circles with error bars). The model from which data are extracted (blue-dashed line) and that obtained for the same values of the input parameters but without accounting for QED effects (red-dashed line) are also shown. The best fit of data obtained using the entire model archive is marked by a blue, solid line.

<table>
<thead>
<tr>
<th>(\chi) (deg)</th>
<th>(\xi) (deg)</th>
<th>(\Delta \phi_{\text{N-S}}) (rad)</th>
<th>(\beta)</th>
<th>(\chi^2_{\text{red}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>90</td>
<td>60</td>
<td>0.5</td>
<td>0.34</td>
</tr>
<tr>
<td>Best fit</td>
<td>90.36 ± 2.16</td>
<td>59.12 ± 1.21</td>
<td>0.49 ± 0.02</td>
<td>0.37 ± 0.07</td>
</tr>
</tbody>
</table>
see Refs. 18, 19), and simulated the response of the IXPE polarimeter for this source (for $\chi = 90^\circ$ and $\xi = 60^\circ$) exploiting the instrumental effective area and modulation factor. The results are shown in Figure 1: the simulated data in the 2–6 keV energy range (filled circles with error bars) are plotted as functions of the rotational phase together with the model from which they are extracted (blue-dashed line) and the same model but with QED effects turned off (red-dashed line). A best fit of the simulated data has been then performed, using an archive of models obtained leaving the input parameters $\chi$, $\xi$, $\Delta \phi_{N-S}$ and $\beta$ free to vary over a wide range of values. The fit (blue-solid line in Fig. 1) recovers the original input parameters within an acceptable degree of accuracy (within 1 $\sigma$, see Table 1), showing the strength of X-ray polarization measurements in extracting the physical and geometrical information of the source. Moreover, the QED-off case turns out to be ruled out at a high confidence level; this would allow us to say to have tested vacuum birefringence effects for the source at hand.

5. Discussion and conclusions

In this work we illustrated the commonly accepted theoretical model to explain the phenomenology of AXPs and SGRs, isolated NSs endowed with ultra-strong magnetic fields (magnetars). We focused in particular on the polarization of the X-ray photons emitted from these sources. In fact, radiation from magnetars is expected to be highly polarized and, due to their strong magnetic fields, these NSs are believed to be the best targets to test vacuum polarization effects, which has not been detected at the magnetic field strengths currently achievable in laboratory.

After having presented the twisted magnetosphere model and discussed the polarization evolution for photons propagating in the magnetized vacuum, we showed the output of our code in the case of the AXP 1 RXS J170849.0–400910, simulating the response of the NASA SMEX polarimeter IXPE, scheduled for the launch in 2021. Throughout our investigation, we assumed, for the sake of simplicity, that photons are emitted from the star surface 100% polarized in the X-mode. However, we point out that our code can also account for different intrinsic polarization patterns. A detailed analysis based on different, more realistic surface emission models is currently under development.

Our plots (see Fig. 1) show that X-ray polarization measurements are potentially able to distinguish between the expectations of our model with and without accounting for vacuum polarization effects. Besides to extract important information on the physics and geometry of the source (such as the values of the viewing angles $\chi$ and $\xi$ and the parameters $\Delta \phi_{N-S}$ and $\beta$, see Table 1), X-ray polarimetry will allow to test QED effects in strong magnetic fields for the first time. Furthermore, since vacuum birefringence can prevent the geometrical depolarization of the collected radiation more effectively for stronger magnetized NSs, (see Sec. 3), the detection of a high degree of polarization can be considered as an indirect evidence for ultra-strong magnetic fields in magnetars.
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The persistent emission of the anomalous X-ray pulsar 4U 0142+61 extends over a broad range of energy, from mid-infrared up to hard X-rays. In particular, this object is unique among soft gamma-ray repeaters (SGRs) and anomalous X-ray pulsars (AXPs) in presenting simultaneously mid-infrared emission and also pulsed optical emission. In spite of having many propositions to explain this wide range of emission, it is still lacking one that reproduces simultaneously all the observations. Filling this gap, we present a model that is able, for the first time, to reproduce simultaneously the entire spectral energy distribution of 4U 0142+61 using plausible physical components and parameters. We propose that the persistent emission comes from an accreting white dwarf (WD) surrounded by a debris disk. This model is thoroughly discussed at Ref. 2 and assumes that: (i) the hard X-rays are due to the bremsstrahlung emission from the post-shock region of the accretion column; (ii) the soft X-rays are originated by hot spots on the WD surface; and (iii) the optical and infrared emissions are caused by an optically thick dusty disk, the WD photosphere, and the tail of the post-shock region emission. In this scenario, 4U 0142+61 harbors a fast-rotator near-Chandrasekhar WD, which is highly magnetized. Such a WD can be formed by a merger of two less massive WDs.
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1. Introduction

4U 0142+61 is an Anomalous X-ray Pulsar (AXP) that presents quiescent emission in a broad range of energy, from mid-infrared up to hard X-rays. In particular, this object is unique among SGR/AXPs in presenting simultaneously mid-infrared emission and pulsed optical emission, which are rare features for the class. Its period is 8.68 s, the spin-down is around $2.0 \times 10^{-12}$ s.s$^{-1}$, and the soft X-rays luminosity is about $10^{35}$ erg.s$^{-1}$.23.

The emission nature of AXP/SGRs is still reason for debate and several scenarios have been proposed to explain their observed spectra and properties, such as the magnetars8, accreting NSs28, quark stars24, or WD pulsars5,20. All the
current models fail to explain the entire spectral range of 4U 0142+61. That problem is not exclusive of 4U 0142+61, since no scenario presents a complete model for the SGR/AXPs class. In this context, we propose that the persistent emission of 4U 0142+61 comes from an accreting isolated WD surrounded by a debris disk, having gas and dusty regions. This scenario is inspired by the periodic flux modulation and by the presence of mid-infrared emission, which is rare for NSs. In fact, apart from the SGR/AXP class in which only 1E 2259+586 and 4U 0142+61 have mid-infrared,\(^{19,30}\), only three isolated NSs have detected mid-infrared: the radio pulsars Crab, Vela, and Geminga\(^{6,27}\). Thus, mid-infrared appears in about 0.3% of all isolated NSs. On the other hand, the presence of mid-infrared in WDs is quite common. Ref. 7 found that about 7% of all isolated WDs presents mid-infrared excess detected by WISE, which reinforces the WD origin for 4U 0142+61. This proceedings presents a study of 4U 0142+61 emission in the context of a WD nature. It is organized as follows. In section 2, we describe the WD accreting model we use to fit 4U 0142+61 data. In section 3, we show the spectral fit of 4U 0142+61. In section 4, we summarize our findings.

2. An accreting WD model for 4U 0142+61

We propose that the components of 4U 0142+61 persistent emission are the WD photosphere, a disk, and an accretion column. The disk is formed by a dusty external region and a gaseous internal region. The dusty disk is optically thick and emits such as a multi-temperature blackbody. The temperature of its inner radius is the grain sublimation temperature, which is about 1500 K for silicates. Conversely, the internal gaseous disk is optically thin and its emission can be neglected. The inner radius of the gaseous disk is equal to the magnetosphere radius. From that point on, the matter flows into the WD surface following the magnetic field lines and the debris disk ceases to exist.

Close to the WD photosphere, the in-falling flow of matter produces a shock, forming an extremely hot region, the so called post-shock region that emits bremsstrahlung. About half of that energy reaches the WD surface, where it is reprocessed, forming a hot spot. Once the high-energy emission for 4U 0142+61 is pulsed, with two peaks per phase, we assume that there are two accreting regions. Thus, we can express the total flux by:

\[
F_{\text{total}} = F_{\text{disk}} + F_{\text{wd}} + F_{\text{spot}} + F_{\text{brem}}. \tag{1}
\]

The WD photosphere \((F_{\text{wd}})\) and the hot spots \((F_{\text{spot}})\) emit as blackbodies, in which the intensity for a given wavelength \(\lambda\) and temperature \(T\) is the Planck function, \(B(\lambda, T)\), whereas the post-shock region emits by thermal bremsstrahlung \((F_{\text{brem}})\). According to Ref. 21, the bremsstrahlung emitted power is:

\[
P(\lambda, T_{\text{brem}}) = 2.051 \times 10^{-22} g f f_{\text{e}}^2 n_e^2 \lambda^{-1} T_{\text{brem}}^{-1/2} \exp \left( \frac{-143.9}{\lambda T_{\text{brem}}} \right). \tag{2}
\]
Assuming that the region is cylindrical, with a height $H_{\text{brem}}$, the optical depth of the bremsstrahlung emission, $\tau_{\text{brem}}$, is:

$$\tau_{\text{brem}} = \frac{H_{\text{brem}} P(\lambda, T_{\text{brem}})}{4\pi B(\lambda, T_{\text{brem}})}.$$  \hspace{1cm} (3)

Assuming that the radius is $R_{\text{brem}}$, and the electron number density is $n_e$, the flux of the bremsstrahlung emission can be written as

$$F_{\text{brem}}(n_e, R_{\text{brem}}, H_{\text{brem}}, T_{\text{brem}}, d) = \frac{(1 - e^{-\tau_{\text{brem}}}) B(\lambda, T_{\text{brem}}) \pi (R_{\text{brem}} d)^2}{4}.$$ \hspace{1cm} (4)

At last, we have the multi-temperature disk component ($F_{\text{disk}}$):

$$F_{\text{disk}}(\nu, T_{\text{in}}, T_{\text{out}}, T_{\text{wd}}, R_{\text{wd}}, d) = 12\pi^{1/3} \cos(i) \left( \frac{R_{\text{wd}}}{d} \right)^2 \times \frac{(2kT_{\text{wd}})}{3h\nu} \left( \frac{h\nu^3}{c^2} \right) \int_{x_{\text{in}}}^{x_{\text{out}}} \frac{x^{5/3}}{e^x - 1} \, dx.$$ \hspace{1cm} (5)

In this equation, $x = h\nu/kT$, where $T$ is the debris disk temperature, which ranges from $T_{\text{out}}$ to $T_{\text{in}}$ and $T_{\text{wd}}$ is the WD effective temperature. The model, as well as the parameters for each flux component, are described thoroughly in Ref. 2.

3. Fitting 4U 0142+61 SED

As the model parameters for each spectral region are not the same, we opted to fit spectral regions separately. To fit the SED of 4U 0142+61, we use the data presented in Figure 1. These data are dereddened and deabsorbed. We have used Markov Chain Monte Carlo MCMC to estimate the parameters and their uncertainties. The results are shown in Table 1 and Figure 1. We consider a distance of 3.78 kpc and $N_H = 6.4 \times 10^{21}$ cm$^{-2}$.

The fit quality of the hard X-rays increases for high bremsstrahlung temperatures, which can only be achieved for near-Chandrasekhar white dwarfs. We adopt a WD having mass of 1.41 $M_\odot$ and radius of 1021 km. This corresponds to a bremsstrahlung temperature of 674.5 keV, which was considered as a fixed parameter.

After modelling the hard X-rays, we find the best fit for soft X-rays. The bremsstrahlung component is also included in the fit of the soft X-ray SED. To be consistent with the double peak in the soft X-rays light curve, we use two blackbodies components, which can have different temperatures and radii.
To fit the optical and infrared emission, we use the WD photosphere blackbody and the debris disk. The high-energy components are included in the fit and the tail of bremsstrahlung component from the post-shock region also contributes to the optical emission as shown in Figure 1. The flux of the disk is given by Eq. (5). We use the same values of $R_{wd}$ derived from the bremsstrahlung fit.
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Fig. 1. Derreddened and deabsorbed SED of 4U 10142+61 along with the best fit. The continuous black curve is the complete fit, the long-dashed curve is the disk component, the dot-dashed curve is the WD photosphere, the two dotted curves are the hot spots components, and the short-dashed curve is the bremsstrahlung component. The black crosses are the data in low-energies used to fit the model and are from Spitzer (mid-infrared)$^{30}$, Gemini (near-infrared)$^{10}$ and GTC (optical)$^{22}$; green crosses represent the soft X-ray data from Suzaku$^{11}$; the blue crosses are the INTEGRAL data. Left-bottom panel: Zoom at the high-energy end. Right-bottom panel: Optical and infrared region. The red data$^{15,16}$ is displayed for comparison.

4. Conclusions

We obtained a good fit for the entire SED of 4U 0142+61. The optical/infrared emission of 4U 0142+61 comes from the WD itself and from the debris disk with a non-negligible contribution from the low-energy tail of the post-shock region. The hard X-rays is emitted by the accretion column and the soft X-rays by two hot spots in the WD photosphere.

The hard X-rays bremsstrahlung implies a near-Chandrasekhar WD, assumed to have a mass of 1.41 $M_\odot$ and a radius of 1021 km. Moreover, from the optical/infrared emission, we obtain an WD effective temperature of $9.4 \times 10^4$ K. Those radius and temperature point out to an young WD. The inner and outer disk temperatures are 1.991 K and 285 K.

In short, we were able to present a model that explains all the quiescent emission of 4U 0142+61, as well as the observed spin-down. Such a WD can be understood as the result of a recent merger of two less massive WDs.
Table 1. Parameters of the fitting of 4U 0142+61 in the accreting WD model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>distance of 4U 0142+61</td>
<td>3.78 kpc</td>
</tr>
<tr>
<td>$N_{\text{H}}$</td>
<td>columnar density of hydrogen</td>
<td>$6.4 \times 10^{21}$ cm$^{-2}$</td>
</tr>
<tr>
<td>$T_{\text{brem}}$</td>
<td>temperature of the emission for the accretion column</td>
<td>674.5 keV</td>
</tr>
<tr>
<td>$M_{\text{WD}}$</td>
<td>WD’s mass</td>
<td>1.41 $M_{\odot}$</td>
</tr>
<tr>
<td>$R_{\text{WD}}$</td>
<td>WD’s radius</td>
<td>1.021 $10^5$ cm</td>
</tr>
<tr>
<td>$\dot{M}$</td>
<td>accretion rate</td>
<td>$3.43 \times 10^{17}$ gs$^{-1}$</td>
</tr>
<tr>
<td>$R_{\text{brem}}$</td>
<td>radius of the hard X-ray emission</td>
<td>14.03 $10^5$ cm</td>
</tr>
<tr>
<td>$H_{\text{brem}}$</td>
<td>height of the accretion column</td>
<td>1.27 $10^5$ cm</td>
</tr>
<tr>
<td>$n_e$</td>
<td>electrons number density</td>
<td>$2.05 \times 10^{19}$ cm$^{-3}$</td>
</tr>
<tr>
<td>$\chi^2_{\text{brem}}/\text{dof}$</td>
<td>reduced chi square for the hard X-rays</td>
<td>0.85</td>
</tr>
<tr>
<td>$T_{\text{spot1}}$</td>
<td>temperature of the spot 1</td>
<td>$0.632 \pm 0.033$ keV</td>
</tr>
<tr>
<td>$R_{\text{spot1}}$</td>
<td>radius of the spot 1</td>
<td>$2.35 \pm 0.45$ $10^5$ cm</td>
</tr>
<tr>
<td>$T_{\text{spot2}}$</td>
<td>temperature of the spot 2</td>
<td>$0.337 \pm 0.012$ keV</td>
</tr>
<tr>
<td>$R_{\text{spot2}}$</td>
<td>radius of the spot 2</td>
<td>$13.83 \pm 0.73$ $10^5$ cm</td>
</tr>
<tr>
<td>$\chi^2/\text{dof}$</td>
<td>reduced chi square for the soft X-rays</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Optical/Infrared

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{WD}}$</td>
<td>WD’s effective temperature</td>
<td>$9.4\pm 7.3 \times 10^4$ K</td>
</tr>
<tr>
<td>$T_{\text{in}}$</td>
<td>inner temperature of the debris disk</td>
<td>$1.991\pm 16$ K</td>
</tr>
<tr>
<td>$T_{\text{out}}$</td>
<td>outer temperature of the debris disk</td>
<td>$285 \pm 200$ K</td>
</tr>
<tr>
<td>$R_{\text{in}}$</td>
<td>inner radius of the debris disk</td>
<td>$2.35 \pm 0.03 R_{\odot}$</td>
</tr>
<tr>
<td>$R_{\text{out}}$</td>
<td>outer radius of the debris disk</td>
<td>$31\pm 12 R_{\odot}$</td>
</tr>
</tbody>
</table>

Note. The fixed parameters were derived before the fit by independent methods. For the infrared/optical fit all the X-rays parameters are considered fixed, therefore, $R_{\text{wd}}$ is not a fitted parameter for this range of energy. The 1σ uncertainties for the last digit for the fitted parameters are in parenthesis.
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