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## Abstract

Proposed in the early 1990s, the enhanced assumed strain (EAS) method is one of the probably most successful mixed finite element methods for solid mechanics. The present cumulative dissertation gives a comprehensive overview of previous publications on that method and covers recent improvements for EAS elements. In particular, we describe three key issues of standard EAS elements and develop corresponding solutions.

The first issue concerns the low robustness of EAS elements in the Newton-Raphson scheme, which is characterized by the necessity for small load steps and many Newton iterations for the solution to converge. This behavior can be improved with the mixed integration point approach. That method was recently proposed for displacement-based elements and is extended to EAS elements in this work. The second issue deals with mesh distortion sensitivity, which is greatly reduced with a Petrov-Galerkin approach (unsymmetric stiffness matrix) in this dissertation. In fact, it can be shown that an unsymmetric stiffness matrix is a prerequisite to get elements with optimal performance for arbitrary element shapes (MacNeal's theorem). The newly proposed Petrov-Galerkin EAS ansatz is rather simple compared to many existing low-order Petrov-Galerkin methods and it enables to construct an element, which is exact in many bending problems regardless of element shape. Finally, we propose an alternative EAS framework for nonlinear kinematics based on enhancement of the spatial displacement gradient. It allows to eliminate the spurious hourglass instabilities of EAS elements, which have been under investigation for the last thirty years.

All in all, the newly proposed EAS element is robust, insensitive to mesh distortion and hourglassing-free. Thereby, it overcomes three of the most serious issues of present EAS elements and further improves their practical usability.

Keywords: enhanced assumed strain (EAS), mixed integration point, nonlinear preconditioner, Petrov-Galerkin, mesh distortion sensitivity, hourglassing-instabilities, stable finite elements, finite deformations

## Kurzfassung

Bereits zu Beginn der 1990er wurde die enhanced asssumed strain (EAS) Methode vorgestellt, die eine der am weitesten verbreiteten gemischten Finite-Elemente-Methoden für die Festkörpermechanik ist. Die vorliegende kumulative Dissertation gibt einen ausführlichen Überblick über existierende Literatur zu dieser Methode und befasst sich außerdem mit einigen vor Kurzem eingeführten Verbesserungen für EAS-Elemente. Dabei werden drei bei EAS-Elementen auftretende Kernprobleme beschrieben und Lösungen dafür vorgestellt.

Das erste Problem betrifft die geringe Robustheit von EAS-Elementen im Newton-RaphsonAlgorithmus, womit die hohe Anzahl an benötigten Lastschritten und Newton-Iterationen für die Konvergenz der Lösung bezeichnet wird. Dieses Verhalten kann mittels mixed integration point Ansatz verbessert werden. Diese Methode wurde vor Kurzem für Verschiebungselemente vorgestellt und wird in dieser Arbeit auf EAS-Elemente erweitert. Das zweite Problem betrifft die Empfindlichkeit bei Netzverzerrung, die in dieser Dissertation mit einem Petrov-Galerkin Ansatz (unsymmetrische Steifigkeitsmatrix) stark reduziert werden kann. Es existiert sogar ein Beweis, dass eine unsymmetrische Steifigkeitsmatrix eine notwendige Bedingung ist um optimale Ergebnisse unabhängig von der Elementform zu erhalten (MacNeals Theorem). Der neu vorgeschlagene Petrov-Galerkin EAS-Ansatz ist einfacher im Vergleich zu anderen Petrov-Galerkin Elementen mit niedriger Ansatzordnung und erlaubt die Konstruktion finiter Elemente, die unabhängig von der Elementform exakte Ergebnisse in vielen Biegeproblemen liefern. Abschließend wird ein alternatives EAS-Element für nichtlineare Probleme vorgestellt. Es basiert auf der Erweiterung des räumlichen Verschiebungsgradienten und ermöglicht es, die künstlichen Hourglass-Instabilitäten, die schon seit dreißig Jahren untersucht werden, zu beheben.

Zusammenfassend ist das neue EAS-Element robust, netzverzerrungsunempfindlich und frei von Hourglass-Instabilitäten. Damit werden einige der größten Nachteile von heutigen EAS-Elementen behoben und die praktische Anwendbarkeit kann dadurch weiter gesteigert werden.

Schlüsselwörter: enhanced assumed strain (EAS), mixed integration point, nichtlineare Vorkonditionierer, Petrov-Galerkin, Netzverzerrungsempfindlichkeit, HourglassInstabilitäten, stabile Finite-Elemente, große Deformationen
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## 1. Introduction

The rising level of complexity and optimization of modern engineering structures would not have been possible without powerful numerical simulation tools. Contemporary general-purpose and multi-physics numerical software allows to accurately predict the behavior of complex systems, which could previously only be studied with expensive and time-consuming experiments [154]. Two key ingredients facilitate these simulations: First, the ever-growing computational power, which allows to inexpensively solve more and more complex problems and enables higher resolution both in space and time. Second, the research effort put into developing and improving numerical methods, such as, e.g., the finite volume method, finite difference method, boundary element method and finite element method (FEM).

For solid mechanics, the FEM is arguably the most important method. Nowadays, there are hardly any civil or mechanical engineers not using finite element software to design their structures. The key idea of the FEM is to split the complex geometry of the problem into the name-giving elements of simple shape and compute an approximate solution using the weak form of a partial differential equation. When the FEM was established precisely is not easy to determine, as both mathematicians and engineers proposed parts crucial to the modern FEM in the early 20th century [162]. However, there seems to be a consensus that Clough (e.g., $[33,162]$ ) was the first to use the term finite element method. One of the earliest works including most of the key ingredients of modern elements, namely numerical integration as well as a generalized isoparametric concept, was published by Irons [61] in 1966. Since then, there has been a plethora of publications, implementations and, of course, practical applications of the FEM.

A particular class of broadly applied finite elements are low-order elements with simple shapes and ansatz functions (e.g., triangles and quadrilaterals). The key advantages of such elements are their computational efficiency and simplicity in terms of mesh generation. Furthermore, low-order elements behave favorably when singularities arise, which are inevitable in real-world problems. This makes them especially suitable for nonlinear problems (see MacNeal [85] and Wriggers [154]). Unfortunately however, simple loworder elements suffer from severe locking, which denotes artificially high stiffness due to the numerical method. Locking of low-order displacement-based elements is in fact so severe, that they cannot be effectively applied without further remedies.

For implicit analyses (statics, slow/long-term dynamics) mixed methods are probably the most powerful tools to overcome locking. In contrast to the usual irreducible forms of differential equations, a mixed method incorporates additional unknowns which can be
eliminated without loosing the well-definedness of the problem (see Zienkiewicz [162] ${ }^{1}$ ). However, in numerical simulations it is possible to use these additional degrees of freedom to improve the numerical behavior of an element. One of the first ${ }^{2}$ mixed finite elements was already proposed in 1965 by Herrmann [51], who introduced the pressure as independent variable in order to overcome volumetric locking (see also [27, 60, 135]). This type of locking is associated with (nearly) incompressible material models (e.g., rubbers and plastic deformations of metals) and is one of the two main types of locking in solid mechanic simulations. The other main type is shear locking, which arises in bending-dominated problems and cannot be cured with mixed methods based on pressure interpolations alone. Simultaneously curing both types of locking is, e.g., possible with mixed methods, that use the full stress and/or strain tensor as additional independent variable. Assumed stress elements, which use an independent stress field, are usually based on a HellingerReisner variational principle and work extremely well in linear elasticity (e.g., [42, 110, 112]). Unfortunately, it is hardly possible to extend assumed stress elements to nonlinear problems as this requires an inverse stress-strain relation which scarcely exists (cf. [98, 145]). This problem can be overcome with an independent strain field. The resulting strain-driven elements harmonize well with the usual strain-driven constitutive equations making this type of element applicable in a wide range of examples [15]. The first class of such elements were the ad-hoc formulated incompatible mode models ${ }^{3}$ first presented by Wilson et al. [149] in 1973 and later adapted by Taylor et al. [141] to pass the patch test. A generalization of incompatible mode models is the enhanced assumed strain (EAS) method presented by Simo and Rifai [134] in 1990. It is based on a Hu-Washizu variational framework and serves as a mathematically sound ${ }^{4}$ justification of the incompatible mode models. Since the publication of the seminal work by Simo and Rifai [134], there has been a long history of publications on the EAS method (see, e.g., [47, 67, 69, 120, 131, 132] among many others). However, to keep the present introduction more concise, we refer to the introductions of the four publications reproduced in this dissertation for a comprehensive literature overview of the EAS method.

Due to the advantages described above, the EAS method has been implemented into several commercial FEM-codes and found wide application. However, there are still several open issues concerning EAS elements as shown by, e.g., Pfefferkorn and Betsch [107] and in Section 1.1. Thus, it is of high practical value to further improve EAS elements, which is the goal of the present cumulative dissertation.

[^0]
### 1.1. Motivation and methods

This motivation is based on the work of Pfefferkorn and Betsch [107], where three key issues of existing EAS elements are discussed. All three are addressed in-depth in this thesis and solutions/improvements are proposed for each of the problems.

## Robustness

The first issue covered in this dissertation is the lack of robustness of EAS elements in the Newton-Raphson (NR) scheme. Poor robustness is characterized by the necessity of small load steps and a high number of NR-iterations to obtain convergence. Thus, in this sense, robustness also implies numerical efficiency, since less costly matrix factorizations are necessary. In this motivation we consider the simple clamped beam example [109] shown in Figure 1.1 for an illustration of the phenomenon. Comparing the required number of NR-iterations $n_{\mathrm{NR}}$ of the assumed stress element Q1/S5 [145] with the standard nonlinear EAS element Q1/E4 [131], reveals the poor robustness of the latter.

A simple remedy for that behavior is based on the mixed integration point (MIP) method (see Magisano et al. [88]), which is extended to EAS elements in [109] (see Chapter 3). The so-modified EAS element has substantially increased robustness similar to Q1/S5.



Figure 1.1.: Robustness in the Newton-Raphson scheme illustrated with a clamped beam example. Problem setup with geometry and boundary conditions (left). Required number of NR-iterations $n_{\mathrm{NR}}$ in dependence of the bulk modulus $K=E /(3-6 \nu)$ with one load step for St. Venant-Kirchhoff material (right) [109].

## Mesh distortion sensitivity

The second issue concerns sensitivity of EAS elements to mesh distortion. Again, a simple example (see, e.g., $[106,134]$ ) shown in Figure 1.2 allows to analyze the problem. The linear elastic clamped beam is subjected to a pure bending moment and meshed with two increasingly distorted elements. Both the assumed stress element Q1/S5 [110] and the EAS element Q1/E4 [134] are able to give the analytic result $\delta=1$ in case of a rectangular mesh. However, in case of distorted meshes the performance drops substantially. This behavior is in accordance with MacNeal's theorem [84] which states, that no element can simultaneously pass the patch test and be exact in higher order problems (e.g., bending)
unless the stiffness matrix is unsymmetric. Constructing such elements is the key idea of the unsymmetric FEM, which was first proposed by Rajendran [117] for higher-order elements. Unfortunately, it is rather difficult to find suitable ansatz spaces for low-order finite elements.

A novel well-working unsymmetric low-order approach has recently been presented by Pfefferkorn and Betsch [106] (see Chapter 4), who proposed a Petrov-Galerkin EAS framework. That element is straightforward to construct and insensitive to mesh distortion without the serious drawbacks of earlier proposed unsymmetric low-order finite elements.


Figure 1.2.: Mesh distortion sensitivity. Setup of the mesh distortion test (left) and normalized displacement in dependence of distortion $s$ (right) [106].

## Hourglassing instabilities

The final issue considered in this work are spurious hourglassing instablities of EAS elements in nonlinear simulations, which were already mentioned in the conclusion of the first work on nonlinear EAS elements by Simo and Armero [131]. Wriggers and Reese [156] provide the first thorough explanation of that phenomenon for element Q1/E4 [131] for a hyperelastic block under compression. Fortunately, there is a relatively simple fix to overcome this problem in the absence of material instabilities. The solution is to use the transpose of the originally proposed Wilson-modes as ansatz for the enhanced field (see [47, 69], element Q1/E4T). However, a similar hourglassing phenomenon occurs in elasto-plastic simulations (and for other materials with instabilities) under tension as shown in Figure 1.3 for an elasto-plastic necking simulation (see, e.g., [8, 47, 105]). The test illustrates, that regardless of choice of ansatz functions, there is hourglassing for existing EAS elements. In fact, hourglassing in elasto-plastic simulations is not only a problem of EAS elements, but concerns other mixed elements as well, as shown in detail in the work of Hille et al. [52].

A solution to this problem is to enhance the spatial displacment gradient instead of the usual deformation gradient, which has recently been proposed by Pfefferkorn and Betsch [108] (see Chapter 5) for implicit problems and similarly by Schmied [125] for explicit problems.


Figure 1.3.: Typical hourglassing patterns in a 2D elasto-plastic necking simulation. Results for Q1/E4 (left) and Q1/E4T (right) taken from [105].

### 1.2. Outline

The present cumulative dissertation is structured into six chapters. Chapter 1 gives an introduction to the topic and describes the open issues solved with the novel approaches presented in the remainder of this work. Chapters 2 to 5 contain the cumulative part of the dissertation, each chapter reproducing one publication. Naturally, every work can be read independently. Therefore, repetitions and changes of notation are inevitable. In detail the chapters are structured as follows:

Chapter 2 reproduces [104]. This chapter gives a comprehensive overview of existing EAS finite elements, focusing on the various transformations and ansatz functions, that have been proposed for EAS elements (Section 2.2). Furthermore, we present novel approximations for both parts of the deformation gradient, which improve the element's performance ${ }^{5}$. Another main concern of Chapter 2 is the effect of various transformations and ansatz functions on the patch test, which is covered in Section 2.2.4. In particular, it is shown, that the modification of the compatible part of the deformation gradient for improved locking behavior (Simo et al. [132]) causes failure of the patch test, which is in contrast to a newly proposed correction. In general, Chapter 2 can be seen as summary of the status quo of EAS elements and as comprehensive introduction to the remainder of the work.

Chapter 3 reproduces [109]. This chapter addresses the first issue listed in Section 1.1. It thoroughly discusses the difference in robustness between assumed stress and EAS elements exemplified at a simple model problem in Section 3.3. Subsequently, the mixed interpolation point (MIP) method proposed by Magisano et al. [88] is extended to general material models in Section 3.4 and to EAS elements in Section 3.5. It is then shown with extensive numerical studies in Section 3.6, that the MIP approach can be used to improve robustness of EAS elements in many examples. Furthermore, Section 3.A introduces a novel inverse stress-strain relation for a Neo-Hookean material model.

Chapter 4 reproduces [106]. This chapter introduces a Petrov-Galerkin EAS framework for linear elasticity used to reduce mesh distortion sensitivity of EAS elements, that is, the second issue in Section 1.1. To that end we revisit MacNeal's theorem in Section 4.2

[^1]and determine design conditions for optimal Petrov-Galerkin EAS elements in Section 4.3. The newly developed ansatz spaces to fulfill the design conditions are established in Section 4.4. Numerical investigations are presented in Section 4.5 and demonstrate the increased numerical performance obtained with the Petrov-Galerkin EAS ansatz. Besides the reduced mesh distortion sensitivity, further interesting features of the novel element are the exact numerical integration with standard Gauss quadrature and the equivalence to the standard EAS element [134] in case of regular meshes.

Chapter 5 reproduces [108]. This final chapter introduces a Petrov-Galerkin EAS framework for nonlinear solid mechanics overcoming all three major issues listed in Section 1.1. The key novelty of this chapter is the enhancement of the spatial displacement gradient introduced in Section 5.2 (see also Schmied [125]). Furthermore, the MIP approach developed in Chapter 3 and the Petrov-Galerkin ansatz from Chapter 4 are also employed (see Section 5.3) to get a robust and mesh distortion insensitive finite element. Properties and features of the newly proposed mixed element are listed in Section 5.4 before Section 5.5 covers extensive numerical studies, showing, that the element performs extremely well in many simulations. In particular, it is the only locking-free low-order element without artificial stabilization parameters, that is also hourglassing-free in all tests notoriously known to trigger instabilities for standard low-order mixed elements.

Chapter 6 concludes the present cumulative dissertation by summarizing the findings and giving an outlook to possible future research.

# 2. On transformations and shape functions for enhanced assumed strain elements 

## This chapter reproduces:*

Pfefferkorn R and Betsch P. "On Transformations and Shape Functions for Enhanced Assumed Strain Elements". In: Int 7 Numer Meth Eng. 120(2): 231-261, 2019. DoI: 10.1002/ nme. 6133


#### Abstract

We summarize several previously published geometrically nonlinear EAS elements and compare their behavior. Various transformations for the compatible and enhanced deformation gradient are examined. Their effect on the patch test is one main concern of the work, and it is shown numerically and with a novel analytic proof that the improved EAS element proposed by Simo et al. [132] does not fulfill the patch test. We propose a modification to overcome that drawback without loosing the favorable lockingfree behavior of that element. Furthermore, a new transformation for the enhanced field is proposed and motivated in a curvilinear coordinate frame. It is shown in numerical tests that this novel approach outperforms all previously introduced transformations.


Keywords: enhanced assumed strain (EAS), finite deformations, hourglassing, mixed finite elements, patch test, transformations

* Accepted version of the cited work. Reproduced with permission. ©2019 John Wiley \& Sons Ltd.


### 2.1. Introduction

The computer simulation of large-scale solid mechanics problems requires robust, loworder and efficient general purpose finite elements. Such elements should be free of shear and volumetric locking, exhibit good coarse mesh accuracy and be insensitive to mesh distortion frequently induced by mesh generators (see Wriggers [154]). Additionally, no spurious (nonphysical) instabilities should arise from the element formulation. Unfortunately, low-order isoparametric displacement elements do not meet all of these criteria and show, e.g., severe locking in bending dominated problems as well as in the incompressible limit. Thus, there is a long history of various mixed methods, which incorporate extra fields such as strain or stress as primary variables in addition to the displacement.

A particular class of widely used mixed elements is based on the enhanced assumed strain (EAS) method, which was introduced for linear kinematics by Simo and Rifai [134] and for nonlinear kinematics by Simo and Armero [131] in the early 1990s. It is based on a Hu -Washizu type variational functional (see [148]) and its key idea is to introduce an enhanced strain field in addition to the compatible strain computed from the displacement field. This facilitates greatly reduced locking both in the nearly incompressible limit and in bending dominated problems ${ }^{1}$. The EAS method gives a mathematically solid foundation for the earlier introduced popular incompatible mode model by Wilson et al. [149], which was further improved by Taylor et al. [141] to pass the patch test. Note, that the element presented by Taylor et al. [141] is a special case of an EAS element. Moreover, all EAS-elements can be expressed as incompatible mode elements with the more complex scheme developed by Bischoff and Romero [22].
The EAS method provides a framework to construct finite elements with many desired properties. They can be constructed completely locking free, are relatively insensitive to mesh distortion, exhibit good coarse mesh accuracy and nonlinear material laws can easily be implemented due to the strain driven format. Thus, there is a plethora of publications on the method in various fields such as shell structures, modeling of failure and even diffusion problems (e.g., $[3,9,17,28,71,80]$ ). In the present work, however, focus is put on two-dimensional and three-dimensional nonlinear solid mechanics (e.g., $[8,11,12,17$, $36,47,63,64,66-70,92,95,122,124,131,132,136,138,143,147,155]$ among others).
As mentioned above, the first geometrically nonlinear EAS element was proposed by Simo and Armero [131]. It is based on an enhancement of the deformation gradient and uses the nine (in 3D) Wilson-modes as shape functions for the enhanced deformation gradient. This element was then improved by Simo et al. [132] with three additional enhanced modes and a modification of the compatible deformation gradient to get a completely locking free element, which is important especially in elasto-plastic simulations as shown by Andelfinger et al. [4]. Unfortunately, the element presented in [132] does not fulfill the patch test (see [95, 155]). This issue will be thoroughly addressed in the present work. Another completely locking free element with a total of 21 enhanced modes, that passes the patch test was introduced by Andelfinger and Ramm [3]. A disadvantage of approaches using that many enhanced modes is the limited convergence radius of Newton's method due to the higher number of degrees of freedom from the higher order enhanced modes.
However, the probably most important drawback of the EAS method are nonphysical instabilities, which were already mentioned in the very first publication of Simo and Armero [131]. Interestingly, these instabilities arise only in the geometrically nonlinear case. In the linear case, the EAS method does not exhibit nonphysical instabilities, if three simple requirements are met (see [10, 120, 134]). However, the first nonlinear EAS element presented by Simo and Armero [131] exhibits an hourglassing instability under compression regardless of the material model used. This was first thoroughly covered and examined by Wriggers and Reese [156], Reese [121] for a Neo-Hookean material

[^2]and de Souza Neto et al. [37] for elasto-plasticity. These works showed that hourglassing occurs in a simple one element test case. More recently, Sussman and Bathe [138] showed, that these instabilities arise even in states of small strain, if the geometric aspect ratio of the elements is large. This renders EAS elements based on Wilson-modes almost unusable.
Thus, there have been many attempts to cure the instability, but none of which has proven to solve all problems so far. A first approach was presented by Korelc and Wriggers [69], whose element was adapted for objectivity by Glaser and Armero [47]. They proposed using the transpose of the Wilson-modes as shape functions for the enhanced deformation gradient and showed that the resulting element is free of spurious instabilities at least for the considered hyperelastic material. Unfortunately, for elasto-plastic and unstable elastic materials (see [47]) it still exhibits spurious hourglassing modes (see Armero [8]). Note, that the linearization of both, the modified element [47] and the standard EAS element based on Wilson-modes [131], yields the same geometrically linear EAS element [134].
Further attempts to remove the instability have been conducted in, e.g., $[6,8,36,47,67$, 123, 124, 147]. The elements of Glaser and Armero [47] and Korelc et al. [67] rely on the transpose Wilson-modes with further modifications, such as Taylor-expansion of the shape functions (see [68, 70]) in case of the element by Korelc et al. [67]. These elements are still not completely hourglassing free unless additional stabilization terms with arbitrary stabilization parameters are introduced. Such artificial stabilization techniques are also used, e.g., by Reese and Wriggers [124] and Reese [123], Wall et al. [147] and Areias et al. [6]. The latter work uses a penalty form of the usual variational framework for the EAS method. This penalty term has to be activated if hourglassing arises but then predates the benefits of the EAS method. Armero [8] introduced a combination of the EAS method by Glaser and Armero [47] with the mixed pressure element by Simo et al. [135]. The formulation further improves stability of the element by Glaser and Armero [47] but does not yield an unconditionally stable element (see [8]). Crisfield et al. [36] proposed enhancing the right stretch tensor instead of the deformation gradient which yields a very complex formulation due to the needed co-rotational finite element framework and seems to induce locking in some cases (see [154]). Another attempt made by MüllerHoeppe et al. [95] splits the deformation into a homogeneous and inhomogeneous part. The instability is then removed by applying geometric nonlinear enhancement only to the homogeneous part and treating the enhancement of the inhomogeneous one with methods from linear theory. Apart from being nonphysical, major problems arise in the construction of material models for the method. A final possibility is to remove some critical enhancement modes as done, e.g., by Krischok and Linder [71], but this method removes the beneficial effects of those modes as well. Thus, it must be a case to case decision, if these modes are necessary to retain an efficient EAS element. All in all, there is so far no unconditionally stable EAS element without other major drawbacks.

The purpose of the present work is to summarize and compare shape functions and transformations previously used for EAS elements. One principal point is the modification of the compatible deformation gradient presented by Simo et al. [132], which leads to a
violation of the patch test in generally distorted meshes (see [95, 155]). In the present work, we show that this failure can be cured with a simple modification which stems from the hourglass-stabilization introduced by Flanagan and Belytschko [40]. We provide numerical and more importantly analytic proof, that the patch test is fulfilled by the newly developed approach. Furthermore, a new transformation between the reference and physical frame is proposed for the enhanced deformation gradient. This transformation is motivated with the help of a curvilinear coordinate system. Numerical investigations show the superior behavior of the novel approach compared to previously used formulas.

The present work is structured as follows. Section 2.2 briefly reviews the geometrically nonlinear EAS method and different approaches used within that framework. Focus is for that matter put on the finite element approximation of the compatible and enhanced deformation gradient in Section 2.2.2 and the patch test in Section 2.2.4. Details about the curvilinear framework to derive the novel transformation approach are given in Appendix 2.A. Additional information on computations needed to fix the violation of the patch test by the element of Simo et al. [132] is given in Appendix 2.B. Furthermore, Appendix 2.C covers the analytic proof, that the newly proposed improved version of the modification of Simo et al. [132] passes the patch test for arbitrarily distorted meshes. Numerical investigations to examine the properties of the elements introduced in Section 2.2 are given in Section 2.3, where standard benchmarks are used to assess the elements. Finally, a conclusion summarizes the work in Section 2.4.

### 2.2. Enhanced assumed strain method

This section briefly reviews the framework of the EAS-method for nonlinear kinematics, which was first presented by Simo and Armero [131]. Focus is put on the finite-element approximations of the deformation gradient. Various transformations for the compatible and incompatible field (see, e.g., [47, 71, 132, 134]) are summarized and partly motivated with the help of a curvilinear coordinate system. Furthermore, novel transformations are introduced for both parts of the deformation gradient.

### 2.2.1. Variational framework

The motion of a deformable body from its reference configuration $\mathcal{B}_{0} \in \mathbb{R}^{3}$ to its current configuration $\mathcal{B} \in \mathbb{R}^{3}$ is described by a bijective deformation map $\varphi: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3}$, which maps material points $\mathrm{X} \in \mathcal{B}_{0}$ onto spatial points $\mathrm{x}:=\boldsymbol{\varphi}(\mathrm{X}) \in \mathcal{B}$. On a portion $\partial_{\varphi} \mathcal{B}_{0}$ of the boundary $\partial \mathcal{B}_{0}$ the displacement is prescribed by $\overline{\boldsymbol{\varphi}}: \partial_{\varphi} \mathcal{B}_{0} \rightarrow \mathbb{R}^{3}$. Altogether the deformation map is given by

$$
\begin{equation*}
\boldsymbol{\varphi} \in \mathcal{U}=\left\{\boldsymbol{\varphi}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3} \mid(\boldsymbol{\varphi})_{i} \in H_{1}, \operatorname{det}(\mathrm{D} \boldsymbol{\varphi})>0 \text { and } \boldsymbol{\varphi}(\mathbf{X})=\overline{\boldsymbol{\varphi}}(\mathbf{X}), \mathbf{X} \in \partial_{\varphi} \mathcal{B}_{0}\right\} . \tag{2.1}
\end{equation*}
$$

The key idea of the geometrically nonlinear EAS method first presented by Simo and Armero [131] is to recast the deformation gradient $F(X)$ at a material point $X$ into the form

$$
\begin{equation*}
\mathbf{F}(\mathbf{X})=\mathbf{F}_{\varphi}(\boldsymbol{\varphi})+\tilde{\mathbf{F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}), \tag{2.2}
\end{equation*}
$$

where ${ }^{2} \mathbf{F}_{\varphi}=\partial \boldsymbol{\varphi} / \partial \mathbf{X}=\mathrm{D} \boldsymbol{\varphi}(\mathrm{X})$ and $\tilde{\mathbf{F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha})$ represent the compatible and enhanced part of the deformation gradient, respectively. Furthermore, the enhanced deformation gradient

$$
\begin{equation*}
\tilde{\mathbf{F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \in \tilde{\mathcal{F}}=\left\{\tilde{\mathbf{F}}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3 \times 3} \mid(\tilde{\mathbf{F}})_{i j} \in L_{2}\right\} \tag{2.3}
\end{equation*}
$$

is introduced as function of the deformation $\varphi \in \mathcal{U}$ and $n_{\text {enh }}$ enhanced parameters $\alpha_{i}, i=1, \ldots, n_{\text {enh }}$ arranged in vector $\boldsymbol{\alpha} \in\left\{\boldsymbol{\alpha}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{n_{\text {enh }}} \mid \alpha_{i} \in L_{2}\right\}$.
Remark 2.1. Enhancing the deformation gradient (2.2) is not the only possible form of enhancement. Other kinematic measures can be enhanced analogously. Refer to, e.g., [17, 41, 66, 93, 147] (enhancement of the Green-Lagrange-Strain) and [36] (enhancement of the right stretch tensor combined with co-rotational approach).
Remark 2.2. Note, that the dependence of $\tilde{\mathbf{F}}(2.3)$ on $\boldsymbol{\varphi}$ and $\boldsymbol{\alpha}$ is a general case employed, e.g., in [47, 132] and can be simplified significantly, if the enhanced field can be derived from an incompatible displacement field (see Section 2.2.2.2 and [132]).

Definitions (2.1) and (2.3) enable to give the Hu-Washizu-type variational functional of the EAS method for a hyperelastic material with polyconvex strain-energy-function $W(\mathbf{F})$ through (see [131])

$$
\begin{equation*}
\Pi_{\mathrm{EAS}}(\boldsymbol{\varphi}, \tilde{\mathbf{F}}, \mathbf{P})=\int_{\mathcal{B}_{0}} W(\mathbf{F})-\mathbf{P}: \tilde{\mathbf{F}} \mathrm{d} V+\Pi_{\mathrm{ext}}(\boldsymbol{\varphi}), \tag{2.4}
\end{equation*}
$$

where $\Pi_{\text {ext }}(\boldsymbol{\varphi})$ denotes the potential of external forces not further specified here. The third argument of $\Pi_{\mathrm{EAS}}$, namely P , is a stress-like variable and can be interpreted as Lagrange multiplier ensuring that condition $\tilde{\mathbf{F}}=\mathbf{0}$ holds in a continuous setting. It is defined by

$$
\begin{equation*}
\mathbf{P} \in \mathcal{P}=\left\{\mathbf{P}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3 \times 3} \mid(\mathbf{P})_{i j} \in L_{2}\right\} . \tag{2.5}
\end{equation*}
$$

The stationary conditions of (2.4) with respect to $\varphi \in \mathcal{U}, \tilde{\mathbf{F}} \in \tilde{\mathcal{F}}$ and $\mathbf{P} \in \mathcal{P}$ are given in a next step. The corresponding admissible variations are $\delta \boldsymbol{\varphi} \in \mathcal{V}, \delta \tilde{\mathbf{F}} \in \tilde{\mathcal{F}}$ and $\delta \mathbf{P} \in \mathcal{P}$, where the set of admissible variations for the deformation $\boldsymbol{\varphi}$ has the form

$$
\begin{equation*}
\mathcal{V}=\left\{\boldsymbol{\varphi}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3} \mid(\boldsymbol{\varphi})_{i} \in H_{1} \text { and } \boldsymbol{\varphi}(\mathbf{X})=\mathbf{0}, \mathbf{X} \in \partial_{\varphi} \mathcal{B}_{0}\right\} . \tag{2.6}
\end{equation*}
$$

Since $\tilde{\mathbf{F}}$ was introduced as function of $\boldsymbol{\varphi}$ and $\boldsymbol{\alpha}$ in (2.3) it is straightforward to show that relation

$$
\begin{equation*}
\delta \tilde{\mathbf{F}}=\delta_{\varphi} \tilde{\mathbf{F}}+\delta_{\alpha} \tilde{\mathbf{F}} \tag{2.7}
\end{equation*}
$$

[^3]holds. Therein $\delta_{(\bullet)}$ denotes the first variation of a functional with respect to $(\bullet)$. With this information at hand, the stationary conditions of (2.4) read
\[

$$
\begin{align*}
& \delta_{\varphi} \Pi_{\mathrm{EAS}}=\int_{\mathcal{B}_{0}} \hat{\mathbf{P}}: \delta_{\varphi} \mathbf{F}-\mathbf{P}: \delta_{\varphi} \tilde{\mathbf{F}} \mathrm{d} V+\delta_{\varphi} \Pi_{\mathrm{ext}}=0,  \tag{2.8a}\\
& \delta_{\boldsymbol{\alpha}} \Pi_{\mathrm{EAS}}=\int_{\mathcal{B}_{0}} \hat{\mathbf{P}}: \delta_{\boldsymbol{\alpha}} \mathbf{F}-\mathbf{P}: \delta_{\boldsymbol{\alpha}} \tilde{\mathbf{F}} \mathrm{d} V=0,  \tag{2.8b}\\
& \delta_{P} \Pi_{\mathrm{EAS}}=-\int_{\mathcal{B}_{0}} \delta \mathbf{P}: \tilde{\mathbf{F}} \mathrm{d} V=0 \tag{2.8c}
\end{align*}
$$
\]

where $\hat{\mathbf{P}}=\partial_{\mathbf{F}} W(\mathbf{F})$ denotes the constitutive stress tensor.
Remark 2.3. Note, that (2.8c) implies $\tilde{\mathbf{F}}=\mathbf{0}$ on body $\mathcal{B}_{0}$ in a continuous setting, which is ensured by Lagrange multiplier $\mathbf{P}$. Inserting $\tilde{\mathbf{F}}=\mathbf{0}$ into (2.8a) and (2.8b) reduces (2.8) to a pure displacement formulation showing consistency with continuum mechanics. However, this result holds only in a continuous, non-discrete setting. Using (2.8) as basis for a FE approximation can lead to improved numerical results.

Remark 2.4. Usually [131, 134], (2.8) is simplified by requiring $L_{2}$-orthogonality between the Lagrange-multipliers $\mathbf{P}$ and the enhanced deformation gradient $\tilde{\mathbf{F}}$ in a discrete setting. This makes the corresponding terms vanish in the equations above. For more details refer to Section 2.2.3.

### 2.2.2. Finite element approximations

The finite element method (FEM) is one way to get an approximate solution of (2.8). In the present work only 4 -node quadrilateral (2D) and 8-node brick (3D) elements $\Omega^{e}$ are considered for the discretization of body $\mathcal{B}$. The corresponding reference elements $\hat{\Omega}=[-1,1]^{n_{d i m}}$ are a bi-unit square and cube, respectively. Subsequently, focus is put on shape functions etc. for the three-dimensional case. They can however, easily be reduced to their two-dimensional equivalents.

### 2.2.2.1. Compatible deformation gradient

In this Section we introduce several procedures to compute the compatible deformation gradient. First, we briefly present the well-known isoparametric concept which is also the standard procedure used for EAS elements (see [131]). Second, we present a modification to that concept introduced by Simo et al. [132] which improves the locking behavior of the elements but leads to a violation of the patch test (see [6, 95, 155]). Finally, a new approach is presented which cures the failure of the patch test due to the modification of Simo et al. [132] but maintains its favorable locking behavior.

## The standard procedure

Geometry and deformation are approximated ${ }^{3}$ using the standard isoparametric concept (see [25, 154] for details). Thus,

$$
\begin{equation*}
\mathrm{X}^{\mathrm{h}, e}=\sum_{I=1}^{8} N_{I}(\xi) \mathrm{X}_{I}^{e}, \quad \boldsymbol{\varphi}^{\mathrm{h}, e}=\sum_{I=1}^{8} N_{I}(\xi) \boldsymbol{\varphi}_{I}^{e} \tag{2.9}
\end{equation*}
$$

is defined for the approximations of geometry X and deformation $\boldsymbol{\varphi}$ within one finite element $\Omega^{e}$. Therein, $\mathbf{X}_{I}^{e}$ and $\boldsymbol{\varphi}_{I}^{e}$ denote the nodal reference coordinates and deformation, respectively. Furthermore, standard tri-linear shape functions for the bi-unit cube with vertices $\left(\xi_{I}, \eta_{I}, \zeta_{I}\right)$ are employed. They are specified by

$$
\begin{equation*}
N_{I}(\xi)=\frac{1}{8}\left(1+\xi_{I} \xi\right)\left(1+\eta_{I} \eta\right)\left(1+\zeta_{I} \zeta\right), \quad I=1, \ldots, 8 \tag{2.10}
\end{equation*}
$$

and defined on the reference element $\hat{\Omega}$ in coordinate system $\xi=[\xi, \eta, \zeta]^{\mathrm{T}}$. The variations $\delta \boldsymbol{\varphi}$ are approximated in the same way as $\boldsymbol{\varphi}$ in (2.9) yielding

$$
\begin{align*}
& \boldsymbol{\varphi}^{h} \in \mathcal{U}^{h}=\left\{\boldsymbol{\varphi}^{h} \in \mathcal{U} \mid \boldsymbol{\varphi}^{h}=\sum_{e=1}^{n_{e l}} \boldsymbol{\varphi}^{\mathrm{h}, e} \quad \text { and } \quad \boldsymbol{\varphi}_{I}^{e}\left(\mathrm{X}_{I}^{e}\right)=\overline{\boldsymbol{\varphi}}^{\mathrm{h}, e}, \mathbf{X}_{I}^{e} \in \partial_{\varphi} \mathcal{B}_{0}^{\mathrm{h}, e}\right\}  \tag{2.11}\\
& \delta \boldsymbol{\varphi}^{h} \in \mathcal{V}^{h}=\left\{\delta \boldsymbol{\varphi}^{h} \in \mathcal{V} \mid \delta \boldsymbol{\varphi}^{h}=\sum_{e=1}^{n_{e l}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e} \quad \text { and } \quad \delta \boldsymbol{\varphi}_{I}^{e}\left(\mathrm{X}_{I}^{e}\right)=\mathbf{0}, \mathbf{X}_{I}^{e} \in \partial_{\varphi} \mathcal{B}_{0}^{\mathrm{h}, e}\right\}, \tag{2.12}
\end{align*}
$$

for the discrete ansatz spaces of the deformation and variations thereof (see [154]).
With this information at hand, transformations between the reference element and material configuration of a finite element $\Omega^{e}$ (see Figure 2.1) can be described by

$$
\begin{align*}
\mathrm{J}^{\mathrm{h}, e} & =\frac{\partial \mathrm{X}^{\mathrm{h}, e}}{\partial \xi}=\sum_{I=1}^{8} \mathbf{X}_{I}^{e} \otimes \nabla_{\xi} N_{I},  \tag{2.13a}\\
j^{\mathrm{h}, e} & =\operatorname{det}\left(\mathrm{J}^{\mathrm{h}, e}\right), \tag{2.13b}
\end{align*}
$$

which denote the facobian matrix $\mathbf{J}^{\mathrm{h}, e}$ of the transformation and its determinant $j^{\mathrm{h}, e}$, respectively (see [134, 154]). Finally, the approximation of the compatible part $\mathbf{F}_{\varphi}$ of the deformation gradient (2.2) is given by

$$
\begin{equation*}
\mathrm{F}_{\varphi}^{\mathrm{h}, e}=\mathrm{D} \boldsymbol{\varphi}^{\mathrm{h}, e}=\frac{\partial \boldsymbol{\varphi}^{\mathrm{h}, e}}{\partial \mathrm{X}^{\mathrm{h}, e}}=\sum_{I=1}^{8} \boldsymbol{\varphi}_{I}^{e} \otimes \nabla_{\mathrm{X}} N_{I}, \tag{2.14}
\end{equation*}
$$

where the derivatives of the shape functions with respect to X can be computed via well-known relation

$$
\begin{equation*}
\nabla_{\mathrm{X}} N_{I}=\left(\mathrm{J}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \nabla_{\xi} N_{I} . \tag{2.15}
\end{equation*}
$$

[^4]

Figure 2.1.: Isoparametric map of a quadrilateral 2D finite element $\Omega^{e}$.

Modification of the compatible deformation gradient by Simo et al.
Simo et al. [132] proposed a modified formula for the compatible deformation gradient to be used instead of (2.14). It allows to completely eliminate locking but unfortunately leads to violation of the patch test (see Sections 2.2.4 and 2.3.1, Appendix 2.C as well as References [6, 95, 155]). Nevertheless, the modification of the conforming deformation gradient is presented here to complete the overview of approximations for EAS elements. The idea proposed by Simo et al. [132] is to evaluate the gradients of the shape functions analogously to the enhanced field (see Section 2.2.2.2) and is based on a different representation of the shape functions used frequently for hourglass-stabilization (see, e.g., [16]). It ultimately leads to a modified gradient

$$
\begin{equation*}
\tilde{\nabla}_{\mathrm{X}} N_{I}=\nabla_{0} N_{I}+\sum_{A=1}^{4} \frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{-T} \nabla_{\xi} H_{A} \gamma_{I}^{A}, \quad I=1, \ldots, 8 \tag{2.16}
\end{equation*}
$$

of the shape functions, which is then used in (2.14) instead of (2.15) to compute the conforming deformation gradient $\mathbf{F}_{\varphi}^{\mathrm{h}, e}$. In the last equation,

$$
\begin{gather*}
\nabla_{0} N_{I}:=\left.\nabla_{\mathrm{X}} N_{I}\right|_{\xi=0}  \tag{2.17}\\
\mathrm{~J}_{0}:=\left.\mathrm{J}^{\mathrm{h}, e}\right|_{\xi=0} \text { and } \quad j_{0}:=\left.j^{\mathrm{h}, e}\right|_{\xi=0}, \tag{2.18}
\end{gather*}
$$

are the evaluations of (2.13) and (2.15) at the element center ( $\xi=0$ ). Moreover, $\nabla_{\xi} H_{A}$, $A=1, \ldots, 4$ are gradients of the four hourglass functions

$$
\begin{equation*}
H_{1}=\eta \zeta, \quad H_{2}=\xi \zeta, \quad H_{3}=\xi \eta, \quad H_{4}=\xi \eta \zeta, \tag{2.19}
\end{equation*}
$$

and $\gamma_{I}^{A}$ are the components of the gamma stabilization vectors given by

$$
\begin{equation*}
\boldsymbol{\gamma}^{A}=\frac{1}{8}\left[\mathbf{h}^{A}-\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{A}\right], \quad A=1, \ldots, 4 \tag{2.20}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\nabla_{0} \mathrm{~N}=\left[\begin{array}{llll}
\nabla_{0} N_{1} & \cdots & \nabla_{0} N_{8}
\end{array}\right], \\
\tilde{\mathbf{X}}^{e}=\left[\begin{array}{llllllll}
\mathrm{X}_{1}^{e} & \cdots & \mathbf{X}_{8}^{e}
\end{array}\right], \\
\mathbf{h}^{1}=\left[\begin{array}{lrrrrrrr}
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1
\end{array}\right]^{\mathrm{T}}, \\
\mathbf{h}^{2}=\left[\begin{array}{lrrrrrrr}
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]^{\mathrm{T}}, \\
\mathbf{h}^{3}=\left[\begin{array}{lrrrrrrr}
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1
\end{array}\right]^{\mathrm{T}},  \tag{2.23}\\
\mathbf{h}^{4}=\left[\begin{array}{lrrrrrr}
-1 & 1 & -1 & 1 & 1 & -1 & 1
\end{array}-1\right.
\end{array}\right]^{\mathrm{T}} . ~ \$
$$

Refer to [132] for a more detailed description of the modification (2.16).
Remark 2.5. Note, that the standard gradients of the tri-linear shape functions given by (2.15) are obtained in the context of this alternative notation by using

$$
\begin{equation*}
\nabla_{\mathrm{X}} N_{I}=\nabla_{0} N_{I}+\sum_{A=1}^{4}\left(\mathrm{~J}^{h, e}\right)^{-\mathrm{T}} \nabla_{\xi} H_{A} \gamma_{I}^{A}, \quad I=1, \ldots, 8 . \tag{2.24}
\end{equation*}
$$

instead of (2.16). Thus, the modification presented by [132] is established by replacing $\left(\mathrm{J}^{h, e}\right)^{-\mathrm{T}}$ in the original formulation (2.24) with $\frac{j_{0}}{j^{h}, J_{0}} \mathbf{J}_{0}^{-\mathrm{T}}$. We stress once more, that this modification leads to a violation of the patch test for distorted 3D meshes, which is shown numerically in Section 2.3.1 and analytically in Appendix 2.C.

Remark 2.6. In 2D, there is only one hourglass-function $H_{1}=\xi \eta$ with corresponding vector $\mathbf{h}_{1}=\left[\begin{array}{llll}1 & -1 & 1 & -1\end{array}\right]^{\mathrm{T}}$ and gamma-stabilization vector

$$
\begin{equation*}
\boldsymbol{\gamma}^{1}=\frac{1}{4}\left[\mathbf{h}^{1}-\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{1}\right] . \tag{2.25}
\end{equation*}
$$

Furthermore, gradient (2.15) and (2.16) are always identical in 2D, which is also stated in [132]. This can be verified by comparing (2.16) and (2.24), which leaves

$$
\begin{equation*}
j^{h, e}\left(\mathbf{J}^{h, e}\right)^{-\mathrm{T}} \nabla_{\xi}\left(H_{1}\right)=j_{0} \mathbf{J}_{0}^{-\mathrm{T}} \nabla_{\xi}\left(H_{1}\right) \tag{2.26}
\end{equation*}
$$

to prove. The last equation can be established with lengthy but basic steps.

## Improved version of the modification by Simo et al.

Finally, we present a new version to compute the compatible deformation gradient. It is based on the modification introduced by Simo et al. [132] (see above) and maintains its favorable locking behavior whilst curing the violation of the patch test. The only modification necessary is to replace $\nabla_{0} N_{I}$ in (2.16) and (2.20) with

$$
\begin{equation*}
\bar{\nabla}_{\mathrm{X}} N_{I}=\frac{1}{V} \int_{\Omega^{e}} \nabla_{\mathrm{X}} N_{I} \mathrm{~d} V, \quad I=1, \ldots, 8 \tag{2.27}
\end{equation*}
$$

which is the average of the gradient of the shape functions within an element $\Omega^{e}$ with volume $V$. It can be evaluated efficiently with an analytic method developed by Flanagan and Belytschko [40] summarized in Appendix 2.B of the present work. The idea of using (2.27) stems from the works of Flanagan and Belytschko [40] and Belytschko et al. [16] and is well-known to cure the violation of the patch test in the context of hourglass-stabilization (see also [14, 128]). However, it has to the best of our knowledge ${ }^{4}$ not been used for EAS elements so far. In Appendix 2.C we show analytically, that the proposed approach fulfills the patch test for arbitrarily distorted meshes in the present EAS framework.

The compatible deformation gradient is finally computed by using again (2.14) and replacing the standard gradient of shape functions $\nabla_{\mathrm{X}} N_{I}$ used there with

$$
\begin{equation*}
\hat{\nabla}_{\mathrm{X}} N_{I}=\bar{\nabla}_{\mathrm{X}} N_{I}+\sum_{A=1}^{4} \frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{-T} \nabla_{\xi} H_{A} \hat{\gamma}_{I}^{A}, \quad I=1, \ldots, 8, \tag{2.28}
\end{equation*}
$$

where the modified gamma-stabilization vectors are given by

$$
\begin{equation*}
\hat{\boldsymbol{\gamma}}^{A}=\frac{1}{8}\left[\mathbf{h}^{A}-\left(\bar{\nabla}_{\mathrm{X}} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{A}\right] . \tag{2.29}
\end{equation*}
$$

Remark 2.7. Without the modifications with the center evaluation of the facobian (see Remark 2.5), (2.28) is given by

$$
\begin{equation*}
\hat{\nabla}_{\mathrm{X}} N_{I}=\bar{\nabla}_{\mathrm{X}} N_{I}+\sum_{A=1}^{4}\left(\mathrm{~J}^{h, e}\right)^{-\mathrm{T}} \nabla_{\xi} H_{A} \hat{\gamma}_{I}^{A}, \quad I=1, \ldots, 8 . \tag{2.30}
\end{equation*}
$$

Note, that this is in contrast to (2.24) not equivalent to the standard gradient of shape functions (2.15), since a part of the shape functions is omitted as shown in Appendix 2.B. However, this has no negative implications on neither the accuracy of the method nor the completeness of the approximation spaces (see also Appendix 2.B and Belytschko and Bindemann [14]). On the contrary it provides the major advantage that it enables fulfilling the patch test for arbitrarily distorted meshes (see Appendix 2.C).

### 2.2.2.2. Enhanced deformation gradient

After having described the approximation of the compatible part $\mathbf{F}_{\varphi}$ of the deformation gradient (2.2) in the last section, focus is now put on the approximation of the enhanced part $\tilde{\mathbf{F}}$. We list various requirements and review a general framework for a wide range of shape functions first presented by Simo et al. [132] (see also [47]).

The first requirement is frame invariance. By considering a superposed rigid body motion $\boldsymbol{\varphi}^{*}=\mathrm{Q} \boldsymbol{\varphi}+\mathbf{c}$ with the constant vector $\mathbf{c} \in \mathbb{R}^{3}$ and rotation matrix $\mathrm{Q} \in \mathrm{SO}(3)$ we note that

[^5]the conforming deformation gradient $\mathrm{F}_{\varphi}$ transforms according to rule $\mathrm{F}_{\varphi}\left(\boldsymbol{\varphi}^{*}\right)=\mathrm{QF}_{\varphi}(\boldsymbol{\varphi})$. To get an overall frame invariant method, it is necessary that the complete deformation gradient (2.2) transforms accordingly. This ultimately yields requirement
\[

$$
\begin{equation*}
\tilde{\mathrm{F}}\left(\boldsymbol{\varphi}^{*}, \boldsymbol{\alpha}\right)=\mathrm{Q} \tilde{\mathrm{~F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \tag{2.31}
\end{equation*}
$$

\]

for the incompatible part of the deformation gradient. Usually, the incompatible part is approximated elementwise, to enable static condensation of the additional degrees of freedom and to get an efficient element. A possible and frequently used structure for the enhanced part of the deformation gradient is

$$
\begin{equation*}
\tilde{\mathbf{F}}^{h} \in \tilde{\mathcal{F}}^{h}=\left\{\tilde{\mathbf{F}}^{h} \in \tilde{\mathcal{F}} \mid \tilde{\mathbf{F}}^{h}=\sum_{e=1}^{n_{e l}} \chi_{e} \tilde{\mathbf{F}}^{h}(\boldsymbol{\varphi}, \boldsymbol{\alpha})=\sum_{e=1}^{n_{e l}} \chi_{e} \mathbf{T}_{0}(\boldsymbol{\varphi}) \overline{\mathbf{F}}^{e}(\boldsymbol{\alpha})\right\}, \tag{2.32}
\end{equation*}
$$

which was first presented by Simo et al. [132] and is an elementwise approximation since

$$
\chi_{e}= \begin{cases}1, & \mathrm{X} \in \Omega^{e}  \tag{2.33}\\ 0, & \text { else }\end{cases}
$$

The tensor $\mathrm{T}_{0}$ ensures frame invariance according to (2.31) if condition $\mathrm{T}_{0}\left(\boldsymbol{\varphi}^{*}\right)=\mathrm{QT}_{0}(\boldsymbol{\varphi})$ holds. Furthermore, $\mathrm{T}_{0}$ has to be elementwise constant in order to fulfill the patch test (see Section 2.2.4). A simple way to satisfy these conditions is setting

$$
\begin{equation*}
\mathrm{T}_{0}=\mathrm{F}_{0}:=\left.\mathrm{D} \varphi^{\mathrm{h}, e}\right|_{\xi=0}=\left.\mathrm{F}_{\varphi}^{\mathrm{h}, e}\right|_{\xi=0} \tag{2.34}
\end{equation*}
$$

which corresponds to the evaluation of the conforming deformation gradient (2.14) at the element center [132]. However, other measures can be used. One novel version introduced in the present work employs the transposed inverse of $\mathbf{F}_{0}$ in the form

$$
\begin{equation*}
\mathrm{T}_{0}=\mathrm{F}_{0}{ }^{-\mathrm{T}} \tag{2.35}
\end{equation*}
$$

which is motivated in Appendix 2.A. It can easily be shown, that this choice of $T_{0}$ fulfills the aforementioned requirements. Further possibilities used in previous publications are given in Remark 2.8.

Remark 2.8. The center evaluation (2.34) is, e.g., used in [8, 47, 67, 132]. A possible alternative is the use of the average deformation gradient

$$
\begin{equation*}
\mathbf{F}_{\text {avg }}=\frac{1}{V} \int_{\Omega^{e}} \mathbf{F}^{h, e} \mathrm{~d} V \tag{2.36}
\end{equation*}
$$

within an element with volume $V$ as done in, e.g., [64, 71, 80, 95]. However, differences between using the average value and the evaluation at the element center are very small in usual problems without localization of strain (see Section 2.3.7). Other alternatives used in previous publications are the co-rotational approach using the rotation tensor $\mathbf{R}$ at the element center emerging from the polar decomposition of the deformation gradient $\mathbf{F}$ (see Crisfield et al. [36] - enhancement is applied to the right stretch tensor instead of the deformation gradient in that work).

The last part of the deformation gradient (2.2) that needs to be approximated, is the part $\overline{\mathbf{F}}^{e}$ introduced in (2.32). According to Glaser and Armero [47], a general form for arbitrary shape functions is given by

$$
\begin{equation*}
\overline{\mathbf{F}}^{e}=\sum_{I=1}^{n_{e n h}} \mathbf{M}_{I}(\mathbf{X}) \alpha_{I} \tag{2.37}
\end{equation*}
$$

where $\alpha_{I}$ are the $n_{\text {enh }}$ enhanced parameters per element and $\mathbf{M}_{I}$ are the transformed shape functions. However, there are many possible transformations of the shape functions $\hat{\mathbf{M}}_{I}(\xi)$ defined on the reference element $\hat{\Omega}$ to the physical space. In general, they improve the bending behavior in initially distorted meshes. One well-working and widely used possibility (see, e.g., $[8,47,63,64,69,71]$ ) is

$$
\begin{equation*}
\mathbf{M}_{I}(\mathbf{X})=\frac{j_{0}}{j^{\mathrm{h}, e}(\xi)} \mathbf{J}_{0}^{-\mathrm{T}} \hat{\mathbf{M}}_{I}(\xi) \mathbf{J}_{0}^{-1} \tag{2.38a}
\end{equation*}
$$

where $j^{\mathrm{h}, e}, j_{0}$ and $\mathrm{J}_{0}$ are given in (2.13b) and (2.18), respectively. The special structure with the elementwise constant quantities $j_{0}$ and $\mathbf{J}_{0}$ ensures that the patch test is fulfilled by construction of the enhanced field (see Section 2.2.4). Other possibilities, which are compared to (2.38a) in Section 2.3.7, are

$$
\begin{array}{lll}
\mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0} \hat{\mathbf{M}}_{I} \mathbf{J}_{0}{ }^{-1}, & (2.38 \mathrm{~b}) & \mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{\mathrm{T}} \hat{\mathbf{M}}_{I}, \\
\mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0} \hat{\mathbf{M}}_{I} \mathbf{J}_{0}^{\mathrm{T}}, & (2.38 \mathrm{c}) & \mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \hat{\mathbf{M}}_{I} \mathbf{J}_{0}{ }^{-1}, \\
\mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}{ }^{-\mathrm{T}} \hat{\mathbf{M}}_{I} \mathbf{J}_{0}^{\mathrm{T}}, & (2.38 \mathrm{~d}) & \mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \hat{\mathbf{M}}_{I} \mathbf{J}_{0}^{\mathrm{T}}, \\
\mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}{ }^{-\mathrm{T}} \hat{\mathbf{M}}_{I}, & (2.38 \mathrm{e}) & \mathbf{M}_{I}=\frac{j_{0}}{j^{\mathrm{h}, e}} \hat{\mathbf{M}}_{I} . \tag{2.38i}
\end{array}
$$

All of the options listed above can furthermore be used with an elementwise average jacobian in analogy to (2.36) given by

$$
\begin{equation*}
\mathrm{J}_{\mathrm{avg}}=\frac{1}{V} \int_{\Omega^{e}} \mathrm{~J}^{\mathrm{h}, e} \mathrm{~d} V \tag{2.39}
\end{equation*}
$$

instead of the Jacobian $\mathrm{J}_{0}$ evaluated at the element center (2.18).
Remark 2.9. Note, that (2.38b) is used in Simo et al. [132] and (2.38c) is similar to a pushforward of a contravariant tensor (used, e.g., by Kasper and Taylor [64]), whereas (2.38a) resembles push-forward of a covariant tensor. However, so far (2.38a) seems to be working best (see [47, 63] and Section 2.3.7). Refer to Appendix 2.A for a motivation based on curvilinear coordinates of some of the transformations listed above.

The first set of shape functions $\mathbf{M}_{I}$ used in the present work for the enhanced field are the Wilson-modes presented by Wilson et al. [149]. They assume the form

$$
\sum_{I=1}^{9} \hat{\mathbf{M}}_{I} \alpha_{I}=\left[\begin{array}{lll}
\xi \alpha_{1} & \eta \alpha_{2} & \zeta \alpha_{3}  \tag{2.40}\\
\xi \alpha_{4} & \eta \alpha_{5} & \zeta \alpha_{6} \\
\xi \alpha_{7} & \eta \alpha_{8} & \zeta \alpha_{9}
\end{array}\right]
$$

in the current framework. Unfortunately, these shape functions lead to severe hourglassing in compression even if only simple hyperelastic materials are used (see, e.g., Section 2.3.4 and References $[8,37,47,69,156])$. Thus, Korelc and Wriggers [69] suggested using the transpose of (2.40) (see also [8, 47, 67]), as it removes hourglassing at least in compression and for hyperelastic materials. This is proven analytically in, e.g., [8, 47, 69].

Finally, the purely volumetric shape functions additionally introduced on top of the Wilson-modes by Simo et al. [132] are considered in the present work. They are given by

$$
\begin{equation*}
\sum_{I=10}^{12} \hat{\mathbf{M}}_{I} \alpha_{I}=\left(\eta \zeta \alpha_{10}+\xi \zeta \alpha_{11}+\xi \eta \alpha_{12}\right) \mathbf{I} \tag{2.41}
\end{equation*}
$$

where I denotes the unity tensor. Note that there are no additional modes analogous to (2.41) in the two-dimensional case.

A very important requirement on the choice of shape functions for the enhancement is that the discrete ansatz-spaces for the deformation and the enhanced field may have no intersection. Namely, condition

$$
\begin{equation*}
\operatorname{Grad}\left[\mathcal{U}^{h}\right] \cap \mathcal{F}^{h}=\emptyset \tag{2.42}
\end{equation*}
$$

has to hold for the discrete ansatz spaces $\mathcal{U}^{h}$ and $\mathcal{F}^{h}$ given in (2.11) and (2.32), respectively. This condition ensures stability of the method in linear analysis [120, 134] and is crucial in nonlinear simulations as well. However, other factors can still lead to instabilities in the nonlinear regime (see [8, 37, 47, 67, 69, 154, 156] among others).

Remark 2.10. Note that (2.40) can alternatively be written as dyadic product of the form

$$
\begin{equation*}
\sum_{I=1}^{9} \hat{\mathbf{M}}_{I} \alpha_{I}=\sum_{J=1}^{3} \boldsymbol{\beta}_{J} \otimes \hat{\mathbf{G}}_{J}(\xi) \tag{2.43}
\end{equation*}
$$

where $\boldsymbol{\beta}_{1}=\left[\begin{array}{lll}\alpha_{1} & \alpha_{4} & \alpha_{7}\end{array}\right]$ and $\hat{\mathrm{G}}_{1}=\left[\begin{array}{lll}\xi & 0 & 0\end{array}\right]$. The other $\boldsymbol{\beta}_{J}$ and shape functions $\hat{\mathrm{G}}_{J}$ for $J=2,3$ are defined accordingly. Since (2.43) has the same structure as (2.14) (without transformations), $\boldsymbol{\beta}_{J}$ are referred to as incompatible displacement. Other types of shape functions cannot be put into this framework that simple, since they cannot be written in the same dyadic form. There is however always a possibility with more complex notation as shown by Bischoff and Romero [22]. If the shape functions for enhancement can be given
in the simple form (2.43) it is possible to greatly simplify the discrete equations emerging from (2.8). Inserting (2.43) together with (2.38a) and (2.34) into (2.32) yields

$$
\begin{equation*}
\tilde{\mathbf{F}}^{h, e}=\sum_{J=1}^{3} \frac{j_{0}}{j^{h, e}} \mathbf{F}_{0} \mathbf{J}_{0}^{-\mathrm{T}}\left(\boldsymbol{\beta}_{J} \otimes \hat{\mathbf{G}}_{J}\right) \mathbf{J}_{0}^{-1} \tag{2.44}
\end{equation*}
$$

Defining $\boldsymbol{\gamma}_{J}=\mathbf{F}_{0} \mathbf{J}_{0}{ }^{-\mathrm{T}} \boldsymbol{\beta}_{J}$ as new degrees offreedom finally recasts the last equation into the form

$$
\begin{equation*}
\tilde{\mathbf{F}}^{h, e}=\sum_{J=1}^{3} \frac{j_{0}}{j^{h, e}} \boldsymbol{\gamma}_{J} \otimes\left(\mathrm{~J}_{0}{ }^{-\mathrm{T}} \hat{\mathbf{G}}_{J}\right) \tag{2.45}
\end{equation*}
$$

which does not depend on $\boldsymbol{\varphi}$ and has, apart from the multiplication with the determinants $j_{0}$ and $j^{\text {hee }}$, the exact same structure as (2.14) (see [132]). This makes numerical implementation of elements employing shape functions of the form (2.43) especially easy, since variations and linearizations of $\tilde{\mathbf{F}}^{\text {h,e }}$ with respect to $\varphi$ vanish. Note, that this scheme does not depend on (2.38a) and (2.34) but works with all other transformations listed in (2.38) and (2.32).

### 2.2.2.3. Stress

The remaining field to be discretized for a full discrete form of (2.8) is the stress $\mathbf{P}$ defined in (2.5). Its approximation is done analogously to (2.32) and given by

$$
\begin{equation*}
\mathbf{P}^{h} \in \mathcal{P}^{h}=\left\{\mathbf{P}^{h} \in \mathcal{P} \mid \mathbf{P}^{h}=\sum_{e=1}^{n_{e l}} \chi_{e} \mathbf{P}^{\mathrm{h}, e}(\mathbf{X})\right\}, \tag{2.46}
\end{equation*}
$$

with the frame invariant interpolation functions $\mathrm{P}^{\mathrm{h}, e}$, which have to include at least constant stress in order to fulfil the patch test (see Section 2.2.4 and Simo and Rifai [134]). The exact form of $\mathbf{P}^{\mathrm{h}, e}$ is not needed, as the stress is eliminated via an orthogonality condition (refer to Section 2.2.3).

### 2.2.3. Orthogonality Condition

The stress field $\mathbf{P}^{h}$ is eliminated from the discrete version of (2.8) by setting $\mathcal{P}^{h} L_{2}$ orthogonal to $\tilde{\mathcal{F}}^{h}$. Thus, the equation system (2.8) can be reduced to

$$
\begin{align*}
& \delta_{\varphi} \Pi_{\text {mix }}^{h}=\int_{\mathcal{B}_{0}^{h}} \hat{\mathbf{P}}^{h}: \delta_{\varphi} \mathrm{F}^{h} \mathrm{~d} V+\Pi_{\mathrm{ext}}^{h}\left(\delta \boldsymbol{\varphi}^{h}\right)=0,  \tag{2.47a}\\
& \delta_{\alpha} \Pi_{\text {mix }}^{h}=\int_{\mathcal{B}_{0}^{h}} \hat{\mathbf{P}}^{h}: \delta_{\alpha} \mathrm{F}^{h} \mathrm{~d} V=0, \tag{2.47b}
\end{align*}
$$

in a discrete setting, which is the basis for a finite element implementation. The relations covering orthogonality and elimination of the discrete stress presented here are based on the works of Simo et al. [131, 134].

### 2.2.4. Patch test condition

An important requirement for any finite element is that it fulfills the patch test, meaning that the response of an elastic solid subject to a constant state of strain is exactly reproduced for arbitrarily distorted patches of elements (see [142, 162]). For the classical EAS method this puts some restrictions on the shape functions $\hat{\mathbf{M}}_{I}$ introduced in (2.38) (see, e.g., [8, 131, 134]). Note, that the following statements are only valid if the compatible deformation gradient presented in Section 2.2.2.1 fulfills the patch test. Thus the compatible deformation gradient must be computed either in the standard way using (2.15) or with the modified version of approach (2.28) by Simo et al. The patch test is violated in distorted meshes, if the gradient of shape functions (2.16) presented by Simo et al. [132] is used. Refer to Appendix 2.C for more information on the patch test and the compatible field as well as an analytic proof, that the novel approach fulfills the patch test.

Two important conclusions can be drawn from the imposed constant strain $\mathrm{F}^{\mathrm{h}, e}=\mathrm{F}_{0}$. First, they imply constant constitutive stress $\hat{\mathbf{P}}=\mathbf{P}_{0}=$ const. for homogeneous materials, which are assumed in the present work. Second,

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\mathrm{h}, e}=\overline{\mathbf{F}}^{e}=0 \quad \Rightarrow \quad \mathrm{~F}^{\mathrm{h}, e}=\mathrm{F}_{\varphi}^{\mathrm{h}, e}=\mathrm{D} \boldsymbol{\varphi}^{\mathrm{h}, e}=\mathrm{F}_{0} \tag{2.48}
\end{equation*}
$$

follows from condition (2.42) and the fact that the space of compatible deformation $\mathcal{U}^{h}(2.11)$ includes constant strain ${ }^{5}$. Note that $\delta \tilde{\mathbf{F}}^{\mathrm{h}, e} \neq \mathbf{0}$ as the variations are arbitrary.

Ultimately, (2.47) has to be fulfilled exactly by the approximated fields to satisfy the patch test. Imposing conditions $\hat{\mathbf{P}}=\mathbf{P}_{0}=$ const. and (2.48) on (2.47a) yields

$$
\begin{equation*}
\int_{\mathcal{B}_{0}^{h}} \mathbf{P}_{0}: \mathrm{D} \delta \boldsymbol{\varphi}^{h} \mathrm{~d} V+\Pi_{\mathrm{ext}}^{h}\left(\delta \boldsymbol{\varphi}^{h}\right)=0 \tag{2.49}
\end{equation*}
$$

for all admissible variations $\delta \boldsymbol{\varphi}^{h}$. This equation is fulfilled as it is equivalent to a pure displacement formulation, which satisfies the patch test if the approximation is chosen appropriately. Inserting the same relations into (2.47b) yields

$$
\begin{equation*}
\sum_{e=1}^{n_{e l}} \mathbf{P}_{0}: \int_{\Omega^{e}} \delta_{\boldsymbol{\alpha}} \mathbf{F}^{\mathrm{h}, e} \mathrm{~d} V=0 \tag{2.50}
\end{equation*}
$$

With definitions (2.32), (2.37), (2.38) and by transforming the integral to the reference element we finally arrive at

$$
\begin{equation*}
\int_{\hat{\Omega}} \hat{\mathbf{M}}_{I} \mathrm{~d} \hat{\Omega}=0 \tag{2.51}
\end{equation*}
$$

[^6]which has to hold for all shape functions $\hat{\mathbf{M}}_{I}$ for the enhanced part of the deformation gradient. It is straightforward to show that this condition is fulfilled by shape functions (2.40) and (2.41). Note, that the form of (2.38) with the determinant of the Jacobian matrix (2.13b) in the denominator enables the simple form of (2.51).

### 2.3. Numerical investigations

This section covers standard numerical tests to evaluate the performance of the different transformations and shape functions presented in Section 2.2. Among the properties of interest are objectivity, sensitivity to mesh distortion, convergence behavior, stability of the elements and the patch test requirement. Furthermore, shear and volumetric locking are examined. All elements tested are based on 8-node brick elements in 3D and 4-node quadrilateral plane strain elements in 2D and use the standard 8- and 4-point quadrature rule if not stated otherwise.

The elements are identified as follows:

- H1: Three-dimensional isoparametric displacement formulation using the standard gradient of shape functions (2.15). The corresponding 2D element is denoted Q1.
- HM1: Isoparametric displacement formulation using the modified gradient of shape functions (2.16) introduced by Simo et al. [132].
- H1/E9: EAS element introduced by Simo and Armero [131] employing the Wilsonmodes (2.40) for the enhanced field. Thus, there are nine additional enhanced parameters. The corresponding 2D element is denoted Q1/E4 and has 4 additional modes. If not stated otherwise, H1/E9 uses transformations (2.38a) and (2.34), which can be simplified for the given element (see Remark 2.10). Other transformations listed in (2.38) are denoted by suffixes of the form $J_{0}(x)$, where " $x$ " is a letter from "a" to "i" corresponding to the transformations given in (2.38a) to (2.38i). Furthermore, $J_{0}$ is replaced by $J_{\text {avg }}$ if the average jacobian (2.39) is used instead of the evaluation at the element center (2.18).
- H1/E9T: EAS element using the transpose of the Wilson-modes as introduced by Glaser and Armero [47]. ${ }^{6}$ The standard transformations used for this element are again (2.38a) and (2.34). Alternatives for transformation matrix $\mathrm{T}_{0}$ introduced in (2.32) are denoted by suffixes $F_{0}^{-\mathrm{T}}$ if the newly proposed option (2.35) is used and by "nonObj" for the non-objective choice $\mathbf{T}_{0}=\mathbf{I}$. Other transformations regarding the shape functions of the enhanced modes, which are listed in (2.38), are denoted as described for element H1/E9.

[^7]- HM1/E12: Element with twelve enhanced modes as presented by Simo et al. [132]. It uses the Wilson-modes (2.40) and 3 additional modes (2.41) as well as the modified gradient (2.16) and a special 9-point quadrature rule (see, e.g., [67, 132]). The only difference of the corresponding 2D element $\mathrm{QM1/E4}$ to $\mathrm{Q} 1 / \mathrm{E} 4$ is the quadrature rule.
- HM1/E12T: Analogous to HM1/E12 but employing the transpose of the Wilsonmodes (2.40) in addition to (2.41) as shape functions for the enhanced deformation gradient.
- H1/E12 and H1/E12T: Equivalent to HM1/E12 and HM1/E12T but using the standard gradient (2.15) of the shape functions for the conforming part of the deformation gradient instead of the modified version (2.16). Suffix $F_{0}^{-T}$ is added if the novel transformation (2.35) is applied for frame invariance of the enhanced modes.
- HA1/E12 and HA1/E12T: Equivalent to HM1/E12 and HM1/E12T but using the improved version of the gradient of the shape functions given in (2.28), which fulfills the patch test in contrast to (2.16). Again, we use suffix $F_{0}^{-T}$ to denote application of the novel transformation (2.35).

The material model used for all simulations in this work is a Mooney-Rivlin model with strain-energy function

$$
\begin{equation*}
W(\mathbf{C})=a\left(I_{1}(\mathbf{C})-3\right)+b\left(I_{2}(\mathbf{C})-3\right)+\frac{c}{2}\left(\sqrt{I_{3}(\mathbf{C})}-1\right)^{2}-d \log \left(\sqrt{I_{3}(\mathbf{C})}\right) \tag{2.52}
\end{equation*}
$$

where $I_{1}(\mathrm{C}), I_{2}(\mathrm{C})$ and $I_{3}(\mathrm{C})$ denote the invariants of the right Cauchy-Green-tensor $\mathrm{C}=$ $\mathbf{F}^{\mathrm{T}} \mathbf{F}$. The scalars $a, b, c$, with $a, b, c>0$ for polyconvexity [24], are the three independent material parameters of the model and $d=2 a+4 b$ depends on the other parameters.

### 2.3.1. Patch test

The first test to assess the elements presented above is the standard patch test (see [86, 162]), where a deformation state is applied such that constant strain occurs. The required outcome is constant stress for homogeneous materials (see Section 2.2.4). It is an important condition, that any finite element has to fulfill (see [162]). For the EAS elements presented in the previous Section 2.2, it is shown in Section 2.2.4, that the patch test is fulfilled by design if condition (2.51) holds (which is the case for all shape functions considered here) and the compatible deformation gradient fulfills the patch test. This is the case if the standard gradient of shape functions (2.15) or modification (2.28) is used (see [16, 40]). However, employing (2.16) leads to a violation of the patch test. Corresponding analytic investigations are presented in Section 2.2.4 and Appendix 2.C. The numerical examples below are included to verify those results.
The test is performed on a unit cube $\mathcal{B}_{0}=[0,1] \times[0,1] \times[0,1]$ in 3 D and a unit square $\mathcal{B}_{0}=[0,1] \times[0,1]$ in 2 D , respectively. Dirichlet boundary conditions

$$
\begin{equation*}
u_{i}\left(X_{i}=0, X_{j}, X_{k}\right)=0 \tag{2.53}
\end{equation*}
$$

are applied on the lower surfaces ( $X_{i}=0$ ), implying that there is no deformation in the respective directions and yielding restraint free bearings. Constant strain is introduced by imposing an additional boundary condition

$$
\begin{equation*}
u_{3}\left(X_{1}, X_{2}, X_{3}=1\right)=u \tag{2.54}
\end{equation*}
$$

on the upper surface $X_{3}=1$ (analogously in 2D with $u_{2}$ and $X_{2}=1$ ). Displacement $u$ is increased in steps of $\Delta u=0.05$ until the Newton-Raphson scheme finds no solution. The material parameters for the chosen Mooney-Rivlin material (2.52) are set to

$$
\begin{equation*}
a=1.538 \cdot 10^{5}, \quad b=7.692 \cdot 10^{4}, \quad c=2.692 \cdot 10^{5}, \tag{2.55}
\end{equation*}
$$

which correspond to $E=10^{6}$ and $\nu=0.3$ in linear theory. This leaves only the FE-mesh to complete the configuration of the patch test. A regular 3D mesh with $4 \times 4 \times 4$ elements is chosen in addition to an initially distorted ${ }^{7}$ mesh (see Figure 2.2). The 2D meshes are chosen accordingly.


Figure 2.2.: Patch test. Three-dimensional regular (left) and distorted (right) mesh. Deformed configuration at $u=0.55$ with von Mises stress distribution. Figures generated with H1 element.

As expected, all 2D elements and 3D elements using the standard isoparametric approach with standard gradient of the shape functions (2.15) or the improved version of the approach by Simo et al. (2.28) pass the patch test. This is in line with the investigations shown in Section 2.2.4, Remark 2.6 and Appendix 2.C. Unfortunately, 3D elements using the modified gradient (2.16) (HM1, HM1/E12 and HM1/E12T) only pass the patch test in case of the regular mesh, a fact first noted by Wriggers and Korelc [155] (see also Müller-Hoeppe et al. [95] and Areias et al. [6]).

The fulfillment of the patch test can be quantified by looking at the mean value and standard deviation of the von Mises stress of the modeled body. A typical element fulfilling the requirements shows for a displacement of $u=0.4$ a mean value of $\sigma_{\text {mean }}=4.978 e 5$ (exact value) and a small ${ }^{8}$ standard deviation of approx. $\sigma_{\mathrm{dev}} \approx 1 e-9$ for any mesh. An element violating the patch test, such as, e.g., HM1, exhibits a slightly different mean value $\sigma_{\text {mean }}=4.965 e 5$ and a high standard deviation $\sigma_{\mathrm{dev}} \approx 1 e 4$ quantifying the violation of the test.

[^8]
### 2.3.2. Objectivity

The goal of this test is to show that the elements are objective, meaning that their response is invariant to rigid body motions. The test is taken from [47] (see also, e.g., [67]) and its geometry is depicted in Figure 2.3. The beam-like structure has a length of $L=1.0$ and its other dimensions are $h=b=0.1$. Dirichlet boundaries are imposed on both ends of the beam with prescribed displacements

$$
\begin{equation*}
\mathbf{u}_{1}=\mathbf{Q}\left(\theta_{i}\right) \mathbf{X}, \quad \mathbf{u}_{2}=\mathbf{Q}\left(\theta_{i}\right)\left(\mathbf{X}+u_{i} \mathbf{e}_{y}\right), \quad i=1, \ldots, n \tag{2.56}
\end{equation*}
$$

assigned to the left and right end of the undeformed beam $\mathcal{B}_{0}$, respectively. They are applied during $n$ steps in which the scalar displacement $u_{i}=u \cdot i / n$ is increased to the final magnitude $u=2 h$. Furthermore, rigid body motions are imposed on the beam through rotation matrix

$$
\mathrm{Q}\left(\theta_{i}\right)=\left[\begin{array}{ccc}
\cos \left(\theta_{i}\right) & -\sin \left(\theta_{i}\right) & 0  \tag{2.57}\\
\sin \left(\theta_{i}\right) & \cos \left(\theta_{i}\right) & 0 \\
0 & 0 & 1
\end{array}\right] \in \operatorname{SO}(3), \quad \theta_{i}=\theta \cdot i / n
$$

where the final angles of rotation are chosen as $\theta \in\{0,15,30,45,60,75,90\}^{\circ}$ [47]. The number of load steps is $n=\theta / 3+1$ for any given final angle $\theta$. All final configurations of the continuum are shown in Figure 2.3 and were computed using a mesh with only six elements. Furthermore, the Mooney-Rivlin material (2.52) is used with parameters $a=40$, $b=c=10$, which correspond to $\lambda=50$ and $\mu=100$ or equivalently $E=233.3, \nu=0.1667$ in linear theory.


Figure 2.3.: Objectivity test. Geometry (left) and all final configurations (right). Reference configuration depicted with dotted lines. Plot on right side generated with 2D element Q1/E4.

Frame invariance is finally verified by examining the reaction forces at the bearings. This is done in a beam like manner by summarizing the nodal forces in the rotated local coordinate system into axial force $N$, shear force $V$ and bending moment $M$. There may be no change in these values for an element to be objective, which is quantified by the standard deviation, of the reaction forces for different angles $\theta$. All elements with the exception Q1/E4T-nonObj pass this test with standard deviations of the forces being below $1 \cdot 10^{-8}$. The clearly non-objective response of Q1/E4T-nonObj is depicted in Figure 2.4
and compared to the correct behavior of Q1/E4T. We stress that the newly proposed formula (2.35) for the transformation of the enhanced deformation gradient passes the present objectivity test.


Figure 2.4.: Objectivity test. Demonstration of violation of objectivity by element Q1/E4T-nonObj. Shear force $V$ at right bearing for different angles $\theta$ (see also [47]).

### 2.3.3. Linearized eigenvalue analysis

The next test is the linearized eigenvalue analysis first presented for EAS elements by Simo et al. [132] (see also [3, 64, 70, 115]). It is used to determine the locking behavior of elements in the incompressible limit, which is approximately enforced by setting

$$
\begin{equation*}
a=0.35, \quad b=0.15, \quad c=1 \cdot 10^{9} \tag{2.58}
\end{equation*}
$$

for the Mooney-Rivilin material (2.52). This corresponds to a ratio $K / \mu=1 \cdot 10^{9}$ for the bulk modulus $K$ and shear modulus $\mu$ in linear theory. A single element, either distorted or regular (see Figure 2.5), is considered for this test and a spectral eigenvalue analysis is then conducted on its tangent matrix in the stress free reference configuration. This yields 24 modes for the 3D-elements and 8 modes for the 2D versions, which is equal to the respective number of displacement DOFs. Additional modes for the enhanced DOFs do not occur because static condensation (see, e.g., $[131,134]$ ) eliminates these DOFs on element level.

The computed eigenvalues $\lambda_{i}$ are summarized in three groups: rigid body modes with $\lambda_{i}=0$, soft modes with finite $\lambda_{i}$ and locking modes with ${ }^{9} \lambda_{i} \rightarrow \infty$. A completely locking free element should exhibit only one eigenvalue tending to infinity. The corresponding mode represents pure volumetric deformations (see [64, 132]). Furthermore, there have to be six rigid body modes with $\lambda_{i}=0$ in 3D and only three in 2D, representing the number of possible independent motions of a rigid body. The right number of rigid body modes is recovered by all presented elements (see Table 2.1). All remaining modes should have finite eigenvalues and represent the deformation behavior of the elements.
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Figure 2.5.: Eigenvalue analysis. Regular (left) and distorted (right) element in 3D.

However, these ideal results are not obtained in the numeric analysis as most elements fail to reproduce the desired outcome with only one locking mode. The number of modes in each category is shown in Table 2.1 for some examined 3D elements.

Table 2.1.: Results of the spectral eigenvalue analysis of initial stiffness matrix, regular and distorted cube selected elements.

| element type | number of modes - regular |  |  | number of modes - distorted |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | rigid body ${ }^{a}$ | soft modes ${ }^{b}$ | locking modes ${ }^{c}$ | $\begin{aligned} & \text { rigid } \\ & \text { body }{ }^{a} \end{aligned}$ | $\begin{gathered} \text { soft } \\ \text { modes } b \end{gathered}$ | locking modes ${ }^{c}$ |
| H1 | 6 | 11 | 7 | 6 | 10 | 8 |
| HM1 | 6 | 11 | 7 | 6 | 11 | 7 |
| H1/E9 | 6 | 14 | 4 | 6 | 13 | 5 |
| H1/E9T | 6 | 14 | 4 | 6 | 13 | 5 |
| H1/E9T- $F_{0}^{-T}$ | 6 | 14 | 4 | 6 | 13 | 5 |
| H1/E12 | 6 | 17 | 1 | 6 | 15 | 3 |
| HM1/E12 | 6 | 17 | 1 | 6 | 17 | 1 |
| HA1/E12 | 6 | 17 | 1 | 6 | 17 | 1 |
| HA1/E12T- $F_{0}^{-T}$ | 6 | 17 | 1 | 6 | 17 | 1 |

${ }^{a}$ number of spectral eigenvalues $\left|\lambda_{i}\right| \leq 1 \cdot 10^{-4}$
$b$ number of spectral eigenvalues $1 \cdot 10^{-4} \leq \lambda_{i} \leq 1 \cdot 10^{2}$
${ }^{c}$ number of spectral eigenvalues $\lambda_{i} \geq 1 \cdot 10^{2}$ (" $\lambda_{i} \rightarrow \infty$ ")

Note, that the seven locking modes of H1 and HM1 for the regular cube show their severe locking, which gets even worse in distorted meshes for element H 1 with an additional "high" mode. Enhancement with Wilson-modes (H1/E9) or the transpose thereof (H1/E9T, H1/E9T- $F_{0}^{-\mathrm{T}}$ ), which give identical results in this test ${ }^{10}$, reduces locking but cannot completely eliminate it. This behavior is sometimes referred to as mild locking (see [132]) and has drawbacks especially if elasto-plastic materials are used (see Andelfinger et al. [4]). Using different transformations for the enhanced field listed in Section 2.2.2.2 does not change the number of locking modes in each category but slightly changes their values which renders more and less effective transformations. This is further elaborated upon in the Cook's membrane test in Section 2.3.7.

[^10]The only elements exhibiting the desired behavior with only one locking mode in both the regular and distorted mesh are the elements using one of the modified versions of the gradient of shape functions (2.16) or (2.28) in addition to twelve enhanced modes (HM1/E12(T), HA1/E12(T) and HA1/E12T $-F_{0}^{-\mathrm{T}}$ ). However, element HM1/E12 as well as HM1/E12T, which use gradient (2.16), violate the patch test (see Section 2.2.4 and 2.3.1). If the modification of the compatible deformation gradient is omitted (e.g., H1/E12 and $\mathrm{H} 1 / \mathrm{E} 12 \mathrm{~T}-F_{0}^{-\mathrm{T}}$ ), the element fulfills the patch test but shows two extra locking modes for the distorted cube. Only the novel approach based on (2.28) is able to maintain both completely locking-free behavior for arbitrary meshes and fulfillment of the patch test.

In the 2D plane-strain case, the only elements subject to locking are Q1 and QM1. All other elements exhibit only one mode tending towards infinity and are thus completely locking free.

### 2.3.4. Stability analysis

The next test is the stability analysis introduced by Reese [121] to examine if elements are prone to hourglassing. This phenomenon has first been thoroughly covered for EAS elements by $[121,156]$ and is a major drawback of the original geometrically non-linear EAS element based on Wilson-modes presented in [131]. More recent results by Sussman and Bathe [138] show, that hourglassing is even possible for small strain if the geometric aspect ratio of the elements is large. This makes an hourglassing free element even more important. Note, that the stability test is often conducted in an analytic setting (see, e.g., [8, $47,67,121,138,154,156]$ ) in contrast to the numerical investigation presented in [37] and the present work. However, the same conclusions can be drawn.


Figure 2.6.: Stability test (2D, extended in the present work for hexahedral elements). Geometry and constraints, deformed configuration depicted with dashed line.

The stability analysis is performed on a single element (see Figure 2.6) with exactly the same dimensions as the reference element presented in Section 2.2.2.1, making the transformations especially simple. The material parameters of model (2.52) are chosen to $a=9, b=1$ and $c=99996$ representing a nearly incompressible material with $\mu=20$ and $\lambda=10^{5}$ (corresponding to a Poisson ratio of $\nu=0.4999$ in the linear elastic case). Dirichlet boundaries are applied analogously to the patch test shown in Section 2.3.1, to
gain a restraint free setting. The structure is loaded by imposing prescribed deformations on the top face $(y=1)$ and thereby determining the stretch $\lambda_{2}$. Despite being non-linear, an analytic solution for $\lambda_{1}$ can be found for the problem at hand. Thus, all displacements are determined and the exact deformation state can be imposed on the given element. Finally solving the eigenvalue problem

$$
\begin{equation*}
\mathbf{K}_{r e d} \mathbf{x}_{i}=\omega_{i} \mathbf{x}_{i}, \tag{2.59}
\end{equation*}
$$

of the reduced tangential stiffness matrix $\mathbf{K}_{\text {red }}$ (excluding DOFs with imposed Dirichlet boundary conditions) for a given configuration yields the eigenvalues $\omega_{i}$ and corresponding eigenvectors $\mathbf{x}_{i}$. Instability points (singular points) are characterized by a zero eigenvalue. Furthermore, negative eigenvalues imply that the equilibrium is unstable (see [154]). Note, that there are also physical singular points for the given problem (see Glaser and Armero [47]) but they do not occur if the specimen is modeled with a single element (see [138] and Section 2.3.5).

All in all, the eigenvalues of $\mathbf{K}_{\text {red }}$ must fulfill $\omega_{i}>0$, which implies that only the lowest eigenvalue $\omega_{1}$ has to be examined to determine if any instabilities occur. The value of $\omega_{1}$ is plotted against stretch $\lambda_{2}$ in Figure $2.7^{11}$ for some tested EAS elements.


Figure 2.7.: Stability test. Selected 3D elements. Lowest eigenvalue $\omega_{1}$ plotted against stretch $\lambda_{2}$.
Evaluating these plots shows that only elements employing the Wilson-modes for the enhanced field (2.40) exhibit negative eigenvalues. This is true whether the additional modes (2.41) are used or not. These instabilities occur under compression at $\lambda_{2} \approx 0.61$ for the given geometry and material. Unfortunately, Sussman and Bathe [138] have shown that for elements with high aspect ratios instabilities already occur for small deformations with $\lambda_{2}=0.99$, which renders elements exhibiting negative eigenvalues almost unusable. Elements using the transpose of the Wilson-modes (H1/E9T, HM1/E12T) exhibit no negative eigenvalues and are therefore at least for the considered polyconvex hyperelastic materials stable. However, hourglassing still occurs for other kinds of materials, e.g., the frequently used elasto-plastic material by Simo [130]. This has for instance been reported

[^11]by Armero [8] for element Q1/E4T, which is unconditionally stable for elastic materials without material instabilities. The consideration of a elasto-plastic material model is however beyond the scope of the present work.

Note, that the type of transformation of the enhanced field and compatible field (see Sections 2.2.2.1 and 2.2.2.2) has no impact on the results listed above.

### 2.3.5. Large mesh stability test

This test is included to verify the results form the one-element stability analysis presented in Section 2.3.4 above with larger FE-meshes. This shows the elements' hourglassing behavior in combination with neighboring elements and also the ability to depict physical instabilities. The test presented here is mainly taken from the works of Glaser and Amero [47] and Korelc et al. [67]. It is performed with the same material properties as the stability test in Section 2.3 .4 on a cube (see Figure 2.8) with an edge length of $a=50$, which is discretized with twelve elements per side in a regular manner (see Figure 2.8).

Dirichlet boundary conditions $u_{X}=u_{Y}=u_{Z}=0$ are applied on the corner node, one edge and lower surface as shown in Figure 2.8. The cube is loaded analogously to the one-element stability test by prescribed displacement $u_{Z}=u_{i}$ on the top surface. Again, an analytic (homogeneous) solution to the problem at hand can easily be found with a principal stretch based version of (2.52). This solution is imposed on the system by assigning these analytically obtained displacements to the nodes. Finally, an eigenvalue analysis (2.59) is performed on the stiffness matrix at that deformed state. Eigenvalues $\omega_{i}=0$ characterize instability points which are determined approximately by gradually increasing the prescribed displacement $u_{i}$ in steps of $\Delta u_{i}=0.01 a$. The procedure is repeated until either four stability points are passed or a displacement $u_{i}=0.8 a$ is reached. Determining and plotting the corresponding eigenvectors at states with $\omega_{i} \approx 0$ enables to decide if the instability is physical or unphysical (hourglassing).


Figure 2.8.: Large mesh stability test. Geometry and mesh.
Four instability points are detected for all elements considered with the exception of the purely displacement-based elements, which are not able to reproduce that behavior. As suggested by the previous test in Section 2.3.4 the remaining elements can be classified into two main groups. The first one contains all elements based on Wilson-modes and show severe hourglassing. The second one contains the ones based on transpose Wilson-modes
where only physical modes appear. Figure 2.9 shows the eigenmodes corresponding to the first four negative eigenvalues of $\mathrm{H} 1 / \mathrm{E} 9$ and $\mathrm{H} 1 / \mathrm{E} 9 \mathrm{~T}$ which are representative for their respective groups. All four nonphysical eigenvectors of $\mathrm{H} 1 / \mathrm{E} 9$ depicted in Figure 2.9 occur at a state of compression of $\lambda_{1} \approx 0.61(u=0.39)$ which is in line with the results given in Section 2.3.4, where the instability was detected at exactly the same level. Physical instabilities of element H1/E9T first arise as the block is compressed to $55 \%$ of the initial height ( $\lambda_{1} \approx 55 \%$ ). Using the additional enhanced modes (2.41) has only minor effects on the compression state at which the first instability occurs and does not change the shape of the computed eigenvectors. Note, that higher eigenmodes are affected more (e.g., the fourth instability occurs at $\lambda_{1}=0.42$ for $\mathrm{H} 1 / \mathrm{E} 9 \mathrm{~T}$ and at $\lambda_{1}=0.51$ for HA1/E12T $F_{0}^{-\mathrm{T}}$ ) but still the mode shape remains roughly the same. Furthermore, neither the type of transformations for the compatible deformation gradient in Section 2.2.2.1, nor the transformations listed in (2.38) have any effect on the results.


Figure 2.9.: Large mesh stability test. First four eigenmodes of $\mathrm{H} 1 / \mathrm{E} 9$ (top) and H1/E9-T (bottom).

### 2.3.6. Mesh distortion

The next benchmark determines the element's behavior in distorted meshes. It is a standard benchmark included in, e.g., $[2,3,6,67,115,134]$ and usually performed on a cantileverlike structure, whose geometry and boundary conditions are shown in Figure 2.10. It is meshed with only two elements and mesh distortion is applied by moving the center nodes by $s$ as indicated in Figure 2.10. Deformed and undeformed meshes for both the 2D and 3D case are shown in Figure 2.11. Note, that the nodes are moved unsymmetrically in the 3D case to get even more severely distorted elements. This is not the standard procedure but is applied here to get more insight into the distortion sensitivity of the elements. The material parameters of the Mooney-Rivlin model (2.52) are set to

$$
\begin{equation*}
a=180, \quad b=120, \quad c=120, \tag{2.60}
\end{equation*}
$$

which corresponds to the linear elastic parameters $E=1500$ and $\nu=0.25$. The test's setup is finished by applying a bending moment $M=20$, assumed to be a dead load, on the right edge/face (see Figure 2.10). This results under the assumption of simple beam theory in a linear distribution of the stress

$$
\begin{equation*}
\sigma(Y)=-30 \cdot(Y-1) \tag{2.61}
\end{equation*}
$$

which is only dependent on material coordinates $Y$ and based on the reference area (dead load). All in all, this yields nodal forces with a magnitude of $F= \pm M / h= \pm 10$ if there are only two nodes on the right edge as shown in Figure 2.10.


Figure 2.10.: Mesh distortion test. Geometry and boundary conditions.


Figure 2.11.: Mesh distortion test. Deformed and undeformed configuration for $s=3.0$ in 2D (left) 3D (right). Plots generated with standard EAS elements Q1/E4 and H1/E9.

The resulting normalized top edge displacements $\delta$ are presented in Figure 2.12, where they are plotted against the degree of skew $s$. Normalization of the displacements $\delta$ is conducted by comparing the computed deformations to the displacement $\delta_{\text {ref }}$ obtained from a simulation with a regular fine mesh with $40 \times 8 \times 4 \mathrm{H} 1 / \mathrm{E} 9$ elements.

The plot in Figure 2.12a shows selected 2D elements. The first conclusion that can be drawn from this plot is that the displacement element Q1 exhibits severe locking. All other elements give almost the exact result for $s=0$ with deviations from the converged result below $1 \%$. There is a small difference between Q1/E4, Q1/E4T and QA1/E4T, QA1/E4T-$F_{0}^{-T}$ which is due to the additional Gauss point of the latter elements. This coincides with the standard result for distorted isoparametric elements that the minimum number of Gauss points yields the best results (see Zienkiewicz et al. [162] Ch. 5.12). In the present 2D case 4 points would suffice but note that the case is different in 3D where the additional Gauss point is needed to integrate the volumetric enhanced modes (2.41) correctly (see [132]). Furthermore, it can be observed that the various approximations of the compatible deformation gradient (Section 2.2.2.1) and the novel transformation using $\mathrm{F}_{0}^{-\mathrm{T}}$ (2.35) have only very little effect on the present results.

In the 3D case (Figure 2.12b), we observe again severe locking of the displacement formulation. Moreover, the effect of the distortion $s$ is higher which is not surprising since the elements are more severely distorted due to the unsymmetric shift of nodes (see Figure 2.11). The elements with nine enhanced modes (e.g., H1/E9T) perform worse than elements with twelve modes in this case showing one advantage of the additional modes (2.41). The overall best element HM1/E12 is only slightly better than the element HA1/E12T- $F_{0}^{-\mathrm{T}}$ which in contrast to HM1/E12 fulfills the patch test and is stable for hyperelastic materials (see Sections 2.2.4, 2.3.1 and 2.3.4).

Finally, the effect of the transformations (2.38) could be examined. However, these results are qualitatively identical to the outcome of the Cook's membrane test in Section 2.3.7, which is why they are omitted here.


Figure 2.12.: Mesh distortion test. Normalized top edge displacement of selected 2D and 3D elements for different degree of skew $s$.

### 2.3.7. Cook's membrane

The final numerical test is the well-known Cook's membrane test (see, e.g., [8, 18, 19, $47,63,64,126,131,134,141]$ ). It is designed to examine coarse mesh accuracy, convergence behaviour and shear locking in distorted meshes. Here, it is used to compare the performance of the various transformations and shape functions for the enhanced field presented in Section 2.2.2.

The general trapezoidal form and the clamped boundary condition on the left side of the Cook's membrane are depicted in Figure 2.13. Shear stress $\tau=100$ is applied on the right edge, which is high enough to yield large deformations (see Figure 2.13). The parameters for Mooney-Rivilin material (2.52) are given by

$$
\begin{equation*}
a=126, \quad b=252, \quad c=81661 \tag{2.62}
\end{equation*}
$$

corresponding to $E=2261$ and $\nu=0.4955$ in linear theory [18]. Meshes used for the geometry described above always have two elements in direction of the thickness for 3D


Figure 2.13.: Cook's membrane. Geometry and boundary conditions for the Cook's membrane test (left). Undeformed (middle) and deformed (right) configuration of Cook's membrane (3D). Plots generated with Q1/E9 element.
simulations and various numbers of elements per side $n_{e l}$, namely $n_{e l} \in\{2,4,8,16\}$, to determine the convergence behavior with mesh refinement ( $h$-convergence). The reference and deformed configuration for a 3D mesh with $n_{e l}=16$ is shown in Figure 2.13.

The evaluation of this test is conducted for several sets of elements, whose convergence behavior of the top corner displacement $u=u_{y}$ with mesh refinement is shown in Figure 2.14.

The results for the first set of elements, which includes various standard elements, are plotted in Figure 2.14a. Severe locking of the purely displacement-based element H1 is the first and most obvious result gained from the plot. Due to shear and volumetric locking it exhibits poor coarse mesh accuracy as well as slow convergence behavior, demonstrating impressively why enhanced elements were introduced in the first place. All other elements perform similar to $\mathrm{H} 1 / \mathrm{E} 9$ with slightly better results for coarse meshes exhibited by H1/E12T, HM1/E12T and HA1/E12T due too the 3 additional enhanced modes. Interestingly, H1/E12T, HM1/E12T and HA1/E12T also perform better than H1/E12, HM1/E12 and HA1/E12 (not shown in the diagrams), respectively.

The second plot, Figure 2.14b, shows some elements based on the transpose of the Wilsonmodes (2.40). It is included to compare the performance of the novel transformation, which uses the transpose inverse deformation gradient at the element center (2.35) for frame invariance, to standard EAS elements. Remarkably, element H1/E9T- $F_{0}^{-\mathrm{T}}$ with the newly proposed transformation performs $10.7 \%$ better for the coarsest mesh when compared to H1/E9T. There is even an improvement compared to HA1/E12T, even though H1/E9T- $F_{0}^{-\mathrm{T}}$ has three enhanced modes less. Note however, that in contrast to H1/E9T-$F_{0}^{-T}, \mathrm{HA} 1 / \mathrm{E} 12 \mathrm{~T}$ is completely locking-free, which is advantageous in elasto-plastic tests (see [4]). The overall best performance in the Cook's membrane test of all elements tested in the present work can be accomplished with element HA1/E12T- $F_{0}^{-\mathrm{T}}$, which uses the newly proposed improved modification of the compatible deformations (2.28), the novel transformation (2.35) and twelve enhanced modes.

The final plots, Figure 2.14c and 2.14d, compare the performance of various transformations listed in (2.38). Note, that there are many transformations which yield the same result for specific choices of shape functions. Only the unique transformations are included in the plots for both the EAS element based on Wilson-modes (Figure 2.14c) and transpose Wilson-modes (Figure 2.14d), respectively. All other transformations are duplicates of the ones shown in Figure 2.14, which can be proven with the information given in Remark 2.10 and also verified numerically. The most important result is that the standard transformation (2.38a) yields the best results for both types of shape functions. Furthermore, it is interesting that no transformation at all (2.38i) (elements H1/E9- $J_{0}(i)$ and H1/E9T- $J_{0}(i)$ i.e. original Wilson-modes and transpose thereof in combination with transformation (2.38i)) performs better than using an inappropriate transformation. For the examined case, there is virtually no difference between using the Jacobian at the element center (2.18) and the average Jacobian (2.39) (compare H1/E9- $J_{0}(a)$ and H1/E9- $J_{\text {avg }}(a)$ ).
However, these results hold only for the special case of shape functions examined here. Other relations may be found for other shape functions than the Wilson-modes and the transpose thereof, which is why these tests should be repeated if novel modes for the enhanced field are proposed.


Figure 2.14.: Cook's membrane. Convergence of top corner displacement $u$ with mesh refinement. Various sets of 3D elements.

### 2.4. Conclusion

First of all, we examined and compared shape functions previously used for the enhanced deformation gradient of the geometrically nonlinear EAS method and summarized their behavior in various tests. An important reproduced result is the by now well documented spurious hourglassing instability of the EAS element based on the original Wilson-modes (see Section 2.3.4 and [8, 37, 47, 69, 156]). This spurious behavior can be avoided for the polyconvex hyperelastic materials considered here by using the transpose of the Wilsonmodes, which has been shown in previous works (see, e.g., [47, 69]). Moreover, we showed that the extra three enhanced modes introduced by Simo et al. [132] have little effect for the elastic problems considered here, even though they further reduce locking. For elasto-plastic problems however, this reduction of locking is crucial to compute correct limit loads (see Andelfinger et al. [4]).

Second, we thoroughly investigated transformations between the reference and physical domain for the compatible and incompatible deformation gradient. We showed numerically and with a novel analytic proof, that the modified evaluation of the compatible deformation gradient presented by Simo et al. [132] (e.g., element HM1/E12) does not fulfill the patch test in generally distorted meshes (see also [95, 155]). This makes the respective element unsuitable for general practical problems, where irregular meshes occur often due to mesh generators. This major drawback can be overcome with a novel approach we introduced in the present work. It relies on the evaluation of shape functions used for hourglass-stbilization introduced by Flanagan and Belytschko [40], which is employed here to modify the method of Simo et al. [132]. This novel approach has the advantage of maintaining the completely locking-free behavior of HM1/E12T for arbitrary meshes whilst curing the violation of the patch, which we showed with an analytic proof.
Finally, the transformation of the enhanced deformation gradient is also thoroughly covered in the present work and several novel transformations are introduced and compared. Most remarkably is that element $\mathrm{H} 1 / \mathrm{E} 9 \mathrm{~T}-F_{0}^{-\mathrm{T}}$, using an alternative transformation motivated with the help of a curvilinear coordinate system (see Appendix 2.A) to ensure frame invariance, yields superior coarse mesh accuracy compared to all previously introduced elements. Even HM1/E12T, which has 3 additional enhanced modes, performs worse than the element with the newly proposed transformation. Only elements HM1/E12T- $F_{0}^{-\mathrm{T}}$ and HA1/E12T- $F_{0}^{-\mathrm{T}}$, which use the novel transformation as well, perform slightly better.
All in all, the results of the present work show that EAS elements using the transpose Wilson-modes can be successfully employed to simulate elastic solid mechanics problems. We especially recommend using the newly proposed elements H1/E9T- $F_{0}^{-\mathrm{T}}$ and HA1/E12T-$F_{0}^{-T}$ due to their excellent behavior in the problems considered here. However, the ultimate task of finding a generally applicable element requires elements also suitable for other geometries including shell structures and more importantly arbitrary materials. These issues are beyond the scope of the present work and should be investigated further.

## Appendix to Chapter 2

## 2.A. Transformations of the deformation gradient

This appendix elaborates upon the transformation of the enhanced deformation gradient treated in Section 2.2.2.2 with the help of a curvilinear coordinate system, which is introduced by reinterpreting the isoparametric coordinates $\mathrm{X}^{\mathrm{h}, e}$ given in (2.9) as functions of $\xi=\left[\begin{array}{lll}\xi & \eta & \zeta\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lll}\xi_{1} & \xi_{2} & \xi_{3}\end{array}\right]^{\mathrm{T}}$. The covariant basis vectors of the reference configuration (see Figure 2.15) of an element $\Omega^{e}$ are defined as

$$
\begin{equation*}
\mathrm{G}_{i}=\frac{\partial \mathrm{X}^{\mathrm{h}, e}}{\partial \xi_{i}}, \quad i=1,2,3 \tag{2.63}
\end{equation*}
$$

Additionally, a cartesian basis $\left\{\mathbf{e}_{i}\right\}$ is introduced in the space of the reference element $\hat{\Omega}$. Corresponding to $\left\{\mathrm{G}_{i}\right\}$, a dual contravariant basis $\left\{\mathrm{G}^{i}\right\}$ is defined by $\mathrm{G}_{i} \cdot \mathrm{G}^{j}=\delta_{i}^{j}$. Finally, a spatial covariant basis $\left\{\mathrm{g}_{i}\right\}$ is defined analogously to (2.63) by

$$
\begin{equation*}
\mathbf{g}_{i}=\frac{\partial \mathbf{x}^{\mathrm{h}, e}}{\partial \xi_{i}}, \quad i=1,2,3 \tag{2.64}
\end{equation*}
$$

and is derived from the spatial configuration $\mathrm{x}^{\mathrm{h}, e}=\boldsymbol{\varphi}^{\mathrm{h}, e}$. The tangential maps ${ }^{12}$ between the configurations are given by

$$
\begin{equation*}
\mathrm{F}_{\varphi}^{\mathrm{h}, e}=\sum_{i=1}^{3} \mathrm{~g}_{i} \otimes \mathrm{G}^{i}, \quad \mathrm{~J}^{\mathrm{h}, e}=\sum_{i=1}^{3} \mathrm{G}_{i} \otimes \mathrm{e}^{i}, \quad \mathrm{j}^{\mathrm{h}, e}=\sum_{i=1}^{3} \mathrm{~g}_{i} \otimes \mathrm{e}^{i}, \tag{2.65}
\end{equation*}
$$

which denote the approximations of the deformation gradient and jacobians (material and spatial). They satisfy relation $\mathrm{j}^{\mathrm{h}, e}=\mathrm{F}_{\varphi}^{\mathrm{h}, e} \mathrm{~J}^{\mathrm{h}, e}$. Further useful relations between the bases are, e.g.,

$$
\begin{array}{ll}
\mathrm{g}_{i}=\mathrm{j}^{\mathrm{h}, e} \mathbf{e}_{i}, & \mathrm{G}_{i}=\mathrm{J}^{\mathrm{h}, e} \mathbf{e}_{i}, \\
\mathrm{~g}^{i}=\left(\mathrm{j}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \mathbf{e}^{i}, & \mathrm{G}^{i}=\left(\mathrm{J}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \mathbf{e}^{i} . \tag{2.66b}
\end{array}
$$

All transformations and bases listed above are depicted in Figure 2.15.
In the next step, we assume that the enhanced deformation gradient $\tilde{\mathrm{F}}^{\mathrm{h}, e}$ has the same mixed co-/contravariant and two-field structure as the compatible deformation gradient $\mathbf{F}_{\varphi}^{\mathrm{h}, e}$, which has the advantage, that frame-invariance is automatically implied. Thus we define

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\mathrm{h}, e}=\tilde{F}_{. j}^{i} \mathrm{~g}_{i} \otimes \mathrm{G}^{j} \tag{2.67}
\end{equation*}
$$

[^12]

Figure 2.15.: Coordinate systems and transformations of an isoparametric quadrilateral 2D finite element $\Omega^{e}$.
where the summation convention applies and the index with $\operatorname{dot}$ in $\tilde{F}_{. j}^{i}$ denotes the second index. Inserting from (2.66) into the last equation yields

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\mathrm{h}, e}=\tilde{F}_{. j}^{i}\left(\mathbf{j}^{\mathrm{h}, e} \mathbf{e}_{i}\right) \otimes\left(\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \mathbf{e}_{j}\right)=\mathbf{F}^{\mathrm{h}, e} \mathbf{J}^{\mathrm{h}, e}\left(\tilde{F}_{. j}^{i} \mathbf{e}_{i} \otimes \mathbf{e}_{j}\right)\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-1} \tag{2.68}
\end{equation*}
$$

which describes the transformation of the enhanced field in the reference system $\tilde{\mathbb{F}}:=$ $\tilde{F}_{. j}^{i} \mathbf{e}_{i} \otimes \mathbf{e}_{j}$ into the physical space and was first introduced by Simo et al. [132]. In essence ${ }^{13}$, (2.68) is the same as employing (2.38b) together with (2.34). Another possibility to define the enhanced field is the purely covariant version

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\mathrm{h}, e}=\tilde{F}_{i j} \mathrm{~g}^{i} \otimes \mathrm{G}^{j} \tag{2.69}
\end{equation*}
$$

which gives a transformation rule similar to combination of (2.38a) and (2.35) given by

$$
\begin{equation*}
\tilde{\mathbf{F}}^{\mathrm{h}, e}=\left(\mathrm{F}^{\mathrm{h}, e}\right)^{-\mathrm{T}}\left(\mathrm{~J}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \tilde{\mathbb{F}}\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-1} . \tag{2.70}
\end{equation*}
$$

Note, that $\tilde{\mathbb{F}}=\tilde{F}_{. j}^{i} \mathbf{e}_{i} \otimes \mathbf{e}_{j}=\tilde{F}_{i j} \mathbf{e}_{i} \otimes \mathbf{e}_{j}$ since $\left\{\mathbf{e}_{i}\right\}$ is cartesian. Furthermore, (2.70) is also frame-invariant as described in Section 2.2.2.2. This consequent covariant approach has to the best knowledge of the authors never been used before. Instead, (2.38a) has often (see, e.g., $[8,47,71]$ ) been used together with (2.34) which can be viewed as mixture of the approaches (2.68) and (2.70) and yields a simpler implementation. Interestingly, approach (2.70) outperforms (2.68) in some numerical experiments, which is shown in Section 2.3.7. Which version is best, also depends on the type of shape functions chosen for the enhanced field.

[^13]
## 2.B. Alternative representation of shape functions

This Appendix covers the computation of the average gradient of shape functions within an element defined in (2.27). Furthermore, we compare the various alternative representations of the gradient of shape functions used for the compatible deformation gradient given in Section 2.2.2.1. In particular, we adress a part of the shape functions that is neglected by the use of the average gradient. Note, that this neglected part has no implications on the patch test and does not lead to rank deficiencies of skewed elements (see Belytschko and Bindemann [14]). Using the average gradient of shape functions is even necessary to fulfill the patch test for generally distorted elements in (a) the context of hourglass-stabilization (c.f. Belytschko et al. $[14,16]$ ) as well as for (b) the modification $(2.28)$ of the gradient of shape functions used for the compatible deformation gradient in the present work (see Section 2.2.2.1 and Appendix 2.C).

## 2.B.1. Average gradient of shape functions

The analytic method to compute the average gradient of shape functions, which is outlined here, was developed by Flanagan and Belytschko [40] and can also be found in [16]. In a first step, the reference nodal coordinates $X_{I}^{e}=\left[\begin{array}{lll}X_{I}^{e} & Y_{I}^{e} & Z_{I}^{e}\end{array}\right]^{\mathrm{T}}, I=1, \ldots, 8$ are used to compute values $b_{I}^{X}, b_{I}^{Y}$ and $b_{I}^{Z}$. They are given, e.g., for $I=1$ by

$$
\begin{gather*}
b_{1}^{X}=\frac{1}{12}\left(Y_{2}^{e}\left(\left(Z_{6}^{e}-Z_{3}^{e}\right)-\left(Z_{4}^{e}-Z_{5}^{e}\right)\right)+Y_{3}^{e}\left(Z_{2}^{e}-Z_{4}^{e}\right)+\right. \\
Y_{4}^{e}\left(\left(Z_{3}^{e}-Z_{8}^{e}\right)-\left(Z_{5}^{e}-Z_{2}^{e}\right)\right)+Y_{6}^{e}\left(Z_{5}^{e}-Z_{2}^{e}\right)+ \\
\left.Y_{5}^{e}\left(\left(Z_{8}^{e}-Z_{6}^{e}\right)-\left(Z_{2}^{e}-Z_{4}^{e}\right)\right)+Y_{8}^{e}\left(Z_{4}^{e}-Z_{5}^{e}\right)\right),  \tag{2.71a}\\
b_{1}^{Y}=\frac{1}{12}\left(Z_{2}^{e}\left(\left(X_{6}^{e}-X_{3}^{e}\right)-\left(X_{4}^{e}-X_{5}^{e}\right)\right)+Z_{3}^{e}\left(X_{2}^{e}-X_{4}^{e}\right)+\right. \\
Z_{4}^{e}\left(\left(X_{3}^{e}-X_{8}^{e}\right)-\left(X_{5}^{e}-X_{2}^{e}\right)\right)+Z_{6}^{e}\left(X_{5}^{e}-X_{2}^{e}\right)+ \\
\left.Z_{5}^{e}\left(\left(X_{8}^{e}-X_{6}^{e}\right)-\left(X_{2}^{e}-X_{4}^{e}\right)\right)+Z_{8}^{e}\left(X_{4}^{e}-X_{5}^{e}\right)\right),  \tag{2.71b}\\
b_{1}^{Z}=\frac{1}{12}\left(X_{2}^{e}\left(\left(Y_{6}^{e}-Y_{3}^{e}\right)-\left(Y_{4}^{e}-Y_{5}^{e}\right)\right)+X_{3}^{e}\left(Y_{2}^{e}-Y_{4}^{e}\right)+\right. \\
X_{4}^{e}\left(\left(Y_{3}^{e}-Y_{8}^{e}\right)-\left(Y_{5}^{e}-Y_{2}^{e}\right)\right)+X_{6}^{e}\left(Y_{5}^{e}-Y_{2}^{e}\right)+ \\
\left.X_{5}^{e}\left(\left(Y_{8}^{e}-Y_{6}^{e}\right)-\left(Y_{2}^{e}-Y_{4}^{e}\right)\right)+X_{8}^{e}\left(Y_{4}^{e}-Y_{5}^{e}\right)\right) . \tag{2.71c}
\end{gather*}
$$

Note, that only the coordinates $X_{I}^{e}, Y_{I}^{e}, Z_{I}^{e}$ but not the node numbers $I$ change in the right hand side of above equations. The values of $b_{I}^{X}, b_{I}^{Y}$ and $b_{I}^{Z}$ for $I \neq 1$ can be computed by permuting the nodes in (2.71) according to Table 2.2.

In a next step the exact volume of element $\Omega^{e}$ is computed from (2.71) via relation

$$
\begin{equation*}
V=\sum_{I=1}^{8} b_{I}^{X} X_{I}^{e} \tag{2.72}
\end{equation*}
$$

Table 2.2.: Permutations of nodes for $b_{I}^{X}, b_{I}^{Y}$ and $b_{I}^{Z}$.

| $I$ | Permuted node numbers |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 2 | 2 | 3 | 4 | 1 | 6 | 7 | 8 | 5 |
| 3 | 3 | 4 | 1 | 2 | 7 | 8 | 5 | 6 |
| 4 | 4 | 1 | 2 | 3 | 8 | 5 | 6 | 7 |
| 5 | 5 | 8 | 7 | 6 | 1 | 4 | 3 | 2 |
| 6 | 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 |
| 7 | 7 | 6 | 5 | 8 | 3 | 2 | 1 | 4 |
| 8 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |

Using $b_{I}^{Y}$ and $Y_{I}^{e}$ or $b_{I}^{Z}$ and $Z_{I}^{e}$ in the equation above would yield the same result. With (2.71) and (2.72) at hand, the final relation to compute (2.27) is

$$
\bar{\nabla}_{\mathrm{X}} N_{I}=\frac{1}{V}\left[\begin{array}{lll}
b_{I}^{X} & b_{I}^{Y} & b_{I}^{Z} \tag{2.73}
\end{array}\right]^{\mathrm{T}} \quad I=1, \ldots, 8 .
$$

## 2.B.2. Comparison of alternative shape function representations

In the sequel we examine two representations of the tri-linear shape functions to quantify the inaccuracy introduced by the use of the average gradient of shape functions. We start by noting that the standard form of the tri-linear shape functions in the isoparametric space given in (2.10) can alternatively be expressed in vector form (e.g., Wriggers [154])

$$
\begin{equation*}
\mathbf{N}=\frac{1}{8} \mathbf{a}^{0}+\frac{1}{8} \sum_{I=1}^{3} \mathbf{a}^{I} \xi_{I}+\frac{1}{8} \sum_{A=1}^{4} \mathbf{h}^{A} H_{A}(\xi) \tag{2.74}
\end{equation*}
$$

Therein, $H_{A}(\xi)$ and $\mathbf{h}^{A}, A=1, \ldots, 4$, are defined in (2.19) and (2.23), respectively. Moreover, the vectors $\mathbf{a}^{I}, I=0, \ldots, 3$, are given by

$$
\begin{align*}
& \mathbf{a}^{0}=\left[\begin{array}{rrrrrrrr}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]^{\mathrm{T}}, \\
& \mathbf{a}^{1}=\left[\begin{array}{lllrrrrr}
-1 & 1 & 1 & -1 & -1 & 1 & 1 & -1
\end{array}\right]^{\mathrm{T}},  \tag{2.75}\\
& \mathbf{a}^{2}=\left[\begin{array}{lllrrrrr}
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1
\end{array}\right]^{\mathrm{T}}, \\
& \mathbf{a}^{3}=\left[\begin{array}{llllrrrr}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1
\end{array}\right]^{\mathrm{T}} .
\end{align*}
$$

## 2.B.2.1. Standard Taylor series representation of the shape functions

The Taylor series of the shape functions in the physical frame at the element center $\mathrm{X}_{0}=\left.\sum_{I=1}^{8} N_{I}\right|_{\xi=0} \mathbf{X}_{I}^{e}=\frac{1}{8} \tilde{\mathrm{X}}^{e} \mathrm{a}^{0}$ (with $\tilde{\mathrm{X}}^{e}$ defined in (2.22)) up to the linear part is given by

$$
\begin{equation*}
\mathrm{N}\left(\mathrm{X}^{e}\right)=\left.\mathrm{N}\right|_{\mathrm{X}^{e}=\mathrm{X}_{0}}+\left.\frac{\partial \mathrm{N}}{\partial \mathrm{X}^{e}}\right|_{\mathrm{X}^{e}=\mathrm{X}_{0}}\left(\mathrm{X}^{e}-\mathrm{X}_{0}\right)+\mathrm{N}_{\gamma}\left(\mathrm{X}^{e}\right) \tag{2.76}
\end{equation*}
$$

Therein, the first two terms on the right-hand side furnish the linear part $\mathrm{N}_{\text {lin }}$, while $\mathrm{N}_{\gamma}$ denotes the residual term. Taking a closer look at the linear part reveals

$$
\begin{align*}
\mathrm{N}_{\mathrm{lin}} & =\left.\mathrm{N}\right|_{\mathbf{X}^{e}=\mathbf{X}_{0}}+\left.\frac{\partial \mathbf{N}}{\partial \mathbf{X}^{e}}\right|_{\mathbf{X}^{e}=\mathbf{X}_{0}}\left(\mathrm{X}^{e}-\mathrm{X}_{0}\right)=\frac{1}{8} \mathbf{a}^{0}+\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}}\left(\tilde{\mathbf{X}}^{e} \mathbf{N}-\frac{1}{8} \tilde{\mathbf{X}}^{e} \mathbf{a}^{0}\right) \\
& =\frac{1}{8} \mathbf{a}^{0}+\left(\nabla_{\xi=0} \mathbf{N}\right)^{\mathrm{T}} \mathbf{J}_{0}^{-1} \tilde{\mathbf{X}}^{e} \frac{1}{8}\left[\begin{array}{lll}
\mathbf{a}^{1} & \mathbf{a}^{2} & \mathbf{a}^{3}
\end{array}\right] \xi+\frac{1}{8}\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \sum_{A=1}^{4} \mathbf{h}^{A} H_{A}(\xi) \\
& =\frac{1}{8} \mathbf{a}^{0}+\sum_{I=1}^{3} \mathbf{a}^{I} \xi_{I}+\frac{1}{8}\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \sum_{A=1}^{4} \mathbf{h}^{A} H_{A}(\xi), \tag{2.77}
\end{align*}
$$

where use has been made of relation

$$
\nabla_{\xi=0} \mathrm{~N}=\frac{1}{8}\left[\begin{array}{lll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \mathbf{a}_{3} \tag{2.78}
\end{array}\right]^{\mathrm{T}},
$$

as well as $\partial \mathrm{N} /\left.\partial \mathbf{X}\right|_{\mathrm{X}^{e}=X_{0}}=\left(\nabla_{\xi=0} \mathrm{~N}\right)^{\mathrm{T}} \mathrm{J}_{0}^{-1}$ and $\mathrm{J}_{0}=\tilde{\mathbf{X}}^{e}\left(\nabla_{\boldsymbol{\xi}=0} \mathrm{~N}\right)^{\mathrm{T}}$. The latter two relations can be established from (2.17), (2.13a) and (2.18). In view of (2.76) and (2.77) the residual part $\mathrm{N}_{\gamma}$ finally assumes the simple form

$$
\begin{equation*}
\mathrm{N}_{\gamma}=\mathbf{N}-\mathrm{N}_{\operatorname{lin}}=\sum_{A=1}^{4} \frac{1}{8}\left[\mathbf{h}^{A}-\left(\nabla_{0} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{A}\right] H_{A}(\xi)=\sum_{A=1}^{4} \boldsymbol{\gamma}^{A} H_{A}(\xi) \tag{2.79}
\end{equation*}
$$

where the gamma-stabilization vectors (2.20) occur.

## 2.B.2.2. Using the average gradient of shape functions

The gradient of shape functions at the element center in (2.76) can be replaced with the average gradient of shape functions $\bar{\nabla}_{\mathrm{X}} \mathrm{N}$ defined in (2.27) and thorougly described in Section 2.B.1. This yields

$$
\begin{equation*}
\mathrm{N}\left(\mathrm{X}^{e}\right)=\mathrm{N}\left(\mathrm{X}^{e}=\mathbf{X}_{0}\right)+\left(\bar{\nabla}_{\mathrm{X}} \mathrm{~N}\right)^{\mathrm{T}}\left(\mathrm{X}^{e}-\mathbf{X}_{0}\right)+\hat{\mathbf{N}}_{\gamma}\left(\mathrm{X}^{e}\right) . \tag{2.80}
\end{equation*}
$$

Note, that this is not a real Taylor-series since the mean-value theorem does not hold for vector-valued functions and thus in general no $X^{*}$ exists at which $\bar{\nabla}_{X} N=\nabla_{X} N\left(X^{*}\right)$ holds. The implications of this are described below.

The linear part $\mathrm{N}_{\mathrm{lin}}$ cannot be simplified to the same extent as in the previous Section since the jacobians cannot be canceled out as in (2.77). In fact, with the same steps as before, the remaining residual part is

$$
\begin{align*}
\hat{\mathbf{N}}_{\gamma} & =\sum_{J=1}^{3} \frac{1}{8}\left[\mathbf{a}^{J}-\left(\bar{\nabla}_{\mathbf{X}} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{a}^{J}\right] \xi_{J}+\sum_{A=1}^{4} \frac{1}{8}\left[\mathbf{h}^{A}-\left(\bar{\nabla}_{\mathbf{X}} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{A}\right] H_{A}(\xi) \\
& =\sum_{J=1}^{3} \hat{\boldsymbol{\beta}}^{J} \xi_{J}+\sum_{A=1}^{4} \hat{\boldsymbol{\gamma}}^{A} H_{A}(\xi), \tag{2.81}
\end{align*}
$$

where we introduced

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}^{J}=\frac{1}{8}\left[\mathbf{a}^{J}-\left(\bar{\nabla}_{\mathrm{X}} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{a}^{J}\right] \quad \text { and } \quad \hat{\boldsymbol{\gamma}}^{A}=\frac{1}{8}\left[\mathbf{h}^{A}-\left(\bar{\nabla}_{\mathrm{X}} \mathbf{N}\right)^{\mathrm{T}} \tilde{\mathbf{X}}^{e} \mathbf{h}^{A}\right] . \tag{2.82}
\end{equation*}
$$

In contrast to (2.79) there are two residual parts in (2.81). The second part containing $\hat{\gamma}^{A}$ is almost the same as (2.79) with only the gradient of shape functions exchanged in the definition of the gamma-stabilization vector. The first one is linear and has a similar structure. As stated in Belytschko and Bindemann [14] this part is usually neglected for hourglass stabilization techniques based on the average gradient of shape functions and is also neglected in the present work (see (2.28)). However, this has no major impact on the accuracy and does not lead to insufficiently rich approximation spaces [14].

Remark 2.11. In the case of a parallelepiped it is obvious from definitions (2.27) and (2.17) that $\bar{\nabla}_{\mathrm{X}} N_{I} \equiv \nabla_{0} N_{I}$ holds since the facobian is constant for such a geometry. Consequently, the vectors $\hat{\boldsymbol{\beta}}^{J}$ and therefore the surplus part vanish, which can be shown with similar steps as in (2.77).

## 2.C. Patch test and the compatible deformation gradient $\mathrm{F}_{\varphi}$

This appendix elaborates upon the patch test criterion for the compatible deformation gradient. In particular, we prove that the element proposed by Simo et al. [132] does not fulfill the patch test for arbitrary meshes while the newly proposed method (2.28) always fulfills it. We start by considering the homogeneous deformation

$$
\begin{equation*}
\varphi=\mathrm{F}_{0} \mathrm{X}+\mathrm{c} \tag{2.83}
\end{equation*}
$$

with constant tensor $\mathrm{F}_{0} \in \mathbb{R}^{3 \times 3}$ and vector $\mathbf{c} \in \mathbb{R}^{3}$, which implies a constant deformation gradient ${ }^{14}$

$$
\begin{equation*}
\mathrm{F}=\frac{\partial \boldsymbol{\varphi}}{\partial \mathrm{X}}=\mathrm{F}_{0} \tag{2.84}
\end{equation*}
$$

The patch test criterion requires, that states of constant strain are reproduced exactly by the numerical method. Thus, under a state of homogeneous deformation with nodal deformations $\boldsymbol{\varphi}_{I}^{e}=\mathrm{F}_{0} \mathrm{X}_{I}^{e}+\mathbf{c}$ two conditions need to be met:

- First, $\mathrm{F}^{\mathrm{h}, e} \equiv \mathrm{~F}_{0}$ has to hold and
- second, it is necessary that the finite element residual is equivalent to the analytic solution, which is quite difficult to prove from scratch. However, the condition can easily be checked by comparison with the isoparametric element, since that element always fulfills the patch test.

[^14]In the following we examine these requirements for all three versions of the compatible deformation gradient considered in the present work. Namely, we study the isoparametric concept with standard gradient of shape functions (2.15) (which is well-known to fulfill the patch test), the modification proposed by Simo et al. using (2.16) and the novel improved version based on (2.28). Furthermore, only the 3D case is considered subsequently since the 2D case is trivial (see Remark 2.6).

## 2.C.1. Approximation of the deformation gradient

In this Section we will show that requirement $\mathrm{F}^{\mathrm{h}, e}=\mathrm{F}_{0}$ is fulfilled by all three versions of the deformation gradient considered in this work. We start with the isoparametric concept, where in view of (2.14), (2.15) and (2.13) we get for the compatible deformation gradient

$$
\begin{align*}
\mathbf{F}^{\mathrm{h}, e} & =\sum_{I=1}^{8} \boldsymbol{\varphi}_{I}^{e} \otimes \nabla_{\mathrm{X}} N_{I}=\mathbf{F}_{0} \sum_{I=1}^{8}\left(\mathbf{X}_{I}^{e} \otimes \nabla_{\xi} N_{I}\right)\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-1}+\mathbf{c} \otimes \nabla_{\xi} \sum_{I=1}^{8}\left(N_{I}\right)\left(\mathrm{J}^{\mathrm{h}, e}\right)^{-1} \\
& =\mathrm{F}_{0} \mathbf{J}^{\mathrm{h}, e}\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-1}+\mathbf{c} \otimes \nabla_{\xi}(1)\left(\mathbf{J}^{\mathrm{h}, e}\right)^{-1}=\mathbf{F}_{0} \tag{2.85}
\end{align*}
$$

which is the desired result. If we use the modified gradient (2.16) instead of (2.15) the proof gets more complicated. However, with similar steps as above we get

$$
\begin{align*}
\mathbf{F}^{\mathrm{h}, e} & =\sum_{I=1}^{8} \boldsymbol{\varphi}_{I}^{e} \otimes \tilde{\nabla}_{\mathbf{X}} N_{I}=\mathbf{F}_{0} \sum_{I=1}^{8}\left(\mathbf{X}_{I}^{e} \otimes \tilde{\nabla}_{\mathrm{X}} N_{I}\right)+\mathbf{c} \otimes \sum_{I=1}^{8} \tilde{\nabla}_{\mathrm{X}} N_{I} \\
& =\mathbf{F}_{0} \sum_{I=1}^{8}\left[\mathbf{X}_{I}^{e} \otimes\left(\left.\nabla_{\xi} N_{I}\right|_{\xi=0}+\sum_{A=1}^{4} \frac{j_{0}}{j^{\mathrm{h}, e}} \nabla_{\xi} H_{A} \gamma_{I}^{A}\right)\right] \mathbf{J}_{0}^{-1} \\
& =\mathbf{F}_{0}+\mathbf{F}_{0} \sum_{I=1}^{8}\left[\mathbf{X}_{I}^{e} \otimes \sum_{A=1}^{4} \frac{j_{0}}{j^{\mathrm{h}, e}} \nabla_{\xi} H_{A} \gamma_{I}^{A}\right] \mathbf{J}_{0}^{-1} \tag{2.86}
\end{align*}
$$

where use has been made of identity

$$
\begin{align*}
\sum_{I=1}^{8} \tilde{\nabla}_{\mathrm{X}} N_{I} & =\sum_{I=1}^{8} \nabla_{0} N_{I}+\frac{j_{0}}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{-\mathrm{T}} \sum_{I=1}^{8} \sum_{A=1}^{4} \nabla_{\xi} H_{A} \gamma_{I}^{A} \\
& =\frac{j_{0}}{8 \mathrm{j}^{\mathrm{h},}} \mathbf{J}_{0}^{-\mathrm{T}}\left[\sum_{A=1}^{4} \sum_{J=1}^{8} \nabla_{\xi} H_{A}\left(h_{J}^{A} \mathbf{X}_{J}^{e} \cdot \sum_{I=1}^{8} \nabla_{0} N_{I}\right)+\sum_{I=1}^{8} \sum_{A=1}^{4} \nabla_{\xi} H_{A} h_{I}^{A}\right]=\mathbf{0} . \tag{2.87}
\end{align*}
$$

Note, that the last equation can be established with help of $\sum_{I=1}^{8} \nabla_{\xi} N_{I}=\mathbf{0}$ and definition (2.20) of the gamma stabilization vectors. Since the desired result is $\mathrm{F}^{\mathrm{h}, e}=\mathrm{F}_{0}$, the second term in the last line of (2.86) has to vanish. With definition (2.20) of the gamma stabilization vectors we get after basic, but lengthy tensor algebra

$$
\begin{equation*}
\sum_{I=1}^{8}\left[\mathbf{X}_{I}^{e} \otimes \sum_{A=1}^{4} \nabla_{\xi} H_{A} \gamma_{I}^{A}\right]=\frac{1}{8} \sum_{I=1}^{8} \sum_{A=1}^{4}\left(\mathbf{X}_{I}^{e} h_{I}^{A} \otimes \nabla_{\xi} H_{A}-\mathbf{J}_{0} \mathbf{J}_{0}^{-1} \mathbf{X}_{I}^{e} h_{I}^{A} \otimes \nabla_{\xi} H_{A}\right)=\mathbf{0} . \tag{2.88}
\end{equation*}
$$

Thus, $\mathbf{F}^{\mathrm{h}, e}=\mathrm{F}_{0}$ is established for the modification of Simo et al.[132] as well. For the novel, improved version of that modification given in (2.28) we start by noting relations

$$
\begin{equation*}
\sum_{I=1}^{8} \mathbf{X}_{I}^{e} \otimes \bar{\nabla}_{\mathrm{X}} N_{I}=\mathbf{I} \quad \text { and } \quad \sum_{I=1}^{8} \bar{\nabla}_{\mathrm{X}} N_{I}=\mathbf{0} \tag{2.89}
\end{equation*}
$$

which follow, albeit with tedious algebra, from the definition of the average gradient of shape functions (2.27). A proof of the last identities can, e.g., be found in Flanagan and Belytschko [40]. With this information at hand and similar steps as above we get

$$
\begin{equation*}
\mathbf{F}^{\mathrm{h}, e}=\sum_{I=1}^{8} \boldsymbol{\varphi}_{I}^{e} \otimes \hat{\nabla}_{\mathrm{X}} N_{I}=\mathbf{F}_{0} \sum_{I=1}^{8}\left(\mathrm{X}_{I}^{e} \otimes \hat{\nabla}_{\mathrm{X}} N_{I}\right)+\mathbf{c} \otimes \sum_{I=1}^{8} \hat{\nabla}_{\mathrm{X}} N_{I}=\mathbf{F}_{0} . \tag{2.90}
\end{equation*}
$$

Thus, we have shown that criterion $\mathrm{F}^{\mathrm{h}, e} \equiv \mathrm{~F}_{0}$ holds for all versions of the compatible deformation gradient considered.

## 2.C.2. Finite element residual

The result of the previous section shows that the same constant state of strain is obtained regardless of the gradient of shape functions used. Together with the assumption of a homogeneous material this yields analogously the same constant stress $\mathrm{P}^{\mathrm{h}, e}=\mathrm{P}_{0}$ for all three versions. With this information at hand, the finite element residual of one finite element with isoparametric formulation using the work-conjugate measures $\mathbf{P}$ and $\mathbf{F}$ is given by

$$
\begin{equation*}
\delta_{\varphi} \Pi=\int_{\Omega^{e}} \mathbf{P}^{\mathrm{h}, e}: \delta_{\varphi} \mathrm{F}^{\mathrm{h}, e} \mathrm{~d} V=\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot \int_{\Omega^{e}} \nabla_{\mathrm{X}} N_{I} \mathrm{~d} V . \tag{2.91}
\end{equation*}
$$

Note, that the equation above is exact, in the sense that it coincides with the analytic solution, because the isoparametric element fulfills the patch test. In the following we compare the residuals of the other two versions of the deformation gradient to that result.

Starting with the modification (2.16) of the gradient of shape functions by Simo et al. we get with $\int_{\hat{\Omega}} \nabla_{\xi} H_{A} \mathrm{~d} \hat{\Omega}=0, A=1, \ldots, 4$ and straightforward steps

$$
\begin{align*}
\delta_{\varphi} \tilde{\Pi} & =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot \int_{\Omega^{e}} \tilde{\nabla}_{\mathrm{X}} N_{I} \mathrm{~d} V \\
& =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot\left[\int_{\Omega^{e}} \nabla_{0} N_{I} \mathrm{~d} V+j_{0} \mathbf{J}_{0}{ }^{-\mathrm{T}} \sum_{A=1}^{4} \int_{\hat{\Omega}} \frac{1}{j^{\mathrm{h}, e}} \nabla_{\xi} H_{A} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega} \gamma_{I}^{A}\right] \\
& =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot \int_{\Omega^{e}} \nabla_{0} N_{I} \mathrm{~d} V . \tag{2.92}
\end{align*}
$$

Since (2.91) and (2.92) are in general not the same, the patch test is not fulfilled for generally distorted meshes. However, in case of a initially parallelepiped-shaped element $\int_{\Omega^{e}} \nabla_{0} N_{I} \mathrm{~d} V=\int_{\Omega^{e}} \nabla_{\mathrm{X}} N_{I} \mathrm{~d} V$ holds and the patch test is therefore fulfilled in that case. More favorably is the behavior of the improved version of the modification by Simo et al. given in (2.28). With definition (2.27) the residual reads

$$
\begin{align*}
\delta_{\varphi} \tilde{\Pi} & =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot \int_{\Omega^{e}} \hat{\nabla}_{\mathrm{X}} N_{I} \mathrm{~d} V \\
& =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot\left[\frac{1}{V} \int_{\Omega^{e}} \nabla_{\mathrm{X}} N_{I} \mathrm{~d} V \int_{\Omega^{e}} \mathrm{~d} V+j_{0} \mathbf{J}_{0}^{-\mathrm{T}} \sum_{A=1}^{4} \int_{\hat{\Omega}} \frac{1}{j^{\mathrm{h}, e}} \nabla_{\xi} H_{A} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega} \hat{\gamma}_{I}^{A}\right] \\
& =\sum_{I=1}^{8} \mathbf{P}_{0} \delta \boldsymbol{\varphi}_{I} \cdot \int_{\Omega^{e}} \nabla_{\mathrm{X}} N_{I} \mathrm{~d} V . \tag{2.93}
\end{align*}
$$

which is exactly the same as (2.91). Thus, the patch test is fulfilled for arbitrary initial element shapes if the novel approach presented in this work is used.

# 3. Improving efficiency and robustness of EAS elements for nonlinear problems 
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#### Abstract

The enhanced assumed strain (EAS) method is one of the most frequently used methods to avoid locking in solid and structural finite elements. One issue of EAS elements in the context of geometrically non-linear analyses is their lack of robustness in the Newton-Raphson scheme, which is characterized by the necessity of small load increments and large numbers of iterations. In the present work we extend the recently proposed mixed integration point (MIP) method to EAS elements in order to overcome this drawback in numerous applications. Furthermore, the MIP method is generalized to generic material models, which makes this simple method easily applicable for a broad class of problems. In the numerical simulations in this work we compare standard strain based EAS elements and their MIP improved versions to elements based on the assumed stress method in order to explain when and why the MIP method allows to improve robustness. A further novelty in the present work is an inverse stress-strain relation for a Neo-Hookean material model.
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### 3.1. Introduction

In the early days of the finite element method (FEM), it was soon discovered that low-order purely displacement-based (U) finite elements yield poor results in many cases due to severe locking phenomena. Therefore, a plethora of mixed finite elements has been developed. Two of the probably most successful classes in linear analyses are enhanced assumed strain (EAS) elements introduced in 1990 by Simo and Rifai [134] as a generalization of
the popular incompatible modes elements by Taylor et al. [141] and assumed stress (AS) elements proposed in the 1980s by Pian and Sumihara [110] and Pian and Tong [112] for 2D and 3D problems, respectively (see also the pioneering work of Fraeijs de Veubeke [42]). Both classes exhibit excellent behavior in linear simulations. They are completely lockingfree if the additional fields are approximated appropriately, they are stable and they are relatively insensitive to mesh distortion. In fact, there are hardly any drawbacks of using such elements in the linear elastic case. Furthermore, it is shown by Bischoff et al. [21] that for every EAS element an equivalent AS element can be found and vice versa.

For nonlinear problems, however, the two approaches are not identical anymore. Here, AS elements are less popular, since they need an inverse stress-strain relation. With a few exceptions for simple material models (see, e.g., Wriggers [154]), this is extremely difficult or even impossible to obtain. In cases, where a solution exists, the recent numerical approach by Viebahn et al. [145] is a simple alternative to the cumbersome analytical inversion. However, there exist cases in which inversion of the stress strain relation is impossible (see, e.g., Ogden [98] and the present work). EAS elements do not encounter these difficulties, because their strain based construction naturally fits the typically strain driven format of non-linear material laws. Thus, they can easily be extended to general material models, also including geometric nonlinearity, see for example [8, 30, 31, 46, 47, $66,67,69,104,105,131,132,155]$, among others. Unfortunately, two major open issues of EAS elements remain. First, unphysical instabilities occur, depending on the chosen material model, ansatz functions for the enhanced field and state of strain. This was first discovered by Reese and Wriggers [156] and addressed in many subsequent works (notably [8, 47, 69]). The effect is also present for AS element and other locking-free formulations. The second open issue is lack of robustness in the Newton-Raphson (NR) solution algorithm. By the term robustness we herein refer to two properties: maximum size of applicable load steps and number of NR iterations required to find equilibrium. In this sense, robust elements are also efficient, since they require fewer iterations and therefore also fewer time consuming matrix factorizations. In this paper, only the second open issue is addressed, which seems to be a particular feature of EAS elements (AS elements, for instance, are superior in this respect).
So far, this kind of algorithmic robustness has received little attention in the development of finite elements and focus has been put onto other topics, such as locking and stability. In the context of EAS elements the only works known to the authors that deal with robustness are [65, 69, 145, 146, 151, 152]. For beam finite elements Garcea et al. [45] discovered that (AS-type) mixed finite elements provide superior robustness compared to displacement-based elements. This result has recently been reproduced by Magisano et al. [87] for solid-shell problems. In the context of continuum elements Viebahn et al. [145] obtained similar results while comparing AS and EAS elements. The authors showed that EAS elements have inferior robustness even if they yield the same equilibrium solution as AS elements. For another class of mixed finite elements, which are based on a Hu-Washizu type variational functional, superior robustness of the mixed format compared to the displacement form has been observed by Wisniewski et al. [151, 152] and Betsch et al. [19].

One approach to improve the behavior of strain-driven elements is presented by Mei et al. [91] who propose to transform nonlinear finite element equations to make them more "linear". A simple example for this would be transforming the equation $e^{x}=a$ with the unknown $x$ and a constant $a$ by taking the logarithm on both sides. Unfortunately, this mathematically elegant approach is difficult to implement into practical simulations, since a suitable transformation is not straightforward to determine. Moreover, the main source of nonlinearity has to be known a priori, which becomes difficult if multiple sources of nonlinearity (e.g., geometric and material nonlinearities, constraints, plasticity) are present or if their corresponding impact changes during simulation.
In the context of shell problems, Magisano et al. [88] introduce the mixed integration point (MIP) method (see also [43, 89]). The key idea is to introduce independent stresses at the Gauss quadrature points, which ultimately leads to a modification of the stresses used for the geometric stiffness matrix. A special feature of the method is that the residuum is not altered, which means that only the robustness of the method during iteration is (usually) improved without changing the converged result. The principal idea of modifying the stress in the geometric part of the stiffness matrix has already been proposed in the 1980s by Kuo-Mo et al. [72, 73]. They suggested to use an inconsistent tangent, by using the stress of the previous converged load step for all Newton-Raphson iterations of the next load step in order to compute the geometric stiffness contributions. However, the MIP update algorithm is more sophisticated and improves upon those results.
In the context of contact problems, Zavarise et al. [160] proposed a similar philosophy of modifying the geometric stiffness contributions as a way of efficiently dealing with large penetrations and increasing the robustness of contact algorithms.

In the present work we use the idea of the MIP method introduced by Magisano et al. [88] and apply it to solid finite elements instead of structural (solid-)shell and beam elements, which are usually considered in the literature [88, 89]. Furthermore, we propose three extensions to the MIP method. First of all, we consider general material models, since being restricted to the simple St. Venant-Kirchhoff material model is one of the current limitations of the MIP method. We discuss under which conditions the MIP method can be applied successfully to more advanced materials and when less beneficial results are to be expected. Secondly, we propose a transformation of the method to use spatial stress and strain measures in order to support computationally more efficient elements and allow simple implementation of many material models. Finally, and most importantly, we apply the method to EAS elements, which significantly increases their robustness and makes this class of elements even more interesting in practical simulations.
Various numerical examples, including elastic and plastic material laws, are presented to highlight the properties and performance of the MIP method. With these we show, when and why the method allows the greatest benefit and when only little improvement is to be expected.
A final novelty of this work is an analytic inverse stress-strain relation for a Neo-Hookean material model, which can be used for AS elements. It demonstrates the limits of this class of elements in general nonlinear simulations.

The present work is structured into seven sections. General relations and notation for nonlinear continuum mechanics and finite element formulations of the displacementbased (U) as well as EAS and AS mixed finite elements are given in Section 3.2. Afterwards, a simple model problem is presented in Section 3.3 to show basic relations exploited for the MIP method. The MIP method and its extension to general material models are described in Section 3.4. Additional extensions and more details of the MIP method are given in Section 3.5. In particular, Section 3.5.1 covers the MIP method for EAS elements while sections 3.5.2 to 3.5.4 deal with its application to problems based on spatial quantities, the implementation of the method and a simple one-element test. Extensive numerical simulations follow in Section 3.6 before conclusions are drawn in Section 3.7. Appendix 3.A covers the St. Venant-Kirchhoff, Neo-Hookean and elasto-plastic material models used throughout this work. Special emphasis is put on the invertibility of the stress-strain relation of the Neo-Hookean model (see Section 3.A.2.2). More details concerning the simple model problem in Section 3.3 are given in Appendix 3.B.

### 3.2. Mixed finite elements for solid mechanics

### 3.2.1. Continuum mechanics

The deformation of a deformable body from its reference configuration $\mathcal{B}_{0}$ to the current configuration $\mathcal{B}$ is described by the bijective deformation map

$$
\begin{equation*}
\boldsymbol{\varphi} \in \mathcal{U}=\left\{\boldsymbol{\varphi}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3} \mid(\boldsymbol{\varphi})_{i} \in H_{1}, \operatorname{det}(\mathrm{D} \boldsymbol{\varphi})>0 \text { and } \boldsymbol{\varphi}(\mathbf{X})=\overline{\boldsymbol{\varphi}}(\mathbf{X}), \mathbf{X} \in \partial_{\varphi} \mathcal{B}_{0}\right\}, \tag{3.1}
\end{equation*}
$$

which maps material points $\mathrm{X} \in \mathcal{B}_{0}$ to corresponding spatial points $\mathrm{x}=\varphi(\mathrm{X}) \in \mathcal{B}$. Therein, $\partial_{\varphi} \mathcal{B}_{0}$ denotes the part of the body's boundary $\partial \mathcal{B}_{0}$ on which the deformations are prescribed by $\overline{\boldsymbol{\varphi}}: \partial_{\varphi} \mathcal{B}_{0} \rightarrow \mathbb{R}^{3}$. Linearization of the deformation map ${ }^{1} \varphi$ at a point $\mathbf{X}$ yields the deformation gradient

$$
\begin{equation*}
\mathrm{F}_{\varphi}(\mathrm{X})=\frac{\partial \varphi}{\partial \mathrm{X}}=\mathrm{D} \varphi \tag{3.2}
\end{equation*}
$$

where the index $\varphi$ denotes that $\mathbf{F}_{\varphi}$ is computed from the deformations alone, which will not necessarily be the case in subsequent sections. The deformation gradient ${ }^{2} \mathbf{F}$ can be used to define the right Cauchy-Green tensor and Green-Lagrange strain tensor, respectively, as

$$
\begin{equation*}
\mathbf{C}=\mathbf{F}^{\mathrm{T}} \mathbf{F}, \quad \mathrm{E}=\frac{1}{2}\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}-\mathrm{I}\right) . \tag{3.3}
\end{equation*}
$$

[^16]Furthermore, the constitutive second Piola-Kirchhoff stress tensor and its linearization with respect to E are introduced as

$$
\begin{equation*}
\hat{\mathbf{S}}=\hat{\mathbf{S}}(\mathbf{E}, \Xi), \quad \Delta_{E} \hat{\mathbf{S}}=\hat{\mathbb{C}}: \Delta \mathbf{E} \tag{3.4}
\end{equation*}
$$

The notation $\Delta_{(\bullet)}(*)$ is used to denote linearization of $(*)$ with respect to $(\bullet)$. The form (3.4) of constitutive law for $\hat{S}$ covers a wide range of material models including inelastic behavior via internal variables $\Xi$. Linearization of the constitutive second PiolaKirchhoff stress tensor with respect to E is governed by the fourth-order material tensor $\hat{\mathbb{C}}=\partial \hat{\mathrm{S}} / \partial \mathrm{E}$.

Remark 3.1. In case of a homogeneous hyperelastic material with strain energy function $W(\mathbf{E})$, relations (3.4) are given by

$$
\begin{equation*}
\hat{\mathbf{S}}=\frac{\partial W}{\partial \mathbf{E}}, \quad \hat{\mathbb{C}}=\frac{\partial^{2} W}{\partial \mathbf{E} \partial \mathbf{E}} \tag{3.5}
\end{equation*}
$$

However, we emphasize that hyperelasticity is no prerequisite for the novel techniques proposed in this work.

### 3.2.2. Finite element method

### 3.2.2.1. Displacement-based finite elements

In the sequel, we only consider numerical solutions of nonlinear solid mechanic problems obtained with the finite element method (FEM). More specifically, a body $\mathcal{B}$ is approximated with $n_{\text {el }}$ four-node quadrilateral or eight-node brick finite elements $\Omega^{e}$ in 2D and 3D respectively. Furthermore, the isoparametric concept is applied. Approximations of geometry X and deformation $\varphi$ within one element $\Omega^{e}$ are then given by

$$
\begin{equation*}
\mathrm{X}^{\mathrm{h}, e}=\sum_{I=1}^{n_{\mathrm{no}}} N_{I}(\xi) \mathrm{X}_{I}^{e}, \quad \boldsymbol{\varphi}^{\mathrm{h}, e}=\sum_{I=1}^{n_{\mathrm{no}}} N_{I}(\xi) \boldsymbol{\varphi}_{I}^{e} \tag{3.6}
\end{equation*}
$$

where superscript $h$ denotes an approximation and $e$ marks elementwise quantities. However, these superscripts are usually omitted in the remainder of this work since most of the subsequent presentations are dealing with discretized fields on element level. Thus, if not specified otherwise, every quantity introduced in the sequel is an approximation on element level, for example $\boldsymbol{\varphi} \equiv \boldsymbol{\varphi}^{\mathrm{h}, e}$. In the equation above, $n_{\mathrm{no}}$ is the number of nodes of the element and $\mathbf{X}_{I}^{e}, \boldsymbol{\varphi}_{I}^{e}$ are the nodal values of the respective quantities. Moreover, $N_{I}(\xi)$ denote the Lagrangian shape functions defined on reference element $\hat{\Omega}=[-1,1]^{n_{\text {dim }}}$ for two- and three-dimensional approximations, respectively (see, e.g., [154]).

The internal part of the weak form of equilibrium of a purely displacement-based formulation on element level is given by (see, e.g., [25, 154])

$$
\begin{equation*}
G_{d, \varphi}(\boldsymbol{\varphi}, \delta \boldsymbol{\varphi})=\int_{\Omega^{e}} \hat{\mathbf{S}}_{\varphi}: \delta_{\varphi} \mathbf{E}_{\varphi} \mathrm{d} V \tag{3.7}
\end{equation*}
$$

where $\delta \varphi$ is a kinematically admissible test function, approximated in the same way as $\boldsymbol{\varphi}$ in (3.6) (Bubnov-Galerkin approach) and $\delta_{(\bullet)}(*)$ denotes the first variation of $(*)$ with respect to $(\bullet)$. The displacement-based Green-Lagrange tensor $\mathbf{E}_{\varphi}$ and constitutive second Piola-Kirchhoff stress $\hat{\mathbf{S}}_{\varphi}$ are defined through (3.2), (3.3) and (3.4) as $\mathbf{E}_{\varphi}=\mathbf{E}\left(\mathbf{F}_{\varphi}\right)$ and $\hat{\mathbf{S}}_{\varphi}=\hat{\mathbf{S}}\left(\mathrm{E}_{\varphi}, \boldsymbol{\Xi}\right)$, respectively. In these relations, index $\varphi$ denotes the purely displacementbased nature of these quantities and index d specifies that the respective variable is part of the displacement-based FEM. ${ }^{3}$ The external part $G_{\varphi}^{\text {ext }}(\boldsymbol{\varphi}, \delta \boldsymbol{\varphi})$ of the weak form includes all external forces acting on $\mathcal{B}_{0}$ and the boundary $\partial_{t} \mathcal{B}_{0}=\partial \mathcal{B}_{0} \backslash \partial_{\varphi} \mathcal{B}_{0}$. They are not specified in detail here, since only the internal part (3.7) will be needed for the developments in this paper.

Considering the arbitrariness of $\delta \boldsymbol{\varphi}$ and using Gauss quadrature to approximate the integral in (3.7), the linearized discrete form of (3.7) on element level reads

$$
\begin{equation*}
\sum_{g=1}^{n}\left[\mathbf{M}_{\mathrm{d}, g}^{\varphi \varphi}+\mathrm{G}_{\mathrm{d}, g}^{\varphi \varphi}\left(\hat{\mathbf{S}}_{\varphi, g}\right)\right] w_{g} \Delta \boldsymbol{\varphi}^{e}=-\sum_{g=1}^{n} \mathbf{R}_{\mathrm{d}, g}^{\varphi} w_{g}, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{R}_{\mathrm{d}, g}^{\varphi} & =\left[\left(\mathbf{B}_{\mathrm{d}}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbf{S}}_{\varphi}\right]_{g}  \tag{3.9a}\\
\mathbf{M}_{\mathrm{d}, g}^{\varphi \varphi} & =\left[\left(\mathbf{B}_{\mathrm{d}}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\varphi} \mathbf{B}_{\mathrm{d}}^{\varphi}\right]_{g},  \tag{3.9b}\\
\mathbf{G}_{\mathrm{d}, g}^{\varphi \varphi} & =\mathbf{G}_{\mathrm{d}}^{\varphi \varphi}\left(\hat{\mathbf{S}}_{\varphi, g}\right), \tag{3.9c}
\end{align*}
$$

denote the integrand of the element residual as well as the integrand of the material and geometric part of the stiffness matrix, evaluated at the integration points (for more details see, e.g., Wriggers[154] Ch. 4.2.2). Abbreviation $(\bullet)_{g}=(\bullet)\left(\xi_{g}\right)$ denotes evaluation of a quantity at Gauss point $g=1, \ldots, n$ with weight $w_{g}$. Quantities $\hat{\mathbf{S}}_{\varphi}$ and $\hat{\mathbb{C}}_{\varphi}$ in (3.9a) and (3.9b) have to be cast in Voigt (vector-matrix) notation, which is not separately marked since it becomes clear from the context when this notation is required. Superscripts in (3.8) and (3.9), indicating applied directional derivatives w.r.t. $\varphi$, are not necessary here but are merely introduced to get similar notation as for the mixed formulations presented in the sequel. The nodal operator matrix of the material displacement form is denoted by $\mathbf{B}_{d}^{\varphi}$. We emphasize the dependence of $\mathrm{G}_{\mathrm{d}, g}^{\varphi \varphi}$ on the constitutive stress $\hat{\mathbf{S}}_{\varphi, g}$ in (3.8), since this is the key to the MIP method presented in Sections 3.4 and 3.5.
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### 3.2.2.2. EAS method

The first well-known class of multi-field finite elements used in this work are EAS elements which were first proposed for nonlinear problems by Simo and Armero [131]. In the present work, we give only a brief overview and refer to Pfefferkorn and Betsch [104], among others, for a more thorough summary of many topics concerning EAS elements.

The key idea of the EAS method in the form used herein is to recast the deformation gradient in the form

$$
\begin{equation*}
\mathbf{F}_{\alpha}(\boldsymbol{\varphi}, \boldsymbol{\alpha})=\mathbf{F}_{\varphi}(\boldsymbol{\varphi})+\tilde{\mathbf{F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \tag{3.10}
\end{equation*}
$$

where $\mathbf{F}_{\varphi}$ and $\tilde{\mathbf{F}}$ denote the compatible and incompatible (or enhanced) part of the deformation gradient. The latter includes additional enhanced degrees of freedom $\boldsymbol{\alpha}$, which are used to improve the element's behavior with respect to locking.

The variational basis for EAS finite elements is a Hu-Washizu [148] type functional. Usually, the independent stress is eliminated by enforcing the discrete stress and the enhanced strain field to be $L_{2}$-orthogonal. This ultimately yields the approximated weak form ${ }^{4}$ formulated using material quantities S and E in the form

$$
\begin{align*}
& G_{\mathbb{Q}, \varphi}=\int_{\Omega^{e}} \hat{\mathbf{S}}_{\alpha}: \delta_{\varphi} \mathbf{E}_{\alpha} \mathrm{d} V,  \tag{3.11a}\\
& G_{巴, \alpha}=\int_{\Omega^{e}} \hat{\mathbf{S}}_{\alpha}: \delta_{\alpha} \mathbf{E}_{\alpha} \mathrm{d} V=0, \tag{3.11b}
\end{align*}
$$

where the Green-Lagrange strain (3.3) and constitutive second Piola-Kirchhoff stress (3.4) are given by $\mathbf{E}_{\alpha}=\mathbf{E}\left(\mathbf{F}_{\alpha}\right)$ and $\hat{\mathbf{S}}_{\alpha}=\hat{\mathbf{S}}\left(\mathbf{E}_{\alpha}, \Xi\right)$, respectively. On top of that, index e is introduced to mark quantities of the EAS method in analogy to index d used in Section 3.2.2.1 for the displacement-based method. Note that in (3.11) only (3.11b) is equal to zero on element level without global assembly since the enhanced degrees of freedom $\boldsymbol{\alpha}$ are introduced elementwise.

Approximation of the deformation $\boldsymbol{\varphi}$ and compatible deformation gradient is applied as described in Section 3.2.2.1 and the enhanced deformation gradient can be discretized on element level using Wilson-modes [149] with nine (in 3D) enhanced parameters $\alpha_{i}$ by

$$
\tilde{\mathbf{F}}=\mathbf{F}_{0} \frac{j_{0}}{j} \mathbf{J}_{0}^{-\mathrm{T}}\left[\begin{array}{lll}
\xi \alpha_{1} & \eta \alpha_{2} & \zeta \alpha_{3}  \tag{3.12}\\
\zeta \alpha_{4} & \eta \alpha_{5} & \zeta \alpha_{6} \\
\xi \alpha_{7} & \eta \alpha_{8} & \zeta \alpha_{9}
\end{array}\right] \mathbf{J}_{0}^{-1} .
$$

In the last equation, $\mathbf{J}_{0}$ and $j_{0}$ are the evaluation of the Jacobian of the isoparametric map $\mathbf{J}$ and its determinant $j=\operatorname{det}(\mathbf{J})$ at the element centroid $\xi=\mathbf{0}$. Moreover, $\mathbf{F}_{0}=\mathbf{F}_{\varphi}(\xi=\mathbf{0})$ denotes the compatible deformation gradient at the element center and is needed to ensure objectivity of the formulation.

[^18]Remark 3.2. We refer to Pfefferkorn and Betsch [104], among others, for many other possibilities to approximate both, the compatible and the incompatible part of the deformation gradient and for a thorough explanation of the requirements to be met. Furthermore, an overview of other ansatz functions for the enhanced deformation gradient is given in the aforementioned reference. Note especially the transposed Wilson-modes which cure the spurious hourglass instability of the standard EAS element in compression.

The discrete linearized form of (3.11) in matrix notation is given by
where the integrands of the element residuals and the geometric as well as material parts of the tangent are given by

$$
\begin{align*}
& \mathbf{R}_{e, g}^{\varphi}=\left[\left(\mathbf{B}_{\mathscr{e}}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbf{S}}_{\alpha}\right]_{g}, \quad \quad \mathbf{R}_{\odot, g}^{\alpha}=\left[\left(\mathbf{B}_{⿷}^{\alpha}\right)^{\mathrm{T}} \hat{\mathbf{S}}_{\alpha}\right]_{g},  \tag{3.14a}\\
& \mathbf{M}_{\mathrm{e}, g}^{\varphi \varphi}=\left[\left(\mathbf{B}_{\mathrm{e}}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\alpha} \mathbf{B}_{\mathrm{e}}^{\varphi}\right]_{g}, \quad \quad \mathrm{G}_{\mathrm{e}, g}^{\varphi \varphi}=\mathrm{G}_{\mathrm{e}}^{\varphi \varphi}\left(\hat{\mathbf{S}}_{\alpha, g}\right),  \tag{3.14b}\\
& \mathbf{M}_{\mathfrak{e}, g}^{\varphi \alpha}=\left[\left(\mathbf{B}_{\mathfrak{e}}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\alpha} \mathbf{B}_{\mathfrak{e}}^{\alpha}\right]_{g}, \quad \quad \mathrm{G}_{\mathrm{e}, g}^{\varphi \alpha}=\mathrm{G}_{\mathrm{e}}^{\varphi \alpha}\left(\hat{\mathbf{S}}_{\alpha, g}\right),  \tag{3.14c}\\
& \mathbf{M}_{\mathfrak{e}, g}^{\alpha \varphi}=\left[\left(\mathbf{B}_{\mathfrak{e}}^{\alpha}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\alpha} \mathbf{B}_{\mathfrak{e}}^{\varphi}\right]_{g}, \quad \quad \mathrm{G}_{\mathfrak{e}, g}^{\alpha \varphi}=\mathrm{G}_{\mathfrak{e}}^{\alpha \varphi}\left(\hat{\mathbf{S}}_{\alpha, g}\right),  \tag{3.14d}\\
& \mathbf{M}_{e, g}^{\alpha \alpha}=\left[\left(\mathbf{B}_{e}^{\alpha}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\alpha} \mathbf{B}_{\odot}^{\alpha}\right]_{g}, \quad \quad \mathrm{G}_{\mathrm{e}, g}^{\alpha \alpha}=\mathrm{G}_{\mathrm{e}}^{\alpha \alpha}\left(\hat{\mathbf{S}}_{\alpha, g}\right) . \tag{3.14e}
\end{align*}
$$

Here, superscripts $\varphi$ and $\alpha$ denote the various parts of strain-displacement matrices, tangent and residual. Moreover, $\hat{\mathbb{C}}_{\alpha}$ is the material tangent (3.4) evaluated using $\mathbf{E}_{\alpha}$. Like in the previous section, the geometric part of the stiffness matrix depends on the constitutive stress $\hat{\mathbf{S}}_{\alpha}$.

Remark 3.3. Usually, static condensation is performed on element level to eliminate the internal degrees of freedom $\Delta \boldsymbol{\alpha}^{e}$ from (3.13). However, in this work the full form of (3.13) is needed for development of the MIP method, presented in Section 3.5.1, and static condensation is carried out afterwards.

### 3.2.2.3. Assumed stress method

The second class of mixed finite elements considered in this work are assumed stress elements, which are based on a Hellinger-Reissner (HR) functional and employ separate stress approximation. However, with a few exceptions for simple material models, a complementary stored energy function, which is required for a HR-functional, does not exist. This is why usually a weak form is used as starting point for AS elements if more
complex material models are to be used (see also [145, 154]). In the present work the discretized weak form is given by

$$
\begin{align*}
& G_{\mathbf{s}, \varphi}=\int_{\Omega^{e}} \mathrm{~S}_{\beta}: \delta_{\varphi} \mathbf{E}_{\varphi} \mathrm{d} V  \tag{3.15a}\\
& G_{\mathbf{s}, \beta}=\int_{\Omega^{e}} \delta_{\beta} \mathrm{S}_{\beta}:\left(\mathbf{E}_{\varphi}-\hat{\mathbf{E}}_{\beta}\right) \mathrm{d} V=0, \tag{3.15b}
\end{align*}
$$

where the independent (not constitutive) stress tensor $S_{\beta}$ is introduced as function of internal elementwise degrees of freedom $\boldsymbol{\beta}$ and index $\$$ denotes the AS method. Common approximations for $S_{\beta}$ can, among others, be found in the work of Viebahn et al. [145]. In this work, however, we apply a special stress approximation that is described in Section 3.4. The expression in (3.15b), like (3.11b), is zero on element level due to the elementwise approximations of $\mathrm{S}_{\beta}$. The constitutive strain $\hat{\mathbf{E}}_{\beta}$ introduced in (3.15) is computed from the inverse of relation (3.4) such that

$$
\begin{equation*}
\hat{\mathbf{E}}_{\beta}=\hat{\mathrm{E}}\left(\mathrm{~S}_{\beta}, \Xi\right) \tag{3.16}
\end{equation*}
$$

This requires that (3.4) is at least locally invertible, which is given for most commonly used material models in the neighborhood of the stress free reference configuration $F=I$, as described in Ogden [98] Ch. 6.2.2. The linearization of this relation can then be computed via the law of differentiation of the inverse by

$$
\begin{equation*}
\Delta_{S} \hat{\mathbf{E}}_{\beta}=\hat{\mathbb{D}}_{\beta}: \Delta \mathbf{S}_{\beta}, \tag{3.17}
\end{equation*}
$$

where the tangential compliance matrix $\hat{\mathbb{D}}_{\beta}:=\hat{\mathbb{C}}^{-1}\left(\hat{\mathbf{E}}_{\beta}, \Xi\right)$ is the inverse ${ }^{5}$ of the material tangent (3.4).

Remark 3.4. While most common material models are invertible in the neighborhood around the stress free configuration, analytic relations of inverse stress-strain relations rarely exist. Appendix 3.A covers analytic inversions. Besides the simply invertible St. VenantKirchhoff model, we present a novel inverse stress-strain relation for a Neo-Hookean model (see Appendix 3.A.2). More complex models are difficult or even impossible to analytically invert. Recently, a numerical procedure for general hyperelastic models has been proposed by Viebahn et al. [145].

Remark 3.5. Even though inversion is usually possible close to the stress free reference configuration, it is not necessarily so for states of larger strain. This is, e.g., the case for the Neo-Hookean model described in Appendix 3.A.2. The states of stress, for which unique invertibility is given for that model, are described in detail in Appendix 3.A.2.2. These requirements are a severe limitation of the applicability of AS elements since these states can be observed in practical simulations as shown in Section 3.6.3, where the non-invertibility leads to failure of the Newton-Raphson scheme.
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### 3.3. Motivation for the MIP method

### 3.3.1. Problem description




Figure 3.1.: Model problem. Setup and analytical load-displacement curves for $c=0.25, k=10$ and different values of the axial stiffness $E A$.

In this section, a simple model problem is considered to demonstrate issues that may arise in the iterative solution process and to motivate the MIP method presented in subsequent sections. Following Magisano et al.[87], the simple nonlinear bar-spring system, shown in Figure 3.1, serves as model problem. The structure consists of a geometrically nonlinear bar with axial stiffness $E A$ and a linear spring with stiffness $k$. We use a unit length $L=1$ for the bar in order to simplify expressions. The upper end of the bar is subjected to a vertical load $\lambda$ and a horizontal load $c \lambda$. We summarize here the most important relations for this example. More details are given in Appendix 3.B. For a displacement-based formulation with two degrees of freedom $\mathbf{d}^{T}=\left[\begin{array}{ll}u & w\end{array}\right]$, in analogy to Section 3.2.1, the kinematic and constitutive relations are

$$
\begin{equation*}
\varepsilon=u+\frac{1}{2}\left(u^{2}+w^{2}\right), \quad \hat{N}=E A \varepsilon \tag{3.18}
\end{equation*}
$$

where $\varepsilon(u, w)$ is the displacement-based axial Green-Lagrange strain and $\hat{N}(u, w)$ the constitutive "second Piola-Kirchhoff normal force". With these expressions at hand, the linearized displacement-based weak form of equilibrium (3.8) is given by

$$
\left[\begin{array}{cc}
E A(1+u)^{2}+\hat{N} & E A(1+u) w  \tag{3.19}\\
E A(1+u) w & E A w^{2}+k+\hat{N}
\end{array}\right]\left[\begin{array}{c}
\Delta u \\
\Delta w
\end{array}\right]=-\left[\begin{array}{c}
\hat{N}(1+u)+\lambda \\
\hat{N} w+k w-\lambda c
\end{array}\right] .
$$

For the AS formulation, similar to Section 3.2.2.3, the linearized version of the weak form of kinematics and equilibrium (3.15) reads

$$
\left[\begin{array}{ccc}
-1 / E A & 1+u & w  \tag{3.20}\\
1+u & N & 0 \\
w & 0 & k+N
\end{array}\right]\left[\begin{array}{c}
\Delta N \\
\Delta u \\
\Delta w
\end{array}\right]=-\left[\begin{array}{c}
\varepsilon-\hat{\varepsilon} \\
N(1+u)+\lambda \\
N w+k w-\lambda c
\end{array}\right]
$$

where, for sake of simplicity, the independent "stress" field solely consists of the axial force $N$ of the bar, whereas the linear spring remains unaffected. Furthermore, the constitutive strain $\hat{\varepsilon}$ is given by inverse stress-strain relation $\hat{\varepsilon}=N / E A$. Condensation of $N$ reproduces equation (3.19). However, the performance of the incremental solution process can differ significantly if the matrices in (3.20) are used, which will be shown next.

For both formulations, the results after the first iteration $(j=1)$ of the standard NewtonRaphson procedure are considered, starting from a stress-free reference configuration $u^{(0)}=w^{(0)}=0, N^{(0)}=0$ and $\lambda^{(0)}=0$. For both formulations, the first displacement predictor due to an incremental load $\Delta \lambda$ is the same,

$$
\begin{equation*}
\Delta u^{(0)}=-\frac{\Delta \lambda}{E A}, \quad \Delta w^{(0)}=\frac{c \Delta \lambda}{k} . \tag{3.21}
\end{equation*}
$$

While these values are identical for both formulations (which is not the case in general), the axial force may differ significantly. After the first iteration, the updated values for the constitutive and independent normal force are

$$
\begin{equation*}
\hat{N}^{(1)}=\hat{N}\left(u^{(1)}, w^{(1)}\right)=-\Delta \lambda+\frac{\Delta \lambda^{2}}{2 E A}+\frac{\Delta \lambda^{2} c^{2} E A}{2 k^{2}}, \quad N^{(1)}=-\Delta \lambda, \tag{3.22}
\end{equation*}
$$

which reveals the intrinsic problem of the extrapolated constitutive force $\hat{N}(u, w)$ compared to the independent field $N$. At equilibrium points both force values are identical, but during the iteration process this is not necessarily the case. The extra terms $\frac{\Delta \lambda^{2}}{2 E A}+\frac{\Delta \lambda^{2} c^{2} E A}{2 k^{2}}$ emanate from the fact that $\hat{N}$ is computed from the strain via the constitutive law. The strain, however, contains spurious contributions from the poor displacement predictor. For a high stiffness ratio $E A / k^{2}$, the extrapolated force $\hat{N}$ may be estimated far more inaccurately compared to the independent stress field $N$. In fact, $\hat{N}$ follows a quadratic path while $N$ is extrapolated linearly. Since the extrapolated normal force affects the geometric part of the tangential stiffness matrix in the next iteration step $(j+1)$, the update of the NR scheme in this step will also be a worse guess in the displacement-based method. This ultimately explains why displacement-based finite elements may require more iterations within a NR scheme in comparison with AS elements, as demonstrated in Section 3.3.3.

As pointed out in [87], a similar phenomenon can occur in the structural analysis of thin walled structures, because of the high ratio of membrane stiffness to bending stiffness. This, especially for deformations involving large rotations (which is the case for the model problem herein), may spoil the extrapolated stress quantities tremendously. However, it is not relevant anymore when no rotations are involved, e.g., in the case of purely axial stretching. Such parameters, which influence the robustness of the iteration process, will be denoted as critical parameters. They may be the same parameters that are responsible for locking. As shown in Section 3.5.4, material parameters, such as the Poisson's ratio, can be critical parameters, too. For nearly incompressible problems, small deviations from volume preserving states yield high deviations in stress due to the activation of non-isochoric deformation modes.

Remark 3.6. The EAS approach of Section 3.2.2.2 is not applied for this model problem, since it is identical with the displacement-based approach (3.19). Any enhancement applied to a bar problem would vanish because of the constant strain assumed within the bar and the patch test requirements on the enhanced field. The equivalence of EAS and displacement-based approach implies especially, that the EAS method suffers from the same poor extrapolation of the axial force as the displacement-based approach.

Remark 3.7. In the context of asymptotic stability analyses the authors of [44] denoted the phenomena as "extrapolation locking" (or "bifurcation locking"), since the issues described above can affect the discrete solutions in the sense that critical loads are overestimated. This denomination will not be used here, since for standard boundary value problems the aforementioned issues do, in contrast to "classical" locking phenomena, not affect the converged solution.

### 3.3.2. Modified displacement-based NR-schemes

To improve the convergence properties of the displacement-based formulation (3.19), without using mixed methods, the principal idea is to modify the update of the stress (normal force, respectively) that is used for the geometric tangent.

A simple strategy for a modified NR scheme is presented by Kuo-Mo [72]. The idea is to use the converged stress from the previous load increment for the entire iteration process of the current load increment. This is denoted as previous stress (PS) method in the following. The influence of inaccurately extrapolated stress is avoided and the method yields a robust iteration process, independent of critical parameters. However, quadratic convergence of the method close to the solution is destroyed. This effect is particularly pronounced for large load increments, since the modified tangent is not close to the consistent one. Thus, in many situations a high number of iterations is necessary which can make the method uneconomical.

This drawback is overcome by another approach recently proposed by Magisano et al. [88]. Although for this simple model problem their approach coincides with the AS formulation, it will be used to demonstrate how the method works. Its key idea is to take the AS approach (3.20) and conduct static condensation of the independent stress increment

$$
\begin{equation*}
\Delta N=E A(\varepsilon-\hat{\varepsilon}+(1+u) \Delta u+w \Delta w)=\hat{N}-N+\Delta \hat{N}, \tag{3.23}
\end{equation*}
$$

where $\Delta \hat{N}=E A((1+u) \Delta u+w \Delta w)=E A \Delta \varepsilon$. Then, for iteration $(j)$, the update of the recovered normal force $N^{(j+1)}=N^{(j)}+\Delta N^{(j)}$ can be rewritten solely in terms of constitutive stress quantities as

$$
\begin{equation*}
N^{(j+1)}=\hat{N}^{(j)}+\Delta \hat{N}^{(j)}=E A\left(\varepsilon^{(j)}+\Delta \varepsilon^{(j)}\right), \tag{3.24}
\end{equation*}
$$

which differs from the standard displacement-based stress update $\hat{N}^{(j+1)}=E A \varepsilon\left(u^{(j+1)}\right.$, $\left.w^{(j+1)}\right)$. The constitutive force increment $\Delta \hat{N}^{(j)}$ can be interpreted as a linearized constitutive extrapolated force. It provides a reduced extrapolation error and facilitates the
improved robustness. For the given model problem, the reduced linearized form, obtained after static condensation, is equivalent to the displacement-based version (3.19) with the exception of $\hat{N}$ in the tangent being replaced by (3.24). In analogy to (3.31) in the next section, we may rewrite (3.24) in terms of the current displacement degrees of freedom $\mathbf{d}^{(j)}$, which yields

$$
\begin{equation*}
N_{\mathrm{MIP} / \mathrm{AS}}^{(j+1)}:=N^{(j+1)}=E A \varepsilon\left(\mathbf{d}^{(j)}\right)+E A \mathbf{B}_{\mathrm{d}}^{(j)} \Delta \mathbf{d}^{(j)}, \tag{3.25}
\end{equation*}
$$

where $\mathbf{B}_{d}^{(j)}=\left[1+u^{(j)} \quad w^{(j)}\right]$ is the incremental strain-displacement operator matrix of the bar element. The authors of [88] denoted this approach as mixed integration point method (MIP), since its derivation for shells and solids requires an assumed stress formulation on Gauss point level, as presented in Section 3.4. For the simple model problem studied in this section, MIP and AS yield identical results, which is why they are used synonymously in (3.25). However, this is not the case when nonlinear constitutive relations or more advanced structural elements are considered, which will be emphasized in detail in the subsequent sections.

It should also be mentioned that the displacement-based formulation and the AS formulation yield the same equilibrium solution for this model problem. Thus, the MIP approach, which is basically a reformulation of the AS method, converges to this result as well. This means that the tangent close to the equilibrium is the same for both methods and thus quadratic convergence is maintained.

### 3.3.3. Numerical investigation

Next, a numerical study of the introduced model problem illustrates the differences between the displacement-based (U), previous stress (PS), assumed stress (AS) and mixed integration point (MIP) method. For the fixed values $c=0.25$ and $k=10$ an applied load $\lambda=4.5$ is still below the critical load factor for $E A \geq 10^{2}$, see Figure 3.1. Figure 3.2 shows the number of total NR iterations for different values of $E A$, needed for convergence if the load is applied within one load increment (left) and five load increments (right).

It can be observed that the robustness ${ }^{6}$ of the displacement-based formulation depends on the axial stiffness $E A$ (critical parameter). For increasing values of EA, the required number of iterations to fulfill the convergence criterion increases significantly. The results of the PS method are independent of the critical parameter EA, but the required number of iterations is high due to impaired convergence properties. In sharp contrast to that, the results of both the MIP and the AS method are independent of $E A$ and significantly more efficient than the PS method.

[^20]

Figure 3.2.: Model problem. Cumulative number of NR iterations for $\lambda=4.5$ in dependence of the axial stiffness EA with convergence criterion $\|\Delta \mathrm{d}\|<10^{-7}$ (update of displacement DOFs). 1 load increment (left); 5 load increments (right).

Table 3.1.: Model problem. Normal force (until converged) which are used in each iteration step ( $j$ ) to update the geometric tangent, 1 load increment $\lambda=4.5$.

| $j$ | $\hat{N}^{(j)}=\hat{N}\left(u^{(j)}, w^{(j)}\right)$ |  |  | $\underline{N_{\text {MIP/AS }}^{(j)}=\hat{N}^{(j-1)}+\Delta \hat{N}^{(j-1)}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E A=$ | $10^{2}$ | $10^{3}$ | $10^{4}$ | $10^{2}$ | $10^{3}$ | $10^{4}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | -3.766 | 1.838 | 58.780 | -4.500 | -4.500 | -4.500 |
| 2 | -4.398 | -3.523 | -3.616 | -4.819 | -4.598 | -4.578 |
| 3 | -4.839 | -3.588 | 23.820 | -4.867 | -4.624 | -4.603 |
| 4 | -4.868 | -4.584 | -4.432 | -4.868 | -4.624 | -4.603 |
| 5 | -4.868 | -4.623 | -3.811 | - | - | - |
| 6 | - | -4.624 | -4.602 | - | - | - |
| 7 | - | - | -4.603 | - | - | - |

These results are confirmed in Table 3.1, where the normal forces which occur within the iteration process are shown. At the beginning of the iteration process strongly deviating values, w.r.t. the equilibrated force, are obtained for the displacement-based formulation, especially for large values of $E A$. An axial stiffness of $E A=10^{4}$ for instance, even yields an artificially high constitutive tensile force in the first iteration step, emanating from the linearized (not yet correct) deformed configuration. In contrast to this, the values provided by the MIP and AS method are close to the converged one from the beginning, independent of the value of $E A$.

Figure 3.3 visualizes the spaces of the normal forces spanned by $u-w$, as well as the values for the first 4 iterations (dots) for the case of $E A=10^{4}$ and a single load increment. The black curve corresponds to the equilibrated normal force for $4.5 \geq \lambda \geq 0$. The space of the displacement-based force (in red, left) is defined by (3.18) and remains the same quadratic surface for all iterations. On the other hand the space of the MIP/AS force (in blue, right) is defined by (3.25) and consists of different planes for each iteration step ( $j$ ). Here, a hollow dot indicates the force $N_{\text {MIP/AS }}^{(j)}$, which is extrapolated at the current plane from the displacement-based force $\hat{N}^{(j-1)}$ (full dot) as shown in (3.25). Note especially, that the

MIP/AS has visually converged to the black dot (equilibrium), while the displacementbased formulation is still far off that point. This shows the high robustness of the MIP/AS formulation and is in line with the results in Table 3.1. The essence of Figure 3.3 is, that the linear extrapolated force in every step of the MIP/AS approach is a better guess than the nonlinear extrapolation of the displacement-based formulation.


Figure 3.3.: Model problem. Visualization of the normal force within the first 4 NR iterations for one load increment, $\lambda=4.5$ and $E A=10^{4}$. Displacement-based method (top) and MIP/AS approach (bottom).

### 3.4. MIP method for displacement-based finite elements and general material models

In this section, we first show the extension of the MIP concept to displacement-based solid finite elements, following Magisano et al. [88]. Next, it is applied to general nonlinear material models, thus overcoming one of the major limitations of the MIP concept. The
discrete weak form for AS elements (3.15) serves as basis for the MIP method. Usually, the stress in (3.15) are approximated with elementwise continuous ansatz functions. In contrast to this, the key idea of the MIP method for shell and solid problems is to choose pointwise stress approximations. Therefore, independent stresses $\mathrm{S}_{g}$ are introduced at every Gauss quadrature point $g$ (see Magisano et al. [88]). Using Gauss quadrature with weights $w_{g}$, the discrete weak form on element level can be written as

$$
\begin{align*}
& G_{\mathrm{m}, \varphi}=\sum_{g=1}^{n} \delta \boldsymbol{\varphi}^{e} \cdot w_{g}\left[\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \mathbf{S}_{g}\right],  \tag{3.26a}\\
& G_{\mathrm{m}, S}=\sum_{g=1}^{n} \delta \mathbf{S}_{g} \cdot w_{g}\left[\mathbf{E}_{\varphi, g}-\hat{\mathbf{E}}_{g}\right]=0, \tag{3.26b}
\end{align*}
$$

where $n$ is the number of Gauss points and $m$ denotes the weak form of the MIP method. The nodal operator matrix $\mathbf{B}_{\mathrm{d}, g}^{\varphi}$ is the standard strain-displacement matrix for displacementbased elements, see Section 3.2.2.1. The constitutive strain $\hat{\mathbf{E}}_{g}$ is given by (3.16), while $\mathbf{E}_{\varphi, g}$ is computed via (3.3) from the deformations $\boldsymbol{\varphi}$ alone. Due to the pointwise definition of the independent stress, (3.26b) yields $n$ independent equations (one at each Gauss point) of the form

$$
\begin{equation*}
\hat{\mathbf{E}}_{g}=\mathbf{E}_{\varphi, g}, \tag{3.27}
\end{equation*}
$$

since $\delta \mathrm{S}_{g}$ is arbitrary. Inserting this relation into (3.26a) would lead to the pure displace-ment-based formulation (3.8). However, herein system (3.26) is used to increase robustness of displacement-based elements in the Newton-Raphson scheme, as demonstrated by Magisano et al. [88]. To that end, the linearized form of (3.26) is needed. After considering that the variations $\delta \boldsymbol{\varphi}^{e}$ and $\delta \mathrm{S}_{g}$ are arbitrary this is given by

$$
\left[\begin{array}{cccc}
\sum_{g=1}^{n} w_{g} \mathbf{G}_{\mathrm{d}, g}^{\varphi \varphi}\left(\mathbf{S}_{g}\right) & w_{1}\left(\mathbf{B}_{\mathrm{d}, 1}^{\varphi}\right)^{\mathrm{T}} & \cdots & w_{n}\left(\mathbf{B}_{\mathrm{d}, n}^{\varphi}\right)^{\mathrm{T}}  \tag{3.28}\\
\mathbf{B}_{\mathrm{d}, 1}^{\varphi} & -\hat{\mathbb{D}}_{1} & & \mathbf{0} \\
\vdots & & \ddots & \\
\mathbf{B}_{\mathrm{d}, n}^{\varphi} & \mathbf{0} & & -\hat{\mathbb{D}}_{n}
\end{array}\right]\left[\begin{array}{c}
\Delta \boldsymbol{\varphi}^{e} \\
\Delta \mathbf{S}_{1} \\
\vdots \\
\Delta \mathbf{S}_{n}
\end{array}\right]=-\left[\begin{array}{c}
\sum_{g=1}^{n} w_{g}\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \mathbf{S}_{g} \\
\mathbf{E}_{\varphi, 1}-\hat{\mathbf{E}}_{1} \\
\vdots \\
\mathbf{E}_{\varphi, n}-\hat{\mathbf{E}}_{n}
\end{array}\right],
$$

with the tangential compliance $\hat{\mathbb{D}}_{g}$, defined in (3.17). The geometric part of the tangent $\mathrm{G}_{\mathrm{d}, g}^{\varphi \varphi}$ has already been introduced in (3.9c), but here it is evaluated from the independent stress $\mathrm{S}_{g}$, which in general differ from $\hat{\mathbf{S}}_{\varphi, g}$. This is the key to the MIP method derived below.

In the next step, static condensation of the independent stress $\mathrm{S}_{g}$ is performed in analogy to the derivations in Section 3.3. The last $n$ rows of (3.28) yield

$$
\begin{equation*}
\Delta \mathbf{S}_{g}=\hat{\mathbb{C}}_{g} \mathbf{B}_{\mathrm{d}, g}^{\varphi} \Delta \boldsymbol{\varphi}^{e}+\hat{\mathbb{C}}_{g} \mathbf{E}_{\varphi, g}-\hat{\mathbb{C}}_{g} \hat{\mathbf{E}}_{g}, \tag{3.29}
\end{equation*}
$$

with $\hat{\mathbb{C}}_{g}=\hat{\mathbb{C}}\left(\hat{\mathbf{E}}_{g}\right)=\hat{\mathbb{D}}_{g}^{-1}$. Inserting this result into the first row of (3.28) leads to

$$
\begin{equation*}
\sum_{g=1}^{n} w_{g}\left[\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{g} \mathbf{B}_{\mathrm{d}, g}^{\varphi}+\mathrm{G}_{\mathrm{d}, g}^{\varphi \varphi}\left(\mathbf{S}_{g}\right)\right] \Delta \boldsymbol{\varphi}^{e}=-\sum_{g=1}^{n} w_{g}\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}}\left[\mathrm{~S}_{g}+\hat{\mathbb{C}}_{g}\left(\mathbf{E}_{\varphi, g}-\hat{\mathbf{E}}_{g}\right)\right] \tag{3.30}
\end{equation*}
$$

which is rather similar to (3.8). It includes, however, a major disadvantage, which is the necessity of computing $\hat{\mathbf{E}}_{g}$ from the inverse stress-strain relation (see, e.g., 3.A.2.2). For linear stress-strain relations, i.e., St. Venant-Kirchhoff material, (3.29) and (3.30) can be greatly simplified. In this case, $\hat{\mathbb{C}}_{g}=\hat{\mathbb{C}}_{\varphi, g}$ and $\hat{\mathbb{C}}_{g}\left(\mathbf{E}_{\varphi, g}-\hat{\mathbf{E}}_{g}\right)=\hat{\mathbf{S}}_{\varphi, g}-\mathrm{S}_{g}$ hold, which yields

$$
\begin{equation*}
\mathbf{S}_{g}^{(j+1)}=\mathbf{S}_{g}^{(j)}+\Delta \mathbf{S}_{g}^{(j)}=\left[\hat{\mathbf{S}}_{\varphi, g}+\hat{\mathbb{C}}_{\varphi, g} \mathbf{B}_{\mathrm{d}, g}^{\varphi} \Delta \boldsymbol{\varphi}^{e}\right]^{(j)} \tag{3.31}
\end{equation*}
$$

for the update procedure of the independent stress at every Gauss point within iteration ( $j$ ) of the global Newton-Raphson scheme. Moreover, (3.30) reduces accordingly to

$$
\begin{equation*}
\sum_{g=1}^{n} w_{g}\left[\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\varphi, g} \mathbf{B}_{\mathrm{d}, g}^{\varphi}+\mathbf{G}_{\mathrm{d}, g}^{\varphi \varphi}\left(\mathbf{S}_{g}\right)\right] \Delta \boldsymbol{\varphi}^{e}=-\sum_{g=1}^{n} w_{g}\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbf{S}}_{\varphi, g} \tag{3.32}
\end{equation*}
$$

which is identical to (3.8), with the exception of $\mathrm{S}_{g}$ being used for computing the geometric tangent instead of $\hat{\mathbf{S}}_{\varphi, g}$. The right-hand side remains unchanged, which means that the equilibrium solutions of (3.32) and (3.8) coincide. Only the tangent is modified, which ultimately leads to improved robustness in the Newton-Raphson scheme, as demonstrated in the numerical simulations in Section 3.6. In contrast to the simple example from Section 3.3, the MIP method for solid finite elements is not equivalent to the standard HR formulation due to the pointwise, instead of elementwise, approximations of the stress.

Equations (3.31) and (3.32) are the core of the MIP method proposed by Magisano et al. [88], who are taking linear material behavior into account. In case of general material models, we assume that (3.31) and (3.32) still hold, at least approximately. This implies that assumptions

$$
\begin{equation*}
\hat{\mathbb{C}}_{g} \approx \hat{\mathbb{C}}_{\varphi, g} \quad \text { and } \quad \hat{\mathbb{C}}_{g}\left(\mathbf{E}_{\varphi, g}-\hat{\mathbf{E}}_{g}\right) \approx \hat{\mathbf{S}}_{\varphi, g}-\mathbf{S}_{g} \tag{3.33}
\end{equation*}
$$

are made. As the right hand side in (3.32) does not require inversion of the stress-strain relation, it is easily applied to general material models. Assumptions (3.33) are always fulfilled in the first NR iteration of any load step since in equilibrium (3.27) holds and thus also $\mathrm{S}_{g}=\hat{\mathrm{S}}_{\varphi, g}$. Furthermore, the assumptions are true for NR iterations close to equilibrium (i.e., in the range of quadratic convergence) since then $\left\|\Delta \varphi^{(j)}\right\| \ll 1$ and we get from (3.31) $\mathbf{S}_{g} \approx \hat{\mathbf{S}}_{\varphi, g}$ respectively $\mathbf{E}_{\varphi, g} \approx \hat{\mathbf{E}}_{g}$. A final case, for which (3.33) holds, are states with small strain. Under that limitation reasonable material models are almost identical to the St. Venant-Kirchhoff model in order to ensure consistency with linear theory. Thus, (3.33) is fulfilled since it is identically fulfilled for the St. Venant-Kirchhoff model.

The implications of assumption (3.33) are studied in the numerical simulations presented in Section 3.6. There, it is shown that the proposed MIP method (3.32) works best as long as the problem is limited to small strain. As soon as large strain occur, the method becomes less beneficial but still provides advantageous behavior in many cases.

Remark 3.8. The pointwise stress ansatz chosen in (3.28) and its condensed version (3.30) increase robustness, but do not allow the design of locking-free finite elements due to the principle of limitation by Fraeijs de Veubeke [42] (see Zienkiewicz et al. [162] Ch. 10.2).

### 3.5. Further extensions and details for the MIP method

### 3.5.1. EAS finite elements

In this section, the MIP method is extended to EAS elements in order to overcome one of the major drawbacks of this highly popular element class, which is the lack of robustness in the Newton-Raphson scheme (see [65, 145]).
In a first step, the weak forms of the EAS method (3.11) and the AS method (3.15) are combined by replacing the constitutive stress $\hat{\mathbf{S}}_{\alpha}$ in (3.11) with the independent stress $\mathrm{S}_{\beta}$ from (3.15). Additionally, (3.15b) is utilized to enforce the constitutive law. The resulting weak form of the three-field formulation is given by

$$
\begin{align*}
& G_{\tilde{\mathrm{m}}, \varphi}=\int_{\Omega^{e}} \mathrm{~S}_{\beta}: \delta_{\varphi} \mathrm{E}_{\alpha} \mathrm{d} V  \tag{3.34a}\\
& G_{\tilde{\mathrm{m}}, \alpha}=\int_{\Omega^{e}} \mathrm{~S}_{\beta}: \delta_{\alpha} \mathrm{E}_{\alpha} \mathrm{d} V=0,  \tag{3.34b}\\
& G_{\tilde{\mathrm{m}}, S}=\int_{\Omega^{e}} \delta \mathrm{~S}_{\beta}:\left(\mathbf{E}_{\alpha}-\hat{\mathbf{E}}_{\beta}\right) \mathrm{d} V=0 \tag{3.34c}
\end{align*}
$$

and marked with index $\tilde{m}$. In a second step, we approximate the independent stress $\mathrm{S}_{\beta}$, as in (3.26), in a pointwise manner at the Gauss points and employ Gauss quadrature to get

$$
\left[\begin{array}{ccccc}
\sum_{g=1}^{n} w_{g} \mathbf{G}_{\mathrm{e}, g}^{\varphi \varphi}\left(\mathbf{S}_{g}\right) & \sum_{g=1}^{n} w_{g} \mathbf{G}_{\mathrm{e}, g}^{\varphi \alpha}\left(\mathbf{S}_{g}\right) & w_{1}\left(\mathbf{B}_{\mathrm{e}, 1}^{\varphi}\right)^{\mathrm{T}} & \cdots & w_{n}\left(\mathbf{B}_{\mathrm{e}, n}^{\varphi}\right)^{\mathrm{T}}  \tag{3.35}\\
\sum_{g=1}^{n} w_{g} \mathbf{G}_{\mathrm{e}, g}^{\alpha \varphi}\left(\mathbf{S}_{g}\right) & \sum_{g=1}^{n} w_{g} \mathbf{G}_{\mathrm{e}, g}^{\alpha \alpha}\left(\mathbf{S}_{g}\right) & w_{1}\left(\mathbf{B}_{\mathrm{e}, 1}^{\alpha}\right)^{\mathrm{T}} & \cdots & w_{n}\left(\mathbf{B}_{\mathrm{e}, n}^{\alpha}\right)^{\mathrm{T}} \\
\mathbf{B}_{\mathrm{e}, 1}^{\varphi} & \mathbf{B}_{\mathrm{e}, 1}^{\alpha} & -\hat{\mathbb{D}}_{1} & & \mathbf{0} \\
\vdots & \vdots & & \ddots & \\
\mathbf{B}_{\mathrm{e}, n}^{\varphi} & \mathbf{B}_{\mathrm{e}, n}^{\alpha} & \mathbf{0} & & -\hat{\mathbb{D}}_{n}
\end{array}\right]\left[\begin{array}{c}
\Delta \boldsymbol{\varphi}^{e} \\
\Delta \boldsymbol{\alpha}^{e} \\
\Delta \mathbf{S}_{1} \\
\vdots \\
\Delta \mathbf{S}_{n}
\end{array}\right]=-\left[\begin{array}{c}
\sum_{g=1}^{n} w_{g}\left(\mathbf{B}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \mathbf{S}_{g} \\
\sum_{g=1}^{n} w_{g}\left(\mathbf{B}_{\mathrm{d}, g}^{\alpha}\right)^{\mathrm{T}} \mathbf{S}_{g} \\
\mathbf{E}_{\alpha, 1}-\hat{\mathbf{E}}_{1} \\
\vdots \\
\mathbf{E}_{\alpha, n}-\hat{\mathbf{E}}_{n}
\end{array}\right]
$$

which is the linearized form of (3.34) on element level. The static condensation procedure, as presented in Section 3.4, leads in this case to

$$
\begin{equation*}
\mathbf{S}_{g}^{(j+1)}=\left[\hat{\mathbf{S}}_{\alpha, g}+\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{e, g}^{\varphi} \Delta \boldsymbol{\varphi}^{e}+\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{\odot, g}^{\alpha} \Delta \boldsymbol{\alpha}^{e}\right]^{(j)} \tag{3.36}
\end{equation*}
$$

for the update of the independent stress at the Gauss points in step $(j)$ of the NewtonRaphson scheme. This finally yields the linearized weak form of the MIP method for EAS elements given by
where the only difference compared to (3.13) is the use of the independent stress $\mathrm{S}_{g}$ instead of constitutive stress $\hat{\mathrm{S}}_{\alpha, g}$ to compute the tangent. In analogy to Section 3.4, the right hand side (i.e., the residual) is not altered. Thus, the converged solutions of (3.37) and (3.13) are identical. However, (3.37) improves robustness of the EAS method in NR iterations as shown in Section 3.6. Static condensation of the enhanced degrees of freedom $\boldsymbol{\alpha}^{e}$ can be performed on element level as usual. The extension of the MIP method for EAS elements to general material models is straightforward and analogous to Section 3.4. This implies especially that assumptions (3.33) are made in order to avoid the need for an inverse material law.

### 3.5.2. Spatial formulation of the MIP method

For many material laws, that are formulated on the basis of spatial measures, finite element formulations in the current configuration are advantageous due to higher numerical efficiency and simpler implementation (see, e.g., [154]). Because of these benefits, in this section, the MIP method is transformed from the reference configuration (Sections 3.4 and 3.5.1) to its spatial form.

A push forward of the AS weak form (3.15), which is the basis for the displacement-based MIP method (see Section 3.4), yields

$$
\begin{align*}
& G_{\mathbf{\Phi}, \varphi}=\int_{\Omega^{e}} \mathrm{~S}_{\beta}: \delta_{\varphi} \mathbf{E}_{\varphi} \mathrm{d} V=\int_{\Omega^{e}} \boldsymbol{\tau}_{\beta}: \delta_{\varphi} \mathbf{e}_{\varphi} \mathrm{d} V  \tag{3.38a}\\
& G_{\mathbf{\Phi}, \beta}=\int_{\Omega^{e}} \delta_{\beta} \mathrm{S}_{\beta}:\left(\mathbf{E}_{\varphi}-\hat{\mathbf{E}}_{\beta}\right) \mathrm{d} V=\int_{\Omega^{e}} \delta_{\beta} \tau_{\beta}:\left(\mathbf{e}_{\varphi}-\hat{\mathbf{e}}_{\beta}\right) \mathrm{d} V=0, \tag{3.38b}
\end{align*}
$$

where $\boldsymbol{\tau}_{\beta}:=\mathbf{F}_{\varphi} \mathbf{S}_{\beta} \mathbf{F}_{\varphi}{ }^{\mathrm{T}}$ is the (independent) Kirchhoff stress tensor. Furthermore, $\mathbf{e}_{\varphi}=$ $\frac{1}{2}\left(\mathbf{I}-\mathbf{F}_{\varphi}^{-\mathrm{T}} \mathbf{F}_{\varphi}^{-1}\right)$ and $\hat{\mathbf{e}}_{\beta}=\mathbf{F}_{\varphi}^{-\mathrm{T}} \hat{\mathbf{E}}_{\beta} \mathbf{F}_{\varphi}^{-1}$ denote the displacement-based and constitutive Almansi strain tensor, respectively. However, in the approximated regime two ways to introduce the pointwise stress at the Gauss points emerge. One could, as in previous sections, approximate the material second Piola-Kirchhoff stresses $\mathrm{S}_{g}$ or instead define new independent
stresses $\boldsymbol{\tau}_{g}:=\mathbf{F}_{\varphi} \mathbf{S}_{g} \mathbf{F}_{\varphi}{ }^{\mathrm{T}}$ and use that as unknowns. Our numerical experiments have shown that the latter approach is inferior to the pointwise approximation of S , which is why only this approach is considered here.

Proceeding similarly with the linearized form of (3.38) and performing the steps presented in Section 3.4 ultimately yields the MIP weak form and the stress update formula in the current configuration given by

$$
\begin{gather*}
\sum_{g=1}^{n} w_{g}\left[\left(\mathbf{b}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \hat{\mathbb{C}}_{\varphi, g} \mathbf{b}_{\mathrm{d}, g}^{\varphi}+\mathbf{g}_{\mathrm{d}, g}^{\varphi \varphi}\left(\mathbf{F}_{\varphi} \mathbf{S}_{g} \mathbf{F}_{\varphi}^{\mathrm{T}}\right)\right] \Delta \boldsymbol{\varphi}^{e}=-\sum_{g=1}^{n} w_{g}\left(\mathbf{b}_{\mathrm{d}, g}^{\varphi}\right)^{\mathrm{T}} \hat{\boldsymbol{\tau}}_{\varphi, g},  \tag{3.39}\\
\mathbf{S}_{g}^{(j+1)}=\mathbb{F}\left(\left(\mathbf{F}_{\varphi}^{(j)}\right)^{-1}\right)\left[\hat{\boldsymbol{\tau}}_{\varphi, g}+\hat{\mathbb{C}}_{\varphi, g} \mathbf{b}_{\mathrm{d}, g}^{\varphi} \Delta \boldsymbol{\varphi}^{e}\right]^{(j)}, \tag{3.40}
\end{gather*}
$$

where $\mathbf{b}_{\mathrm{d}, g}^{\varphi}$ are the spatial nodal operator matrices and $\hat{\mathbb{C}}_{\varphi}$ denotes the spatial material tangent, which is given in index notation by $\hat{\mathbb{C}}_{a b c d}=F_{a A} F_{b B} F_{c C} F_{d D} \hat{\mathbb{C}}_{A B C D}$. Moreover,

$$
\mathbb{F}(\mathbf{F})=\left[\begin{array}{cccccc}
F_{11}^{2} & F_{12}^{2} & F_{13}^{2} & 2 F_{11} F_{12} & 2 F_{12} F_{13} & 2 F_{11} F_{13}  \tag{3.41}\\
F_{21}^{2} & F_{22}^{2} & F_{23}^{2} & 2 F_{21} F_{22} & 2 F_{22} F_{23} & 2 F_{21} F_{23} \\
F_{31}^{2} & F_{32}^{2} & F_{33}^{2} & 2 F_{31} F_{32} & 2 F_{32} F_{33} & 2 F_{31} F_{33} \\
F_{11} F_{21} & F_{12} F_{22} & F_{13} F_{23} & F_{11} F_{22}+F_{12} F_{21} & F_{12} F_{23}+F_{13} F_{22} & F_{11} F_{23}+F_{13} F_{21} \\
F_{21} F_{31} & F_{22} F_{32} & F_{23} F_{33} & F_{21} F_{32}+F_{22} F_{31} & F_{22} F_{33}+F_{23} F_{32} & F_{21} F_{33}+F_{23} F_{31} \\
F_{11} F_{31} & F_{12} F_{32} & F_{13} F_{33} & F_{11} F_{32}+F_{12} F_{31} & F_{12} F_{33}+F_{13} F_{32} & F_{11} F_{33}+F_{13} F_{31}
\end{array}\right]
$$

performs the transformation $\tau_{g}=\mathrm{F}_{\varphi} \mathrm{S}_{g} \mathbf{F}_{\varphi}{ }^{\mathrm{T}}$ in vector-matrix form. All in all, the only necessary changes to get from material to spatial MIP form is exchanging all material variables in (3.31) and (3.32) with their spatial counterparts and perform the transformation using (3.41). We emphasize that (3.39) and (3.40) are equivalent to (3.32) and (3.31), respectively.

A spatial version is also easily obtained for the MIP method for EAS elements. The same steps lead to a similar result, where all quantities in the reference configuration in (3.37) and (3.36) have to be replaced by corresponding spatial variables. For the sake of brevity, we omit corresponding derivations.

### 3.5.3. Implementation

The implementation of the MIP method described in the previous two sections is relatively simple. Only a few changes have to be made in existing codes. A possible global code structure in pseudo-code format is given in Algorithm 3.1 for the EAS element with MIP extension. The corresponding element routine is shown in Algorithm 3.2. In those algorithms, all changes and additional operations necessary for the MIP method are marked in red.

The Algorithms 3.1 and 3.2 are generally applicable regardless of material model or solution routine．For instance，they can be applied for elasto－plastic simulations even if a line－search modified Newton－Raphson scheme is used（see Section 3．6．6）．

```
Algorithm 3.1.: MIP-modified FE code for EAS element. Necessary modifications/additions to standard Newton-
Raphson procedure marked in red.
    for \(l=1, \ldots, n_{\text {steps }}\) do \(\quad \triangleright\) loop over all load steps \(l\)
    \(j=0\)
    while not converged do \(\quad \triangleright\) Newton-Raphson loop
            element routine (see Algorithm 3.2)
                            \(\triangleright\) element routine
                            \(\triangleright\) global solver
        assembly
        if \(\|\mathbf{R}\|<\) tol then
            converged, next load step \(l\)
        else
            solution of linear equation \(\mathbf{K}^{(j)} \Delta \boldsymbol{\varphi}^{(j)}=-\mathbf{R}^{(j)}\)
            deformations \(\boldsymbol{\varphi}^{(j+1)}=\boldsymbol{\varphi}^{(j)}+\Delta \boldsymbol{\varphi}^{(j)} \quad \triangleright\) update
            enhanced parameters \(\boldsymbol{\alpha}^{(j+1)}\) (static condensation)
            MIP stress \(\mathrm{S}_{g}^{(j+1)}=\left[\hat{\mathrm{S}}_{\alpha, g}+\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{\mathbb{e}, g}^{\varphi} \Delta \varphi^{e}+\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{\mathbb{e}, g}^{\alpha} \Delta \boldsymbol{\alpha}^{e}\right]^{(j)}\)
        end if
        \(j=j+1\)
    end while
end for
```

Algorithm 3．2．：MIP modified element routine for EAS element．Necessary modifications／additions to standard Newton－Raphson procedure marked in red．

```
for \(e=1, \ldots, n_{\mathrm{el}}\) do \(\quad \triangleright\) loop over all elements \(e\)
    for \(g=1, \ldots, n_{\mathrm{gp}}\) do \(\quad \triangleright\) loop over all Gauss points \(g\)
        \(\hat{\mathbf{S}}_{\alpha, g}=\hat{\mathbf{S}}\left(\mathbf{E}_{\alpha, g}, \Xi_{g}\right)\)
            if \(j=0\) then \(\quad \triangleright j\) is the Newton-counter (see Algorithm 3.1)
                \(\mathrm{S}_{g}^{(j)}=\hat{\mathrm{S}}_{\alpha, g}\)
            else
                \(\mathrm{S}_{g}^{(j)}=\mathrm{S}_{g}^{(j)}\)
            end if
            compute residual and tangent:
                \(\mathbf{R}_{\mathbb{e}, g}^{\varphi}\left(\hat{\mathbf{S}}_{\alpha, g}\right) ; \mathbf{R}_{\mathbb{e}, g}^{\alpha}\left(\hat{\mathbf{S}}_{\alpha, g}\right) ;\)
                    \(\mathbf{M}_{巴, g}^{\varphi \varphi}+\mathrm{G}_{\mathbb{e}, g}^{\varphi \varphi}\left(\mathrm{S}_{g}\right) ; \mathbf{M}_{\mathbb{e}, g}^{\varphi \alpha}+\mathrm{G}_{\mathbb{e}, g}^{\varphi \alpha}\left(\mathrm{S}_{g}\right) ; \mathbf{M}_{\mathbb{e}, g}^{\alpha \varphi}+\mathrm{G}_{\mathbb{e}, g}^{\alpha \varphi}\left(\mathrm{S}_{g}\right) ; \mathbf{M}_{巴, g}^{\alpha \alpha}+\mathrm{G}_{巴, g}^{\alpha \alpha}\left(\mathrm{S}_{g}\right) ;\)
            save info for update of \(\mathrm{S}_{g}: \hat{\mathrm{S}}_{\alpha, g} ;\left(\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{\mathbb{e}, g}^{\varphi}\right) ;\left(\hat{\mathbb{C}}_{\alpha, g} \mathbf{B}_{⿷}^{\alpha}, g\right)\);
        end for
        static condensation of \(\boldsymbol{\alpha}^{e}\)
    end for
```


### 3.5.4. One-element test

A one-element test is presented in this section to demonstrate the effects of the MIP method on the stress and convergence properties of solid elements. In analogy to the simple example in Section 3.3, the aim is to highlight basic effects of the MIP method for solid problems and reveal differences compared to standard methods. More complex numerical investigations follow in Section 3.6.

The problem setup of the one-element test investigated here is illustrated in Figure 3.4. The free end of the cantilever beam structure is subjected to a load $F=E t^{3} / L^{3}$ and a St. VenantKirchhoff material model under plane strain conditions is used (see Appendix 3.A.1). The evaluations presented in the following are carried out on Gauss point level. In particular, the spatial Kirchhoff-stress $\tau$ is examined at the lower left Gauss point, as indicated in Figure 3.4.


Figure 3.4.: One-element test. Problem setup with geometry, boundary conditions and Gauss points.
In a first step, the assumed stress element Q1/S5 [110] is compared to the standard EAS element Q1/E4 [131, 134] (see Section 3.6 for more detailed descriptions of the elements). These two elements are free of locking for the present undistorted case and are equivalent in linear problems (see, e.g., Bischoff et al. [21]). In the geometrically nonlinear case, the elements are no longer identical, but still can be expected to provide similar results. Figure 3.5 shows the development of the axial stress component in $x_{1}$-direction, $\tau_{11}$, for different values of Poisson's ratio $\nu$. The stress $\tau_{11}$ is normalized with the converged stress after all five load steps denoted by $\tau_{11}^{\text {end }}$. The stress plotted is determined at the beginning of every iteration, which explains why the stress in the first NR iteration of a load step is the same as the previously converged result. On the horizontal axis, load steps with converged results are marked at integers with vertical lines. Every NR iteration in between is marked with an "x". For example, the third Newton iteration out of a total of five necessary iterations in the second load step is marked at $2+3 / 5-1=1.6$. For $\nu=0$, Figure 3.5 (left) shows that the stress converges much faster for Q1/S5, which are almost converged after the first NR iteration within each load increment. This is in line with the observations of Magisano et al. [87, 88] and the 2-DOF example presented in Section 3.3. The converged results of Q1/E4 are visually identical. However, after the first NR iteration the stress is far worse, which results in an additionally required iteration in load steps 2-5. This difference becomes worse for the nearly incompressible case with $\nu=0.499$ shown in Figure 3.5 (right). In this case, the stress partly has the wrong sign and are off by a factor of $\approx 36$ after the first iteration in the first load step. This results in
one to two additionally required iterations per load increment, while Q1/S5 is insensitive to the critical parameter $\nu$.


Figure 3.5.: One-element test. Comparison of Q1/S5 and Q1/E4. Development of the stress $\tau_{11}$ during the simulation with five load steps. Possion's ratio $\nu=0$ (left) and $\nu=0.499$ (right).

The MIP method allows to overcome this drawback which is illustrated in Figure 3.6. Therein, standard EAS element Q1/E4 is compared to Q1/E4-MIP, which uses the MIP method as described in Section 3.5.1. The MIP stress $\tau_{g, 11}$ at the Gauss point (3.36) show almost identical behavior as the stress of Q1/S5, while the constitutive stress $\hat{\tau}_{11}$ (dashed line) used for the residuum are still far off in the first iterations. Using the altered $\tau_{g, 11}$ for the geometric tangent enables the improved convergence behavior of elements. Furthermore the two kinds of stress converge quickly to each other and are equivalent in case of convergence. The Q1/E4-MIP element requires the same number of NR iterations as AS element Q1/S5.


Figure 3.6.: One-element test. Comparison of Q1/E4 with Q1/E4-MIP. Development of the stress $\tau_{11}$ during the simulation with five load steps. Possion's ratio $\nu=0.499$.

### 3.6. Numerical investigations

### 3.6.1. Overview

This section covers various numerical investigations examining the properties of the MIP method presented in Sections 3.4 and 3.5. The main concern of all investigations is robustness of the simulations, where in the context of the present work we characterize robustness by the size of applicable load steps and number of NR iterations needed to find a solution as well as the sensitivity w.r.t. to critical parameters e.g the elements' aspect ratio or Poisson's ratio. In this sense, robustness implies also efficiency, since fewer load steps with fewer NR iterations yield the desired result. It will be shown that the MIP method improves robustness in many situations but also that there exist scenarios in which little or no positive effects can be observed. Other classical topics of element technology such as locking and convergence with mesh refinement are not covered here.

All simulations are performed using 2D plane strain quadrilateral or 3D hexahedral elements. The considered element formulations are:

- Qp: Isoparametric Lagrangian displacement-based, quadrilateral with polynomial degree $p$. Corresponding hexahedra are denoted as $\mathbf{H} p$.
- Q1/E4: EAS element proposed by Simo and Armero [131], which employs the four Wilson-modes. In 3D the element is labeled H1/E9 and has nine enhanced modes.
- Q1/E4T: EAS element employing the transposed Wilson-modes to overcome the instability of Q1/E4 under compression, as proposed by Glaser and Armero [46, 47].
- QA1/E4T: EAS element proposed by Pfefferkorn and Betsch [104]. Compared to Q1/E4T it uses a different quadrature rule.
- HA1/E12T: The 3D version of QA1/E4T. In addition to the modified quadrature rule it uses three additional enhanced modes (compared to H1/E9) and employs a special evaluation of the compatible deformation gradient.
- Q1/S5: Assumed stress element with a five parameter stress interpolation, as proposed for linear kinematics by Pian and Sumihara [110]. The extension to nonlinear kinematics can, e.g., be found in Viebahn et al. [145]. In 3D, the element is denoted $\mathbf{H 1} / \mathbf{S} 18$ and has 18 stress modes (see, e.g., $[3,112,145]$ ).
- Qp-MIP, Q1/E4-MIP, Q1/E4T-MIP, QA1/E4T-MIP: Element formulations as defined above, but equipped with the MIP method as described in Sections 3.4 and 3.5. The corresponding 3D hexahedral elements are denoted as $\mathbf{H} p$-MIP, H1/E9-MIP, H1/E9T-MIP, HA1/E12T-MIP.
- Q1/E4-MIP*: Element formulation as defined above but without considering the simplifying assumptions (3.33).

The material models used throughout this Section are a St. Venant-Kirchoff, Neo-Hookean and logarithmic strain based elasto-plastic model, which are described more detailed in Appendix 3.A.

As mentioned above, robustness is the major concern of the present work which is highly influenced by settings chosen for the NR procedure. For all simulations we use a convergence criterion based on the residual norm in the form $\|\mathbf{R}\|<\epsilon_{\mathrm{NR}}$. Note that no scaling of this norm is applied as, e.g., suggested by Belytschko et al. [15]. If not mentioned otherwise, tolerance $\epsilon_{\mathrm{NR}}$ is set to $10^{-8}$ for all simulations. Failure of the NR procedure is determined if either $\|\mathbf{R}\|>10^{14}$ or more than 20 iterations are necessary to find a solution within one load step.

### 3.6.2. Clamped beam



Figure 3.7.: Clamped beam. Problem setup with geometry, boundary conditions and load.
The setup of the first numerical example is shown in Figure 3.7 and consists of a rectangular block under plane strain conditions, meshed with $1 \times 10$ elements. Two elastic material models are considered for this example. The left edge is fixed horizontally and the vertical displacement is fixed only at one single point, to avoid artificial constraint stresses in $y$-direction. The singularity at this point has no influence for the coarse mesh considered here. On the right hand side the structure is subjected to a uniformly distributed vertical force resultant which is scaled such that the vertical tip displacement of a corresponding geometrically linear infinitely wide plate is always $u^{\text {lin }}=4.0$. In case of $\nu=0$ it is furthermore identical to a thin beam solution (Bernoulli). Value $u^{\text {lin }}$ clearly deviates from the solutions for a thick beam or when a geometrically nonlinear setting is considered. However, it is a way to keep the deformation (degree of non-linearity) in a similar range for varying problem parameters, which is useful for the subsequent investigations. The displacement-based elements that will be considered in the following are the bi-quadratic Q2 element and its MIP version. They are chosen instead of the Q1 elements, since they are less susceptible to locking and thus better comparable to the other elements tested. These are the standard Q1/E4 and its MIP version and finally Q1/S5. The latter always performs most robust for this problem setup (this is not the case in general, see Section 3.6.3) and thus its number of necessary NR iterations is considered as "target" for all other elements.

First, the influence of critical geometric parameters, such as the beam's slenderness $L / t$ are investigated. In order to separate different effects, Poisson's ratio is set to zero and only the thickness is varied $(t=\{1,0.5,0.2,0.1,0.05,0.02,0.01\})$. The load $F$ is applied within one single load increment. The diagrams in Figure 3.8 show the cumulative number of iterations $n_{\mathrm{NR}}$ that are required to fulfill the convergence criterion, plotted versus the slenderness. For both materials, it can be observed that for Q2 and Q1/E4 the number of required iterations grow or the NR scheme even diverges with an increasing slenderness. This indicates that the parameter dependency of the robustness is not a unique phenomenon of EAS elements but rather an intrinsic behavior of constitutive-based stress updates. On the other hand, the MIP versions of both the Q2 and Q1/E4 elements exhibit robust behavior, independent of the slenderness, with only minor differences compared to Q1/S5. This test confirms the results of [88], where improved robustness was observed for the numerical analysis of thin-walled structures using solid-shells. For the case $t=0.05$, a detailed summary of the residual norm as well as the converged tip displacement $\hat{u}$ is shown in Table 3.2. Whether MIP is applied or not does not affect the converged displacements, since the residual is not modified (see Section 3.4).


Figure 3.8.: Clamped beam. Cumulative number of NR iterations for 1 load increment in dependence of the slenderness $L / t$, Poisson's ratio $\nu=0$. St. Venant-Kirchhoff (left) and Neo-Hooke (right). Here the maximum number of iterations is set to 30 .

In the second parameter study, the influence of critical material parameters, such as the Poisson's (or bulk modulus) is investigated. In this case, the thickness of the beam is set to $t=0.5$ and only the Poisson's ratio is varied ( $\nu=\{0.0,0.3,0.4,0.45,0.49,0.499,0.4999\}$ ). Figure 3.9 shows the required cumulative number of NR iterations $n_{\mathrm{NR}}$ over the bulk modulus when $F$ is applied within one (top) and five (bottom) load increment(s), respectively. For the St. Venant-Kirchhoff material a similar behavior as before is observed. All MIP elements and Q1/S5 perform robustly, whereas Q2 and Q1/E4 show, for high bulk moduli, an increasingly less robust convergence behavior. However, this outstanding performance of the MIP elements can not be re-produced completely when a Neo-Hookean material is used. Although the average response of the MIP formulations is still superior to Q2 and Q1/E4, convergence is not achieved in all cases. The reason for this bad performance can be explained by the stronger violation of assumptions (3.33). First, because larger strain occurs compared to the thin beam case and second, the non-linearity of the Neo-Hookean material directly depends on degree of incompressibility (due to term $\frac{\lambda}{2} \ln ^{2} J$ in (3.45)).

However, for Q1/E4-MIP*, which is the "correct" MIP formulation based on (3.35) (i.e., the simplifying assumptions (3.33) are not made), the same results as for Q1/S5 are obtained. Unfortunately though, the inverse stress-strain relation is needed again, which destroys the major advantage of the MIP method.

Table 3.2.: Clamped beam problem. Residual norm \|R\| during convergence process and vertical tip displacement for $\{t=0.05, \nu=0.0\}$ and St. Venant-Kirchhoff material.

| $n_{\text {NR }}$ | Q2 | Q2-MIP | Q1/E4 | Q1/E4-MIP | Q1S5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $8.839 \mathrm{e}-05$ | $8.839 \mathrm{e}-05$ | $8.839 \mathrm{e}-05$ | $8.839 \mathrm{e}-05$ | $8.839 \mathrm{e}-05$ |
| 1 | $4.316 \mathrm{e}+02$ | $4.316 \mathrm{e}+02$ | $5.627 \mathrm{e}+02$ | $5.627 \mathrm{e}+02$ | $5.627 \mathrm{e}+02$ |
| 2 | $5.825 \mathrm{e}+01$ | $2.449 \mathrm{e}+01$ | $7.544 \mathrm{e}+01$ | $2.901 \mathrm{e}+01$ | $2.902 \mathrm{e}+01$ |
| 3 | $2.010 \mathrm{e}+00$ | $1.705 \mathrm{e}-01$ | $2.570 \mathrm{e}+00$ | $1.452 \mathrm{e}-01$ | $1.455 \mathrm{e}-01$ |
| 4 | $1.338 \mathrm{e}-01$ | $3.760 \mathrm{e}-05$ | $5.621 \mathrm{e}-02$ | $5.997 \mathrm{e}-06$ | $6.057 \mathrm{e}-06$ |
| 5 | $1.743 \mathrm{e}-01$ | $4.003 \mathrm{e}-11$ | $6.374 \mathrm{e}-02$ | $1.166 \mathrm{e}-11$ | $1.038 \mathrm{e}-11$ |
| 6 | $2.709 \mathrm{e}-02$ | - | $6.796 \mathrm{e}-03$ | - | - |
| 7 | $2.891 \mathrm{e}-01$ | - | $3.654 \mathrm{e}-02$ | - | - |
| 8 | $2.154 \mathrm{e}-03$ | - | $2.399 \mathrm{e}-04$ | - | - |
| 9 | $9.405 \mathrm{e}-02$ | - | $1.760 \mathrm{e}-03$ | - | - |
| 10 | $2.195 \mathrm{e}-05$ | - | $3.468 \mathrm{e}-07$ | - | - |
| 11 | $3.576 \mathrm{e}-04$ | - | $8.692 \mathrm{e}-09$ | - | - |
| 12 | $8.380 \mathrm{e}-10$ | - | - | - | - |
| $u$ | 3.272 | 3.272 | 3.470 | 3.470 | 3.470 |



Figure 3.9.: Clamped beam. Cumulative number of NR iterations for 1 load increment (top) and 5 load increments (bottom) in dependence of the bulk modulus $K=E /(3-6 \nu)$ for fixed thickness $t=0.5$. St. Venant-Kirchhoff (left) and Neo-Hooke (right).

### 3.6.3. Elastic strip

The next example is the elastic strip test proposed by Korelc and Wriggers [69] (see also [27]), which is one of the few examples where robustness of EAS elements has been examined. Its initial square geometry $(a=10)$ and the deformed state are shown in Figure 3.10 together with the boundary conditions. The strip is loaded by prescribed displacement $u_{\mathrm{p}}=10$ applied on the right edge. A regular FE-mesh with $10 \times 10$ elements is used for all simulations. As material model we consider the Neo-Hookean model described in Appendix 3.A and choose the elasticity constants to $\lambda=24$ and $\mu=6$. The St. VenantKirchhoff material is not considered for this example, since it leads to unphysical results with artificial boundary layers along the free edges as shown in Figure 3.10.


Figure 3.10.: Elastic strip. Deformed configuration with von Mises stress distribution for the Neo-Hookean (left) and St. Venant-Kirchhoff (right) material. Geometry and boundary conditions of the elastic strip example depicted on left side.

Results of the elastic strip example in 2D are shown in Table 3.3. In contrast to the clamped beam example in Section 3.6.2 there are only minor improvements in the total number of NR iterations $n_{\mathrm{NR}}$ for Q1/E4 if the MIP method is used. For other elements, namely Q1, Q2 and Q1/E4T, even more iterations are required if the MIP method is applied. This behavior follows from the very high strain occurring in this example. For these states the Neo-Hookean and St. Venant-Kirchhoff model differ noticeably which implies that assumptions (3.33) are strongly violated. Thus, the MIP approach is, for this kind of problems, a poorer approximation of an AS method and therefore less efficient. Furthermore, the MIP technique is more favorable in bending dominated problems instead of the uniaxial problem considered here. In general, it can be observed that the MIP method looses efficiency in case of large strain and general material models. However, in less extreme cases than the example considered here, there are usually still improvements due to the MIP strategy (see subsequent examples).

Very interesting are the results obtained with Q1/S5. This element employs the inversion of the stress-strain relation of the Neo-Hookean material model presented in Appendix 3.A.2.2. While it works well and converges fast for smaller displacements, failure of the simulations can be observed at $u_{\mathrm{p}} \approx 5.36$. At that level of deformation the inverse stress-strain relation looses its uniqueness (see Section 3.A.2.2 Remark 3.9) starting with elements close to the necking zone. Thus, the NR routine aborts at that point as a direct consequence of

Table 3.3.: Results of the elastic strip example.

| element type | req. $n_{\text {steps }}$ | total $n_{\mathrm{NR}}$ | $v_{\mathrm{a}}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Q1 | 1 | 8 | 2.207 |  |  |
| Q1-MIP | 1 | 10 | 2.207 |  |  |
| Q2 | 1 | 8 | 2.194 |  |  |
| Q2-MIP | 2 | 16 | 2.194 |  |  |
| Q1/E4 | 2 | 12 | 2.207 |  |  |
| Q1/E4-MIP | 1 | 10 | 2.207 |  |  |
| Q1/E4T | 1 | 8 | 2.208 |  |  |
| Q1/E4T-MIP | 1 | 13 | 2.208 |  |  |
| Q1/S5 |  |  |  |  | failure ${ }^{*}$ |
| ${ }^{*} u_{\mathrm{p}, \max } \approx 5.36$ |  |  |  |  |  |

failure of the material routine. This behavior is almost independent of the number of load steps and mesh refinement. Furthermore, it is not an artifact of intermediate states during the NR procedure, since using the very high number of $n_{\text {steps }}=6400$ load steps, which leads to almost immediate convergence $n_{\mathrm{NR}} \leq 3$ in every step, fails as well. Even the numerical procedure to invert the stress-strain law proposed by Viebahn et al. [145] finds no solution in those states. All in all, it can be concluded this is an actual mathematical problem of the inverse stress-strain relation of the Neo-Hookean material and not related to the numerical procedures.

All results presented for the 2D case can also be qualitatively observed in 3D simulations.

### 3.6.4. Thin circular ring

The first 3D example in this work is the thin circular ring shown in Figure 3.11, which was introduced for the analysis of shells by [13] (see also [75, 88]). In the present work, we consider the example for solid elements as described by Korelc et al. [67]. The ring shown in Figure 3.11 has a thickness of $t=0.03$, an inner radius $r_{\mathrm{i}}=6$ and an outer radius $r_{\mathrm{o}}=10$. It is meshed with $2 \times 6 \times 30$ elements. On the fixed face $F_{1}$ boundary conditions

$$
\begin{equation*}
u(0,0,0)=0, \quad v(X, Z, Y=0)=0 \quad \text { and } \quad w(X, Y=0, Z=0)=0 \tag{3.42}
\end{equation*}
$$

apply. To complete the setup, a surface dead load $q=6.67 \cdot 10^{-3}$ is applied in $z$-direction on face $F_{2}$ and the elasticity constants are chosen to $\mu=10500$ and $\lambda=0$.

Results of this numerical example are summarized in Table 3.4 for a selected set of elements. Note that H1 and H1-MIP are excluded from Table 3.4 due to severe locking, which yields underestimated displacement and thus also few necessary NR iterations (see Section 3.6.2). For all other elements, the MIP method greatly improves convergence of the NR procedure. It enables to apply the complete load for all EAS elements within one step instead of 3-5


Figure 3.11.: Thin circular ring. Problem setup with undeformed mesh (left) and deformed mesh for $q=6.67$ computed with H1/E9 (right).
without MIP. Furthermore, the number of total necessary NR-iterations $n_{\mathrm{NR}}$ is reduced by a factor of at least 5.9 for the St. Venant-Kirchoff material and 4.7 for the Neo-Hookean model, with the greatest improvement observed for element HA1/E12T. As demonstrated before, AS element $\mathrm{H} 1 / \mathrm{S} 18$ shows again superior robustness for both material models and is on top of that closest to the converged result of $w_{\mathrm{P}}=10.26$.

Table 3.4.: Results of the thin circular ring example.

|  | St. Venant-Kirchhoff |  |  |  | Neo-Hooke |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| element type | req. $n_{\text {steps }}$ | total $n_{\mathrm{NR}}$ | $w_{\mathrm{P}}$ |  | req. $n_{\text {steps }}$ | total $n_{\mathrm{NR}}$ | $w_{\mathrm{P}}$ |
| H1/E9 | 3 | 41 | 7.311 |  | 4 | 56 | 7.311 |
| H1/E9-MIP | 1 | 7 | 7.311 |  | 1 | 9 | 7.311 |
| H1/E9T | 3 | 41 | 7.314 |  | 3 | 42 | 7.314 |
| H1/E9T-MIP | 1 | 7 | 7.314 |  | 1 | 9 | 7.314 |
| HA1/E12T | 3 | 48 | 8.198 |  | 5 | 81 | 8.198 |
| HA1/E12T-MIP | 1 | 8 | 8.198 |  | 1 | 11 | 8.198 |
| H1/S18 | 1 | 7 | 9.741 |  | 1 | 7 | 9.741 |

### 3.6.5. Spherical shell with opening

The second 3D example is the spherical shell problem with opening shown in Figure 3.12 (see also $[6,29,67,95]$ ). The spherical structure with middle radius $r_{\mathrm{m}}=10$, a thickness of $t=\{0.5,0.05\}$ and opening angle $\beta=18^{\circ}$ is supported by boundary conditions $u(X, Y=0, Z)=0, v(X=0, Y, Z)=0$ and $w(X, Y, Z=0)=0$. Prescribed displacements $w\left(r=r_{\mathrm{i}}, \varphi, \theta=\beta\right)=10$ are applied on the lower edge of the opening. The shell is meshed with $2 \times 16 \times 16$ elements and the elasticity constants are chosen to $\lambda=1.2115 \cdot 10^{5}$ and $\mu=8.0769 \cdot 10^{4}$ (corresponding to $E=2.1 \cdot 10^{5}$ and $\nu=0.3$ ).


Figure 3.12.: Spherical shell with opening. Problem setup with undeformed mesh (left) and deformed mesh for $w=10$ computed with H1/E9 with $t=0.5$ (middle) and $t=0.05$ (right), respectively.

The required numbers of load steps $n_{\text {steps }}$ and NR iteration $n_{\mathrm{NR}}$ as well as the reaction force in $z$-direction $R_{z}$ are shown in Table 3.5 for both the St. Venant-Kirchhoff and Neo-Hookean material model.

In a first step we examine the results for $t=0.5$. For this setup, all elements exhibit reaction forces within a $2 \%$ margin of the converged result for both materials. More interesting are the required number of load steps and NR iterations. It can be observed for the St. Venant-Kirchhoff material, that, even though the number of load steps differs, almost the same amount of total NR iterations is needed regardless of which element is used. However, for the Neo-Hookean material larger differences can be observed. For this material model the AS element $\mathrm{H} 1 / \mathrm{S} 18$ excels by still requiring only a total of $n_{\mathrm{NR}}=27 \mathrm{NR}$ iterations. All other elements need at least twice the amount of iterations. Better results are obtained with the MIP modified versions, which require approximately $15 \%$ less NR steps compared to the standard EAS elements.

For the thin thickness $t=0.05$ more load steps and iterations are necessary for all elements and the reaction forces differ substantially. However, improvements due to the MIP method are more pronounced, which is in line with results in Section 3.6.3. Since smaller occurs for the thinner shell, (3.33) is less severely violated which leads to the improved behavior of the MIP method.

All in all, this example confirms that the MIP does not always yield such high improvements as shown in Section 3.6.2 and 3.6.4, depending on the magnitude of the strain. However, it usually improves robustness of strain driven elements if strains are not too high.

Table 3.5.: Results of the spherical shell test.

| $t$ | element type | St. Venant-Kirchhoff |  |  | Neo-Hooke |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | req. $n_{\text {steps }}$ | total $n_{\mathrm{NR}}$ | $R_{z}$ | req. $n_{\text {steps }}$ | total $n_{\text {NR }}$ | $R_{z}$ |
| 0.5 | H1/E9 | 2 | 25 | 5043 | 7 | 69 | 5371 |
|  | H1/E9-MIP | 3 | 25 | 5043 | 8 | 58 | 5371 |
|  | H1/E9T | 2 | 25 | 5161 | 9 | 77 | 5488 |
|  | H1/E9T-MIP | 3 | 25 | 5161 | 8 | 58 | 5488 |
|  | HA1/E12T | 2 | 25 | 5162 | 9 | 77 | 5490 |
|  | HA1/E12T-MIP | 3 | 25 | 5162 | 8 | 58 | 5490 |
|  | H1/S18 | 2 | 27 | 5131 | 3 | 27 | 5454 |
| 0.05 | H1/E9 | 8 | 140 | 19.28 | 30 | 313 | 19.25 |
|  | H1/E9-MIP | 8 | 69 | 19.28 | 32 | 224 | 19.25 |
|  | H1/E9T | 8 | 143 | 27.99 | 32 | 306 | 27.14 |
|  | H1/E9T-MIP | 11 | 100 | 27.99 | 29 | 206 | 27.14 |
|  | HA1/E12T | 12 | 166 | 28.01 | 32 | 306 | 27.17 |
|  | HA1/E12T-MIP | 8 | 77 | 28.01 | 29 | 206 | 27.17 |
|  | H1/S18 | 7 | 67 | 21.58 | 6 | 59 | 21.38 |

### 3.6.6. Elasto-plastic circular bar

The final example of the present work is an elasto-plastic simulation based on the material model proposed by Simo [130], which is described in more detail in Appendix 3.A.3. For this model the material parameters are set to the standard values $\mu=80.1938, \kappa=164.206$, $\sigma_{Y 0}=0.45, \sigma_{Y \infty}=0.715, \delta=16.93$ and $H=0.12924$ (see, e.g., [8, 47, 67, 105, 129-132, 134]). The test covers necking of a circular bar with radius $R=6.413$ and a total length of $2 L=53.334$ (see, e.g., [ $6,46,67,105,115,123,130-133]$ ). Due to symmetry, only one eighth of the bar has to be considered, which is shown in Figure 3.13. To initiate necking, the radius is linearly reduced from $R$ to $\bar{R}=R-0.07$ along the length of the bar. Two quarter cylinders with 480 elements each are used to mesh the specimen such that the lower fifth of the bar is refined (see Figrue 3.13). Symmetry boundary conditions $u_{i}\left(X_{i}=0, X_{j}, X_{k}\right)=0, i, j, k \in\{1,2,3\}$ apply and the structure is loaded by prescribed displacement $u(X=L, Y, Z)=\bar{u}$. During the simulations $\bar{u}$ is gradually increased to $\bar{u}=7.0$, where the first half of load steps is used until $\bar{u}=5.6$ and the second half covers the remaining $\Delta \bar{u}=1.4$. This is a standard procedure (see, e.g., $[105,131]$ ) since the final steps of this simulation are especially demanding due to the softening of the material.

Usually, a line-search (LS) algorithm is used to stabilize the NR procedure in elasto-plastic simulations (see, e.g., $[6,105,130,131,133]$ ). In the present work we use the method described in Bonet and Wood [25].


Figure 3.13.: Elasto-plastic circular bar. Reference configuration (left), deformed configuration with distribution of accumulated plastic strain $\varepsilon_{\mathrm{p}}$ for $\bar{u}=7.0$ computed with HA1/E12T using 20 load steps (middle) and loaddisplacement curve computed with 100 load steps and HA1/E12T (right).

The total number of NR iterations is shown in Table 3.6 for element H1/E9 and various numbers of load steps. Without MIP method and LS the simulation requires at least 28 load steps and is volatile in a sense that it is not guaranteed that a higher number of load steps leads to a solution. The robustness can be improved with either the MIP method or a line search algorithm. Both reduce the number of necessary load steps and ensure (with one exemption) that the NR method converges for higher number of load steps. The best results are obtained by combination of both methods. This allows the lowest number of load steps and also needs slightly fewer iterations than the line search approach without MIP method.

Table 3.6.: Elasto-plastic circular bar test. Total number of NR iterations for H1/E9.

| load steps $n_{\text {step }}$ | 16 | 18 | 20 | 22 | 24 | 26 | 28 | 30 | 32 | 34 | 36 | 38 | 40 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H1/E9 | - | - | - | - | - | - | 176 | - | - | 209 | - | 226 | 233 |
| H1/E9+LS | - | - | 148 | 159 | 168 | 178 | 193 | 196 | 220 | 229 | 235 | 243 | 258 |
| H1/E9-MIP | - | - | - | - | - | 169 | 180 | 182 | 201 | 201 | - | 216 | 228 |
| H1/E9-MIP+LS | 134 | - | 146 | 157 | 166 | 180 | 186 | 196 | 220 | 222 | 231 | 242 | 257 |

### 3.7. Conclusion

The present work covers extensions to the MIP method, which has recently been proposed by Magisano et al. [88]. This method has so far been used to improve numerical robustness (meaning number of required NR iterations and size of applicable load steps) of displacement-based and mainly structural finite elements using the St. Venant-Kirchhoff material. Herein, we considered solid finite elements and proposed three extensions.

First of all, we suggested a simple extension to general material models. As for the standard MIP method, we do not interfere with the residuum of the nonlinear FE problem
and only modify the tangent, which means that the converged solution of standard FE simulations and the MIP modified versions are identical. Only the robustness of the MIP modified elements is increased as we showed in many numerical simulations. Second, a MIP version using a spatial formulation of FE equations was introduced in order to simplify implementation of more complex material models such as the elasto-plastic model considered in this work. Finally, we extended the method to EAS finite elements and were able to overcome one of the major drawbacks of these elements in many applications. In particular, we showed that the proposed MIP approach cures their lack of robustness when compared to assumed stress elements. With the simple modifications necessary for the MIP method, EAS elements become much more efficient and robust, which makes them even more interesting for practical simulations.
On top of that, we proposed a novel inverse stress-strain relation for a Neo-Hookean material, which had to the best knowledge of the authors not been proposed before. With this relation we were able to show that AS elements exhibit superior robustness compared to classical strain driven element formulations. Unfortunately, in accordance with literature, we also showed that this approach is not generally applicable in all states of strain. In fact, this observation provides another argument in favor of using much simpler strain-driven finite elements together with the MIP modification. This approach allows the benefit of both, favorable robustness and simple implementation of complex material models.

However, there are still a few open issues. While the MIP method greatly increases robustness of finite elements for general material models and small strain, less improvement or in some special cases even slightly disadvantageous behavior can be observed if large strain occurs. A thorough explanation and cure of this issue should be the goal of further investigations. Another line of research could follow creating a MIP approach based on a Hu-Washizu functional instead of the Hellinger-Reissner approach followed thus far.

## Appendix to Chapter 3

## 3.A. Material models

This appendix covers all material models employed in the numerical examples in Section 3.5.4 and 3.6 of the present work. To that end two hyperelastic materials and a elasto-plastic material model are summarized subsequently. Special emphasize is put on inverse stress-strain relations needed for AS elements. The only constitutive law that is straightforward to invert is a St. Venant-Kirchhoff material model (see Appendix 3.A.1)
due to its linear relation between S and E . To the best knowledge of the authors, an analytical inversion of the stress-strain relations exists, apart from the St. Venant-Kirchhoff model, only for a Neo-Hookean model, which is described by Wriggers [154] (Chapter 10.3). A different Neo-Hookean model is examined in this work and its inverse stress-strain relation is derived in Section 3.A.2.

We omit accent " $(\hat{\bullet})$ ", which is used to denote constitutive quantities in the rest of this work, in this appendix in order to simplify notation.

## 3.A.1. St. Venant-Kirchhoff

The first material model considered is the well-known St. Venant-Kirchhoff model. Its strain-energy function is given by

$$
\begin{equation*}
W=\frac{1}{2} \mathbf{E}: \mathbb{C}_{\text {SVK }}: \mathbf{E}, \tag{3.43}
\end{equation*}
$$

where $\hat{\mathbb{C}}_{\text {SVK }}$ denotes the constant fourth-order linear elasticity tensor. This quadratic form leads, according to (3.5), to a linear relation between Green-Lagrange strain E and the second Piola-Kirchhoff stress S . It is in $3 \mathrm{D}^{7}$ vector-matrix form given by

$$
\left[\begin{array}{c}
S_{11}  \tag{3.44}\\
S_{22} \\
S_{33} \\
S_{12} \\
S_{23} \\
S_{13}
\end{array}\right]=\left[\begin{array}{cccccc}
2 \mu+\lambda & \lambda & \lambda & 0 & 0 & 0 \\
\lambda & 2 \mu+\lambda & \lambda & 0 & 0 & 0 \\
\lambda & \lambda & 2 \mu+\lambda & 0 & 0 & 0 \\
0 & 0 & 0 & \mu & 0 & 0 \\
0 & 0 & 0 & 0 & \mu & 0 \\
0 & 0 & 0 & 0 & 0 & \mu
\end{array}\right]\left[\begin{array}{c}
E_{11} \\
E_{22} \\
E_{33} \\
2 E_{12} \\
2 E_{23} \\
2 E_{13}
\end{array}\right],
$$

where $\mu$ and $\lambda$ are the Lamé constants. Note furthermore that (3.44) is straightforward to invert by simply computing the inverse of the constant $\mathbb{C}_{S V K}$ in vector-matrix form. Thus, the St. Venant-Kirchhoff material can easily be used for AS-elements introduced in Section 3.2.2.3.

## 3.A.2. Neo-Hooke

## 3.A.2.1. Standard form

The second material law considered in this work is a Neo-Hooke law with strain-energy function

$$
\begin{equation*}
W=\frac{\mu}{2}(\operatorname{tr}(\mathbf{C})-3)+\frac{\lambda}{2} \ln ^{2} J-\mu \ln J, \tag{3.45}
\end{equation*}
$$

[^21]where $\mu>0$ and $\lambda>-2 / 3 \mu$ are the Lamé constants and $J=\operatorname{det} \mathbf{F}$. Derivation of this definition with respect to C yields the second Piola-Kirchhoff stress
\[

$$
\begin{equation*}
\mathbf{S}=2 \frac{\partial W}{\partial \mathbf{C}}=\mu\left(\mathbf{I}-\mathbf{C}^{-1}\right)+\lambda \ln J \mathbf{C}^{-1} . \tag{3.46}
\end{equation*}
$$

\]

## 3.A.2.2. Inverse Neo-Hookean law

The inverse relation of (3.46) presented here has to the best knowledge of the authors never been proposed before. Only a similar inverse relation for a different Neo-Hookean model is given in Wriggers [154]. Similar to the derivations there, several cases have to be considered which are laid out subsequently.

Case $\lambda=0$
In this case, which corresponds to $\nu=0$, it is straightforward to obtain

$$
\begin{equation*}
\mathrm{C}=\left(\mathrm{I}-\frac{1}{\mu} \mathrm{~S}\right)^{-1} \tag{3.47}
\end{equation*}
$$

as inverse stress-strain relation from (3.46). Thus, $\mathbf{I}-\mu^{-1} \mathbf{S}$ must be invertible which can be examined with relations $\operatorname{det}(\mathbf{I}+\mathbf{A})=1+I_{1}(\mathbf{A})+I_{2}(\mathbf{A})$ and $\operatorname{det}(\mathbf{I}+\mathbf{A})=1+I_{1}(\mathbf{A})+I_{2}(\mathbf{A})+$ $I_{3}(\mathrm{~A})$ holding for an arbitrary tensor A with Invariants $I_{i}(\mathrm{~A})$ in 2 D and 3D, respectively (see, e.g., [103]). From these relations, condition $\operatorname{det}\left(\mathbf{I}-\mu^{-1} \mathbf{S}\right) \neq 0$ for invertibility and requirement $J^{2}=\operatorname{det}(\mathbf{C})>0$ necessary for physically meaningful results, we get that the eigenvalues $\lambda_{i}^{S}$ of S must fulfill either $\lambda_{1}^{S}, \lambda_{2}^{S}>\mu$ or $\lambda_{1}^{S}, \lambda_{2}^{S}<\mu$ in the 2D case. For 3D problems either restrictions $\lambda_{i}^{S}, \lambda_{j}^{S}>\mu, \lambda_{k}^{S}<\mu$ or $\lambda_{i}^{S}, \lambda_{j}^{S}, \lambda_{k}^{S}<\mu$ where $i, j, k$ are permutations of $\{1,2,3\}$ apply. See also Ogden [98] Chapter 6.2 .2 for similar results.

## Case $\lambda \neq 0$

In this case simple rearranging of (3.46) yields

$$
\begin{equation*}
\frac{1}{\lambda}(\mu \mathbf{I}-\mathbf{S})=\left(\frac{\mu}{\lambda}-\ln J\right) \mathbf{C}^{-1} \quad \stackrel{a \neq 0}{\Leftrightarrow} \quad \mathbf{C}=\beta \mathbf{A}^{-1} \tag{3.48}
\end{equation*}
$$

where auxiliary variables

$$
\begin{equation*}
\mathbf{A}=\frac{1}{\lambda}(\mu \mathbf{I}-\mathbf{S}), \quad a=\operatorname{det}(\mathbf{A}), \quad \beta=\left(\frac{\mu}{\lambda}-\ln J\right) \tag{3.49}
\end{equation*}
$$

have been introduced. Tensor A has to be invertible which implies that the eigenvalues of S have to fulfill the same requirements as in the case $\lambda=0$. The inverse stress-strain relation of (3.46) is given by $(3.48)_{2}$ where the only unknown is $\beta(J)$.

In case of $a=0(3.48)_{1}$ yields $\beta=0$ since $\mathbf{C}$ has to be invertible for physically meaningful results. Thus only $\mathbf{A}=\mathbf{0} \Leftrightarrow \mathbf{S}=\mu \mathbf{I}$ would be allowed in order to fulfill (3.48) ${ }_{1}$. In that case,
however, C is not uniquely defined and thus no inversion of the stress-strain relation is possible. If $a \neq 0$, the next step is to take the determinant of $(3.48)_{1}$. This yields for both the 2 D plane strain and 3D case an equation for $J$ given by

$$
\begin{equation*}
\beta^{d}-a J^{2}=0 \tag{3.50}
\end{equation*}
$$

where $d \in\{2,3\}$ is the spatial dimension. Lengthy computations using the Lambert- $W$ function $\mathcal{W}(x)$ finally yield

$$
\begin{equation*}
\ln J=\frac{\lambda}{\mu}-\frac{d}{2} \mathcal{W}\left(\frac{a}{|a|} \exp \left(\frac{2}{d} \frac{\mu}{\lambda}-\ln \frac{d}{2}+\frac{1}{d} \ln |a|\right)\right) \tag{3.51}
\end{equation*}
$$

where requirements

$$
a \neq 0, \quad a> \begin{cases}0, & d=2  \tag{3.52}\\ -\left(\frac{d}{2}\right)^{d} \exp \left(-d-2 \frac{\mu}{\lambda}\right), & d=3\end{cases}
$$

have to be met. Note that always branch $\mathcal{W}_{0}$ of the Lambert-W function is needed, which follows from the solution for $a>0$ and continuity requirements. Furthermore, (3.50) automatically ensures $J>0$ which allows using the logarithm in (3.51).

Remark 3.9. Note that regardless of the case $\lambda=0$ or $\lambda \neq 0$ there are restrictions on which stress tensors S allow a unique inversion of the stress-strain relation. These states actually occur in practical simulations with large strain as shown in Section 3.6.3. In that case these states lead to failure of the computation. This is not a problem of the numerical procedure but results form the physical equations i.e., (3.46) as shown in Section 3.6.3.

## 3.A.3. Logarithmic strain based von Mises elasto-plasticity

The final material model considered in the present work is the elasto-plastic model proposed by Simo [130]. This eigenvalue based formulation is widely used in the context of finite element development (see, e.g., $[8,65,105,132]$ ) and based on the standard multiplicative split $\mathbf{F}=\mathbf{F}^{e} \mathbf{F}^{p}$ into elastic and plastic parts. Its elastic response is governed by a Hencky strain-energy function which employs the logarithmic principal stretches. The plastic part of the model is governed by the von Mises yield condition with nonlinear isotropic hardening with saturation and the associative flow rule. More information on the material model and algorithms for standard elements are given in the work of Simo [130]. For the numerical implementation of the model an eigenvalue perturbation technique according to Miehe [92] is applied to avoid treatment of duplicate stretches.

## 3.B. Two DOF example

This appendix gives additional details on the simple 2 DOF example presented in Section 3.3. Focus is put on the assumptions and derivations needed to obtain (3.19) and (3.20). First
of all, the kinematic relation in (3.18) follows from the assumption of linear displacements $u$ and $v$ along the axis of the bar. This implies that the Green-Lagrange strain is constant and given by

$$
\begin{equation*}
\varepsilon=\frac{1}{2} \frac{\left(l^{2}-L^{2}\right)}{L^{2}}=\frac{1}{2} \frac{\left(\sqrt{(L+u)^{2}+w^{2}}\right)^{2}-L^{2}}{L^{2}} \stackrel{L=1}{=} u+\frac{1}{2}\left(u^{2}+w^{2}\right), \tag{3.53}
\end{equation*}
$$

where $L=1$ and $l$ are the original and deformed length of the bar, respectively. From the assumption of a linear relation between Green-Lagrange strain and the normal force $N$ (i.e., St. Venant-Kirchhoff material) we get the constitutive relation

$$
\begin{equation*}
\hat{N}=E A \varepsilon \tag{3.54}
\end{equation*}
$$

where $A$ is the constant reference cross section of the bar and $E$ denotes its Young's modulus. The variational functional associated with the 2 DOF example can be cast in the form

$$
\begin{equation*}
\Pi^{2 \mathrm{DOF}}=\Pi^{\mathrm{bar}}+\frac{1}{2} k w^{2}+\lambda u-c \lambda w . \tag{3.55}
\end{equation*}
$$

Therein, $k$ is the stiffness of the linear spring and $\lambda$ is the external force. The internal potential of the bar $\Pi^{\text {bar }}$ is given by

$$
\begin{equation*}
\Pi_{\mathrm{U}}^{\mathrm{bar}}=\frac{1}{2} \hat{N} \varepsilon L \quad \text { and } \quad \Pi_{\mathrm{AS}}^{\mathrm{bar}}=N\left(\varepsilon-\frac{1}{2} \hat{\varepsilon}\right) L \tag{3.56}
\end{equation*}
$$

in the displacement-based and AS case, respectively. For the AS formulation an independent stress field $N$ is introduced. Furthermore, the Legendre-transformation of the internal energy $W(\varepsilon)=\hat{N} \varepsilon$ given by $U(\sigma)=N \hat{\varepsilon}-W(\hat{\varepsilon})$ has been used. Therein, $\hat{\varepsilon}$ is strain obtained from the inverse stress strain relation. Variation of the internal part $\Pi^{\text {bar }}$ of functional $\Pi^{2 \mathrm{DOF}}$ yields

$$
\begin{equation*}
\delta \Pi_{\mathrm{U}}^{\mathrm{bar}}=L \hat{N}(\varepsilon) \delta_{\boldsymbol{u}} \varepsilon \quad \text { and } \quad \delta \Pi_{\mathrm{AS}}^{\mathrm{bar}}=L N \delta_{\boldsymbol{u}} \varepsilon+L \delta N(\varepsilon-\hat{\varepsilon}) \tag{3.57}
\end{equation*}
$$

for the displacement-based and AS formulation. Variations (3.57) are closely related to the continuum formulations (3.7) and (3.15). In fact, in case of the bar, we have a uniaxial stress state, where the only non-zero stress component is $S_{11}$, and furthermore constant stress and strain along the bar. Imposing these restrictions on (3.7) and (3.15) directly yields (3.57). Note that this close relation allows the transfer of the results concerning robustness from the simple bar problem to the continuum formulation.

Imposing the stationary condition $\delta \Pi^{2 \mathrm{DOF}}=0$ and subsequent linearization yields the residuum and tangent of both the displacement-based and AS form of the 2 DOF example given in (3.19) and (3.20) respectively.

# 4. Mesh distortion insensitive and locking-free Petrov-Galerkin EAS elements for linear elasticity 

This chapter reproduces:*<br>Pfefferkorn R and Betsch P. "Mesh Distortion Insensitive and Locking-Free Petrov-Galerkin Low-Order EAS Elements for Linear Elasticity". In: Int 7 Numer Meth Eng. 122(23): 69246954, 2021. DOI: 10.1002/nme. 6817


#### Abstract

One of the most successful mixed finite element methods in solid mechanics is the enhanced assumed strain (EAS) method developed by Simo and Rifai in 1990 [134]. However, one major drawback of EAS elements is the highly mesh dependent accuracy. In fact, it can be shown that not only EAS elements, but every finite element with a symmetric stiffness matrix must either fail the patch test or be sensitive to mesh distortion in bending problems (higher order displacement modes) if the shape of the element is arbitrary. This theorem was established by MacNeal in 1992 [84]. In the present work we propose a novel Petrov-Galerkin approach for the EAS method, which is equivalent to the standard EAS method in case of regular meshes. However, in case of distorted meshes, it allows to overcome the mesh distortion sensitivity without loosing other advantages of the EAS method. Three design conditions established in this work facilitate the construction of the element which does not only fulfill the patch test but is also exact in many bending problems regardless of mesh distortion and has an exceptionally high coarse mesh accuracy. Consequently, high quality demands on mesh topology might be relaxed.


Keywords: enhanced assumed strain (EAS), mesh distortion, Petrov-Galerkin, linear elasticity, skew coordinates

[^22]
### 4.1. Introduction

In the early days of the finite element method it was soon discovered that low-order displacement-based elements severely underestimate displacement under many circumstances such as in bending dominated problems and the incompressible limit. This
phenomenon was termed locking and prohibits reasonable utilization of low-order displace-ment-based elements in engineering applications (e.g., MacNeal [85]). Thus, a plethora of remedies has been developed since the 1960s which can essentially be grouped into three main categories: higher order methods [34, 85, 162], reduced integration with stabilization $[14,16,40]$ and mixed finite elements [110, 134, 137, 141]. All of these remedies lead to substantially improved finite elements and some of each category are available in commercial software.

Despite the tremendous effort put into developing new finite elements and enhancing their performance, there have been hardly any major breakthroughs in classical methods since the mid 1990s (with the exemption of the isogeometric analysis, see [34]). An explanation for this can be found in a landmark paper published by MacNeal [84] in 1992 (see also the preliminary work [83]), which has in the opinion of the authors not gotten the attention it deserves. In this work, MacNeal proves the theorem that a finite element with arbitrary shape cannot simultaneously satisfy the constant strain patch test [162] and be exact for higher order modes under the premise of a symmetric stiffness matrix. This fundamental limit to an element's perfectibility applies regardless of internal methodologies, that is, which of the remedies to cure locking is used. Thus, the final conclusion drawn by MacNeal [84] is that it is impossible to substantially improve elements beyond what has already been achieved with the standard (Bubnov-Galerkin) approach. Indeed, to the best knowledge of the authors, no element could so far break the limits of MacNeal's theorem. ${ }^{1}$
In particular, most elements have symmetric stiffness matrices, which come of course with many advantages. ${ }^{2}$ Moreover, they are usually designed to fulfill the patch test, see, e.g., [110, 134], since this comes with a lot of benefits (see [162]) as well. Consequently, in accordance with MacNeal's theorem, they perform poorly in (higher order) bending problems if meshes are distorted. Vice versa, the less frequent choice of (deliberately or not) sacrificing the ability to pass the patch test enables construction of elements with increased bending accuracy. An example for this approach is the incompatible mode model by Wilson et al. [149], which famously fails the patch test, and the recently proposed method of reverse adjustment to the patch test by Hu et al. [54, 55] (which ironically does not pass the strong patch test).
All in all, improvement of element performance beyond what has already been achieved almost inevitably leads to an unsymmetric stiffness matrix. MacNeal even briefly mentions this possibility but then deems this option "abhorrent for many reasons" [84]. However, the works of, e.g., Rajendran et al. [116, 117], Xie et al. [158] and the present contribution show that there is much to be gained with unsymmetric stiffness matrices.

[^23]The first element with unsymmetric stiffness matrix has been proposed by Rajendran and Liew [117], who chose a Petrov-Galerkin approach for higher order displacement elements instead of the usual Bubnov-Galerkin ansatz, and named their method unsymmetric finite element method. The key idea is to use metric [85, 118] shape functions, which are constructed in the physical space, as ansatz for the trial function of the displacement while the usual isoparametric functions are employed for the test function. Unfortunately, merely using physical coordinates leads to frame-dependent ansatz functions as noted by Ooi et al. [100]. A cure for this issue, which does not induce other problems such as anisotropies, has been proposed by Xie et al. [158]. It involves skew coordinates, which are affine-equivalent [119] to physical coordinates and objective. The skew frame has first been proposed for assumed stress finite elements (see Yuan et al. [159] and Wisniewski and Turska [150]) and has subsequently also been employed for other mixed elements [113, 114, 150-152] and unsymmetric finite elements [59, 158, 161].
While higher order unsymmetric finite elements work well and pass higher order patch tests regardless of element shape (see [56, 99, 101, 116, 117, 158]), there is a fundamental issue for low-order elements: Consider, e.g., a plane four-node quadrilateral element with eight displacement degrees of freedom. It is then impossible to represent complete quadratic polynomials since these would require at least twelve degrees of freedom. Thus, it is crucial to choose the higher order modes carefully in order to get the best performance. Consequently, the unsymmetric low-order elements presented so far have either extremely complex ansatz functions which are material dependent [32, 76, 78, 158,161 ] or require higher order integration and many internal degrees of freedom [59]. Furthermore, the elements are often not straightforward to extend to the 3D case.

However, the advantages of low-order elements with regard to mesh generation, (stress) singularities, and bandwidth (sparsity) of the stiffness matrix make low-order unsymmetric finite elements desirable. Hence, we propose a novel low-order unsymmetric mixed element based on a Petrov-Galerkin approach for the enhanced assumed strain (EAS) method introduced by Simo and Rifai [134]. We will show that this approach allows to construct low-order unsymmetric elements without the drawbacks described above.
We choose to start our developments from the EAS method since the commonly used symmetric (Bubnov-Galerkin) version of it features several desirable properties: It fulfills the patch test, is locking-free in case of undistorted meshes, and, most importantly, it is straightforward to extended to large deformations and general material models due to its strain-driven format (see Simo et al. [131, 132] and Glaser and Armero [47]). Consequently, it is one of the most frequently used mixed methods in research and application (see, e.g., [ $3,8,47,66,67,80,82,104,105,109,113,114,131,132,134])$. With the newly proposed Petrov-Galerkin approach we show that it is possible to overcome the sensitivity to mesh distortion of existing EAS elements.
To that end, we first establish three design conditions required in order for the element to be exact for a specific displacement mode. If these conditions are met, the element is exact for that mode in the sense that the nodal displacements coincide with the analytic solution (nodally exact response). In particular, we choose to fit the novel element to a modified version of the assumed stress modes proposed by Pian and Sumihara [110] and

Pian and Tong [112] in 2D and 3D, respectively. These stress modes include besides the important patch test modes also bending modes which are of the utmost importance in many engineering applications. The resulting element is therefore exact for constant stress and bending problems regardless of element shape. It is also locking-free, frame-indifferent, isotropic and its stiffness matrix is integrated exactly by the standard Gauss quadrature rule. Moreover, the newly proposed unsymmetric EAS element exhibits an substantially increased coarse mesh accuracy. Finally, in case of regular meshes, the element coincides with the original well working EAS element by Simo and Rifai [134].
The design of the novel element with all these desirable properties is made possible by combining ingredients from a multitude of previously developed element formulations. Besides the obvious EAS framework $[132,134]$ we also employ ideas from assumed stress approaches [110, 112, 150], the skew coordinate frame [150, 158, 159], incompatible mode elements [22,59, 141, 149] and others [16, 62, 151].
Naturally, the unsymmetric incompatible mode 2D element proposed by Huang et al. [59] is closely related to the present Petrov-Galerkin EAS element. However, the novel EAS approach is more general, requires less internal degrees of freedom and allows to examine the underlying mechanisms in a deeper way. Interestingly, a violation of one of the three design conditions for exact solutions mentioned above is the reason why the 2D element by Huang et al. [59] is not straightforward to extend to 3D.

The present work is structured into six sections. In Section 4.2 we revisit MacNeal's theorem since it is key to the methods developed in the remainder of this work. We aim at giving a simpler approach to the proof in [84] and present some extensions to the original theorem of MacNeal. To that end we compare the finite element approximation to the continuum description and examine both formulations in detail in Sections 4.2.1 and 4.2.2, respectively. After that, conclusions of MacNeal's theorem are drawn in Section 4.2.3. Some generalizations of the proof in Section 4.2 can be found in Appendix 4.A and the key findings of MacNeal's theorem are summarized in Section 4.2.4. Section 4.3 covers the weak form for EAS elements and the three design conditions required for nodally exact solutions. Afterwards, we determine ansatz spaces which fulfill the design conditions in Section 4.4. To that end we first introduce the skew coordinate frame in Section 4.4.1 and describe the analytic modes for which the element is optimized in Section 4.4.2. The actual ansatz spaces for the Petrov-Galerkin EAS elements are covered in Section 4.4.3 for the 2D case and in Section 4.4.4 for the 3D case, respectively. Numerical simulations comparing the novel element to established ones are presented in Section 4.5 before conclusions are drawn in Section 4.6.

### 4.2. MacNeal's theorem

MacNeal's theorem [84] states that a finite element cannot simultaneously pass the patch test (see, e.g., [162]) and be exact for higher order displacement modes in case of arbitrarily distorted meshes if its stiffness matrix is symmetric.

To prove this proposition we consider, following MacNeal [84], a linear elastic continuum $\mathcal{B}$ and a single finite element $\Omega^{e} \subset \mathcal{B}$ of arbitrary shape and arbitrary number of nodes $N$ which is embedded into $\mathcal{B}$. The two domains interact at the element's boundary $\partial \Omega^{e}$. This connection is described by displacement $\mathbf{u}(\mathbf{x})$ and $\operatorname{traction} \mathbf{t}(\mathbf{x})$ for $\mathbf{x} \in \partial \Omega^{e}$, where $\mathbf{x}$ are Cartesian (or physical) coordinates. Comparing the continuum solutions ${ }^{3} \mathbf{u}^{*}$ and $\mathbf{t}^{*}$ with the finite element aliases $\mathbf{u}^{\mathrm{h}, e}$ and $\mathrm{t}^{\mathrm{h}, e}$ on $\partial \Omega^{e}$ allows to evaluate how well the element replaces the respective continuum domain ${ }^{4}$. To that end we examine both formulations in depth in the sequel.

Example Q1. Figure 4.1 shows exemplarily the case of a plane quadrilateral element with straight edges and four nodes (Q1). This simple case is used throughout the remainder of this work to clarify relations.


Figure 4.1.: Single finite element $\Omega^{e}$ embedded into linear elastic continuum $\mathcal{B}$.

### 4.2.1. Continuum domain

### 4.2.1.1. Linear elasticity

Given a prescribed displacement field $\mathbf{u}^{*}(\mathbf{x})$ for $\mathbf{x} \in \mathcal{B}$, the usual relations for a linear elastic continuum

$$
\begin{align*}
\boldsymbol{\varepsilon}^{*} & :=\nabla_{\mathbf{x}}^{s} \mathbf{u}^{*}  \tag{4.1a}\\
\boldsymbol{\sigma}^{*} & :=\mathbb{C}: \boldsymbol{\varepsilon}^{*}  \tag{4.1b}\\
\mathbf{t}^{*} & :=\boldsymbol{\sigma}^{*} \mathbf{n} \tag{4.1c}
\end{align*}
$$

determine the corresponding strain $\boldsymbol{\varepsilon}^{*}$, stress $\boldsymbol{\sigma}^{*}$ and traction $\mathbf{t}^{*}$. Therein, $\mathbb{C}$ denotes the symmetric positive definite fourth order elasticity tensor, $\nabla_{\mathbf{x}}^{s}(\bullet)$ symbolizes the symmetric

[^24]part of the gradient and $\mathbf{n}$ is the unit outward normal on a surface. Furthermore, the strong form of equilibrium is given by
\[

$$
\begin{equation*}
\operatorname{div} \sigma^{*}+b^{*}=0 \tag{4.2}
\end{equation*}
$$

\]

where $\mathbf{b}^{*}$ is the field of body force which is readily determined by the prescribed displacement field $\mathbf{u}^{*}$ via (4.1) and (4.2). By virtue of the given displacement $\mathbf{u}^{*}$ and (4.1), it is also straightforward to compute appropriate Dirichlet boundary conditions $\overline{\mathbf{u}}^{*}=\mathbf{u}^{*}$ on $\partial \mathcal{B}_{\mathrm{u}} \subset \partial \mathcal{B}$ along with appropriate Neumann boundary conditions $\overline{\mathbf{t}}^{*}=\mathbf{t}^{*}$ on $\partial \mathcal{B}_{\mathrm{t}} \subset \partial \mathcal{B}$ on the body's boundary $\partial \mathcal{B}$. Here, the standard conditions $\partial \mathcal{B}_{\mathrm{u}} \cap \partial \mathcal{B}_{\mathrm{t}}=\emptyset$ and $\partial \mathcal{B}_{\mathrm{u}} \cup \partial \mathcal{B}_{\mathrm{t}}=\partial \mathcal{B}$ apply. The corresponding weak form (or principle of virtual work) is given by

$$
\begin{equation*}
\int_{\mathcal{B}} \nabla_{\mathbf{x}}^{s} \mathbf{v}^{*}: \sigma^{*} \mathrm{~d} V=\int_{\mathcal{B}} \mathbf{v}^{*} \cdot \mathbf{b}^{*} \mathrm{~d} V+\int_{\partial \mathcal{B}_{\mathrm{t}}} \mathbf{v}^{*} \cdot \overline{\mathbf{t}}^{*} \mathrm{~d} A \quad \forall \mathbf{v}^{*} \in \mathcal{V} \tag{4.3}
\end{equation*}
$$

where $\mathbf{u}^{*} \in \mathcal{U}=\left\{(\mathbf{u})_{i} \in H_{1} \mid \mathbf{u}=\overline{\mathbf{u}}^{*}\right.$ on $\left.\partial \mathcal{B}_{\mathbf{u}}\right\}$ is the displacement field introduced above and $\mathbf{v}^{*} \in \mathcal{V}=\left\{(\mathbf{v})_{i} \in H_{1} \mid \mathbf{v}=\mathbf{0}\right.$ on $\left.\partial \mathcal{B}_{\mathrm{u}}\right\}$ is an arbitrary test function. Moreover, in the sequel the left and right hand side of (4.3) are abbreviated by $G_{\text {int }}^{*}$ and $G_{\text {ext }}^{*}$ and identify the internal and external part of the weak form, respectively.

### 4.2.1.2. Displacement modes on $\Omega^{e}$

Having summarized the basic relations we turn now to the response of the continuum in subdomain $\Omega^{e}$. Every non-singular displacement state can be represented uniquely by an infinite sum of weighted linearly independent polynomial elementary modes $\mathbf{u}_{m}^{*}(\mathbf{x})$. In ascending order these displacement modes are classified as rigid body modes (no strain), patch test modes with constant strain (linear displacement), quadratic displacement modes, and so forth.

Since finite elements have only a specific number of degrees of freedom $N_{\text {DOF }}$, the discrete solution can only represent a limited amount of modes. Thus, we restrict the following investigation to a linear combination of $M$ linearly independent modes $\mathbf{u}_{m}^{*}, m=1, \ldots, M$ with weights $\alpha_{m}$ such that the displacement and traction are given by

$$
\begin{equation*}
\mathbf{u}^{*}=\sum_{m=1}^{M} \mathbf{u}_{m}^{*} \alpha_{m} \quad \text { and } \quad \mathbf{t}^{*}=\sum_{m=1}^{M} \mathbf{t}_{m}^{*} \alpha_{m} \tag{4.4}
\end{equation*}
$$

The traction modes $\mathbf{t}_{m}^{*}$ relate to $\mathbf{u}_{m}^{*}$ via (4.1). Furthermore, to keep expressions as simple as possible, we consider only modes for which

$$
\begin{equation*}
\mathbf{b}^{*}=0 \quad \Leftrightarrow \quad \operatorname{div} \sigma^{*}=0 . \tag{4.5}
\end{equation*}
$$

This includes the important cases of rigid body and constant strain modes, which are characterized by a complete linear displacement field. Furthermore, pure bending modes also fulfill (4.5) [62]. The case $\mathbf{b}^{*} \neq \mathbf{0}$ is complemented in Appendix 4.A.1.

By considering the usual Bubnov-Galerkin approach (see Appendix 4.A.2 for the generalization to a Petrov-Galerkin scheme), which implies that the test function $\mathbf{v}^{*}=\sum_{m=1}^{M} \mathbf{u}_{m}^{*} \beta_{m}$ use the same modes $\mathbf{u}_{m}^{*}$ as the prescribed displacement field $\mathbf{u}^{*}$, the external part of the weak form on subdomain $\Omega^{e}$ assumes the form

$$
\begin{equation*}
G_{\mathrm{ext}}^{*, e}=\int_{\partial \Omega^{e}} \mathbf{v}^{*} \cdot \mathbf{t}^{*} \mathrm{~d} A=\sum_{m=1}^{M} \beta_{m} \int_{\partial \Omega^{e}} \mathbf{u}_{m}^{*} \cdot \mathbf{t}^{*} \mathrm{~d} A=\sum_{m, n=1}^{M} \beta_{m} F_{m n}^{*} \alpha_{n}=\sum_{m=1}^{M} \beta_{m} f_{m}^{*} . \tag{4.6}
\end{equation*}
$$

Note that we assume that the traction boundary condition applies to the whole boundary $\partial \Omega^{e}$ of the element, that is, $\partial \Omega_{t}^{e}=\partial \Omega^{e}$, and that the traction is defined by the continuum value $t^{*}$, which will be crucial in Section 4.2.2.2. In the equation above, we introduced the generalized modal forces $f_{m}^{*}$ and corresponding matrix components $F_{m n}^{*}(m, n=1, \ldots, M)$ given by

$$
\begin{equation*}
f_{m}^{*}=\sum_{n=1}^{M} F_{m n}^{*} \alpha_{n} \quad \text { and } \quad F_{m n}^{*}=\int_{\partial \Omega^{e}} \mathbf{u}_{m}^{*} \cdot \mathbf{t}_{n}^{*} \mathrm{~d} A \tag{4.7}
\end{equation*}
$$

Proceeding analogously with the internal part of the weak form yields

$$
\begin{equation*}
G_{\mathrm{int}}^{*, e}=\int_{\Omega^{e}} \nabla_{\mathbf{x}}^{s} \mathbf{v}^{*}: \mathbb{C}: \nabla_{\mathbf{x}}^{s} \mathbf{u}^{*} \mathrm{~d} V=\sum_{m, n=1}^{M} \beta_{m} K_{m n}^{*} \alpha_{n} \tag{4.8}
\end{equation*}
$$

where the components $K_{m n}^{*}$ constitute the modal stiffness matrix. The major symmetry of $\mathbb{C}$ implies the symmetry of $K_{m n}^{*}$. Since the weak form (4.3) holds for every subdomain of $\mathcal{B}$, relation

$$
\begin{equation*}
G_{\mathrm{int}}^{*, e}=G_{\mathrm{ext}}^{*, e} \quad \Leftrightarrow \quad \int_{\Omega^{e}} \nabla_{\mathrm{x}}^{s} \mathbf{v}^{*}: \mathbb{C}: \nabla_{\mathrm{x}}^{s} \mathbf{u}^{*} \mathrm{~d} V=\int_{\partial \Omega^{e}} \mathbf{v}^{*} \cdot \mathbf{t}^{*} \mathrm{~d} A \tag{4.9}
\end{equation*}
$$

needs to be satisfied. Now the arbitrariness of $\beta_{m}$ yields $K_{m n}^{*}=F_{m n}^{*}$. In particular, this establishes the symmetry of $F_{m n}^{*}$. Finally, by use of Gram-Schmidt orthogonalization

$$
\begin{equation*}
\hat{\mathbf{u}}_{m}^{*}=\mathbf{u}_{m}^{*}-\sum_{k=1}^{m-1} \frac{\int_{\Omega^{e}} \nabla_{\mathbf{x}}^{s} \hat{\mathbf{u}}_{k}^{*}: \mathbb{C}: \nabla_{\mathbf{x}}^{s} \mathbf{u}_{m}^{*} \mathrm{~d} V}{\int_{\Omega^{e}} \nabla_{\mathbf{x}}^{s} \hat{\mathbf{u}}_{k}^{*}: \mathbb{C}: \nabla_{\mathbf{x}}^{s} \hat{\mathbf{u}}_{k}^{*} \mathrm{~d} V} \hat{\mathbf{u}}_{k}^{*} \tag{4.10}
\end{equation*}
$$

any set of displacement modes $\mathbf{u}_{m}^{*}$ can be uncoupled such that matrix $F_{m n}^{*}$ can be made diagonal. In the following we assume that the modes $\mathbf{u}_{m}^{*}$ are uncoupled and thus $F_{m n}^{*}$ is diagonal. A final conclusion drawn from (4.8) is that $f_{m}^{*}=0$ for rigid body modes $\mathbf{u}_{m}^{* r}$ since $\varepsilon_{m}^{* r}=\nabla_{\mathrm{x}}^{s} \mathbf{u}_{m}^{* r}=\mathbf{0}$ holds.

### 4.2.2. Finite element domain

### 4.2.2.1. Connection between nodes and modes

In the next step we consider the finite element approximation. In contrast to the continuum description, the finite element approximation is based on nodes rather than modes. It is therefore crucial to determine the relation between the node based finite element displacement $\mathbf{u}^{\text {h,e }}$ and the displacement modes introduced in (4.4). For standard (interpolatory) finite elements the displacement on element level is given by

$$
\begin{equation*}
\mathbf{u}^{\mathrm{h}, e}(\mathrm{x})=\sum_{i=1}^{N} M_{i}^{e}(\mathrm{x}) \mathbf{u}_{i}^{e}, \tag{4.11}
\end{equation*}
$$

where $N$ is the number of nodes and $\mathbf{u}_{i}^{e}$ is the displacement at node $i$. The corresponding scalar ansatz functions ${ }^{5} M_{i}^{e}$, which may (for now) differ from element to element, have the Kronecker-delta property $M_{i}^{e}\left(\mathbf{x}_{j}\right)=\delta_{i j}$, where $\mathbf{x}_{j}$ is the position of node $j$. With these definitions at hand, the relation between modes and nodes can be described by

$$
\begin{equation*}
\mathbf{u}_{i}^{e}=\sum_{m=1}^{M} \mathbf{u}_{i m}^{*, e} \alpha_{m} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{u}_{i m}^{* e}=\mathbf{u}_{m}^{*}\left(\mathbf{x}_{i}\right) \tag{4.13}
\end{equation*}
$$

is the value of mode $\mathbf{u}_{m}^{*}$ at node $\mathbf{x}_{i}$. This ensures that the finite element interpolation $\mathbf{u}^{\mathrm{h}, e}(4.11)$ coincides with the prescribed displacement field $\mathbf{u}^{*}$ at the nodes, that is, $\mathbf{u}^{\mathrm{h}, e}\left(\mathbf{x}_{j}\right)=\mathbf{u}^{*}\left(\mathbf{x}_{j}\right)$. However, at other points $\mathbf{x} \in \Omega^{e}$ the values do generally not coincide.
Remark 4.1. Assuming a displacement field of the form (4.11) is rather restrictive. In general, $M_{i}^{e}$ are not necessarily scalar and the weights $\mathbf{u}_{i}^{e}$ need not correspond to the nodal displacements. Such non-interpolatory approaches include the widely used hierarchical higher order elements [162] and the isogeometric analysis [34]. These generalizations are covered in Appendix 4.A.3.

### 4.2.2.2. General finite element framework

Regardless of internal element methodologies, the relation between nodal displacements $\mathbf{u}_{i}^{e}$ and nodal forces $\mathrm{P}_{i}^{\mathrm{h}, e}$ of any linear finite element can be written as

$$
\begin{equation*}
\sum_{j=1}^{N} \mathbf{K}_{i j}^{\mathrm{h}, e} \mathbf{u}_{i}^{e}=\mathbf{P}_{i}^{\mathrm{h}, e} \quad i=1, \ldots, N \tag{4.14}
\end{equation*}
$$

[^25]where $\mathbf{K}_{i j}^{\mathrm{h}, e}$ denotes a partition of the element's nodal stiffness matrix $\mathbf{K}^{\mathrm{h}, e}$. This format is very general and includes displacement-based elements, reduced integrated elements as well as mixed methods with internal degrees of freedom ${ }^{6}$. The left-hand side of (4.14) refers to the internal part associated with elastic deformations while the right-hand side contains the external nodal forces. Defining the element's modal stiffness matrix and modal external forces by
\[

$$
\begin{align*}
\tilde{K}_{m n}^{\mathrm{h}, e} & :=\sum_{i, j=1}^{N}\left(\mathbf{u}_{i m}^{*, e}\right)^{\mathrm{T}} \mathbf{K}_{i j}^{\mathrm{h}, e} \mathbf{u}_{j n}^{*, e},  \tag{4.15a}\\
f_{m}^{\mathrm{h}, e} & :=\sum_{i=1}^{N}\left(\mathbf{u}_{i m}^{*, e}\right)^{\mathrm{T}} \mathbf{P}_{i}^{\mathrm{h}, e}, \tag{4.15b}
\end{align*}
$$
\]

allows to recast (4.14) by virtue of (4.12), pre-multiplication with $\left(\mathbf{u}_{i m}^{*, e}\right)^{\mathrm{T}}$ and summation over $i$ in the form

$$
\begin{equation*}
\sum_{n=1}^{M} \tilde{K}_{m n}^{\mathrm{h}, e} \alpha_{n}=f_{m}^{\mathrm{h}, e} \quad m=1, \ldots, M . \tag{4.16}
\end{equation*}
$$

The last equation allows to determine the maximum number of modes $M$ for which an element can exactly reproduce the continuum response in the sense that the nodal displacements are exact. In order for (4.16) to be solvable $\tilde{K}_{m n}^{\mathrm{h}, e}$ must have proper rank. To that end we assume that our finite element fulfills the design imperative of stress-free response to rigid body motions. For the corresponding $M_{r}$ rigid body modes $f_{m}^{*}=0$ as shown in Section 4.2.1.2 while for all other modes $f_{m}^{*} \neq 0$.

For the finite element to correctly represent rigid body motions we thus require accordingly $f_{m}^{\mathrm{h}, e}=0$ and $\operatorname{rank}\left[\tilde{K}_{m n}^{\mathrm{h}, e}\right]=M-M_{r}$. Naturally, the nodal stiffness matrix has to correctly account for rigid body motion as well. Its rank is then, provided that there are no spurious instable modes, $N_{\text {DOF }}-M_{r}$ where $N_{\text {DOF }}=N d$ is the number of degrees of freedom and $d$ is the spatial dimension. Rewriting the element's modal stiffness matrix (4.15a) in vector-matrix notation yields $\tilde{\mathbf{K}}^{\mathrm{h}, e}=\left(\mathbf{u}^{*, e}\right)^{\mathrm{T}} \mathbf{K}^{\mathrm{h}, e} \mathbf{u}^{*, e}$. Thus, the element's modal stiffness matrix has at best the same rank as the nodal stiffness matrix. ${ }^{7}$ Therefore, a finite element can in general exactly represent no more than $M=N_{\text {DOF }}$ modes including $M_{r}$ rigid body modes.

Example Q1. In case of the quadrilateral element there are $M_{r}=3$ rigid body modes, $N=4$ nodes and $N_{D O F}=8$ degrees of freedom which determines $M=8$. Thus, considering the three rigid body modes, the element can only be adapted to a maximum of five displacement modes. Thereof, three are usually chosen to be the constant stress modes (patch test, represented by linear displacement modes). The two remaining higher order modes should therefore be chosen carefully to get the best performance (see also Cen et al. [32]).

[^26]Remark 4.2. The total of eight modes for Q1 is especially not sufficient to represent fully quadratic displacement modes, which require a total of twelve modes ( $1, x, y, x y, x^{2}, y^{2}$ in both displacement components). It is therefore futile to try and improve quadrilateral elements to exactly represent fully quadratic displacement fields regardless of the applied technique. This observation is the essence of the principle of limitation by Fraeijs de Veubeke [42].

So far, we focused on the internal part of the weak form leading to the stiffness matrix. We now turn to the external part of the weak form which yields the nodal forces $\mathrm{P}_{i}^{\mathrm{h}, e}$ (4.14). In particular, the nodal forces are related to the traction $\mathrm{t}^{\mathrm{h}, e}$ acting on the element's boundary $\partial \Omega^{e}$. We assume that the analytic traction acts on the finite element, that is, $\mathbf{t}^{\mathrm{h}, e}=\mathbf{t}^{*}$. For the element's response to be nodally exact we ultimately have to show that assumption $\mathbf{t}^{\text {h,e }}=\mathbf{t}^{*}$ is consistent with $\mathbf{u}_{i}^{e}=\mathbf{u}^{*}\left(\mathbf{x}_{j}\right)$ (see Section 4.2.3). For the finite element discretization of the external part of the weak form (4.9) we get

$$
\begin{equation*}
G_{\mathrm{ext}}^{\mathrm{h}, e}=\sum_{i=1}^{N} \mathbf{v}_{i}^{e} \cdot \int_{\partial \Omega^{e}} N_{i}^{e} \mathbf{t}^{*} \mathrm{~d} A=\sum_{i=1}^{N} \mathbf{v}_{i}^{e} \cdot \mathbf{P}_{i}^{\mathrm{h}, e} \quad \Rightarrow \quad \mathbf{P}_{i}^{\mathrm{h}, e}=\int_{\partial \Omega^{e}} N_{i}^{e} \mathrm{t}^{*} \mathrm{~d} A, \tag{4.17}
\end{equation*}
$$

where the approximation of the test functions assumes the form (4.11) with nodal shape functions now denoted by $N_{i}^{e}$. Inserting this result into definition (4.15b) of the element's external modal forces $f_{m}^{\text {h,e }}$ yields

$$
\begin{equation*}
f_{m}^{\mathrm{h}, e}=\sum_{n=1}^{M} \sum_{i=1}^{N}\left(\mathbf{u}_{i m}^{*, e}\right)^{\mathrm{T}} \int_{\partial \Omega^{e}} N_{i}^{e} \mathbf{t}_{n}^{*} \mathrm{~d} A \alpha_{n}=\sum_{n=1}^{M} F_{m n}^{\mathrm{h}, e} \alpha_{n} . \tag{4.18}
\end{equation*}
$$

The modal forces $f_{m}^{\text {h,e }}$ can be viewed as discrete counterpart of the modal forces $f_{m}^{*}$ introduced in (4.7) and establish the connection between the continuum and the discrete finite element formulation. Comparing (4.18) and (4.7) motivates the introduction of

$$
\begin{equation*}
\mathbf{u}_{m}^{\mathrm{h}, e}=\sum_{i=1}^{N} N_{i}^{e}(\mathbf{x}) \mathbf{u}_{i m}^{*, e} \quad \text { and } \quad F_{m n}^{\mathrm{h}, e}=\int_{\partial \Omega^{e}} \mathbf{u}_{m}^{\mathrm{h}, e} \cdot \mathbf{t}_{n}^{*} \mathrm{~d} A \tag{4.19}
\end{equation*}
$$

In this way, the components $F_{m n}^{\mathrm{h}, e}$ have the same structure as the components $F_{m n}^{*}$ defined in (4.7). In particular, $\mathbf{u}_{m}^{\mathrm{h}, e}$ introduced in (4.19) can be regarded as the finite element alias of the displacement mode $\mathbf{u}_{m}^{*}$. We emphasize again that in general both quantities coincide only at the nodes as pointed out in Section 4.2.2.1.

### 4.2.2.3. Nodal equilibrium

All investigations so far focused on a single finite element $\Omega^{e}$. However, the correct reproduction of displacement modes $\mathbf{u}_{m}^{*}$ on element level is not sufficient to ensure exact solutions for patches of elements. We show subsequently, that it is crucial to additionally fulfill equilibrium of nodal forces.


Figure 4.2.: Two finite elements $\Omega^{a}$ and $\Omega^{b}$ with shared boundary $\partial \Omega^{a b}$ separated by $\Delta \mathrm{x}$ (left) and a patch of finite elements embedded into the linear elastic continuum (right).

To that end we consider two finite elements $\Omega^{a}$ and $\Omega^{b}$ embedded into the linear elastic continuum $\mathcal{B}$ as shown in Figure 4.2 on the left. Assume that their adjacent faces $\partial \Omega^{a b}$ and $\partial \bar{\Omega}^{a b}$ are congruent and separated by $\Delta \mathbf{x}$. In case of an infinitesimal $\Delta \mathbf{x}$ clearly $\partial \bar{\Omega}^{a b} \rightarrow \partial \Omega^{a b}$ and $\overline{\mathbf{t}}^{*} \rightarrow-\mathbf{t}^{*}$. Furthermore, the total contribution from boundary $\partial \Omega^{a b}$ to the nodal force at node $\bar{i} \rightarrow i$ is given by

$$
\begin{equation*}
\mathbf{P}_{i, a b}^{\mathrm{h}}:=\mathbf{P}_{i, a b}^{\mathrm{h}, a}+\mathbf{P}_{i, a b}^{\mathrm{h}, b}=\int_{\partial \Omega^{a b}}\left(N_{i}^{a}-N_{i}^{b}\right) \mathbf{t}^{*} \mathrm{~d} A, \tag{4.20}
\end{equation*}
$$

where use has been made of (4.17). For nodal equilibrium we require $\mathrm{P}_{i, a b}^{\mathrm{h}}=0$, which ensures that, after assembly, $\mathrm{P}_{i}^{\mathrm{h}}=0$ at every node $i$ inside a finite element patch (see Figure 4.2 on the right). Moreover, contributions from internal faces to nodes at the boundary of an element patch are likewise zero (see, e.g., node $j$ in Figure 4.2 on the right). Thus, if $\mathbf{P}_{i, a b}^{\mathrm{h}}=\mathbf{0}$, all interior contributions vanish and it is possible to consider a complete patch of elements as a single element (with many nodes). Conversely, if nodal equilibrium is fulfilled, it is justified to investigate only a single finite element since results can then be transferred to arbitrary meshes.

To fulfill condition $\mathrm{P}_{i, a b}^{\mathrm{h}}=\mathbf{0}$ for an arbitrary traction $\mathbf{t}^{*}$, it is obvious in view of (4.20) that a valid choice is given by

$$
\begin{equation*}
N_{i}^{a}=N_{i}^{b}=N_{i} \quad \text { on } \quad \partial \Omega^{a b} . \tag{4.21}
\end{equation*}
$$

With this choice, nodal equilibrium is not only fulfilled for the considered $M$ displacement modes $\mathbf{u}_{m}^{*}$ but for arbitrary traction $\mathbf{t}^{*}$. Condition (4.21) is the classical conformability requirement or, likewise, the $C_{0}$ inter-element continuity requirement and severely restricts the choice of ansatz functions $N_{i}$. Suitable functions can be created by mapping parent elements from the parametric space to the physical space. ${ }^{8}$ This approach was indeed introduced to fulfill nodal equilibrium and mapped elements are so successful that they

[^27]have been used almost exclusively since their first occurrence in the 1960s. All in all, (4.21) is a usual assumption and not as serious of a restriction in practical applications.

Even less restrictive choices to fulfill nodal equilibrium than (4.21) put a restriction on the design of $N_{i}^{e}$. This ultimately establishes MacNeal's theorem as shown in the next section.

Example Q1. To demonstrate the restrictions imposed by nodal equilibrium we consider again a quadrilateral element: The only sensible choice of parent element for a quadrilateral is a square. All other forms would induce anisotropies into the formulation. Furthermore, the four linearly independent monomials in the parametric space have to be $1, \xi, \eta, \xi \eta$ since any other choice would either be incomplete or anisotropic. These restrictions lead directly to the well-known bilinear Lagrangian ansatz functions.
Thus, there seems to be only one reasonable choice for the ansatz functions of the displacement test function if conformability is to be fulfilled. This illustrates the severe restriction imposed by (4.21).

### 4.2.3. Design problem

Having summarized properties of the continuum and the finite element formulation allows to finally determine the optimal stiffness matrix for which the finite element is capable to exactly represent $M=N_{\text {DOF }}$ displacement modes. Equation (4.16) together with (4.18) yields the design problem [84] of finite element technology

$$
\begin{equation*}
\sum_{n=1}^{M} \tilde{K}_{m n}^{\mathrm{h}, e} \alpha_{n}=\sum_{n=1}^{M} F_{m n}^{\mathrm{h}, e} \alpha_{n}, \quad m=1, \ldots, M \tag{4.22}
\end{equation*}
$$

where the goal is to design the element's modal stiffness matrix $\tilde{K}_{m n}^{\mathrm{h}, e}$ such that (4.22) holds for arbitrary $\alpha_{n}$. If that is the case, all nodal displacements $\mathbf{u}_{i}^{e}$ would be exact.

Without restrictions (such as (4.21)) on the choice of ansatz functions $N_{i}^{e}$, the design problem would be simple to solve. Proper choice of $N_{i}^{e}$ would ensure $F_{m n}^{\mathrm{h}, e}=F_{m n}^{*}$, that is, the finite element would account for the boundary traction in exactly the same way as the continuum solution for the $M$ displacement modes under consideration. In particular, $F_{m n}^{\mathrm{h}, e}$ could be diagonalized. It would then be straightforward to choose a proper nodal stiffness matrix $\mathrm{K}^{\mathrm{h}, e}$ such that $\tilde{K}_{m n}^{\mathrm{h}, e}=F_{m n}^{*}$.
However, as shown in Section 4.2.2.3, the conformability requirement (4.21) puts severe limitations on the choice of $N_{i}^{e}$. This restriction directly determines $F_{m n}^{\mathrm{h}, e}$ through (4.19). Thus, $F_{m n}^{\mathrm{h}, e}=F_{m n}^{*}$ can not be accomplished in general.
By comparing definition (4.19) for $F_{m n}^{\mathrm{h}, e}$ with definition (4.7) for $F_{m n}^{*}$, we observe that $F_{m n}^{\mathrm{h}, e}=F_{m n}^{*}$ holds in general only if $\mathbf{u}_{m}^{\mathrm{h}, e}=\mathbf{u}_{m}^{*}$ on $\partial \Omega^{e}$. However, as shown in Section 4.2.2.1, the latter equality does not hold in general. More specifically, in case of the widely used isoparametric concept, $\mathbf{u}_{m}^{\mathrm{h}, e}=\mathbf{u}_{m}^{*}$ can be guaranteed only for linear displacement modes $\mathbf{u}_{m}^{*, \mathrm{~L}}$. In contrast to that, for higher-order displacement modes $\mathbf{u}_{m}^{*, \mathrm{H}}, \mathbf{u}_{m}^{\mathrm{h}, e} \neq \mathbf{u}_{m}^{*}$ except for
special cases. Corresponding to these sets of modes $\mathbf{u}_{m}^{*, \mathrm{~L}}$ and $\mathbf{u}_{m}^{*, \mathrm{H}}$, we may calculate $F_{m n}^{\mathrm{h}, e, \mathrm{LL}}$, $F_{m n}^{\mathrm{h}, e, \mathrm{HL}}$ and $F_{m n}^{\mathrm{h}, e, \mathrm{HH}}$ via (4.19). Now, the right-hand side of (4.22) can be recast in the form

$$
\left[F_{m n}^{\mathrm{h}, e}\right]\left[\alpha_{n}\right]=\left[\begin{array}{cc}
F_{m n}^{\mathrm{h}, e \mathrm{LL}} & 0  \tag{4.23}\\
F_{m n}^{\mathrm{h}, e \mathrm{HL}} & F_{m n}^{\mathrm{h},, \mathrm{HH}}
\end{array}\right]\left[\begin{array}{c}
\alpha_{n}^{\mathrm{L}} \\
\alpha_{n}^{\mathrm{H}}
\end{array}\right],
$$

where only $F_{m n}^{\mathrm{h}, e, \mathrm{LL}}$ is diagonal and equal to the corresponding part of $F_{m n}^{*}$. Equation (4.23) clearly shows that $F_{m n}^{\mathrm{h}, e}$ is unsymmetric which is induced by the coupling between lower and higher order modes.

Accordingly, satisfaction of design problem (4.22) would require the modal stiffness ma$\operatorname{trix} \tilde{K}_{m n}^{\mathrm{h}, e}$ to be unsymmetric. This in turn would mean an unsymmetric nodal stiffness matrix ${ }^{9}$ as can be concluded from (4.15a). Conversely, a symmetric stiffness matrix makes it impossible to simultaneously fulfill the patch test and correctly represent higherorder displacement modes, which is the central statement of MacNeal's theorem. It is worth mentioning that MacNeal's theorem does not rule out special cases such as in the examples below.

Example Q1. A quadrilateral element can simultaneously satisfy the patch test and exactly represent quadratic displacement modes under certain conditions. An example for this is the EAS element proposed by Simo and Rifai [134]. This element is capable to exactly capture pure bending of a cantilever beam (see Sec. 6.1.1 in [134] and the 3d version of this example in Section 4.5.4). However, the exact response is limited to the special case of rectangular elements. In that case the integrals in (4.7) and (4.19) have the same value and thus $F_{m n}^{h, e}=F_{m n}^{*}$ holds even though $\mathbf{u}_{m}^{h, e} \neq \mathbf{u}_{m}^{*}$. For other element shapes the results deteriorate rapidly.

Example Q2. Another exemption can be observed for quadratic displacement-based ninenode quadrilaterals (Q2) (see MacNeal [85], Ch. 3.5 and Zienkiewicz et al. [162], Ch. 5.7). These elements are capable of representing element shapes with quadratic borders. However, if we restrict the shape to bilinear forms (i.e., the geometric capabilities of quadrilateral elements), the elements are capable of correctly representing full quadratic polynomials in the physical space. Thus, for bilinear shapes $\mathbf{u}_{m}^{h, e}=\mathbf{u}_{m}^{*}$ holds for all quadratic modes and the element is exact for bending problems.
Higher order modes (cubic and quartic) incorporated in the base of Q2 are unfortunately not represented correctly. Furthermore, it is not advisable to generally restrict the geometry to bilinear shapes in case of curved domains since this degrades the order of convergence with mesh refinement (see Braess [26], Ch. II.§1).

[^28]
### 4.2.4. Summary of MacNeal's Theorem

We summarize the key conclusions of the previous pages in this section. First, a finite element can in general only be "exact" for a maximum of $M=N_{\text {DOF }}$ modes, where $N_{\text {DOF }}$ is the number of displacement degrees of freedom. By exact we denote a finite element solution which coincides with the continuum solution at the nodes (nodally exact response). Second, it is essential to fulfill nodal equilibrium to extend the solution capabilities of a single element to a whole patch of elements. This is ensured if the ansatz functions for the test function of the displacement are conforming. Finally, to reach exact representation of a maximum of $M=N_{\text {DOF }}$ displacement modes for general element geometries, the element's stiffness matrix $\mathbf{K}^{e}$ needs to be unsymmetric. In case of a symmetric $\mathbf{K}^{e}$ there is always a trade-off between lower and higher order modes (see also MacNeal [84]).

All these conclusions hold for a broad class of finite elements. In particular, they apply to all well-known finite element discretization schemes regardless of their internal design. That is, regardless of whether they are based on mixed formulations, higher-order methods or reduced integration.

### 4.3. Petrov-Galerkin EAS framework

Our investigations based on MacNeal's theorem presented in the last section indicate that the best performance for a given set of nodes can only be achieved with an unsymmetric stiffness matrix. However, the question on how to construct such a stiffness matrix has not been addressed. In order to answer this question, we propose an Petrov-Galerkin extension of the enhanced assumed strain (EAS) method originally proposed by Simo and Rifai [134]. Our subsequent examinations of this basis yields three design conditions that enable the construction of high performance EAS elements.

### 4.3.1. Weak form

The key idea of the EAS method proposed by Simo and Rifai [134] is to recast the strain in the form $\boldsymbol{\varepsilon}=\nabla_{\mathrm{x}}^{s} \mathbf{u}+\tilde{\varepsilon}$. Therein $\nabla_{\mathrm{x}}^{s} \mathbf{u}$ and $\tilde{\varepsilon}$ denote the compatible and incompatible part of the strain, respectively. Inserting this ansatz into the three-field Hu-Washizu [148] functional yields the variational framework for the EAS method (see Simo and Rifai [134] for details). In the present work we start with the discrete weak form and assume that the independent stress has already been eliminated via a suitable $L_{2}$-orthogonality condition. The weak form is then given by (see [134])

$$
\begin{array}{ll}
G_{\mathrm{EAS}, u}^{\mathrm{h}}=\int_{\mathcal{B}^{h}} \nabla_{\mathbf{x}}^{s} \mathbf{v}^{\mathrm{h}}: \hat{\boldsymbol{\sigma}}^{\mathrm{h}}\left(\mathbf{u}^{\mathrm{h}}, \tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}}\right) \mathrm{d} V-G_{\mathrm{ext}}^{\mathrm{h}}\left(\mathbf{v}^{\mathrm{h}}\right)=0 & \forall \mathbf{v}^{\mathrm{h}} \in \mathcal{V}^{\mathrm{h}},  \tag{4.24a}\\
G_{\mathrm{EAS}, \tilde{\varepsilon}}^{\mathrm{h}}=\int_{\mathcal{B}^{h}} \tilde{\boldsymbol{\epsilon}}^{\mathrm{h}}: \hat{\boldsymbol{\sigma}}^{\mathrm{h}}\left(\mathbf{u}^{\mathrm{h}}, \tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}}\right) \mathrm{d} V=0 & \forall \tilde{\boldsymbol{\epsilon}}^{\mathrm{h}} \in \mathcal{F}^{\mathrm{h}},
\end{array}
$$

where $\mathbf{v}^{\mathrm{h}} \in \mathcal{V}^{\mathrm{h}}, \mathbf{u}^{\mathrm{h}} \in \mathcal{U}^{\mathrm{h}}$ as well as $\tilde{\boldsymbol{\epsilon}}^{\mathrm{h}} \in \mathcal{F}^{\mathrm{h}}, \tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}} \in \mathcal{E}^{\mathrm{h}}$ denote the finite element approximations of test and trial functions of the displacement and incompatible strain, respectively. Furthermore,

$$
\begin{gather*}
\hat{\boldsymbol{\sigma}}^{\mathrm{h}}=\mathbb{C}:\left(\nabla_{\mathrm{x}}^{s} \mathbf{u}^{\mathrm{h}}+\tilde{\varepsilon}^{\mathrm{h}}\right),  \tag{4.25}\\
G_{\mathrm{ext}}^{\mathrm{h}}\left(\mathbf{v}^{\mathrm{h}}\right)=\int_{\mathcal{B}^{h}} \mathbf{v}^{\mathrm{h}} \cdot \mathbf{b}^{\mathrm{h}} \mathrm{~d} V+\int_{\partial \mathcal{B}_{\mathrm{t}}^{\mathrm{h}}} \mathbf{v}^{\mathrm{h}} \cdot \tilde{\mathbf{t}}^{\mathrm{h}} \mathrm{~d} A, \tag{4.26}
\end{gather*}
$$

define the constitutive stress $\hat{\boldsymbol{\sigma}}^{\mathrm{h}}$ as well as the contribution of the external forces to the weak form $G_{\text {ext }}^{\mathrm{h}}$ in analogy to $G_{\text {ext }}^{*}$ given in (4.3). The external forces $\mathbf{b}^{\mathrm{h}}$ and $\overline{\mathbf{t}}^{\mathrm{h}}$ are the finite element approximations of the continuum counterparts $\mathbf{b}^{*}$ and $\overline{\mathbf{t}}^{*}$. Since the ansatz for the enhanced assumed strain, $\tilde{\boldsymbol{\epsilon}}^{\mathrm{h}} \in \mathcal{F}^{\mathrm{h}}, \tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}} \in \mathcal{E}^{\mathrm{h}}$, does not need to be inter-element continuous, it is as usual introduced elementwise, which later allows static condensation of the internal degrees of freedom on element level.

The weak form (4.24) is so far exactly the same as the one presented in Simo and Rifai [134]. The only difference in the present work is that we subsequently apply a Petrov-Galerkin approach instead of the usual Bubnov-Galerkin method. Thus, we use different ansatz functions for the test and trial spaces. The corresponding ansatz spaces $\mathcal{V}^{\mathrm{h}}, \mathcal{U}^{\mathrm{h}}, \mathcal{F}^{\mathrm{h}, e}, \mathcal{E}^{\mathrm{h}, e}$ will be specified in Section 4.4.3.

### 4.3.2. Design conditions for exact nodal solutions

The goal of this section is to find suitable design conditions for EAS elements which ensure that the solution of (4.24) for a given analytic displacement state $\mathbf{u}^{*}$ is nodally exact. That is, the nodal displacements coincide with the analytic displacement state according to (4.12).

The first design condition stems directly from Section 4.2.2.3 where it has been shown that it is crucial to fulfill nodal equilibrium by proper choice of the test function for the displacement $\mathbf{v}^{\mathbf{h}, e}$. This allows to consider only a single finite element in analogy to Section 4.2, since results may be generalized to larger patches of elements as shown in Section 4.2.2.3.

To determine further design conditions we start with the analytical weak form for a single finite element given in (4.9) and add the body force contribution, which has been neglected in (4.9). Choosing $\mathbf{v}^{*}=\mathbf{v}^{\mathbf{h}, e}$ yields

$$
\begin{equation*}
G_{\mathrm{ext}}^{*, e}\left(\mathbf{v}^{\mathrm{h}, e}\right)=\int_{\Omega^{e}} \mathbf{v}^{\mathrm{h}, e} \cdot \mathbf{b}^{*} \mathrm{~d} V+\int_{\partial \Omega^{e}} \mathbf{v}^{\mathrm{h}, e} \cdot \mathbf{t}^{*} \mathrm{~d} A=\int_{\Omega^{e}} \nabla_{\mathrm{x}}^{s} \mathbf{v}^{\mathrm{h}, e}: \sigma^{*} \mathrm{~d} V . \tag{4.27}
\end{equation*}
$$

Similar to the investigations in Section 4.2.2.2 we set the external loads in (4.26) to $\mathbf{b}^{\mathbf{h}}=\mathbf{b}^{*}$ and $\overline{\mathbf{t}}^{\mathrm{h}}=\mathbf{t}^{*}$. Thus, we obtain identity $G_{\text {ext }}^{*, e}\left(\mathbf{v}^{\mathrm{h}, e}\right)=G_{\text {ext }}^{\mathrm{h}, e}\left(\mathbf{v}^{\mathrm{h}, e}\right)$. Finally substituting this result into (4.24a) and enforcing the weak form for a single finite element gives

$$
\begin{equation*}
\int_{\Omega^{e}} \nabla_{\mathrm{x}}^{s} \mathbf{v}^{\mathrm{h}, e}:\left(\hat{\boldsymbol{\sigma}}^{\mathrm{h}, e}-\sigma^{*}\right) \mathrm{d} V=0 \tag{4.28}
\end{equation*}
$$

which determines the next condition for an exact finite element solution. Since we have seen that nodal equilibrium puts severe restrictions on the choice of the test functions $\mathbf{v}^{\mathbf{h}, e}$ (see also the first design condition), it is in general only possible to fulfill (4.28) if $\hat{\boldsymbol{\sigma}}^{\mathrm{h}, e}=\boldsymbol{\sigma}^{*}$ holds pointwise, where, according to (4.1b), $\sigma^{*}=\mathbb{C}: \nabla_{\mathrm{x}}^{s} \mathbf{u}^{*}$. On the other hand, the constitutive stress (4.25) is given by $\hat{\boldsymbol{\sigma}}^{\mathrm{h}, e}=\mathbb{C}:\left(\nabla_{\mathrm{x}}^{S} \mathbf{u}^{\mathrm{h}, e}+\tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}, e}\right)$. Thus, condition $\hat{\boldsymbol{\sigma}}^{\mathrm{h}, e}=\boldsymbol{\sigma}^{*}$ can be fulfilled by choosing the ansatz spaces for $\mathbf{u}^{\mathrm{h}, e}$ and $\tilde{\varepsilon}^{\mathrm{h}, e}$ appropriately. Furthermore, $\hat{\sigma}^{\mathrm{h}, e}=\sigma^{*}$ must be possible under the premise that the nodal displacements are exact. Otherwise it would be possible to fulfill (4.28) without having exact nodal displacements.

The third and final condition emerges from the second equation of the weak form. Substituting $\hat{\boldsymbol{\sigma}}^{\text {h }, e}=\sigma^{*}$ (i.e., the second condition) into (4.24b) yields

$$
\begin{equation*}
\int_{\Omega^{e}} \tilde{\boldsymbol{\epsilon}}^{\mathrm{h}, e}: \boldsymbol{\sigma}^{*} \mathrm{~d} V=0, \tag{4.29}
\end{equation*}
$$

which determines that the test functions of the incompatible strain has to be $L_{2}$-orthogonal to the stress $\sigma^{*}$. Interestingly, this is an extended version of the patch-test condition of the classical EAS element by Simo and Rifai [134]. However, instead of requiring (4.29) only for constant stress fields we demand $L_{2}$-orthogonality for all modes for which the element should be exact.

Summarizing the above we established three conditions, which have to be fulfilled in order to construct a Petrov-Galerkin EAS element on the basis of (4.24) that is exact for a chosen displacement field $\mathbf{u}^{*}$ regardless of element shape:
$\mathbf{C 1}$ The test functions $\mathbf{v}^{\mathrm{h}, e} \in \mathcal{V}^{\mathrm{h}}$ have to ensure that nodal equilibrium is fulfilled regardless of element geometry and neighboring elements (see Section 4.2.2.3),
$\mathbf{C} 2$ the discrete constitutive stress tensor $\hat{\boldsymbol{\sigma}}^{\mathrm{h}, e}$, which is computed from $\mathbf{u}^{\mathrm{h}, e} \in \mathcal{U}^{\mathrm{h}}$ and $\tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}, e} \in \mathcal{E}^{\mathrm{h}}$ via (4.25), must include $\sigma^{*}$ under the premise that the nodal displacements are exact (see (4.28)) and
$\mathbf{C} 3$ the test functions for the enhanced strain $\tilde{\boldsymbol{\epsilon}}^{\mathrm{h}, \boldsymbol{e}} \in \mathcal{F}^{\mathrm{h}}$ must be $L_{2}$-orthogonal to $\boldsymbol{\sigma}^{*}$ (see (4.29)).

### 4.4. Design of mesh distortion insensitive EAS elements

The final theoretical part of this contribution concerns the actual finite element design. We have to specify the analytic modes, for which the element should be exact, and then construct the ansatz spaces for all four fields introduced in (4.24) such that Conditions C1 to C3 are fulfilled. We start with the introduction of the skew coordinate frame in Section 4.4.1 since it is the key for the analytic stress modes in Section 4.4.2 and the finite element discretization in Section 4.4.3. For simplicity, we focus on the 2D case in Sections 4.4.1 to 4.4.3 and cover the extension to 3D in Section 4.4.4.

### 4.4.1. Skew coordinate frame

An element $\Omega^{e}$ is described as usual by mapping a reference element $\hat{\Omega}=[-1,+1]^{2}$ to $\Omega^{e} \subset \mathbb{R}^{2}$. Accordingly, each point with parametric coordinates $\xi=\left[\begin{array}{ll}\xi & \eta\end{array}\right]^{\mathrm{T}} \in \hat{\Omega}$ is mapped to a physical point $\mathbf{x}=\left[\begin{array}{ll}x & y\end{array}\right]^{\mathrm{T}} \in \Omega^{e}$ via the isoparametric transformation (see Figure 4.3)

$$
\begin{equation*}
\mathrm{x}^{\mathrm{h}, e}=\sum_{i=1}^{4} N_{i}(\xi) \mathrm{x}_{i}^{e}, \quad \mathrm{~J}^{\mathrm{h}, e}=\frac{\partial \mathrm{x}^{\mathrm{h}, e}}{\partial \xi}=\sum_{i=1}^{4} \mathrm{x}_{i}^{e} \otimes \nabla_{\xi} N_{i} . \tag{4.30}
\end{equation*}
$$

Therein, $\mathrm{J}^{\mathrm{h}, e}$ is the Jacobian of the transformation $\mathrm{x}^{\mathrm{h}, e}: \hat{\Omega} \mapsto \Omega^{e}, \mathbf{x}_{i}^{e}$ are the nodal coordinates and

$$
\begin{equation*}
N_{i}=\frac{1}{4}\left(1-\xi_{i} \xi\right)\left(1-\eta_{i} \eta\right) \tag{4.31}
\end{equation*}
$$

denote the usual bi-linear Lagrangian shape functions. They are defined with help of the nodal positions $\left[\begin{array}{ll}\xi_{i} & \eta_{i}\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll} \pm 1 & \pm 1\end{array}\right]^{\mathrm{T}}$ in the parametric space.


Figure 4.3.: Geometry maps and coordinate systems for the four node quadrilateral element. Isoparametric map $\mathrm{x}^{\mathrm{h}, e}: \hat{\Omega} \mapsto \Omega^{e}\left(\right.$ see (4.30)), skew map $\bar{\xi}: \Omega^{e} \mapsto \bar{\Omega}$ (see (4.32)) and additional map $\bar{\zeta}: \hat{\Omega} \mapsto \bar{\Omega}$ (see (4.35)).

In the context of assumed stress elements Yuan et al. [159] and Wisniewski and Turska [150] proposed to use a skew coordinate frame for an alternative description of geometry. The skew coordinates are introduced via the elementwise affine map $\bar{\xi}: \Omega^{e} \mapsto \bar{\Omega}$ defined by

$$
\bar{\xi}=\left[\begin{array}{ll}
\bar{\xi} & \bar{\eta} \tag{4.32}
\end{array}\right]^{\mathrm{T}}=\mathbf{J}_{0}^{-1}\left(\mathbf{x}^{\mathrm{h}, e}-\mathbf{x}_{0}\right),
$$

where $\mathrm{J}_{0}=\left.\mathrm{J}^{\mathrm{h}, e}\right|_{\xi=0}$ is the Jacobian at the element center $\mathrm{x}_{0}=\left.\mathrm{x}^{\mathrm{h}, e}\right|_{\xi=0}$. The inverse of transformation (4.32) is given by

$$
\begin{equation*}
\mathbf{x}^{\mathrm{h}, e}=\mathbf{J}_{0} \bar{\xi}+\mathbf{x}_{0} . \tag{4.33}
\end{equation*}
$$

Since the covariant base vectors $\mathbf{g}_{\xi}^{0}=\partial \mathbf{x}^{\mathrm{h}, e} /\left.\partial \xi\right|_{\xi=0}$ and $\mathbf{g}_{\eta}^{0}=\partial \mathbf{x}^{\mathrm{h}, e} /\left.\partial \eta\right|_{\xi=0}$ constitute the columns of $\mathbf{J}_{0}$, (4.33) can also be written as $\mathbf{x}^{\mathbf{h}, e}=\bar{\xi} \mathbf{g}_{\xi}^{0}+\bar{\eta} \mathbf{g}_{\eta}^{0}+\mathbf{x}_{0}$. Accordingly, the coordinates $\bar{\xi}$ and $\bar{\eta}$ refer to the base vectors $\mathbf{g}_{\xi}^{0}$ and $\mathbf{g}_{\eta}^{0}$, which in general span a skew basis (see Figure 4.3). It can further be observed from Figure 4.3 that the skew element $\bar{\Omega}$ plays the role of an intermediate configuration between the reference element $\hat{\Omega}$ and the physical element $\Omega^{e}$.

Two important properties of the skew coordinates follow directly from (4.32). First, since the map (4.32) from $\bar{\Omega}$ to $\Omega^{e}$ is affine, the two elements $\bar{\Omega}$ and $\Omega^{e}$ are affine-equivalent (see, e.g., Ch. 12 in Reddy [119]). This implies in particular that complete polynomials defined on $\bar{\Omega}$ are mapped to complete polynomials in $\Omega^{e}$. This property will be exploited below for the construction of complete ansatz functions regardless of the geometry of element $\Omega^{e}$. Second, the skew coordinates are frame-indifferent. This can be shown by considering superposed rigid motions corresponding to nodal position changes of the form $\mathbf{x}_{i}^{e \#}=\mathbf{R x} \mathbf{x}_{i}^{e}+\mathbf{c}$, where $\mathbf{R} \in \mathrm{SO}(2)$ is a rotation tensor and $\mathbf{c} \in \mathbb{R}^{2}$ is an arbitrary vector. Substituting $\mathbf{x}_{i}^{e \#}$ for $\mathbf{x}_{i}^{e}$ in (4.30) yields $\mathbf{x}^{\mathrm{h}, e^{\#}}=\mathrm{Rx}^{\mathrm{h}, e}+\mathbf{c}$ and $\mathbf{J}^{\mathrm{h}, e \#}=\mathrm{RJ}^{\mathrm{h}, e}$. With regard to (4.32), we then obtain

$$
\begin{equation*}
\bar{\xi}^{\#}=J_{0}^{\#^{-1}}\left(\mathbf{x}^{\mathrm{h}, e \#}-\mathbf{x}_{0}^{\#}\right)=\left(\mathrm{RJ}_{0}\right)^{-1} \mathbf{R}\left(\mathrm{x}^{\mathrm{h}, e}-\mathbf{x}_{0}\right)=\mathrm{J}_{0}^{-1} \mathbf{R}^{-1} \mathbf{R}\left(\mathrm{x}^{\mathrm{h}, e}-\mathrm{x}_{0}\right)=\bar{\xi}, \tag{4.34}
\end{equation*}
$$

which establishes the frame-indifference of the skew coordinates. This facilitates subsequently the construction of a frame-indifferent finite element formulation.

Remark 4.3. Although (4.32) links the skew coordinates to the parametric coordinates via $\mathbf{x}^{h, e}$ and (4.30), it is convenient to have a direct relation between $\xi$ and $\bar{\xi}$. In particular, the map $\bar{\zeta}: \hat{\Omega} \mapsto \bar{\Omega}$ is given by

$$
\begin{equation*}
\bar{\xi}=\xi+\mathbf{J}_{0}^{-1} \mathbf{c}_{1} H_{1}(\xi), \quad \mathbf{c}_{1}=\frac{1}{4} \sum_{i=1}^{4} \mathbf{x}_{i}^{e} h_{i}^{1} \tag{4.35}
\end{equation*}
$$

where $H_{1}=\xi \eta$ and $\mathbf{h}^{1}=\left[\begin{array}{llll}+1 & -1 & +1 & -1\end{array}\right]^{\mathrm{T}}$ are the hourglass function and vector, respectively (see Appendix 4.B for further details). It is straightforward to verify that $\mathbf{c}_{1}=\mathbf{0}$ for a parallelogram shaped element and therefore $\bar{\xi}=\xi$ in case of a constant facobian.

### 4.4.2. Prescribed analytic modes

The investigations of Section 4.2.2.2 show that the four node quadrilateral element with eight degrees of freedom can be fitted to a maximum of $M=N_{\text {DOF }}=8$ prescribed modes. Three of which are necessarily the rigid body modes, since elements that are not exact for those would lead to completely unphysical results. For the remaining five modes we propose to use the assumed stress modes developed by Pian and Sumihara [110]. These modes are suited perfectly since they include the important constant stress modes as well as the bending modes. The former are necessary to fulfill the patch test [162] and the latter are of the utmost importance in many engineering applications. Furthermore, the almost unchanged form of the assumed stress modes for more than 35 years suggests their optimality for assumed stress elements.

One of the few successful modifications of the Pian-Sumihara stress modes is formulating them in the skew coordinate frame. This has the advantage that equilibrium, that is, $\operatorname{div} \boldsymbol{\sigma}^{\mathrm{h}, \boldsymbol{e}}=\mathbf{0}$, is fulfilled a priori regardless of element shape [150, 159]. We therefore choose the analytic stress modes in the skew system, which are in vector matrix form given by

$$
\overline{\boldsymbol{\sigma}}_{v}^{*}(\bar{\xi}):=\left[\begin{array}{lllll}
1 & 0 & 0 & \bar{\eta} & 0  \tag{4.36}\\
0 & 1 & 0 & 0 & \bar{\xi} \\
0 & 0 & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{5}
\end{array}\right],
$$

as prescribed analytic modes. These stress modes have to be transformed to the physical frame to use them in (4.28). The usual assumption of a contravariant stress field yields the transformation

$$
\begin{equation*}
\boldsymbol{\sigma}^{*}=\mathbf{J}_{0} \overline{\boldsymbol{\sigma}}^{*} \mathrm{~J}_{0}^{\mathrm{T}} \tag{4.37}
\end{equation*}
$$

The last two equations could be used to compute the corresponding displacement modes $\mathbf{u}_{m}^{*}, m=1, \ldots, 5$ via the system of coupled PDEs (4.1). Fortunately, it is not necessary to perform this tedious task. To fulfill conditions (4.28) and (4.29) we only need the prescribed stress $\sigma^{*}$. By proper choice of the ansatz space of the displacement and the incompatible strain we can ensure that the nodal displacements are exact without knowing the actual value of the analytic displacement at the node.

### 4.4.3. Ansatz spaces

The final task is to find ansatz spaces that fulfill Conditions C1 to C3 for the prescribed modes (4.37) such that we obtain an element that is nodally exact for these deformation states.

### 4.4.3.1. Test function for the displacement

Condition C1, which concerns nodal equilibrium, is straightforward to fulfill. The only requirement is a conforming ansatz (4.21) for the test functions of the displacement $\mathrm{v}^{\mathrm{h}, e}$. Since this is exactly what the isoparametric concept was designed for, we choose

$$
\begin{equation*}
\mathbf{v}^{\mathrm{h}, e}=\sum_{i=1}^{4} N_{i} \mathbf{v}_{i}^{e} \tag{4.38}
\end{equation*}
$$

which uses the same bi-linear shape functions (4.31) as the ansatz for the geometry (4.30).

### 4.4.3.2. Trial function for the displacement

Condition C2 determines that the discrete stress $\hat{\boldsymbol{\sigma}}^{\text {h,e }}$ has to include the prescribed stress modes $\boldsymbol{\sigma}^{*}$ given in (4.37). Since the chosen stress modes (4.36) are linear with respect to the skew coordinates, we meet Condition C 2 if each component of $\nabla_{\mathrm{x}}^{s} \mathbf{u}^{\mathrm{h}, e}+\tilde{\varepsilon}^{\mathrm{h}, e}$ contains complete linear polynomials $P_{1}\left(\Omega^{e}\right)$. Then, in view of the linear map (4.25), the discrete constitutive stress $\hat{\sigma}^{\text {h}, e}$ is also a complete linear polynomial and contains in particular $\sigma^{*}$. This approach is more general than explicitly needed for Condition C 2 , since we can represent not only (4.36) but complete linear stress modes. However, its independence of the material model (i.e., $\mathbb{C}$ ) is a crucial advantage.

Although the isoparametric concept ensures that complete linear displacement modes are correctly represented in the physical space, this is in general not the case for higher-order displacement modes. This deficiency is caused by the nonlinearity of the map (4.30).

Example Q1. The components of the map (4.30) can be written as $x=a_{0}+a_{1} \xi+a_{2} \eta+a_{3} \xi \eta$ and $y=b_{0}+b_{1} \xi+b_{2} \eta+b_{3} \xi \eta$ with constants $a_{i}, b_{i}$. Unless $a_{3}=b_{3}=0$ (a parallelogram) the expression $x y$ contains monomials up to $\xi^{2} \eta^{2}$ not included in the base of the isoparametric interpolation. The expression xy can therefore not be represented by the bilinear Lagrangian shape functions. Similar relations can be found for all isoparametric elements.

Complete polynomials in the physical space can be obtained by using shape functions constructed in the physical space, which are termed metric shape functions (see the book by MacNeal $[85]^{10}$ ). The construction of metric shape functions starts by choosing an appropriate set of $N$ monomials. For the four node quadrilateral $(N=4)$ the only sensible choice is $1, x, y, x y$. Furthermore, it is necessary to construct the shape functions using the skew coordinates $\bar{\xi}$ instead of the physical coordinates $\mathbf{x}$ to maintain frame-indifference (see Xie et al. [158]). Despite using the skew frame, the shape functions can still be

[^29]regarded as metric shape functions since the two elements $\bar{\Omega}$ and $\Omega^{e}$ are affine-equivalent (see Section 4.4.1). Following these considerations, we choose
\[

u^{\mathrm{h}, e}(\bar{\xi})=\left[$$
\begin{array}{llll}
1 & \bar{\xi} & \bar{\eta} & \bar{\xi} \bar{\eta}
\end{array}
$$\right]\left[$$
\begin{array}{c}
a_{1}  \tag{4.39}\\
\vdots \\
a_{4}
\end{array}
$$\right]
\]

as ansatz for the $x$-component of the displacement vector. The modal weights $a_{i}, i=$ $1, \ldots, 4$ can be linked to the nodal displacement weights $u_{i}^{e}$ by imposing conditions $u^{\mathrm{h}, e}\left(\bar{\xi}_{i}\right)=u_{i}^{e}, i=1, \ldots, 4$, where $\bar{\xi}_{i}$ denote the skew coordinates of the nodes of element $\bar{\Omega}$. Doing so yields the metric shape functions $M_{i}^{e}(\bar{\xi})$ defined through

$$
u^{\mathrm{h}, e}(\bar{\xi})=\left[\begin{array}{llll}
1 & \bar{\xi} & \bar{\eta} & \bar{\xi} \bar{\eta} \bar{\eta}
\end{array}\right]\left[\begin{array}{cccc}
1 & \bar{\xi}_{1} & \bar{\eta}_{1} & \bar{\xi}_{1} \bar{\eta}_{1}  \tag{4.40}\\
& & \vdots & \\
1 & \bar{\xi}_{4} & \bar{\eta}_{4} & \bar{\xi}_{4} \bar{\eta}_{4}
\end{array}\right]^{-1}\left[\begin{array}{c}
u_{1}^{e} \\
\vdots \\
u_{4}^{e}
\end{array}\right]=\left[\begin{array}{lll}
M_{1}^{e} & \cdots & M_{4}^{e}
\end{array}\right]\left[\begin{array}{c}
u_{1}^{e} \\
\vdots \\
u_{4}^{e}
\end{array}\right] .
$$

The inverse matrix required to compute $M_{i}^{e}$ exists as long as there are no coincident nodes. It is also well-conditioned even for elements with high aspect ratios because of the skew coordinates which scale the element appropriately. Naturally, both displacement components of $\mathbf{u}^{\mathrm{h}, e}$ have to be approximated using the same $M_{i}^{e}$ to maintain isotropy. The final approximation of the trial function for the displacement reads

$$
\begin{equation*}
\mathbf{u}(\bar{\xi})^{\mathrm{h}, e}=\sum_{i=1}^{4} M_{i}^{e}(\bar{\xi}) \mathbf{u}_{i}^{e} \tag{4.41}
\end{equation*}
$$

in analogy to (4.38). Starting from (4.40) it is now straightforward to compute the derivative of the displacement component $u^{\mathrm{h}, e}$ with respect to $\bar{\xi}$ which is given by

$$
\nabla_{\bar{\xi}} \mathrm{h}^{\mathrm{h}, e}=\left[\begin{array}{cccc}
0 & 1 & 0 & \bar{\eta}  \tag{4.42}\\
0 & 0 & 1 & \bar{\xi}
\end{array}\right]\left[\begin{array}{cccc}
1 & \bar{\xi}_{1} & \bar{\eta}_{1} & \bar{\xi}_{1} \bar{\eta}_{1} \\
& & \vdots & \\
1 & \bar{\xi}_{4} & \bar{\eta}_{4} & \bar{\xi}_{4} \bar{\eta}_{4}
\end{array}\right]^{-1}\left[\begin{array}{c}
u_{1}^{e} \\
\vdots \\
u_{4}^{e}
\end{array}\right]=\left[\begin{array}{lll}
\nabla_{\bar{\xi}} M_{1}^{e} & \ldots & \nabla_{\bar{\xi}} M_{4}^{e}
\end{array}\right]\left[\begin{array}{c}
u_{1}^{e} \\
\vdots \\
u_{4}^{e}
\end{array}\right] .
$$

The last equation yields expressions for the derivatives of the metric shape functions $\nabla_{\bar{\xi}} M_{i}^{e}$, $i=1, \ldots, 4$. Derivatives with respect to the physical coordinates follow from application of the chain rule together with (4.32) such that

$$
\begin{equation*}
\nabla_{\mathrm{x}} M_{i}^{e}=\mathrm{J}_{0}^{-\mathrm{T}} \nabla_{\vec{\xi}} M_{i}^{e} \tag{4.43}
\end{equation*}
$$

The derivatives $\nabla_{\bar{\xi}} M_{i}^{e}$ are obviously not complete linear polynomials which prohibits fulfilling Condition C2 using only the displacement ansatz (4.41). It is further worth noting that the inverse matrices in (4.40) and (4.42) required to calculate the metric shape functions $M_{i}^{e}$ and their derivatives $\nabla_{\bar{\xi}} M_{i}^{e}$ are the same and need to be computed only once per element.

We summarize a few properties of the metric ansatz described above which are straightforward to verify using (4.40) before we conclude this section. Functions $M_{i}^{e}$ are by construction frame-indifferent and isotropic [158]. The latter implies that $M_{i}^{e}$ are invariant with respect to the node-numbering, that is, the direction of the skew basis vectors $\mathbf{g}_{i}^{0}$. Furthermore, they are a partition of unity $\sum M_{i}^{e}=1$ and have the Kronecker-delta property $M_{i}^{e}\left(\mathbf{x}_{j}\right)=\delta_{i j}$. Finally, $M_{i}^{e}$ are equal to the bilinear shape functions $N_{i}$ in case of elements with constant Jacobian $\mathrm{J}^{\mathrm{h}, e}$. However, $M_{i}^{e}$ are non-conforming for general element shapes, that is (4.21) does not hold as shown in Figure 4.4.


Figure 4.4.: Isoparametric shape function $N_{4}$ (left) and corresponding metric shape function $M_{4}$ (right) of a quadrilateral finite element $\Omega^{e}$ with nodes $\mathbf{x}_{1}=[-1,-0.8], \mathbf{x}_{2}=[2,-1.2], \mathrm{x}_{3}=[1.5,1.3], \mathrm{x}_{4}=[-0.5,0.8]$.

### 4.4.3.3. Trial function for the enhanced strain

Relation (4.42) reveals that the derivatives of the metric shape functions are not complete linear polynomials and have to be complemented in order to fulfill Condition C2. Inspection of (4.40) shows that the missing expressions for a complete quadratic displacement field are $\tilde{m}_{1}^{e}=\bar{\xi}^{2}$ and $\tilde{m}_{2}^{e}=\bar{\eta}^{2}$. A simple way to add these terms is considering two elementwise incompatible mode ansatz functions with internal weights $\tilde{u}_{j}^{e}$. In this way we obtain a displacement field complete in $P_{2}(\bar{\Omega})$ given by

$$
\begin{equation*}
u^{\mathrm{h}, e}(\bar{\xi})=\sum_{i=1}^{4} M_{i}^{e}(\bar{\xi}) u_{i}^{e}+\sum_{j=1}^{2} \tilde{M}_{j}^{e}(\bar{\xi}) \tilde{u}_{j}^{e} . \tag{4.44}
\end{equation*}
$$

However, directly choosing $\tilde{M}_{j}^{e}=\tilde{m}_{j}^{e}$ does not fulfill the second part of Condition C 2 which states that identity $\hat{\sigma}^{\mathrm{h}, e}=\sigma^{*}$ must hold under the premise that the nodal displacements $u_{i}^{e}$ associated with $M_{i}^{e}$ are exact. In other words, the incompatible modes may not contribute to the displacement at the nodes. Choosing

$$
\begin{equation*}
\tilde{M}_{j}^{e}(\bar{\xi})=\tilde{m}_{j}^{e}(\bar{\xi})-\sum_{i=1}^{4} M_{i}^{e}(\bar{\xi}) \tilde{m}_{j}^{e}\left(\bar{\xi}_{i}\right) . \tag{4.45}
\end{equation*}
$$

as ansatz in (4.44) ensures $\tilde{M}_{j}^{e}=0$ at the element's nodes while maintaining the quadratic completeness of the displacement field (4.44).

It is now straightforward to obtain a suitable ansatz for the trial function of the incompatible strain from (4.44) using the strain-displacement relationship of the form (4.1a). Accordingly, taking the derivative of the second term on the right-hand side of (4.44) results in

$$
\begin{equation*}
\tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}, e}=\sum_{j=1}^{2} \tilde{\mathbf{u}}_{j}^{e} \otimes \nabla_{\mathbf{x}}^{s} \tilde{M}_{j}^{e}, \tag{4.46}
\end{equation*}
$$

where the incompatible displacement vectors $\tilde{\mathbf{u}}_{j}^{e}$ contain the four internal degrees of freedom.

Remark 4.4. The shape functions $\tilde{M}_{j}^{e}$ presented above are a more compact form of the ansatz proposed by Huang and Li [57] in a Bubnov-Galerkin frame. Furthermore, a similar idea of using metric incompatible modes has recently been suggested by Huang et al. [59]. Their idea is to employ a higher order parent element which automatically ensures $\tilde{M}_{j}^{e}=0$ at the nodes. The drawbacks of that method are the higher number of internal degrees of freedom (at least twice as much), the higher-order of Gauss quadrature required and the difficulty to extend it to 3D problems due to a violation of Condition C3. All of these drawbacks are overcome with the present approach.

### 4.4.3.4. Test function for the enhanced strain

The remaining task is to find appropriate test functions for the incompatible strain $\tilde{\boldsymbol{\epsilon}}^{\text {h,e }}$ such that Condition C3 holds. To that end, we start with the incompatible strain field of the classical EAS approach [134]

$$
\tilde{\mathbf{e}}^{\mathrm{h}, e}=\frac{1}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{-\mathrm{T}} \overline{\mathbf{e}}_{0}^{-1}, \quad \overline{\mathbf{e}}_{v}:=\left[\begin{array}{cccc}
\xi & 0 & 0 & 0  \tag{4.47}\\
0 & \eta & 0 & 0 \\
0 & 0 & \xi & \eta
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{4}
\end{array}\right]
$$

where $j^{\mathrm{h}, e}=\operatorname{det} \mathrm{J}^{\mathrm{h}, e}$ and $\overline{\mathbf{e}}_{v}$ contains the classical Wilson-modes in vector-matrix notation. The transformations chosen in (4.47) and (4.37) allow to recast Condition C3, that is, (4.29) in the form

$$
\begin{equation*}
\int_{\hat{\Omega}} \overline{\mathrm{e}}: \bar{\sigma}^{*} \mathrm{~d} \hat{\Omega}=0 . \tag{4.48}
\end{equation*}
$$

This condition is fulfilled in case of the special choice (4.47). Thus Condition C3 is immediately fulfilled by choosing $\tilde{\boldsymbol{\epsilon}}^{\mathrm{h}, e}=\tilde{\mathbf{e}}^{\mathrm{h}, e}$. However, in case of general ansatz functions, this is not necessarily the case. See, e.g., the 3D case described in Section 4.4.4.3.

Remark 4.5. Interestingly, (4.48) offers an explanation why transformation (4.47), which works well in linear simulations [134], is the best choice of transformation of the enhanced modes in nonlinear simulations even though it is not the obvious choice if the deformation
gradient is enhanced (see Pfefferkorn and Betsch [104]): Since any nonlinear element should be close to the linear case for moderate deformations we may conclude that (4.48) is required for good bending accuracy even in nonlinear simulations. In case of rectangular elements (4.48) is fulfilled for the standard (transposed) Wilson ansatz functions if transformation (4.47) is used. This holds only approximately for distorted meshes but still improves performance. Other transformations lead to more severe violations of (4.48) which implies worse overall performance.
This effect is described in numerous works (e.g., [47, 64, 104]) with numerical investigations but could, to the best knowledge of the authors, not be explained so far.

### 4.4.3.5. Additional features

## Exact numerical integration

Similar to other Petrov-Galerkin finite elements [116] standard Gauss quadrature allows to evaluate the integrals in the weak form (4.24) exactly. To show this we first note that the constitutive stress $\hat{\boldsymbol{\sigma}}^{\text {h,e }}$ contains only polynomials of $x, y$ since we choose metric interpolations of $\mathbf{u}^{\text {h,e }}$ and $\tilde{\varepsilon}^{\text {h,e }}$. In view of (4.35), these expressions are also simple polynomials of $\xi, \eta$. Next, transformation of the integral in (4.24b) to the reference element is possible using $\mathrm{d} V=j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}$. Due to the specific transformation in (4.47) $j^{\text {h,e }}$ immediately cancels out which establishes the polynomial form of the integrand in (4.24b). The same holds for (4.24a). Here we can recast the gradient of the isoparametric shape functions in the form

$$
\begin{equation*}
\nabla_{\mathrm{x}} N_{i}=\left(\mathrm{J}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \nabla_{\vec{\xi}} N_{i}=\frac{1}{j^{\mathrm{h}, e}} \operatorname{cof}\left(\mathrm{~J}^{\mathrm{h}, e}\right) \nabla_{\vec{\xi}} N_{i}, \tag{4.49}
\end{equation*}
$$

where $\operatorname{cof}(\bullet)$ denotes the cofactor [24]. This shows that $j^{\text {h,e }}$ cancels analogously after transformation of the integral in (4.24a) and the remaining expression again contains only polynomials of $\xi, \eta$. By inspection of the integrands we find that the highest order monomials are $\xi^{2} \eta, \xi^{2} \eta^{2}$ and $\xi \eta^{2}$, all of which are integrated correctly by standard $2 \times 2$ Gauss quadrature. Thus, standard integration is exact for the present element regardless of element shape.

## Connection to the standard EAS element

If an element is parallelogram shaped, the present approach reduces to the standard EAS method presented in the work of Simo and Rifai [134]. In that case the Jacobian of the isoparmetric map $\mathbf{J}^{\mathrm{h}, e}=\mathrm{J}_{0}$ is constant and (4.35) implies $\bar{\xi}=\xi$. We then obtain from (4.40) that $M_{i}^{e}=N_{i}$. Finally, (4.45) become the classical Wilson-bubble modes which establishes the equivalence.

## Eliminated orthogonal stress field

The weak form introduced in (4.24) is a reduced form of the full Hu-Washizu framework as mentioned in Section 4.3.1. The complete weak form on element level is given by (see [134])

$$
\begin{array}{ll}
\int_{\mathcal{B}^{\mathrm{h}}} \nabla_{\mathrm{x}}^{s} \mathbf{v}^{\mathrm{h}}: \hat{\boldsymbol{\sigma}}^{\mathrm{h}} \mathrm{~d} V-G_{\mathrm{ext}}^{\mathrm{h}}\left(\mathbf{v}^{\mathrm{h}}\right)=0 & \forall \mathbf{v}^{\mathrm{h}} \in \mathcal{V}^{\mathrm{h}}, \\
\int_{\mathcal{B}^{\mathrm{h}}} \tilde{\boldsymbol{\epsilon}}^{\mathrm{h}}:\left(\hat{\boldsymbol{\sigma}}^{\mathrm{h}}-\boldsymbol{\sigma}^{\mathrm{h}}\right) \mathrm{d} V=0 & \forall \tilde{\boldsymbol{\epsilon}}^{\mathrm{h}} \in \mathcal{F}^{\mathrm{h}} \\
\int_{\mathcal{B}^{\mathrm{h}}} \tau^{\mathrm{h}}: \tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}} \mathrm{~d} V=0 & \forall \boldsymbol{\tau}^{\mathrm{h}} \in \mathcal{T}^{\mathrm{h}, e}, \tag{4.50c}
\end{array}
$$

where in contrast to (4.24) the stress field $\sigma^{\mathrm{h}}$ with its test functions $\boldsymbol{\tau}^{\mathrm{h}}$ has not yet been eliminated via $L_{2}$-orthogonality condition. It is straightforward to get from (4.50) to (4.24). Simply choosing $\sigma^{\mathrm{h}, e}=\sigma^{*}$ for the independent stress field on element level, where $\sigma^{*}$ is given by (4.37) and (4.36), eliminates $\sigma^{\mathrm{h}}$ from (4.50b) due to (4.29). Moreover, it is simple to construct an ansatz for the test functions for the independent stress $\tau^{\mathrm{h}}$ such that (4.50c) is fulfilled by construction. To that end we simply start by taking (4.37) and replace the skew coordinates $\bar{\xi}$ in (4.36) with the parametric coordinates $\xi$. This set of ansatz functions can then be orthogonalized to $\tilde{\varepsilon}^{h, e}$ with a Gram-Schmidt orthogonalization similar to Section 4.4.4.2. Thus, it is possible to use (4.24) instead of (4.50).

### 4.4.4. Three dimensional problems

So far, we described the 2D case in a detailed way. However, most of the ideas and methods presented are straightforward to transfer to the 3D setting. We list differences and specifics for the 3D case in this section.

### 4.4.4.1. Prescribed stress modes

Similar to Section 4.4.2 we use the stress modes from assumed stress elements as prescribed analytic modes. They were first proposed in the work of Pian and Tong [112] in the parametric space. In skew coordinates (4.32), the assumed stress modes are defined by using (4.37) together with

$$
\overline{\boldsymbol{\sigma}}_{v}^{*}(\overline{\boldsymbol{\xi}}):=\left[\begin{array}{cccccc|ccccccccc|ccc}
1 & 0 & 0 & 0 & 0 & 0 & \bar{\eta} & \bar{\zeta} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\eta} \bar{\zeta} & 0 & 0  \tag{4.51}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\zeta} & \bar{\xi} & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\zeta} \bar{\xi} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\xi} & \bar{\eta} & 0 & 0 & 0 & 0 & 0 & \bar{\xi} \bar{\eta} \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\zeta} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\xi} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\eta} & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{18}
\end{array}\right] .
$$

Again, the analytic modes contain the patch test ( $\beta_{1}$ to $\beta_{6}$ ) and bending modes ( $\beta_{7}$ to $\beta_{12}$ ). Additionally, the three remaining linear modes ( $\beta_{13}$ to $\beta_{15}$ ) concern the shear components and cover states of pure torsion. ${ }^{11}$ The final three modes are bilinear and were first proposed by Pian and Chen [111]. They are required to suppress zero energy modes in assumed stress elements. These modes fulfill equilibrium (4.2) with $\mathbf{b}^{*}=\mathbf{0}$ but do not lead to a compatible strain field in case of isotropy. ${ }^{12}$ This is why they are labeled incompatible stress modes.

It would of course be better to find suitable compatible stress modes. Unfortunately, these do, to the best knowledge of the authors, not exist. Compatible modes would need either full quadratic fields or a priori knowledge of the material model. Both of which are not satisfactory which is why (4.51) is employed in most works (e.g., [38, 81, 112]). Other approaches $[140,145]$ perform either worse or at best similar compared to (4.51).

### 4.4.4.2. Trial functions for displacement and incompatible strain

The 3D metric shape functions $M_{i}^{e}, i=1, \ldots, 8$ for an eight node hexahedral element are defined analogously to (4.40) and contain the monomials $1, \bar{\xi}, \bar{\eta}, \bar{\zeta}, \bar{\eta} \bar{\zeta}, \bar{\zeta} \bar{\xi}, \bar{\xi} \bar{\eta}, \bar{\xi} \bar{\eta} \bar{\zeta}$. Again we obtain complete quadratic fields in skew coordinates by complementing the metric shape functions with quadratic incompatible modes $\tilde{M}_{j}^{e}, j=1,2,3$. They are computed analogously to (4.45) using $\tilde{m}_{1}^{e}=\bar{\xi}^{2}, \tilde{m}_{2}^{e}=\bar{\eta}^{2}$ and $\tilde{m}_{3}^{e}=\bar{\zeta}^{2}$. As consequence of the complete quadratic displacement ansatz all linear stress modes (4.51) up to $\beta_{15}$ can be exactly represented regardless of the material model.

Approaching the remaining bilinear stress modes $\beta_{16}$ to $\beta_{18}$ in the same way would require nine additional cubic incompatible displacement modes which are by far too many for an efficient element. Furthermore, the bilinear stress modes are incompatible and of subordinate importance due to their higher order nature. We therefore propose to follow the approach of Simo et al. [132] instead and focus on volumetric locking.

Andelfinger et al. [4] first observed that using only the three quadratic incompatible modes described above is not enough to eliminate volumetric locking. Following Simo et al. [132] this can be explained by looking at the trace of the strain tensor, which assumes the form

$$
\begin{align*}
\operatorname{tr}\left(\varepsilon^{\mathrm{h}, e}\right) & =\operatorname{tr}\left(\nabla_{\mathbf{x}}^{s} \mathbf{u}^{\mathrm{h}, e}+\tilde{\varepsilon}^{\mathrm{h}, e}\right) \\
& =C_{0}+C_{1} \bar{\xi}+C_{2} \bar{\eta}+C_{3} \bar{\zeta}+C_{4} \bar{\eta} \bar{\zeta}+C_{5} \bar{\zeta} \bar{\xi}+C_{6} \bar{\xi} \bar{\zeta} \quad+\quad \tilde{C}_{1} \bar{\xi}+\tilde{C}_{2} \bar{\eta}+\tilde{C}_{3} \bar{\zeta} \tag{4.52}
\end{align*}
$$

where $C_{i}$ and $\tilde{C}_{i}$ are constants depending on the displacement and enhanced degrees of freedom, respectively. The last equation immediately reveals that the incompressibility

[^30]condition $\operatorname{tr}\left(\varepsilon^{\mathrm{h}, \mathrm{e}}\right)=0$ can only be met if $C_{4}=C_{5}=C_{6}=0$. This restriction leads to a mild form of locking which can be alleviated using three additional enhanced modes
\[

$$
\begin{equation*}
\tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}, e}=\mathbf{J}_{0}^{-\mathrm{T}}\left(\alpha_{10} \bar{\xi} \bar{\xi} \overline{\mathrm{I}}+\alpha_{11} \bar{\eta} \bar{\zeta} \mathbf{I}+\alpha_{12} \bar{\zeta} \bar{\xi} \overline{\mathrm{I}}\right) \mathbf{J}_{0}^{-1} \tag{4.53}
\end{equation*}
$$

\]

in the spirit of Simo et al. [132]. It is straightforward to verify this by observing that (4.52) now includes the additional terms $\tilde{C}_{4} \bar{\eta} \bar{\zeta}+\tilde{C}_{5} \bar{\zeta} \bar{\xi}+\tilde{C}_{6} \bar{\xi} \bar{\zeta}$ which relaxes the incompressibility conditions $C_{m}=0$ to $C_{m}=-\tilde{C}_{m}, m=1,2,3$. In contrast to Simo et al. [132] we use skew coordinates in (4.53) and do not apply the scaling by determinants. With the three additional modes (4.53) there are now in total twelve enhanced modes.
All in all, the three quadratic incompatible Wilson-modes formulated in terms of skew coordinates together with (4.53) enable exact representation of arbitrary linear stress fields and volumetric locking-free elements.

Remark 4.6. Other approaches for volumetric locking-free EAS elements require either more internal degrees of freedom [1, 3, 55, 63] or are only slight modifications of (4.53) [67].

### 4.4.4.3. Test function for the incompatible strain

The test functions for the incompatible strain are chosen in exactly the same way as in the work of Simo et al. [132], which are given by

$$
\overline{\mathbf{e}}_{v}:=\left[\begin{array}{ccc|cccccc|ccc}
\xi & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi \eta & \eta \zeta & \zeta \xi  \tag{4.54}\\
0 & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi \eta & \eta \zeta & \zeta \xi \\
0 & 0 & \zeta & 0 & 0 & 0 & 0 & 0 & 0 & \xi \eta & \eta \zeta & \zeta \xi \\
0 & 0 & 0 & \xi & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \eta & \zeta & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi & \zeta & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{12}
\end{array}\right],
$$

along with the transformation formula in (4.47). Unfortunately however, (4.48) is not a priori fulfilled for the bilinear modes in (4.51) and (4.54). It is thus necessary to find a proper $L_{2}$-orthogonal set of test functions for the strain modes. This can be achieved by starting with an arbitrary $\overline{\mathbf{e}}_{v}$ and a two step Gram-Schmidt orthogonalization procedure. The stress modes are orthogonalized to each other in a first step before these modified stress modes are used to create an orthogonal enhanced field. It is crucial to conduct these operations using (4.48) instead of (4.29). This is because the latter leads to coupling between the different stress components which in turn induces frame dependence to the orthogonalized stress. The final orthogonalization in vector-matrix notation is described by

$$
\begin{equation*}
\overline{\mathbf{s}}_{v, i}^{*}=\overline{\boldsymbol{\sigma}}_{v, i}^{*}-\sum_{k=1}^{i-1} \frac{\int_{\hat{\Omega}} \overline{\boldsymbol{\sigma}}_{v, i}^{*} \cdot \overline{\mathbf{s}}_{v, k}^{*} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}}{\int_{\hat{\Omega}} \overline{\mathbf{s}}_{v, k}^{*} \cdot \overline{\mathbf{s}}_{v, k}^{*} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}} \overline{\mathbf{s}}_{v, k}^{*}, \quad \overline{\boldsymbol{\epsilon}}_{v, j}^{\mathrm{h}, e}=\overline{\mathbf{e}}_{v, j}-\sum_{k=1}^{n_{\sigma}} \frac{\int_{\hat{\Omega}} \overline{\mathbf{e}}_{v, j} \cdot \overline{\mathbf{s}}_{v, k}^{*} \mathrm{~d} \hat{\Omega}}{\int_{\hat{\Omega}} \overline{\mathbf{s}}_{v, k}^{*} \cdot \overline{\mathbf{s}}_{v, k}^{*} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}} \overline{\mathbf{s}}_{v, k}^{*}, \tag{4.55}
\end{equation*}
$$

where $\overline{\boldsymbol{\sigma}}_{v, i}$ and $\overline{\mathbf{e}}_{v, j}$ denote columns of the ansatz matrices of $\overline{\boldsymbol{\sigma}}_{v}^{*}$ and $\overline{\mathbf{e}}_{v}$, respectively. Furthermore, $n_{\sigma}$ and $n_{\epsilon}$ are the number of stress and incompatible strain modes and $k=1, \ldots, n_{\sigma}$ and $j=1, \ldots, n_{\epsilon}$. The final ansatz for the test functions of the incompatible strain is given by

$$
\begin{equation*}
\tilde{\boldsymbol{\epsilon}}^{\mathrm{h}, \boldsymbol{e}}=\frac{1}{j^{\mathrm{h}, \mathrm{e}}} \mathbf{J}_{0}^{-\mathrm{T}} \overline{\boldsymbol{\epsilon}}^{\mathrm{h}, \mathrm{e}} \mathbf{J}_{0}^{-1} \tag{4.56}
\end{equation*}
$$

and fulfills Condition C3 by construction.

### 4.4.4.4. Additional features

It is straightforward to show that the 3D element presented reduces to the linear version of the EAS element proposed by Simo et al. [132] in case of regular meshes.

Furthermore, as in Section 4.4.3.5, all integrands in (4.24) and (4.55) are of pure polynomial nature. However, standard $2 \times 2 \times 2$ Gauss quadrature is not sufficient for exact integration of the higher order expressions in (4.51), (4.53) and (4.54) in case of distorted elements. Fortunately though, all lower order modes are integrated exactly by standard $2 \times 2 \times 2$ Gauss quadrature and the under-integration of the higher order modes does not seem to affect the results as our numerical experiments show. It is furthermore interesting that increasing the order of quadrature does not lead to over-integration and too stiff response which is in contrast to standard finite elements.

Remark 4.7. In case of generally distorted elements with non-constant facobians $4 \times 4 \times 4$ and $3 \times 3 \times 3$ Gauss quadrature is required to exactly integrate the expressions of the orthogonalization procedure (4.55) and the weak form (4.24), respectively. Using different order of integration for the weak form and the orthogonalization procedure is not advisable as it leads to numeric violations of (4.29). The required order of Gauss quadrature can be reduced to $3 \times 3 \times 3$ in the orthogonalization procedure (4.55) if one replaces the skew coordinates in the bilinear modes in (4.51) with parametric ones, which does not seem to influence the numeric results.
However, we stress that despite not giving exact results, standard $2 \times 2 \times 2$ Gauss points is sufficient for convergence and we thus employ it if not stated otherwise.

### 4.5. Numerical investigations

This final section covers several numerical benchmarks comparing the novel finite element formulation to established ones. Special emphasize is put on mesh distortion sensitivity. To keep the descriptions of setup and results as concise as possible, we drop the 2D case in favor of the more complex 3D simulations. However, if not mentioned otherwise, results can qualitatively be transferred to 2D.

In the sequel we denote the present element Q1U/E4 and H1U/E12 in 2D and 3D, respectively. Therein, $\mathbf{U}$ denotes the unsymmetry of the stiffness matrix and $\mathbf{E} x$ accounts for the number of enhanced modes. The standard elements we use for comparison are

- H1 standard isoparametric displacement-based element with Lagrangian shape functions.
- H1/E9 EAS element based on the nine Wilson-modes. The 2D version of this element, Q1/E4, was proposed in the seminal work of Simo and Rifai [134]. A 3D extension can, e.g., be found in the work of Andelfinger and Ramm [3].
- HA1/E12 linearized form of the EAS element proposed by Pfefferkorn and Betsch [104] which is closely related to the improved EAS element by Simo et al. [132]. It uses three additional volumetric enhanced modes, a special nine point quadrature rule and a modified evaluation of the compatible displacement gradient.
- H1/S18 assumed stress element with 18 stress modes as proposed by Pian and Tong [112].
- H1/P0 the three field mixed pressure element with constant pressure and dilatation approximation as proposed by Simo et al. [135].
- H1U/IM-S the 3D extension of the unsymmetric incompatible mode element by Huang et al. [59]. We use a serendipity approach instead of the proposed Lagrange ansatz and perform the orthogonality procedure (4.55) to fulfill Condition C3, which has not been considered in Huang et al. [59].

Other low-order unsymmetric finite element formulations as the ones proposed in Cen et al. [32], Xie et al. [158] and Huang et al. [59] (only 2D) have also been tested. Their accuracy is very similar to the present element in most tests. However, they suffer from other severe drawbacks as outlined in the introduction and are therefore not included in this section. The only exemption is H1U/IM-S (see above) in the Cook's-membrane example in Section 4.5.5.

### 4.5.1. Patch test

The first benchmark is the classical patch test which is performed here as described in Pfefferkorn and Betsch $[104,105]$. A block $\mathcal{B}_{0}=[0,1]^{3}$ with Young's modulus $E=10^{4}$ and Poisson's ratio $\nu=0.3$ is subjected to boundary conditions $u_{i}\left(x_{i}=0, x_{j}, x_{k}\right)=0$, $i, j, k \in\{1,2,3\}, i \neq j \neq k$ and loaded via displacement $u_{3}\left(x_{3}=1, x_{1}, x_{2}\right)=u$. A regular mesh with $3 \times 3 \times 3$ elements as well as a distorted mesh with seven elements according to MacNeal and Harder [86] is used to discretize the block. Figure 4.5 shows the deformed configuration and stress distribution for both types of meshes.

By considering the stress distribution we can establish if the elements pass the patch test, that is, if the linear displacement states lead to the correct constant stress state. The nodal stresses of the novel H1U/E12 at a displacement state of $u=0.6$ average to $\sigma=6000$ for


Figure 4.5.: Patch test. Deformed configuration $(u=0.6)$ with von Mises stress distribution for the regular (left) and distorted (right) mesh.
both meshes, which is the analytic solution. Moreover, the standard deviation of below $10^{-10}$ establishes the constant stress state. Thus, the novel element passes the patch test, which is not surprising since H1U/E12 was designed to pass the patch test by choice of the analytic stress modes (see Section 4.4.2).

Remark 4.8. Other quadrature rules than the standard $2 \times 2 \times 2$ rule might induce failure of the patch test. Using, e.g., $2 \times 2 \times 2$ and $3 \times 3 \times 3$ Gauss points for integration of the residual (4.24) and orthogonalization procedure (4.55), respectively, leads to a violation of the patch test. An equal number of Gauss points for both the residual and the orthogonalization (e.g., the $2 \times 2 \times 2$ for H1U/E12) ensures satisfaction of the patch test. Alternatively, an exact integration, which requires at least $3 \times 3 \times 3$ and $4 \times 4 \times 4$ Gauss points, respectively, also ensures that the patch test is passed.

### 4.5.2. Isotropy and frame-indifference

With this simple one element test we check whether the novel element formulation fulfills two basic properties. First, we test for frame-indifference with respect to rotation of the coordinate system and second for isotropy with respect to choice of the local element axes. This test was proposed in $[140,158]$ and is slightly modified here. ${ }^{13}$

We consider a single finite element of general shape whose geometry in the local $\bar{x} \bar{y} \bar{z}$ coordinate frame is described in Figure 4.6. Dirichlet boundary conditions $\mathbf{u}=\mathbf{0}$ apply on nodes $A, D, E, H$ and two nodal forces act on nodes $C$ and $G$ as shown in Figure 4.6. The material properties are $E=1500$ and $\nu=0.25$. To test for frame-indifference we consider the case of no rotation, that is, the local $\bar{x} \bar{y} \bar{z}$-frame coincides with the global $x y z$-frame, and a case where the element is rotated by $65^{\circ}, 15^{\circ}$ and $25^{\circ}$ around the $x, y$ and $z$ axis, respectively. Furthermore, we use different element node-numberings (see Figure 4.6) to change the local element axes with respect to the coordinate frame $\bar{x} \bar{y} \bar{z}$. If this does not influence the result the element is isotropic.

[^31]

Nodes and forces in $\bar{x} \bar{y} \bar{z}$ coordinates:

$$
\begin{array}{ll}
A=(0,-0.75,0) & E=(0,0.75,0) \\
B=(1,-0.50,0) & F=(1,0.75,0) \\
C=(2,-1,3) & G=(2,1,3) \\
D=(-1,-0.75,2) & H=(-1,0.75,2) \\
\mathbf{F}_{C}=[200,0,0]^{\mathrm{T}} & \mathbf{F}_{G}=[100,0,0]^{\mathrm{T}}
\end{array}
$$

Element node-numberings:
$\mathrm{EDOF}_{1}=[A, B, C, D, E, F, G, H]$
$\mathrm{EDOF}_{2}=[F, B, C, G, E, A, D, H]$
$\mathrm{EDOF}_{3}=[A, D, C, B, E, H, G, F]$
Figure 4.6.: Isotropy and frame-indifference. Setup of the test in 3D.

All standard elements and the novel element H1U/E12 pass this test and are indifferent to rotation as well as node-numbering. Specifically, the novel element exhibits a displacement of $u=1.3696$ for all six combinations of rotation and node-numbering. The standard deviation of the six displacements is $5.4 \cdot 10^{-16}$.

Remark 4.9. Isotropy and frame-indifference of H1U/E12 are a direct consequence of using skew coordinates as described in Section 4.4.1 which are extensively used for both trial fields $\mathbf{u}^{h, e}$ and $\tilde{\boldsymbol{\varepsilon}}^{h, e}$. If we used the centroid coordinates $\overline{\mathbf{x}}=\mathbf{x}^{h, e}-\mathbf{x}_{0}$ instead of the skew coordinates (4.32), the element would loose its frame-indifference. In our numerical test this is established by the increased standard deviation of $1.7 \cdot 10^{-3}$. This frame-dependence of the centroid coordinates has first been cured by a rotation [100]. Unfortunately, that approach induces anisotropy (see Xie et al. [158]). So far, the only proper choice is using the skew coordinates which simultaneously scale and rotate the centroid coordinates, see (4.32).

### 4.5.3. Eigenvalue analysis

Next we perform the eigenvalue analysis of the stiffness matrix as proposed by Simo et al. [132]. A single finite element with regular or distorted shape as shown in Figure 4.7 is considered for this test. The shear and bulk modulus are $\mu=1$ and $\kappa=10^{9}$ which corresponds to nearly incompressible material behavior and causes volumetric locking for standard elements.

After static condensation, the stiffness matrix of the single finite element $\mathrm{K}^{e}$ is always of the size $24 \times 24$. Thus, $K^{e}$ has 24 eigenvalues which can be grouped into four sets. First, zero eigenvalues $\lambda_{i}=0$ which correspond to rigid body modes. Second, locking modes with $\lambda_{i} \rightarrow+\infty$. In the numeric examples infinity is not reached and therefore modes with "high" eigenvalues are considered as locking modes. The remaining eigenpairs are normal modes if their eigenvalues $\lambda_{i}>0$ are positive and instable if $\lambda_{i}<0$. The desired result is that the element exhibits the correct number of six rigid body modes,


Figure 4.7.: Eigenvalue analysis. Regular $\Omega^{\text {reg }}=[-1,1]^{3}$ (top) and distorted $\Omega^{\text {dist }}$ (bottom) cube for the eigenvalue analysis. Table with positions of nodes $\mathbf{x}_{i}$ of the distorted element $\Omega^{\text {dist }}$ [104].
has no instable modes $\lambda_{i}<0$ and exactly one locking mode which corresponds to pure dilatational deformation and accounts for the incompressibility. The other modes should be normal modes with $\lambda_{i}>0$.

The number of modes in each category for the elements tested are shown in Table 4.1. Apart from elements H1 and H1/E9 all elements are free from locking in this test and exhibit the desired behavior. Failure to reproduce the correct number of modes immediately establishes that the element suffers from locking. For example, the four and five locking modes of H1/E9 in the regular and distorted case result in a mild form of locking which influences, e.g., limit loads in elasto-plastic simulations as first reported by Andelfinger et al. [4]. Unfortunately, passing this test is not sufficient to prove that an element is locking free. It is for instance well-known that H1/P0 suffers from shear locking yet it passes the test. It is much more difficult to detect shear locking using this simple test. Even if the block is scaled in one direction to mimic a shell-like geometry there are no additional locking modes for $\mathrm{H} 1 / \mathrm{P} 0$. The only difference compared to shear locking-free elements is that a few eigenvalues are slightly higher but not clearly distinguishable.

The novel element H1U/E12 passes this test and exhibits the correct number of modes in each category. It is also shear locking-free which we show with subsequent examples. However, due to the unsymmetric stiffness matrix it is not guaranteed that all eigenvalues are real-valued. Indeed there is one pair in the distorted case with $\lambda_{i}=2.177 \pm 0.02374 i$ where the imaginary part is not negligibly small. So far, there seems to be no consequence of this in all the simulations we conducted. Interestingly, no imaginary eigenvalues occur in the 2D case even though the stiffness matrix is unsymmetric as well.

Table 4.1.: Number of eigenvalues of the stiffness matrix in each category.

|  | regular element |  |  |  | distorted element |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| element type $^{\text {rigid body }^{a}}$ | normal $^{b}$ | locking $^{c}$ |  | rigid body $^{a}$ | normal $^{b}$ | locking $^{c}$ |  |
| H1 | 6 | 11 | 7 |  | 6 | 10 | 8 |
| H1/E9 | 6 | 14 | 4 |  | 6 | 13 | 5 |
| HA1/E12T | 6 | 17 | 1 |  | 6 | 17 | 1 |
| H1/P0 | 6 | 17 | 1 |  | 6 | 17 | 1 |
| H1/S18 | 6 | 17 | 1 |  | 6 | 17 | 1 |
| H1U/E12 | 6 | 17 | 1 | 6 | 17 | 1 |  |

$a^{a}$ rigid body modes with $\left|\lambda_{i}\right| \leq 10^{-6}$
${ }^{b}$ normal modes with $0.1 \leq \lambda_{i} \leq 10$
${ }^{c}$ locking modes with $\lambda_{i} \geq 1000$ (most satisfy $\lambda_{i} \geq 10^{8}$ )

### 4.5.4. Mesh distortion

To examine the influence of mesh distortion we consider a 3D version [104] of the widely used mesh distortion test (e.g., [3, 32, 59, 134]). The cantilevered beam-like structure is subjected to pure bending as shown in Figure 4.8. The specimen of length $l=10$, height $h=2$ and width $b=1$ is meshed with only two elements and distortion is applied via parameter $s$. At the clamped end of the beam boundary conditions $u(x=0, y, z)=0$, $v(x=0, y=0, z)=0$ and $w(x=0, y, z=0)=0$ apply. The free end is subjected to a bending moment $M=20$ which is applied via traction boundary condition $\sigma(z)=30 \cdot(1-z)$. We use material parameters $E=1500$ and $\nu=0.25$. An analytic solution exists for this problem and can, e.g., be found in the work of Jabareen and Rubin [62]. The exact value for displacement $\delta$ in $z$-direction at point $(10,0.5,2)$ is $\delta=1$.


Figure 4.8.: Mesh distortion test. Setup (left) and deformed configuration for $s=3$ (right). Deformed configuration computed with H1U/E12.

Results of the mesh distortion test are shown in Figure 4.9 where we compare the numerically computed displacement $\delta$ for increasing skew $s$. We limit the degree of skew to $s=4.9$ instead of the usual $s=5$ since the matrix needed to compute the metric shape functions in (4.40) becomes singular for coincident nodes.


Figure 4.9.: Mesh distortion test. Displacement $\delta$ for different degrees of skew $s$ (left) and error of displacement compared to analytic solution (right, only element H1U/E12).

Apart from element $\mathrm{H} 1 / \mathrm{P} 0$, which suffers from shear locking, all elements are exact for a regular mesh with $s=0$. However, for distorted meshes the computed displacement of the standard mixed finite elements drops to less than $60 \%$ of the required $\delta=1$ for distortions $s \geq 2$. Of the standard finite elements the best results can be obtained with the assumed stress element H1/S18. There exist modified symmetric assumed stress elements that exhibit even better accuracy and show exact displacement for some nodes. We mention the elements proposed by Wu and Chueng [157] and Sze [139]. However, we stress that since the displacement is not exact at all nodes (see Table VI in the work [139]), these elements do not breakthrough MacNeal's theorem.
In contrast to the standard symmetric elements the novel H1U/E12 is exact regardless of the mesh distortion parameter $s$. The second plot in Figure 4.9 shows that there is only a small numerical round-off error compared to the analytic solution. This error slightly increases for higher distortions since the matrix needed to compute the metric shape functions is less well conditioned for highly distorted meshes. Moreover, the newly proposed element does not only reproduce the correct displacement at every node but is even pointwise exact. This holds for the displacement, the stress and the strain.

As pointed out in Section 4.2.2.2, it is not possible to obtain exact solutions to quadratic problems with low-order elements for all geometries. We can observe this by scaling the distorted mesh from the patch test in Section 4.5 .1 for this test (see Figure 4.10, mesh 1). In contrast to the mesh in Figure 4.8 the skew axes of the elements do not align for this mesh. As a consequence, the displacement $\delta=1.004$ obtained with H1U/E12 differs marginally from the analytic value $\delta=1$. However, it is still a much better approximation than any of the standard elements can provide. Of those $\mathrm{H} 1 / \mathrm{S} 18$ shows the best accuracy with $\delta=0.146$, which is more than $85 \%$ off in contrast to the $0.4 \%$ of H1U/E12 (see Figure 4.11). Furthermore, H1U/E12 exhibits the analytic results in case of the slightly regularized mesh 2 which is shown in Figure 4.10 on the right. For that mesh the skew axes in longitudinal direction of the beam align which implies that pure bending around the $y$-axis is again part of the ansatz space.
All in all, the novel Petrov-Galerkin EAS element H1U/E12 was designed to be accurate for bending problems and therefore it performs extraordinarily well in this test.


Figure 4.10.: Mesh distortion test. Special meshes and corresponding deformed configurations computed with H1U/E12. Scaled distorted patch test mesh 1 (left) and regularized version of the distorted patch test mesh 2 (right).


Figure 4.11.: Mesh distortion test. Displacement $\delta$ for special meshes 1 and 2.

### 4.5.5. Cook's membrane

The final numerical example in the present work is the Cook's membrane (e.g., [104, 105, 127]) which we use to investigate coarse mesh accuracy and convergence of results with mesh refinement. The tapered trapezoidal specimen shown in Figure 4.12 is clamped ( $\mathbf{u}(x=0, y, z)=0$ ) on the left and subjected to equally distributed shear stress $\tau=100$ in $y$-direction on the right face. We assume near incompressibility and set the material parameters to $E=2261$ and $\nu=0.4955$. There are always two elements in direction of the thickness while we gradually refine the mesh in the other two directions using $n_{\text {el }}=\{2,4,8,16\}$ elements per side.


Figure 4.12.: Cook's membrane. Geometry, boundary conditions (left) and deformed configuration computed using H1U/E12 and a $16 \times 16 \times 2$ mesh (right).

Figure 4.13 shows the displacement $u$ of the top right corner and von Mises stress $\sigma$ at the mid point of the lower surface in dependence of the number of elements. The stress is extrapolated from the Gauss points to the nodes using an $L_{2}$-smoothing procedure given by

$$
\begin{equation*}
\sum_{e=1}^{n_{\mathrm{el}}} \tau_{i} \int_{\Omega^{e}} N_{i} N_{j} \mathrm{~d} V \sigma_{j}=\sum_{e=1}^{n_{\mathrm{el}}} \tau_{i} \int_{\Omega^{e}} N_{i} \hat{\sigma} \mathrm{~d} V, \quad \forall \tau_{i} \in \mathbb{R} . \tag{4.57}
\end{equation*}
$$

Therein, $N_{i}$ are the standard parametric shape functions, $\sigma_{j}$ the stress at the nodes and $\hat{\sigma}$ the constitutive stress ${ }^{14}$ within the element. We use the same Gauss points for the stress extrapolation as for the integration of element stiffness matrices and residuals.
The plots in Figure 4.13 show that the novel element exhibits the most accurate displacement and stress for all mesh sizes. It is even slightly better than the other unsymmetric element H1U/IM-S. Especially the accuracy for very coarse meshes is extremely high compared to the other elements. For finer meshes the difference becomes smaller because the deformation state within single elements converges towards the patch test state for which all elements are exact. Furthermore, the principle of limitation discussed in Remark 4.2 prohibits higher order convergence beyond $\mathcal{O}\left(h^{2}\right)$ in the limit of fine meshes.
Nevertheless, the present example shows that the novel element can also improve results if the sought displacement state is not part of the ansatz space. However, the improvements are in general not as impressive as in bending dominated examples. After all, it is a low-order numerical method with its limitations.


Figure 4.13.: Cook's membrane. Convergence of displacement $u$ (left) and stress $\sigma$ (right) with mesh refinement.

Another aspect we examine with the Cook's membrane benchmark is the computational effort needed for the newly proposed H1U/E12 in comparison with the symmetric element HA1/E12. To that end we focus on the time taken to solve the global linear equation system since it usually requires most of the computing time of a finite element program [154]. We employ Matlab’s [90] "\"-operator, which automatically selects a suitable efficient and highly optimized algorithm. In the present case it uses a sparse Cholesky and LUfactorization for the symmetric and unsymmetric stiffness matrix, respectively. Other parts

[^32]of the finite element program are of subordinate importance and are either equivalent for both methods (assembly, pre- and post-processing) or hardly comparable due to non-optimized code (element-routine, computation of shape functions). These parts are therefore not considered here. Figure 4.14 shows the median relative computation time of H1U/E12 compared to HA1/E12 of 50 runs for different mesh sizes with up to 114075 degrees of freedom. The run times are highly volatile in particular for coarse meshes. There are many outliers which is why we considered the median instead of the mean value. Nevertheless, Figure 4.14 gives an idea of the additional computational effort which seems to be relatively independent of the mesh size and is about four times the effort of a symmetric method for the same mesh size. However, as Figure 4.13 and the other examples of the present work suggest, less elements might be required with the novel approach.


Figure 4.14.: Cook's membrane. Comparison of the computing time required for the solution of the linear system of equations.

### 4.6. Conclusion

We designed a novel high performance Petrov-Galerkin mixed finite element based on the EAS framework. The rather uncommon Petrov-Galerkin approach is motivated by MacNeal's theorem [84], which is revisited in the present work and in particular states that the optimal element performance can only be obtained with an unsymmetric stiffness matrix.

Within the newly-proposed Petrov-Galerkin EAS framework, we devised three design conditions which ensure that the finite element is capable of exactly reproducing nodal displacements corresponding to specific deformation modes. The proposed element is designed to fulfill these conditions for rigid body, patch test and bending modes, which are of the utmost importance in many engineering applications. For the construction of the ansatz spaces, skew coordinates play a crucial role to obtain the novel frame-indifferent element with exceptional coarse mesh accuracy and low sensitivity to mesh distortion. In case of the patch test and bending problems, for which the element is specifically crafted, the element's response is even pointwise exact not only for the displacement but also
for the stress and strain. Furthermore, in case of regular meshes it is equivalent to the standard EAS approach.
Previously developed low-order unsymmetric elements suffer from major drawbacks that could be overcome with the present Petrov-Galerkin EAS-framework. In particular, the new approach does neither involve ansatz functions dependent on material parameters $[32,158]$ nor does it require many internal degrees of freedom and/or higher order numerical integration [59]. Its extension to 3D is also straightforward in contrast to many existing elements.
In practical simulations the key feature of the novel EAS-framework is probably its reduced mesh distortion sensitivity. This might help to reduce the effort to generate finite element meshes since the high quality demands on mesh topology can be reduced.
A drawback of unsymmetric elements in general is the increased numerical effort compared to standard methods. This concerns in particular the computation of the ansatz functions and the factorization of the unsymmetric stiffness matrix. However, this additional effort is in the opinion of the authors more than compensated by the increased accuracy.

Future work should first focus on extending the method presented to nonlinear problems. Even though it is not possible to find general solutions for the large variety of material models, our preliminary results show significant improvements, especially regarding sensitivity to mesh distortion. Other interesting lines of research are the extensions to shell problems as well as dynamics.

## Appendix to Chapter 4

## 4.A. Generalizations of MacNeal's theorem

## 4.A.1. MacNeal's theorem with $b^{*} \neq 0$

The first simplification made in Section 4.2 was considering only modes without body force (4.5). However, higher order modes can in general not be represented without appropriate $\mathbf{b}^{*}$ computed using (4.2). These non-zero body forces $\mathbf{b}^{*} \neq 0$ have to be considered in (4.6). Fortunately, it is still possible to write the external part of the weak form as

$$
\begin{equation*}
G_{\mathrm{ext}}^{*, e}=\sum_{m, n=1}^{M} \beta_{m} F_{m n}^{*} \alpha_{n}, \tag{4.58}
\end{equation*}
$$

where $F_{m n}^{*}$ now includes contributions form $\mathbf{t}^{*}$ and $\mathbf{b}^{*}$. Since there is no change of the internal part (4.8), all conclusions on the structure of $F_{m n}^{*}$ remain the same. Thus it is symmetric and by proper choice of $\mathbf{u}_{m}^{*}$ diagonal. The external part of the weak form from the finite element solution (4.17) changes accordingly with the only necessary change being the addition of the body force integral. Furthermore, there is no change in the conclusions drawn for nodal equilibrium. This follows from the fact that the body force concerns only the internal of the element while nodal equilibrium is determined by balancing the forces on the surface.

All in all, it is straightforward to consider modes with $\mathbf{b}^{*} \neq \mathbf{0}$ by simply adding the missing integral in all external parts of the weak form.

## 4.A.2. Petrov-Galerkin approach

Choosing the Bubnov-Galerkin approach in Section 4.2.1.2 does not limit the generality of the present proof. Any proper set of $M$ linear independent modes $\mathbf{v}_{m}^{*}$ for the test function yields in general an unsymmetric $F_{m n}^{*}$ as (4.6) and (4.8) show. However, by use of the singular value decomposition and transformation of the weights $\alpha_{n}, \beta_{m}$ using the unitary matrices of said decomposition, the virtual work of the external forces can always be expressed in the form (4.6) with a diagonal matrix $F_{m n}^{*}$.

Thus, it is possible to get the same structure with the Petrov-Galerkin approach as with the Bubnov-Galerkin approach and all further conclusions apply.

## 4.A.3. Generalized displacement approximations

As mentioned in Section 4.2.2.1 the approximation (4.11) is not very general and especially excludes cases of high practical importance where $M_{i}^{e}$ do not have the Kronecker-delta property and thus $\mathbf{u}_{i}^{e}$ are not the nodal displacements. Widely used examples of such noninterpolatory approaches are hierarchical higher order elements [162] and the isogeometric analysis [34]. Fortunately, it is still possible to find unique $\mathbf{u}_{i m}^{* e}$ such that $\mathbf{u}_{i}^{e}$ can be computed according to (4.12). Considering an even more general displacement ansatz with matrix-valued ansatz functions such that

$$
\begin{equation*}
\mathbf{u}^{\mathrm{h}, e}(\mathbf{x})=\sum_{i=1}^{N} \mathbf{M}_{i}^{e}(\mathbf{x}) \mathbf{u}_{i}^{e} \tag{4.5}
\end{equation*}
$$

still allows to compute $\mathbf{u}_{i}^{e}$ from equation system $\mathbf{u}^{\mathrm{h}, e}\left(\mathbf{x}_{j}\right)=\mathbf{u}^{*}\left(\mathbf{x}_{j}\right), j=1, \ldots, N$ if the fixed locations $\mathbf{x}_{j}$ are chosen appropriately (usually the nodes). Examples for matrix valued ansatz functions for the displacement can be found, e.g., for Petrov-Galerkin finite elements in [32, 76, 158, 161] or as special cases of incompatible mode elements in [22].

The general approximation (4.59) can also be applied to the test function. If this is done, the forces $\mathbf{P}_{i}^{\mathrm{h}, e}$ defined in (4.17) should not be termed nodal force anymore since they do
not directly correspond to a single node anymore due to the lost Kronecker-delta property. Accordingly, the expression nodal equilibrium should not be used. We use the expression generalized nodal force and equilibrium instead. Apart from this terminology, however, there are no changes.

In view of the restrictions due to equilibrium of generalized nodal forces, which apply accordingly, it is questionable if matrix valued functions are sensible for the test functions of the displacement. As shown in Section 4.2.2.3 nodal equilibrium severely restricts the choice of ansatz functions and one does not gain much flexibility with the matrix valued functions if standard assumption (4.21) is made. Furthermore, the matrix valued functions are restricted due to isotropy requirements and must be chosen such that changes of coordinate system do not alter the results. Ultimately, we conclude that using scalar functions for the test function of the displacement is most likely the only reasonable choice.

## 4.B. Skew coordinate frame

This Appendix describes how the direct link between the skew coordinates $\bar{\xi}$ and the isoparametric coordinates $\xi$ given in (4.35) can be established. We present the 3D case which can easily be reduced to the corresponding 2D formulation. By virtue of (4.32) and (4.30) we get in a first step

$$
\begin{equation*}
\bar{\xi}=\mathrm{J}_{0}^{-1}\left(\sum_{i=1}^{8} N_{i}(\xi) \mathbf{x}_{i}^{e}-N_{i}(\mathbf{0}) \mathbf{x}_{i}^{e}\right) . \tag{4.60}
\end{equation*}
$$

Now, we use an alternative representation of shape functions frequently used in the context of hourglass-stabilization (e.g., [104, 154]). The vector of all eight Lagrangian shape functions is given by

$$
\begin{equation*}
\mathbf{N}=\frac{1}{8} \mathbf{a}^{0}+\frac{1}{8} \sum_{I=1}^{3} \mathbf{a}^{I} \xi_{I}+\frac{1}{8} \sum_{A=1}^{4} \mathbf{h}^{A} H_{A}(\xi) . \tag{4.61}
\end{equation*}
$$

where

$$
\begin{array}{lllll} 
& H_{1}=\eta \zeta, & H_{2}=\xi \zeta, & H_{3}=\xi \eta, & H_{4}=\xi \eta \zeta,
\end{array}
$$

Inserting these relations into (4.60) together with $\tilde{\mathbf{x}}^{e}=\left[\begin{array}{lll}\mathbf{x}_{1}^{e} & \cdots & \mathbf{x}_{8}^{e}\end{array}\right]$ allows to recast (4.60) as

$$
\begin{align*}
\bar{\xi} & =\mathbf{J}_{0}^{-1} \tilde{\mathbf{x}}^{e}[\mathbf{N}(\xi)-\mathbf{N}(\mathbf{0})]=\mathbf{J}_{0}^{-1} \tilde{\mathbf{x}}^{e}\left[\frac{1}{8} \mathbf{a}^{0}+\frac{1}{8} \sum_{I=1}^{3} \mathbf{a}^{I} \xi_{I}+\frac{1}{8} \sum_{A=1}^{4} \mathbf{h}^{A} H_{A}(\xi)-\frac{1}{8} \mathbf{a}^{0}\right] \\
& =\mathbf{J}_{0}^{-1}\left[\left(\left.\sum_{i=1}^{8} \mathbf{x}_{i}^{e} \otimes \nabla_{\xi} N_{i}\right|_{\xi=0}\right) \xi+\frac{1}{8} \sum_{A=1}^{4} \sum_{i=1}^{8} \mathbf{x}_{i}^{e} h_{i}^{A} H_{A}(\xi)\right] \tag{4.64}
\end{align*}
$$

where use has been made of the fact that

$$
\left.\nabla_{\xi} N_{i}\right|_{\xi=0}=\frac{1}{8}\left[\begin{array}{c}
\mathrm{a}_{1}^{\mathrm{T}}  \tag{4.65}\\
\mathrm{a}_{2}^{\mathrm{T}} \\
\mathrm{a}_{3}^{\mathrm{T}}
\end{array}\right] .
$$

The term in parentheses in the last expression of (4.64) is $\mathbf{J}_{0}$. The last step is to introduce auxiliary variable

$$
\begin{equation*}
\mathbf{c}_{A}:=\frac{1}{8} \sum_{i=1}^{8} \mathbf{x}_{i}^{e} h_{i}^{A}, \quad A=1,2,3,4 \tag{4.66}
\end{equation*}
$$

which only depends on the nodal positions. With this information at hand we can now cast the skew coordinates in the form

$$
\begin{equation*}
\bar{\xi}=\xi+\mathbf{J}_{0}^{-1} \sum_{A=1}^{4} \mathbf{c}_{A} H_{A}(\xi) \tag{4.67}
\end{equation*}
$$

which is the 3 D equivalent of (4.35). The final step to get the 2 D form given in (4.35) is to adopt the equation above for the 2D case. There is then only one hourglass vector $\mathbf{h}^{1}=\left[\begin{array}{llll}+1 & -1 & +1 & -1\end{array}\right]^{\mathrm{T}}$ and function $H_{1}=\xi \eta$. Furthermore, the factor $\frac{1}{8}$ in (4.66) has to be replaced by $\frac{1}{4}$.

# 5. Hourglassing- and locking-free mesh distortion insensitive Petrov-Galerkin EAS element for large deformation solid mechanics 
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#### Abstract

We present a novel geometrically nonlinear EAS element with several desirable features. First, a Petrov-Galerkin ansatz significantly improves the element's performance in distorted meshes without loosing the simple strain-driven format. Second, the recently proposed mixed integration point strategy is employed to improve the element's robustness in the Newton-Raphson scheme. Finally and most importantly, we enhance the spatial displacement gradient instead of the usually modified deformation gradient. This allows to construct an element without the well-known spurious instabilities in compression and tension as shown numerically and supported by a corresponding hypothesis. All in all, this leads to a robust, stable, locking-free and mesh distortion insensitive finite element successfully applied in a wide range of examples.
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### 5.1. Introduction

Countless mixed finite elements have been developed throughout the last 50 years with the goal to cure locking and other defects of low-order finite elements. One of the probably most successful element groups are enhanced assumed strain (EAS) elements due to their simplicity and strain driven format which allows straightforward implementation of complex material models. The EAS framework has first been proposed in the early 1990s by

Simo and Rifai [134] and Simo and Armero [131] for linear and nonlinear problems, respectively, and is a mathematically sound successor of the earlier proposed incompatible mode models [141, 149]. Since then, the EAS method has been implemented into several commercial codes and has not only been successfully applied in solid mechanics (e.g., [36, 47, 66-70, $95,104-106,109,131,132,138,155]$ ) but also to model shell structures, diffusion problems and even fracture problems (e.g., $[3,9,17,28,71,80]$ ). Despite the tremendous effort put in development of EAS elements there are still some open issues. Pfefferkorn and Betsch [107] discuss three of which: robustness in the Newton-Raphson scheme, mesh distortion sensitivity and hourglassing instabilities. All three are addressed in this contribution.

The first issue concerns robustness in the Newton-Raphson scheme by which we herein denote two properties: maximum size of applicable load steps and number of NewtonRaphson iterations required for convergence [109]. In this regard assumed stress elements are by far superior to both displacement-based elements [45, 87] and EAS elements [109, 145]. To improve robustness of displacement-based elements Magisano et al. [88] recently proposed the mixed integration point (MIP) method in the context of shell problems which allows to substantially increase the robustness by a simple modification. It only affects the finite element tangent without changing the residual (and therefore the solution). This approach has recently been extended to EAS elements (see Pfefferkorn et al. [109]) and is also employed in the present contribution in order to improve robustness of the Petrov-Galerkin EAS approach at hand.

Regarding the second issue, mesh distortion sensitivity, there exists a fundamental publication by MacNeal [84] (see also the preliminary work [83]) which has in the opinion of the authors not gotten the attention it deserves. In that work MacNeal [84] proves (see also Pfefferkorn and Betsch [106]) that a finite element for linear elasticity with symmetric stiffness matrix cannot simultaneously satisfy the patch test and be exact for higher order modes for arbitrary meshes. This ultimately leads to mesh distortion sensitivity of elements with symmetric stiffness matrices. However, MacNeal's theorem leaves a "loop-hole". Elements with an unsymmetric stiffness matrix can simultaneously pass the patch test and be mesh distortion insensitive. Constructing such finite elements is the key idea of the unsymmetric finite element method first proposed by Rajendran and Liew [117] for higher order elements (see also [100, 116, 158]). That method is based on a Petrov-Galerkin approach instead of the usual Bubnov-Galerkin ansatz. Essentially, the trial functions of the displacement (actual field) are approximated with so-called metric shape functions [85] (constructed in the physical domain) while the test functions of the displacement (virtual field) are approximated as usual with parametric shape functions. This approach ultimately allows to greatly reduce the mesh distortion sensitivity. A major drawback of all unsymmetric finite elements is of course the increased computational cost. This concerns especially the factorization of the non-symmetric stiffness matrix. The time required for that step is compared to standard elements in the work [106]. However, the additional effort is, in the opinion of the authors, more than compensated by the increased coarse mesh accuracy and the reduced mesh distortion sensitivity. Unfortunately, it is not as straightforward to construct low-order unsymmetric finite elements because a careful choice of ansatz functions is required for optimal performance
[32, 106]. This lead previously to methods with complex ansatz functions that depend on the material model $[32,76-78,158,161$ ] or that require higher order numerical integration [59]. Unsymmetric finite element approaches without these drawbacks have recently been published by Pfefferkorn and Betsch [106] in the form of a Petrov-Galerkin EAS (PGEAS) framework and by Huang et al. [58] on the basis of an incompatible mode approach. Both elements are developed for linear elasticity and are much less distortion sensitive than any standard finite elements. Moreover, the approach by Pfefferkorn and Betsch [106] is completely locking-free, enables exact integration of the finite element integrals with standard Gauss quadrature and reduces to the standard EAS method in case of regular meshes. In this work we straightforwardly apply the unsymmetric PG-EAS approach by Pfefferkorn and Betsch [106] to nonlinear problems and show that it has similar beneficial effects. Mesh distortion sensitivity is greatly reduced even though it is not possible to get analytic results as in the linear elastic case. Furthermore, we propose a modification of the three volumetric modes required in 3D for a completely locking-free element [106]. This adjustment allows to skip the computationally expensive Gram-Schmidt orthogonalization required in aforementioned reference and is motivated by higher-order analytic solutions of linear elasticity similar to the ones given by Nadler and Rubin [96].

The final and probably most important open issue of EAS elements concerns spurious hourglassing instabilities. This issue was already mentioned in the conclusion of the seminal work on geometrically nonlinear EAS elements by Simo and Armero [131] and has first been thoroughly discussed by Wriggers and Reese [156] for hyperelasticity and by de Souza Neto et al. [37] for elasto-plasticity. One of the most successful attempts to remove the instability has been proposed by Korelc and Wriggers [69] (see also Glaser and Armero [46, 47], who adopted the element for frame invariance). They established that using the transpose of the originally employed Wilson-modes for the enhanced field removes the instability under compression. Unfortunately though, this attempt could not cure hourglassing under tension. Other methods to suppress the spurious behavior use artificial hourglass stabilization with user-defined parameters (see [6, 46, 47]), hourglass stabilization based on mixed methods (see [123, 124, 147]) or combine the EAS method with other mixed elements (see $[7,8,31,52,63,64,102]$ ). However, none of these alternative approaches led to the desired result of a completely stable, locking-free element without artificial stabilization. A final avenue followed to overcome the hourglassing issue is enhancing different kinematic fields than the originally [131] proposed and most frequently employed enhancement of the deformation gradient (F-enhancement). Unfortunately, both enhancement of the Green-Lagrange strain (E-enhancement [17, 20, 41, 46, 66, 93, 147]), which is often employed in shell-structures, and enhancement of the right stretch tensor (U-enhancement [35, 36, 46]) do not lead to entirely stable formulations.
In the present contribution we add another kinematic field to the list of enhanced fields: the spatial displacement gradient (h-enhancement) as suggested by Schmied [125] (PhD-thesis, only available in German). This allows to finally overcome the issue of hourglassinginstabilities of EAS elements both in tension and compression without loosing other favorable properties. On top of that, we establish a hypothesis on why h-enhancement is much more stable. It is closely related to the ad-hoc formulated volume-condition proposed
by Nagtegaal and Fox [97] which is justified in this work. Essentially, we suggest that the instabilities of previously developed EAS elements are linked to the well-known checkerboard modes observed for mixed pressure elements through the eliminated stress field.

In summary, this work introduces a novel PG-EAS element based on h-enhancement which overcomes some of the most serious issues of existing EAS elements. The presentation starts with essential continuum mechanics and the weak form in Section 5.2. The approximations of the various fields with the finite element method are covered in Section 5.3 where focus is put on the Petrov-Galerkin formulation and the required metric shape functions. Analytic solutions of higher-order linear elasticity are given in Appendix 5.A and used for the new volumetric enhanced modes in Section 5.3.2 Section 5.4 covers analytic proofs that the element on the one hand meets basic requirements and on the other hand has interesting features explaining its outstanding performance. The decreased mesh distortion sensitivity and the increased numerical stability are discussed in Sections 5.4.5 and 5.4.9, respectively. Finally, in-depth elastic and elasto-plastic numerical investigations covering a wide range of benchmarks are described in Section 5.5 before conclusions are drawn in Section 5.6.

### 5.2. Weak form

This section covers fundamental continuum mechanic relations in Section (5.2.1) and introduces the key idea of the novel EAS framework in Section 5.2.2. With these basics at hand we then introduce in Section 5.2.3 the weak form for the new class of EAS elements.

### 5.2.1. Continuum mechanics

We consider as usual the deformation of a body from its reference configuration $\mathcal{B}_{0} \in \mathbb{R}^{3}$ to a spatial configuration $\mathcal{B} \in \mathbb{R}^{3}$ (see Figure 5.1). In this process material points $X \in \mathcal{B}_{0}$ are mapped to corresponding spatial points $\mathbf{x}=\boldsymbol{\varphi}(\mathbf{X}) \in \mathcal{B}$ by the bijective deformation map

$$
\begin{equation*}
\boldsymbol{\varphi} \in \mathcal{U}=\left\{\boldsymbol{\varphi}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3} \mid(\boldsymbol{\varphi})_{i} \in \mathrm{H}_{1}, \quad \operatorname{det}(\mathrm{D} \boldsymbol{\varphi})>0, \quad \boldsymbol{\varphi}(\mathrm{X})=\overline{\boldsymbol{\varphi}}(\mathrm{X}), \mathrm{X} \in \partial_{\varphi} \mathcal{B}_{0}\right\} . \tag{5.1}
\end{equation*}
$$

Therein, $H_{1}$ denotes a Sobolev space and $\partial_{\varphi} \mathcal{B}_{0} \subseteq \partial \mathcal{B}_{0}$ is a part of the body's boundary $\partial \mathcal{B}_{0}$ on which the deformation is prescribed by $\bar{\varphi}(\mathrm{X})$. On the remaining part of the boundary $\partial_{t} \mathcal{B}_{0}=\partial \mathcal{B}_{0} \backslash \partial_{\varphi} \mathcal{B}_{0}$ boundary conditions are prescribed in the form of given traction $\mathbf{t}$. Linerization of the deformation map $\boldsymbol{\varphi}$ with respect to the coordinates X determines the deformation gradient ${ }^{1}$

$$
\begin{equation*}
\mathbf{F}_{\varphi}=\frac{\partial \varphi}{\partial \mathrm{X}}=\nabla_{\mathrm{X}} \varphi \tag{5.2}
\end{equation*}
$$

[^33]

Figure 5.1.: Configurations and kinematics of a deformable body $\mathcal{B}$.
where we use index $(\bullet)_{\varphi}$ to emphasize that the field $(\bullet)$ depends solely on the deformations (this will not necessarily be the case in subsequent sections). Furthermore,

$$
\begin{equation*}
\mathbf{u}(\mathrm{X})=\varphi(\mathrm{X})-\mathrm{X} \tag{5.3}
\end{equation*}
$$

is the displacement of a material point $\mathbf{X}$. Taking the derivative of $\mathbf{u}$ with respect to $\mathbf{X}$ and $\mathbf{x}$ yields the material and spatial displacement gradient given by

$$
\begin{align*}
& \mathbf{H}_{\varphi}=\frac{\partial \mathbf{u}}{\partial \mathbf{X}}=\nabla_{\mathbf{X}} \mathbf{u}=\mathbf{F}_{\varphi}-\mathbf{I}  \tag{5.4a}\\
& \mathbf{h}_{\varphi}=\frac{\partial \mathbf{u}}{\partial \mathbf{x}}=\nabla_{\mathbf{x}} \mathbf{u}=\mathbf{I}-\mathbf{F}_{\varphi}^{-1}, \tag{5.4b}
\end{align*}
$$

respectively. The link of the displacement gradients to the deformation gradient given in (5.4) can easily be established via (5.2) and (5.3). Moreover, in view of (5.4), it is straightforward to establish the relations

$$
\begin{equation*}
\mathbf{h}=\mathbf{H F}^{-1}, \quad \mathbf{F}=(\mathbf{I}-\mathbf{h})^{-1} \tag{5.5}
\end{equation*}
$$

frequently used for the present EAS element. We omit index $\varphi$ in the last equation and subsequently whenever a relation can and will also be used for general and not only purely deformation-based fields.

In addition to the kinematic relations presented above, a constitutive law is required to model different material behavior. A broad class of material models can be written in terms of the Kirchhoff stress as

$$
\begin{equation*}
\hat{\tau}=\hat{\tau}(\mathbf{F}, \Xi) \tag{5.6}
\end{equation*}
$$

where $\Xi$ denotes the internal variables necessary to describe inelastic behavior. The usual transformation rules

$$
\begin{equation*}
\hat{\boldsymbol{\tau}}=\hat{\mathbf{P}} \mathbf{F}^{\mathrm{T}}=\mathbf{F} \hat{\mathbf{S}} \mathbf{F}^{\mathrm{T}} \tag{5.7}
\end{equation*}
$$

relate the constitutive Kirchhoff stress $\hat{\boldsymbol{\tau}}$ to the corresponding first and second Piola-Kirchoff stress tensors denoted by $\hat{\mathbf{P}}=\hat{\mathbf{P}}(\mathbf{F}, \Xi)$ and $\hat{\mathbf{S}}=\hat{\mathbf{S}}(\mathbf{F}, \Xi)$, respectively.

Remark 5.1. For a homogeneous hyperelastic material model (5.6) is fully defined by a strain energy function $W$ and given by

$$
\begin{equation*}
\hat{\boldsymbol{\tau}}=\frac{\partial W}{\partial \mathbf{F}} \mathbf{F}^{\mathrm{T}}=2 \mathbf{F} \frac{\partial W}{\partial \mathbf{C}} \mathbf{F}^{\mathrm{T}}, \tag{5.8}
\end{equation*}
$$

where $\mathrm{C}=\mathrm{F}^{\mathrm{T}} \mathrm{F}$ is the right Cauchy-Green tensor.

### 5.2.2. EAS kinematics

The key idea of the EAS method is to enhance a kinematic field with an incompatible part. This was first proposed for geometrically nonlinear problems by Simo and Armero [131] who recast the total deformation gradient $F$ in the form (F-enhancement)

$$
\begin{equation*}
\mathbf{F}(\boldsymbol{\varphi}, \boldsymbol{\alpha})=\mathrm{F}_{\varphi}(\boldsymbol{\varphi})+\tilde{\mathbf{F}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \tag{5.9}
\end{equation*}
$$

Thus, the compatible (purely deformation dependent) deformation gradient $\mathbf{F}_{\varphi}$ (5.2) is enhanced with the incompatible part $\tilde{\mathbf{F}}$ which contains the additional degrees of freedom $\boldsymbol{\alpha}$. However, as mentioned in the introduction, it is also possible to enhance various other kinematic fields. In the present work we choose to enhance the spatial displacement gradient (5.4b) in the same way as (5.9) such that (h-enhancement)

$$
\begin{equation*}
\mathbf{h}(\boldsymbol{\varphi}, \boldsymbol{\alpha})=\mathbf{h}_{\varphi}(\boldsymbol{\varphi})+\tilde{\mathbf{h}}(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \tag{5.10}
\end{equation*}
$$

where now instead of $\tilde{\mathbf{F}}$ in (5.9) the enhanced spatial displacement gradient $\tilde{\mathbf{h}}$ is the independent field. Note that the total deformation gradient now results from

$$
\begin{equation*}
\mathbf{F}(\boldsymbol{\varphi}, \boldsymbol{\alpha})=(\mathbf{I}-\mathbf{h}(\boldsymbol{\varphi}, \boldsymbol{\alpha}))^{-1} \tag{5.11}
\end{equation*}
$$

which is in analogy to $(5.5)_{2}$. This idea of enhancing the spatial displacement gradient has to the best knowledge of the authors only been considered in the PhD-Thesis by Schmied [125], which is written in German. In that work it is shown numerically that (5.10) can be used to construct elements without spurious hourglassing in explicit dynamic simulations. In the present contribution we use (5.10) in implicit static problems in order to obtain an hourglassing-free EAS element in both large strain elasticity and elasto-plasticity. Furthermore, we establish a hypothesis why h-enhancement is favorable in terms of stability (see Section 5.4.9).

### 5.2.3. Weak form

### 5.2.3.1. Continuous weak form

With the basic continuum mechanic relations at hand we now introduce the weak form of the governing equations for an element based on $h$-enhancement (5.10). It is given
by: Find the deformation $\varphi \in \mathcal{U}$, incompatible displacement gradient $\tilde{\mathbf{h}} \in \mathcal{F}=L_{2}$ and independent stress tensor $\boldsymbol{\tau} \in \mathcal{T}=L_{2}$ such that

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}: \hat{\boldsymbol{\tau}} \mathrm{d} V+G_{\text {ext }}(\delta \boldsymbol{\varphi})=0  \tag{5.12a}\\
& \int_{\mathcal{B}_{0}} \delta \tilde{\mathbf{h}}:(\hat{\boldsymbol{\tau}}-\boldsymbol{\tau}) \mathrm{d} V=0  \tag{5.12b}\\
& \int_{\mathcal{B}_{0}} \delta \boldsymbol{\tau}: \tilde{\mathbf{h}} \mathrm{d} V=0 \tag{5.12c}
\end{align*}
$$

is satisfied for arbitrary test functions $\delta \boldsymbol{\varphi} \in \mathcal{V}=\left\{\boldsymbol{\varphi}: \mathcal{B}_{0} \rightarrow \mathbb{R}^{3} \mid(\boldsymbol{\varphi})_{i} \in \mathrm{H}_{1}, \boldsymbol{\varphi}(\mathrm{X})=\right.$ $\left.\mathbf{0}, \mathbf{X} \in \partial_{\varphi} \mathcal{B}_{0}\right\}, \delta \tilde{\mathbf{h}} \in \mathcal{E}=L_{2}$ and $\delta \boldsymbol{\tau} \in \mathcal{S}=L_{2}$. Here, $\delta(\bullet)$ is used for test functions and does not denote variations since (5.12) can in general not be derived from a variational functional. ${ }^{2}$ Moreover, $\hat{\boldsymbol{\tau}}$ is the constitutive Kirchoff stress (5.6) evaluated with $\mathbf{F}$ defined via (5.11) and (5.10). The gradient $\tilde{\nabla}_{\mathrm{x}}^{s}(\bullet)$ is the symmetric part of the spatial gradient

$$
\begin{equation*}
\tilde{\nabla}_{\mathrm{x}}(\bullet)=\nabla_{\mathrm{X}}(\bullet) \mathbf{F}_{\varphi}^{-1} \tag{5.13}
\end{equation*}
$$

which is closely related to (5.5) ${ }_{1}$. Finally, the integrals in (5.12) are named internal parts of the weak form and $G_{\text {ext }}(\delta \varphi)$ contains the contributions of the prescribed external body forces $\mathbf{b}$ and surface loads $\mathbf{t}$.

Remark 5.2. It is important to note that, unless the test function $\delta \tilde{\mathbf{h}}$ has the form $\delta \tilde{\mathbf{h}}=$ $\delta \tilde{\mathbf{H}} \mathbf{F}^{-1}, \delta \tilde{\mathbf{H}} \in L_{2}$ in analogy to $(5.5)_{1}$, the weak form (5.12) leads in general to an unsymmetric stiffness matrix even without the Petrov-Galerkin approach introduced in Section 5.3 (see Schmied [125]). Unfortunately, choosing $\delta \tilde{\mathbf{h}}=\delta \tilde{\mathbf{H}} \mathrm{F}^{-1}$ results in an element which exhibits spurious instabilities. However, the stiffness matrix is already unsymmetric due to the PetrovGalerkin approach in Section 5.3 such that the unsymmetry imposed by the weak form is not a major issue.

Remark 5.3. The proposed weak form (5.12) is by far not the only possibility to develop an EAS framework. E.g., the standard weak form for nonlinear EAS elements with F-enhancement (5.9) (e.g., [47, 104, 131]) is given by

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \nabla_{\mathrm{X}} \delta \boldsymbol{\varphi}: \hat{\mathbf{P}} \mathrm{d} V+G_{\text {ext }}(\delta \boldsymbol{\varphi})=0  \tag{5.14a}\\
& \int_{\mathcal{B}_{0}} \delta \tilde{\mathbf{F}}:(\hat{\mathbf{P}}-\mathbf{P}) \mathrm{d} V=0  \tag{5.14b}\\
& \int_{\mathcal{B}_{0}} \delta \mathbf{P}: \tilde{\mathbf{F}} \mathrm{d} V=0 \tag{5.14c}
\end{align*}
$$

A similar formulation based on enhancement of the Green-Lagrange strain (E-enhancement) is also possible (e.g., [17, 46, 65, 66, 147]). The crucial advantage of the weak form (5.12) based

[^34]on $\mathbf{h}$ is that it allows the construction of elements without spurious instabilities. Thus, (5.12) is mainly considered in the sequel. Nevertheless, we also cover elements based on (5.14) for comparison with the novel displacement gradient enhanced elements.

### 5.2.3.2. Discrete weak form

One particularity of EAS elements regarding the weak form is the assumption of $L_{2}{ }^{-}$ orthogonal discrete ${ }^{3}$ test and trial spaces for the independent stress $\boldsymbol{\tau}^{\mathrm{h}}$ and incompatible strain $\tilde{\mathbf{h}}^{\mathrm{h}}$ (see $[131,134]$ and Section 5.4.7). In that way the independent stress field $\boldsymbol{\tau}^{\mathrm{h}}$ can be completely eliminated from (5.12) and the only remaining unknowns are $\boldsymbol{\varphi} \in \mathcal{U}^{\mathrm{h}}$ and $\tilde{\mathbf{h}}^{\mathrm{h}} \in \mathcal{E}^{\mathrm{h}}$. The discrete version of the weak form (5.12) is then given by

$$
\begin{array}{ll}
G_{\varphi}^{\mathrm{h}}=\int_{\mathcal{B}_{0}^{\mathrm{h}}} \tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}^{\mathrm{h}}: \hat{\boldsymbol{\tau}}^{\mathrm{h}} \mathrm{~d} V+G_{\text {ext }}^{\mathrm{h}}\left(\delta \boldsymbol{\varphi}^{\mathrm{h}}\right)=0 & \forall \delta \boldsymbol{\varphi}^{\mathrm{h}} \in \mathcal{V}^{\mathrm{h}},  \tag{5.15a}\\
G_{\alpha}^{\mathrm{h}}=\int_{\mathcal{B}_{0}^{\mathrm{h}}} \delta \tilde{\mathbf{h}}^{\mathrm{h}}: \hat{\boldsymbol{\tau}}^{\mathrm{h}} \mathrm{~d} V=0 & \forall \delta \tilde{\mathbf{h}}^{\mathrm{h}} \in \mathcal{F}^{\mathrm{h}},
\end{array}
$$

where $\mathcal{U}^{\mathrm{h}}, \mathcal{V}^{\mathrm{h}}, \mathcal{E}^{\mathrm{h}}$ and $\mathcal{F}^{\mathrm{h}}$ are the discrete ansatz spaces for the various fields which are specified in Section 5.3.2.

### 5.3. Finite element approximation

We use very similar ansatz spaces for the present finite element as proposed by Pfefferkorn and Betsch [106] for a linear Petrov-Galerkin EAS (PG-EAS) element. These ansatz spaces are based on three design conditions determined in aforementioned reference and allow the construction of relatively simple, widely applicable, low-order, unsymmetric elements with exceptionally high accuracy in case of distorted meshes. However, the present nonlinear framework requires a few modifications to ensure objectivity and account for the nonlinear kinematics. In this section we focus on these specifics and only briefly summarize the ansatz functions discussed at length by Pfefferkorn and Betsch [106]. Focus is put on three-dimensional (3D) hexahedral elements which can easily be reduced to two-dimensional (2D) quadrilaterals.

Moreover, we propose an improved version of the higher order enhanced modes required for 3D problems. A minor modification based on analytic solutions for linear elasticity given in Appendix 5.A circumvents the need for the computationally expensive and intricate orthogonalization procedure originally employed in [106].

[^35]
### 5.3.1. Geometry and skew coordinate frame

The reference geometry $\mathbf{X}^{\mathrm{h}, e}$ of a hexahedral finite element $\Omega_{0}^{e}$ with nodes $\mathbf{X}_{i}^{e}, i=1, \ldots, 8$ is described as usual with the isoparametric map such that the geometry map and the corresponding facobian are given by

$$
\begin{equation*}
\mathrm{X}^{\mathrm{h}, e}(\xi)=\sum_{i=1}^{8} N_{i}(\xi) \mathrm{X}_{i}^{e}, \quad \mathrm{~J}^{\mathrm{h}, e}(\xi)=\frac{\partial \mathrm{X}^{\mathrm{h}, e}}{\partial \xi}=\sum_{i=1}^{8} \mathrm{X}_{i}^{e} \otimes \nabla_{\xi} N_{i} \tag{5.16}
\end{equation*}
$$

respectively. Therein, $N_{i}$ are the standard trilinear Lagrangian shape functions and $\xi \in$ $\hat{\Omega}=[-1,+1]^{3}$ denotes the isoparametric coordinates defined on reference element $\hat{\Omega}$.

Another set of coordinates, which is extensively used for the ansatz spaces described in Section 5.3.2, are the skew coordinates. They were first proposed by Yuan et al. [159] and Wisniewski and Turska [150] in the context of assumed stress elements and are given by

$$
\bar{\xi}=\left[\begin{array}{lll}
\bar{\xi} & \bar{\eta} & \bar{\zeta} \tag{5.17}
\end{array}\right]^{\mathrm{T}}=\mathbf{J}_{0}^{-1}\left(\mathrm{X}^{\mathrm{h}, e}-\mathbf{X}_{0}\right),
$$

where

$$
\begin{equation*}
\mathrm{J}_{0}=\mathrm{J}^{\mathrm{h}, e}(\mathbf{0}), \quad \mathrm{X}_{0}=\mathrm{X}^{\mathrm{h}, e}(\mathbf{0}) \tag{5.18}
\end{equation*}
$$

are the Jacobian and position defined in (5.16) evaluated at the element center $\xi=\mathbf{0}$. An alternative form of the skew coordinates which directly links them to the isoparametric coordinates is given by [106]

$$
\begin{equation*}
\bar{\xi}=\xi+\sum_{A=1}^{4} \mathbf{c}^{A} H_{A}(\xi) \tag{5.19}
\end{equation*}
$$

and is based on an alternative representation of the shape functions (see, e.g., [16, 104, 154]). In the equation above we use

$$
\begin{align*}
& \mathbf{c}^{A}=\mathbf{J}_{0}^{-1} \frac{1}{8} \sum_{i=1}^{8} \mathbf{X}_{i}^{e} h_{i}^{A},  \tag{5.20a}\\
& H_{1}=\eta \zeta, \quad H_{2}=\xi \zeta, \quad H_{3}=\xi \eta, \quad H_{4}=\xi \eta \zeta \text {, }  \tag{5.20b}\\
& \mathbf{h}^{1}=\left[\begin{array}{llllllll}
+1 & +1 & -1 & -1 & -1 & -1 & +1 & +1
\end{array}\right]^{\mathrm{T}} \text {, } \\
& \mathbf{h}^{2}=\left[\begin{array}{llllllll}
+1 & -1 & -1 & +1 & -1 & +1 & +1 & -1
\end{array}\right]^{\mathrm{T}} \text {, }  \tag{5.20c}\\
& \mathbf{h}^{3}=\left[\begin{array}{llllllll}
+1 & -1 & +1 & -1 & +1 & -1 & +1 & -1
\end{array}\right]^{\mathrm{T}} \text {, } \\
& \mathbf{h}^{4}=\left[\begin{array}{llllllll}
-1 & +1 & -1 & +1 & +1 & -1 & +1 & -1
\end{array}\right]^{\mathrm{T}} .
\end{align*}
$$

The most important properties of the skew coordinate map (5.17) are its frame-indifference (see Section 5.4.2) and the fact that (5.17) is an affine map of the physical coordinates. These features facilitate the construction of proper ansatz spaces. More details on the skew coordinate frame can, e.g., be found in the work of Pfefferkorn and Betsch [106].

### 5.3.2. Ansatz spaces

### 5.3.2.1. Test function for the deformation

For the ansatz of the test function of the deformation $\delta \boldsymbol{\varphi}^{\mathrm{h}, e} \in \mathcal{V}^{\mathrm{h}}$ we use the standard isoparametric concept such that

$$
\begin{equation*}
\delta \boldsymbol{\varphi}^{\mathrm{h}, e}=\sum_{i=1}^{8} N_{i} \delta \boldsymbol{\varphi}_{i}^{e} \tag{5.21}
\end{equation*}
$$

is defined in the same way as (5.16) with the same trilinear Lagrangian shape functions $N_{i}$ and the nodal weights $\delta \varphi_{i}^{e}$. For the discrete spatial gradient of $\delta \boldsymbol{\varphi}^{\mathrm{h}, e}$ we define

$$
\begin{align*}
\tilde{\nabla}_{\mathbf{x}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e} & =\nabla_{\mathrm{X}} \delta \boldsymbol{\varphi}^{\mathrm{h}, \boldsymbol{e}} \mathrm{~F}_{0}^{-1}  \tag{5.22}\\
\mathbf{F}_{0} & =\left.\mathrm{F}_{\varphi}^{\mathrm{h}, e}\right|_{\xi=0}, \tag{5.23}
\end{align*}
$$

in analogy to (5.13). Therein, $\mathrm{F}_{\varphi}^{\mathrm{h}, e}$ denotes the compatible deformation gradient which is subsequently defined in (5.28) and $\mathbf{F}_{0}$ is its evaluation at the element center $\xi=\mathbf{0}$. Employing $\mathbf{F}_{0}$ in (5.22) ensures consistency with ordinary continuum mechanics as well as objectivity of the finite element (see Sections 5.4.1 and 5.4.2).

### 5.3.2.2. Trial function for the deformation

The next field to be discretized is the trial function of the deformation $\boldsymbol{\varphi}^{\mathrm{h}, e} \in \mathcal{U}^{\mathrm{h}}$. Similarly to the approximation of the test function (5.21) we use

$$
\begin{equation*}
\boldsymbol{\varphi}^{\mathrm{h}, e}=\sum_{i=1}^{8} M_{i}^{e} \boldsymbol{\varphi}_{i}^{e}, \tag{5.24}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{i}^{e}$ are the nodal weights. The only difference to the discretization of the test function (5.21) is that (5.24) uses the metric shape functions $M_{i}^{e}$ instead of the isoparametric $N_{i}$. This alternative set of shape functions is constructed elementwise in the physical space ${ }^{4}$ using the skew coordinates (5.17). For a hexahedral element $\Omega_{0}^{e}$ the metric shape functions $M_{i}^{e}$ are a linear combination of the eight monomials $1, \bar{\xi}, \bar{\eta}, \bar{\zeta}, \bar{\xi} \bar{\eta}, \bar{\eta} \bar{\zeta}, \bar{\zeta} \bar{\xi}, \bar{\xi} \bar{\eta} \bar{\zeta}$ and given by

$$
\left[\begin{array}{lll}
M_{1}^{e} & \cdots & M_{8}^{e}
\end{array}\right]=\left[\begin{array}{lllll}
1 & \bar{\xi} & \bar{\eta} & \cdots & \bar{\xi} \bar{\eta} \bar{\zeta}
\end{array}\right]\left(\mathbf{A}_{\bar{\xi}}\right)^{-1}, \quad \mathbf{A}_{\bar{\xi}}=\left[\begin{array}{ccccc}
1 & \bar{\xi}_{1} & \bar{\eta}_{1} & \cdots & \bar{\xi}_{1} \bar{\eta}_{1} \bar{\zeta}_{1}  \tag{5.25}\\
& \vdots & & \ddots & \vdots \\
1 & \bar{\xi}_{8} & \bar{\eta}_{8} & \cdots & \bar{\xi}_{8} \bar{\eta}_{8} \bar{\zeta}_{8}
\end{array}\right]
$$

[^36]where $\bar{\xi}_{j}^{e}$ are the skew coordinates of the nodes. Relation (5.25) can be established by enforcing the Kronecker-delta property $M_{i}^{e}\left(\bar{\xi}_{j}^{e}\right)=\delta_{i j}$ at all eight nodes [106]. Vice versa, evaluating (5.25) at the nodes yields
\[

\left[$$
\begin{array}{ccc}
M_{1}^{e}\left(\bar{\xi}_{1}\right) & \cdots & M_{8}^{e}\left(\bar{\xi}_{1}\right)  \tag{5.26}\\
\vdots & \ddots & \vdots \\
M_{1}^{e}\left(\bar{\xi}_{8}\right) & \cdots & M_{8}^{e}\left(\bar{\xi}_{8}\right)
\end{array}
$$\right]=\mathbf{A}_{\bar{\xi}}\left(\mathbf{A}_{\bar{\xi}}\right)^{-1}=\mathbf{I}_{8 \times 8}
\]

The derivatives of the metric shape functions (5.25) with respect to the skew coordinates can be computed in a straightforward way from (5.25) and are given by

$$
\left[\begin{array}{lll}
\nabla_{\bar{\xi}} M_{1}^{e} & \cdots & \nabla_{\bar{\xi}} M_{8}^{e}
\end{array}\right]=\left[\begin{array}{llllllll}
0 & 1 & 0 & 0 & \bar{\eta} & 0 & \bar{\zeta} & \bar{\eta} \bar{\zeta}  \tag{5.27}\\
0 & 0 & 1 & 0 & \bar{\xi} & \bar{\zeta} & 0 & \bar{\xi} \bar{\zeta} \\
0 & 0 & 0 & 1 & 0 & \bar{\eta} & \bar{\xi} & \bar{\xi} \bar{\eta}
\end{array}\right]\left(\mathrm{A}_{\bar{\xi}}\right)^{-1} .
$$

The inverse matrix $\left(\mathrm{A}_{\bar{\xi}}\right)^{-1}$ used in both (5.25) and (5.27) exists as long as there are no coincident nodes and the element's volume does not vanish. Fortunately, the computationally expensive task of evaluating (5.25) and (5.27) for every element has to be conducted only once at problem initialization and the results can be stored for all further Newton iterations and load steps. This is because the skew coordinates (5.17) are defined in terms of the constant reference coordinates rather than the current configuration used, e.g., by Li et al. [76]. Therefore, the increased numerical effort to compute the metric shape functions is hardly relevant in nonlinear simulations.

Further important properties of the metric shape functions are their frame-indifference and isotropy ${ }^{5}$ due to the use of the skew coordinates. On top of that $M_{i}^{e}$ are a partition of unity $\sum_{i=1}^{8} M_{i}^{e}=1$, have by construction the Kronecker-delta property (5.26) and, in case of a constant Jacobian $\mathrm{J}^{\mathrm{h}, e}=\mathrm{J}_{0}$, the metric shape functions $M_{i}^{e}$ coincide with their isoparametric counter parts $N_{i}$. Finally and most importantly, their definition in the skew space enables the construction of complete ansatz functions in the physical space (see Section 5.3.2.3).

Returning to (5.24) the metric shape functions (5.25) define the discrete trial function of the deformation and allow to compute corresponding kinematic fields. First, in view of (5.2), the discrete displacement-based deformation gradient can now be written as

$$
\begin{equation*}
\mathbf{F}_{\varphi}^{\mathrm{h}, e}=\sum_{i=1}^{8} \boldsymbol{\varphi}_{i}^{e} \otimes \nabla_{\mathrm{X}} M_{i}^{e} \tag{5.28}
\end{equation*}
$$

where the derivatives of the metric shape functions $M_{i}^{e}$ with respect to the reference coordinates X can easily be determined from (5.27), (5.17) and the chain rule such that

$$
\begin{equation*}
\nabla_{\mathrm{X}} M_{i}^{e}=\mathrm{J}_{0}^{-\mathrm{T}} \nabla_{\vec{\xi}} M_{i}^{e} \tag{5.29}
\end{equation*}
$$

[^37]Second, with relations (5.28) and (5.5) at hand the discrete compatible part $\mathbf{h}_{\varphi}^{\mathrm{h}, e}$ of the displacement gradient (5.10) can be written as

$$
\begin{equation*}
\mathbf{h}_{\varphi}^{\mathrm{h}, e}=\mathbf{I}-\left(\mathbf{F}_{\varphi}^{\mathrm{h}, e}\right)^{-1} \tag{5.30}
\end{equation*}
$$

### 5.3.2.3. Trial function for the enhanced strain

The enhanced part $\tilde{\mathbf{h}}^{\mathrm{h}, e} \in \mathcal{E}^{\mathrm{h}}$ of the total displacement gradient (5.10) and the corresponding test function (see Section 5.3.2.4) are approximated elementwise which facilitates static condensation of the additional degrees of freedom on element level. To ensure objectivity and to pass the patch test (see Sections 5.4.2 and 5.4.6) we propose the form

$$
\begin{equation*}
\tilde{\mathbf{h}}^{\mathrm{h}, e}=\overline{\mathbf{h}}^{\mathrm{h}, e}\left(\boldsymbol{\alpha}^{e}\right) \mathbf{F}_{0}^{-1} \tag{5.31}
\end{equation*}
$$

where $\mathbf{F}_{0}$ denotes the compatible deformation gradient $\mathbf{F}_{\varphi}^{\mathrm{h}, e}$ at the element center $\xi=$ $\mathbf{0}$ (see (5.23)) and $\overline{\mathbf{h}}^{\mathrm{h}, e}=\overline{\mathbf{h}}_{1}^{\mathrm{h}, e}+\overline{\mathbf{h}}_{2}^{\mathrm{h}, e}$ includes the incompatible degrees of freedom $\boldsymbol{\alpha}^{\boldsymbol{e}}$ and consists of two parts. The first set of enhanced ansatz functions is motivated by examining (5.25) which reveals that the three monomials $\tilde{m}_{1}^{e}=\bar{\xi}^{2}, \tilde{m}_{2}^{e}=\bar{\eta}^{2}$ and $\tilde{m}_{3}^{e}=\bar{\zeta}^{2}$ are missing for a fully quadratic deformation field. However, as shown by Pfefferkorn and Betsch [106], the functions $\tilde{m}_{j}^{e}, j=1,2,3$ cannot be used directly in the form of incompatible modes. The modification

$$
\begin{equation*}
\tilde{M}_{j}^{e}=\tilde{m}_{j}^{e}(\bar{\xi})-\sum_{i=1}^{8} M_{i}^{e}(\bar{\xi}) \tilde{m}_{j}^{e}\left(\bar{\xi}_{i}\right), \quad j=1,2,3 \tag{5.32}
\end{equation*}
$$

is necessary to ensure that the incompatible displacement do not contribute to the nodal deformations, that is, $\tilde{M}_{j}^{e}\left(\bar{\xi}_{i}\right)=0$ holds. Thus, (5.32) ensures that $\boldsymbol{\varphi}_{i}^{e}$ introduced in (5.24) are actual nodal deformations. Moreover, the modified functions $\tilde{M}_{j}^{e}$ coincide with the bubble functions by Wilson et al. [149] in case of undistorted meshes (see [106]). Ultimately, (5.32) can be used in the sense of incompatible modes for $\overline{\mathbf{h}}^{\mathrm{h}, e}$ which yields

$$
\begin{equation*}
\overline{\mathbf{h}}_{1}^{\mathrm{h}, e}=\sum_{j=1}^{3} \boldsymbol{\alpha}_{j}^{e} \otimes \nabla_{\mathrm{X}} \tilde{M}_{j}^{e} \tag{5.33}
\end{equation*}
$$

and has the same structure as the approximation of the deformation gradient in (5.28). The last equation implies that $\overline{\mathbf{h}}_{1}^{\mathrm{h}, e}$ includes three incompatible displacement modes with a total of nine additional degrees of freedom arranged in the vectors $\boldsymbol{\alpha}_{j}^{e}, j=1,2,3$. The second set of enhanced modes contains three modes and is necessary to avoid a mild form of volumetric locking [132] (see also [106]). For the present finite element we use the modes

$$
\overline{\mathbf{h}}_{2}^{\mathrm{h}, e}=\mathbf{J}_{0}^{-\mathrm{T}}\left[\begin{array}{ccc}
\alpha_{11}^{e} \bar{\xi} \bar{\zeta}+\alpha_{12}^{e} \bar{\xi} \bar{\eta} & 0 & 0  \tag{5.34}\\
0 & \alpha_{10}^{e} \bar{\eta} \bar{\zeta}+\alpha_{12}^{e} \bar{\xi} \bar{\eta} & 0 \\
0 & 0 & \alpha_{10}^{e} \bar{\eta} \bar{\zeta}+\alpha_{11}^{e} \bar{\xi} \bar{\zeta}
\end{array}\right] \mathbf{J}_{0}^{-1}
$$

which are defined in terms of skew coordinates and represent a slight modification of the modes used by Pfefferkorn and Betsch [106]. This modification is inspired by the analytic solutions for linear elastic higher order displacement modes presented in Appendix 5.A and its major advantage is that it allows to circumvent the need for an orthogonalization procedure as is further outlined in Section 5.3.2.4.

### 5.3.2.4. Test function for the enhanced strain

The last field which has to be discretized is the test function for the enhanced strain $\delta \tilde{\mathbf{h}}^{\mathrm{h}, e} \in \mathcal{F}^{\mathrm{h}}$. Here we assume the form

$$
\begin{equation*}
\delta \tilde{\mathbf{h}}^{\mathrm{h}, e}=\mathbf{F}_{0} \delta \overline{\mathbf{h}}^{\mathrm{h}, e} \mathbf{F}_{0}^{\mathrm{T}} \tag{5.35}
\end{equation*}
$$

where again the deformation gradient at the element center (5.23) is employed for objectivity (see Section 5.4.2). Moreover, $\delta \overline{\mathbf{h}}^{\mathrm{h}, e}$ is given by

$$
\begin{equation*}
\delta \overline{\mathbf{h}}^{\mathrm{h}, e}=\frac{1}{j^{\mathrm{h}, e}} \mathbf{J}_{0}^{-\mathrm{T}} \delta \hat{\mathbf{h}}^{\mathrm{h}, e} \mathbf{J}_{0}^{-1}, \tag{5.36}
\end{equation*}
$$

where $j^{\mathrm{h}, e}=\operatorname{det}\left(\mathrm{J}^{\mathrm{h}, e}\right)$ and $\mathbf{J}_{0}$ is defined in (5.18). The last equation includes the transformation from the reference element $\hat{\Omega}$ to the physical configuration $\Omega_{0}^{e}$ and has the same structure as the test function for the incompatible strain introduced by Pfefferkorn and Betsch [106] (see also Simo and Rifai [134]). In view of the symmetry of $\hat{\boldsymbol{\tau}}^{\mathrm{h}, e}$ and the transformations given in (5.35) and (5.36) the skew-symmetric contribution of $\delta \hat{\mathbf{h}}^{\mathrm{h}, e}$ is immaterial in (5.15b). For the symmetric part we assume the form

$$
\begin{gather*}
\delta \hat{\mathbf{h}}_{v}^{\mathrm{h}, e}=\left[\begin{array}{ccc|cccccc|ccc}
\xi & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi \zeta-\hat{h}_{11}^{1} & \xi \eta-\hat{h}_{12}^{1} \\
0 & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \eta \zeta-\hat{h}_{10}^{2} & 0 & \xi \eta-\hat{h}_{12}^{2} \\
0 & 0 & \zeta & 0 & 0 & 0 & 0 & 0 & 0 & \eta \zeta-\hat{h}_{10}^{3} & \xi \zeta-\hat{h}_{11}^{3} & 0 \\
0 & 0 & 0 & \xi & \eta & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \eta & \zeta & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \xi & \zeta & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{12}
\end{array}\right],  \tag{5.37a}\\
\hat{h}_{10}^{2}=\frac{1}{3}\left(\xi c_{1}^{1}-\zeta c_{3}^{1}\right),  \tag{5.37b}\\
\hat{h}_{11}^{1}=\frac{1}{3}\left(\eta c_{2}^{2}-\zeta c_{3}^{2}\right), \quad \hat{h}_{12}^{1}=\frac{1}{3}\left(\zeta c_{3}^{3}-\eta c_{2}^{3}\right), \\
\hat{h}_{10}^{3}=\frac{1}{3}\left(\xi c_{1}^{1}-\eta c_{2}^{1}\right),
\end{gather*} \hat{h}_{11}^{3}=\frac{1}{3}\left(\eta c_{2}^{2}-\xi c_{1}^{2}\right), \quad \hat{h}_{12}^{2}=\frac{1}{3}\left(\zeta c_{3}^{3}-\xi c_{1}^{3}\right),, ~ l
$$

where $(\bullet)_{v}$ denotes vector-matrix notation and $\hat{h}_{j}^{i}$ are correction terms which ensure orthogonality with the analytic stress modes given subsequently in (5.58). The corrections are computed using components of the vectors $\mathbf{c}^{A}$ defined in (5.20a) which vanish in case of regular meshes. The modes in the equation above are a modification of the ones proposed by Pfefferkorn and Betsch [106] and motivated by the analytic solutions for linear elasticity presented in Appendix 5.A. Ultimately, the modification allows to skip the time consuming and intricate orthogonalization procedure employed in [106] while maintaining the high performance of the element. Thus, using the modified (5.37) is a valuable improvement of the element proposed by Pfefferkorn and Betsch [106].

### 5.3.2.5. Total displacement and deformation gradient

In view of the approximations (5.30), (5.31) and the kinematic relations (5.10), (5.11) the discrete total deformation and displacement gradient required to compute the constitutive stress can be written as

$$
\begin{align*}
& \mathbf{h}^{\mathrm{h}, e}=\mathbf{h}_{\varphi}^{\mathrm{h}, e}+\tilde{\mathbf{h}}^{\mathrm{h}, e}  \tag{5.38}\\
& \mathbf{F}^{\mathrm{h}, e}=\left(\mathbf{I}-\mathbf{h}^{\mathrm{h}, e}\right)^{-1} . \tag{5.39}
\end{align*}
$$

### 5.3.3. Alternative ansatz spaces

In this section we present a short outline of alternative approaches for the extension of our previous work [106] to the large deformation regime.

### 5.3.3.1. Enhancement of h

The ansatz spaces presented for the element in Section 5.3.2 are not the only possible choices. For instance, many other transformations to ensure objectivity in (5.22), (5.31) and (5.35) would be possible. Furthermore, there exists a plethora of other ansatz functions for enhanced fields such as, e.g., the transposed Wilson-modes first proposed by Korelc and Wriggers [69].

However, our numerical experiments suggest that the element described in Section 5.3.2 has the most favorable behavior. All other tested elements exhibit spurious instabilities, perform worse with mesh distortion or have other serious drawbacks. In particular, elements which use either $\mathbf{F}^{\mathrm{h}, e}$ or $\left(\mathrm{F}^{\mathrm{h}, e}\right)^{-\mathrm{T}}$ instead of $\mathrm{F}_{0}$ in (5.35) exhibit hourglassing modes similar to the standard EAS element [131]. Replacing $\mathbf{F}_{0}$ with $\left(\mathbf{F}_{0}\right)^{-\mathrm{T}}$ in (5.35) leads to a form of hourglassing under tension for distorted meshes similar to the one observed in [105] for a special transformation for standard EAS elements. Employing $\mathrm{F}^{\mathrm{h}, e}$ instead of $\mathbf{F}_{0}$ in (5.22) leads to hourglassing under compression for slender elements. Proceeding similarly by replacing $\mathbf{F}_{0}$ in (5.22) with $\mathbf{F}_{\varphi}^{\mathrm{h}, e}$ induces spurious modes under tension in case of instable materials. Finally, using the transposed Wilson-modes leads to worse performance with mesh distortion and also induces hourglassing under tension if there are material instabilities.

### 5.3.3.2. Enhancement of $F$

As pointed out in the introduction and Remark 5.3 other fields than $\mathbf{h}$ can be enhanced even though this seems to lead to less well performing elements and in particular hourglassing instabilities. This section briefly summarizes a possible PG-EAS discretization for elements based on enhancement of the deformation gradient $\mathbf{F}$ (5.9) and the corresponding weak
form (5.14). To that end we first chose a stress field $\mathrm{P}^{\mathrm{h}}$ which is $L_{2}$-orthogonal to the incompatible strain $\tilde{\mathbf{F}}^{\mathrm{h}}$ in order to get a discrete weak form similar to (5.15). Second, the approximations for the test and trial functions of the deformation are chosen exactly the same as presented in Section 5.3.2. Thus, $\delta \boldsymbol{\varphi}^{\mathrm{h}, e}$ and $\boldsymbol{\varphi}^{\mathrm{h}, e}$ are approximated according to (5.21) and (5.24), respectively. Finally, for the test and trial function of the enhanced deformation gradient suitable choices are

$$
\begin{align*}
& \tilde{\mathbf{F}}^{\mathrm{h}, e}=\mathbf{F}_{\varphi}^{\mathrm{h}, e} \overline{\mathbf{F}}^{\mathrm{h}, e},  \tag{5.40a}\\
& \delta \tilde{\mathbf{F}}^{\mathrm{h}, e}=\left(\mathbf{F}^{\mathrm{h}, e}\right)^{-\mathrm{T}} \delta \overline{\mathbf{F}}^{\mathrm{h}, e}, \tag{5.40b}
\end{align*}
$$

where in both equations the first factor ensures objectivity and the second contains the actual ansatz functions for the respective field. In particular, we consider an element that uses the Wilson-modes, that is, (5.33) and (5.36), for $\overline{\mathbf{F}}^{\mathrm{h}, e}$ and $\delta \overline{\mathbf{F}}^{\mathrm{h}, e}$, respectively. Furthermore, we also test an element that uses the transposed Wilson-modes only for $\overline{\mathbf{F}}^{\mathbf{h}, e}$ in the numerical studies in Section 5.5.

### 5.3.3.3. Enhancement of E

The simplest nonlinear EAS element in terms of finding a suitable discretization is the one based on enhancement of the Green-Lagrange strain E and its work-conjugate second Piola-Kirchhoff stress S. Since both these fields are defined in the reference configuration no modifications are necessary for objectivity and it is possible to take the ansatz spaces from [106] without adaptions. Unfortunately, these elements suffer from spurious instabilities (see Section 5.5.6).

### 5.3.4. MIP method for increased robustness

One deficiency of EAS elements is their lack of robustness (see Pfefferkorn et al. [109]), by which we mean the high number of load steps and Newton iterations required for convergence in comparison to assumed stress elements. Pfefferkorn et al. [109] extend the mixed integration point (MIP) method proposed by Magisano et al. [88] to EAS elements which considerably increases their robustness in many examples. The key idea of that method is to introduce an independent stress tensor $\mathrm{S}_{g}$ at every Gauss point $g=1, \ldots, n_{\mathrm{gp}}$. Static condensation of $\mathrm{S}_{g}$ leads then to a modified element stiffness matrix where the constitutive stress in the geometric parts of the tangent is replaced with the independent stress at the Gauss points.

In the present work we employ the MIP method as presented by Pfefferkorn et al. [109]. We refer to aforementioned reference for details on the implementation (see especially Section 5 in [109]) and our numerical simulation in Section 5.5 .5 for the effect of the MIP approach.

### 5.4. Features and properties of H1U/h12

The element proposed in Sections 5.2 and 5.3 is named H1U/h12 which stands for a (tri-)linear hexahedral unsymmetric element ("H1U"), with twelve h-enhanced modes ("h12"). In this section we prove that H1U/h12 has many interesting features which lead to the high performance in numerical simulations covered in Section 5.5. The most important features are the improved accuracy in case of distorted meshes discussed in Section 5.4.5 and the increased stability covered in Sections 5.4.8 and 5.4.9. All properties presented in this section are also verified numerically in Section 5.5.

### 5.4.1. Consistency with ordinary continuum mechanics

In a first step we analyze the mixed weak form (5.12). To ensure that the proposed weak form is a suitable basis for the construction of a finite element we have to show that it is consistent with ordinary continuum mechanics. This ensures that a mixed finite element formulation based on (5.12) converges to the analytic results with mesh refinement provided that there are no instabilities, the solution is sufficiently regular and the patch test (see Section 5.4.6) is fulfilled.

To prove consistency of the weak form (5.12) it is sufficient to show that it can be reduced to a purely displacement-based formulation in a continuous (non-discrete) setting. To that end we first obtain from (5.12c) and the standard localization argument $\tilde{\mathbf{h}}=\mathbf{0}$. In view of (5.10), (5.5) and (5.6) we then immediately get $\hat{\boldsymbol{\tau}}=\hat{\boldsymbol{\tau}}_{\varphi}$ meaning that the constitutive stress does not depend on the additional field $\tilde{\mathbf{h}}$. Inserting this result into (5.12b) reveals $\boldsymbol{\tau}=\hat{\boldsymbol{\tau}}_{\varphi}$. Finally using $\tilde{\boldsymbol{h}}=\mathbf{0}$ together with (5.13) and (5.7) in (5.12a) yields

$$
\begin{equation*}
\int_{\mathcal{B}_{0}} \tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}: \hat{\boldsymbol{\tau}} \mathrm{d} V=\int_{\mathcal{B}_{0}} \nabla_{\mathrm{X}} \delta \boldsymbol{\varphi}: \hat{\mathbf{P}}_{\varphi} \mathrm{d} V=-G_{\text {ext }}(\delta \boldsymbol{\varphi}), \tag{5.41}
\end{equation*}
$$

which is exactly the same as the standard displacement-based weak form. Thus, the weak form postulated in (5.12) is consistent with ordinary continuum mechanics and a suitable basis for the novel finite element framework.

### 5.4.2. Frame invariance and objectivity

Next we thoroughly show that the discrete weak form (5.15) and consequently the novel element H1U/h12 is invariant to a global change of reference coordinates ( $\bullet)^{\text {b }}$ (frameinvariance) and a superimposed rigid body motion $(\bullet)^{\sharp}$ (objectivity). The corresponding transformations are

$$
\begin{align*}
X^{b} & =\mathrm{RX}+\mathrm{c},  \tag{5.42a}\\
\varphi^{\sharp} & =\mathrm{Q} \varphi+\mathrm{d}, \tag{5.42b}
\end{align*}
$$

where $R, Q \in S O(3)$ are proper orthogonal tensors and $\mathbf{c}, \mathbf{d} \in \mathbb{R}^{3}$. First, we consider changes of element geometry described in Section 5.3.1 due to (5.42a) and note that transformation (5.42a) implies nodal coordinate changes according to $\mathbf{X}_{i}^{e, b}=\mathbf{R X}_{i}^{e}+\mathbf{c}$. In view of (5.16) this means $\mathbf{X}^{\mathrm{h}, e, \mathrm{~b}}=\mathrm{R} \mathrm{X}^{\mathrm{h}, e}+\mathbf{c}$ and $\mathrm{J}^{\mathrm{h}, e, b}=\mathrm{R} \mathrm{J}^{\mathrm{h}, e}$ which yields

$$
\begin{equation*}
\bar{\xi}^{b}=\left(\mathbf{J}_{0}^{\mathrm{b}}\right)^{-1}\left(\mathrm{X}^{\mathrm{h}, e, \mathrm{~b}}-\mathrm{X}_{0}^{\mathrm{b}}\right)=\mathrm{J}_{0}^{-1} \mathrm{R}^{-1} \mathrm{R}\left(\mathrm{X}^{\mathrm{h}, e}-\mathrm{X}_{0}\right)=\bar{\xi} \tag{5.43}
\end{equation*}
$$

for the skew coordinates (5.17). Thus, the skew coordinates are frame-invariant analogous to the isoparametric frame $\xi^{b}=\xi$ and therefore a suitable basis for the construction of ansatz spaces. Moreover, according to (5.29),

$$
\begin{equation*}
\left(\nabla_{\mathbf{X}}(\bullet)\right)^{\mathrm{b}}=\left(\mathbf{J}_{0}^{\mathrm{b}}\right)^{-\mathrm{T}} \nabla_{\tilde{\xi}}(\bullet)=\mathbf{R} \nabla_{\mathbf{X}}(\bullet), \quad\left(\nabla_{\mathbf{X}}(\bullet)\right)^{\mathrm{b}}=\left(\mathrm{J}^{\mathrm{b}}\right)^{-\mathrm{T}} \nabla_{\xi}(\bullet)=\mathbf{R} \nabla_{\mathbf{X}}(\bullet) \tag{5.44}
\end{equation*}
$$

holds similarly for fields based on skew and isoparametric coordinates. Second, we consider changes of kinematic fields due to (5.42). By aid of (5.5), (5.42), (5.44) and $\varphi^{\mathrm{h}, e, \#}=\mathrm{Q} \varphi^{\mathrm{h}, e}+$ d the discrete displacement-based deformation gradient (5.28) and the corresponding displacement gradient (5.30) transform according to

$$
\begin{align*}
& \mathbf{F}_{\varphi}^{\mathrm{h}, e, \sharp}=\frac{\partial \boldsymbol{\varphi}^{\mathrm{h}, e, \#}}{\partial \mathbf{X}^{\mathrm{h}, e, \mathrm{~b}}}=\mathrm{QF}_{\varphi}^{\mathrm{h}, e} \mathbf{R}^{\mathrm{T}},  \tag{5.45}\\
& \mathbf{h}_{\varphi}^{\mathrm{h}, e, \#}=\mathrm{I}-\left(\mathbf{F}_{\varphi}^{\mathrm{h}, e, \sharp}\right)^{-1}=\mathbf{I}-\mathbf{R}\left(\mathbf{I}-\mathbf{h}_{\varphi}^{\mathrm{h}, e}\right) \mathbf{Q}^{\mathrm{T}} . \tag{5.46}
\end{align*}
$$

Furthermore, under the assumption that the incompatible degrees of freedom in (5.33) and (5.34) transform via $\boldsymbol{\alpha}_{j}^{e, \#}=\mathrm{R} \boldsymbol{\alpha}_{j}^{e}, j=1,2,3$ and $\alpha_{k}^{e, \#}=\alpha_{k}^{e}, k=10,11,12$, respectively, the transformation of the enhanced part of the displacement gradient (5.31) is given by

$$
\begin{equation*}
\tilde{\mathbf{h}}^{\mathrm{h}, e, \sharp}=\overline{\mathbf{h}}^{\mathrm{h}, e, \sharp}\left(\mathrm{~F}_{0}^{\sharp}\right)^{-1}=\mathbf{R} \overline{\mathbf{h}}^{\mathrm{h}, e} \mathbf{R}^{\mathrm{T}} \mathrm{RF}_{0}^{-1} \mathbf{Q}^{\mathrm{T}}=\mathrm{R}^{\tilde{h}^{\mathrm{h}, e}} \mathbf{Q}^{\mathrm{T}} . \tag{5.47}
\end{equation*}
$$

Combining transformations (5.46) and (5.47) with (5.38) and (5.39) yields the transformation for the total deformation gradient

$$
\begin{equation*}
\mathbf{F}^{\mathrm{h}, e, \sharp}=\left(\mathbf{I}-\mathbf{h}_{\varphi}^{\mathrm{h}, e, \sharp}-\tilde{\mathbf{h}}^{\mathrm{h}, e, \sharp}\right)^{-1}=\left(\mathbf{R}\left(\mathbf{I}-\mathbf{h}_{\varphi}^{\mathrm{h}, e}-\tilde{\mathbf{h}}^{\mathrm{h}, e}\right) \mathbf{Q}^{\mathrm{T}}\right)^{-1}=\mathrm{QF}^{\mathrm{h}, e} \mathbf{R}^{\mathrm{T}}, \tag{5.48}
\end{equation*}
$$

which is the same as (5.45) and in particular the correct transformation for a deformation gradient (e.g., Ogden [98]). This is only possible because of $\mathbf{F}_{0}$ included in (5.31) which ensures proper transformation of the enhanced displacement gradient. Third, for a proper isotropic elastic material (5.48) implies that the constitutive Kirchhoff stress tensor transforms according to

$$
\begin{equation*}
\hat{\boldsymbol{\tau}}\left(\mathrm{F}^{\mathrm{h}, e, \sharp}\right)=\hat{\boldsymbol{\tau}}\left(\mathrm{QF}^{\mathrm{h}, e} \mathbf{R}^{\mathrm{T}}\right)=\hat{\boldsymbol{\tau}}\left(\mathrm{QF}^{\mathrm{h}, e}\right)=\mathrm{Q} \hat{\tau}\left(\mathrm{~F}^{\mathrm{h}, e}\right) \mathrm{Q}^{\mathrm{T}} \tag{5.49}
\end{equation*}
$$

where the second equality holds because of isotropy and the third is due to material objectivity (see, e.g., Haupt [50] Ch. 7.2 and 7.3). Now, the only expressions in (5.15) whose transformations have not been established are the test functions. According to (5.21), (5.22), (5.35) and (5.36) we obtain

$$
\begin{gather*}
\left(\tilde{\nabla}_{\mathbf{x}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e}\right)^{\#}=\nabla_{\mathrm{X}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e, \sharp\left(\mathbf{F}_{0}^{\sharp}\right)^{-1}=\mathbf{Q} \nabla_{\mathbf{x}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e} \mathbf{R}^{\mathrm{T}} \mathbf{R}\left(\mathbf{F}_{0}\right)^{-1} \mathbf{Q}^{\mathrm{T}}=\mathbf{Q} \tilde{\nabla}_{\mathrm{x}} \delta \boldsymbol{\varphi}^{\mathrm{h}, e} \mathbf{Q}^{\mathrm{T}},}  \tag{5.50}\\
\delta \tilde{\mathbf{h}}^{\mathrm{h}, e, \sharp}=\mathbf{F}_{0}^{\sharp} \frac{1}{j^{\mathrm{h}, e, \sharp}\left(\mathrm{~J}_{0}^{\sharp}\right)^{-\mathrm{T}} \delta \hat{\mathbf{h}}^{\mathrm{h}, e, \sharp}\left(\mathrm{~J}_{0}^{\sharp}\right)^{-1}\left(\mathrm{~F}_{0}^{\sharp}\right)^{\mathrm{T}}=\mathbf{Q} \delta \tilde{\mathbf{h}}^{\mathrm{h}, e} \mathbf{Q}^{\mathrm{T}},} \tag{5.51}
\end{gather*}
$$

by considering the transformations $\delta \boldsymbol{\varphi}^{\mathrm{h}, e, \#}=\mathrm{Q} \delta \boldsymbol{\varphi}^{\mathrm{h}, e}+\mathrm{d}$ and $\delta \overline{\mathrm{h}}^{\mathrm{h}, e, \#}=\delta \overline{\mathrm{h}}^{\mathrm{h}, e}$. In the last two equations the correct transformation is possible due to the proper use of $\mathbf{F}_{0}$ and $\mathbf{J}_{0}$ in (5.22), (5.35) and (5.36), respectively.

Finally, substituting (5.49), (5.50) and (5.51) into the internal parts of (5.15) yields

$$
\begin{gather*}
G_{\text {int }, \varphi}^{\mathrm{h}, e \sharp}=\int_{\Omega_{0}^{e, \#}}\left(\tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}^{\mathrm{h}, e}\right)^{\#}: \hat{\boldsymbol{\tau}}^{\mathrm{h}, e, \sharp} \mathrm{~d} V^{\sharp}=\int_{\Omega_{0}^{e}}\left(\tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}^{\mathrm{h}, e}\right): \hat{\boldsymbol{\tau}}^{\mathrm{h}, e} \mathrm{~d} V=G_{\mathrm{int}, \varphi}^{\mathrm{h}, e},  \tag{5.52a}\\
G_{\alpha}^{\mathrm{h}, e, \sharp}=\int_{\Omega_{0}^{e, \sharp}} \delta \tilde{\mathbf{h}}^{\mathrm{h}, e, \sharp}: \hat{\boldsymbol{\tau}}^{\mathrm{h}, e, \sharp} \mathrm{~d} V^{\sharp}=\int_{\Omega_{0}^{e}} \delta \tilde{\mathbf{h}}^{\mathrm{h}, e}: \hat{\boldsymbol{\tau}}^{\mathrm{h}, e} \mathrm{~d} V=G_{\alpha}^{\mathrm{h}, e}, \tag{5.52b}
\end{gather*}
$$

which establishes the frame-invariance and objectivity of the novel element H1U/h12 provided that the external loads transform appropriately. Numerical verifications of this proof can be found in Sections 5.5.1.2 and 5.5.1.3.

### 5.4.3. Isotropy and path independence

Two further crucial properties for any finite element are isotropy, implying invariance to node numbering, and path-independence in the case of elastic materials.

Isotropy of H1U/h12 can easily be verified by observing that there are no preferred directions in the ansatz spaces chosen in Section 5.3.2. Thus, H1U/h12 is invariant to node numbering which is shown numerically in Section 5.5.1.2. Examples for anisotropic finite elements are the unsymmetric displacement-based element by Ooi et al. [100] (see also Xie et al. [158]) and the EAS element proposed by Korelc et al. [67]. The former is anisotropic because the rotation of the local element coordinates relies only on a subset of nodes and the second is anisotropic because the volumetric enhanced modes have preferred directions.

Another crucial property is path independence, i.e., that the element does not depend on the deformation history in case of a path-independent material model. As most elements, the current $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ is path-independent since all ansatz functions are defined with respect to the reference configuration. If they depend on the current configuration the element is likely to be path-dependent (e.g., the elements by Li et al. [76, 77]).

### 5.4.4. Linearized element

In this section the novel element $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ is linearized and it is shown that its linearization coincides with the highly accurate element proposed by Pfefferkorn and Betsch [106]. The only difference concerns the improved volumetric enhanced modes (5.34) and (5.37). Thus, all features of that element such as the much increased coarse mesh accuracy, equivalence to standard EAS elements in case of regular meshes, exact numerical integration of the stiffness matrix by standard Gauss quadrature and, most importantly, the exact solution of many bending problems (see also Section 5.4.5) carry over to H1U/h12 in case of small deformations.

The weak form (5.15) is a functional $f:(\boldsymbol{\varphi}, \boldsymbol{\alpha}) \mapsto f(\boldsymbol{\varphi}, \boldsymbol{\alpha})$ of the deformations $\boldsymbol{\varphi}$ and enhanced degrees of freedom $\boldsymbol{\alpha}$. Its linearization in the reference configuration $(\boldsymbol{\varphi}, \boldsymbol{\alpha})=$ ( $\mathrm{X}, \mathbf{0}$ ) is given by

$$
\begin{equation*}
\operatorname{Lin}_{0} f=f(\mathbf{X}, \mathbf{0})+\Delta_{0} f, \quad \Delta_{0} f=\left.\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} f(\mathbf{X}+\varepsilon \Delta \boldsymbol{\varphi}, \varepsilon \Delta \boldsymbol{\alpha})\right|_{\varepsilon=0} \tag{5.53}
\end{equation*}
$$

where $\Delta \boldsymbol{\varphi}, \Delta \boldsymbol{\alpha}$ are increments of the deformation $\boldsymbol{\varphi}$ and enhanced degrees of freedom $\boldsymbol{\alpha}$, respectively. These increments are discretized in the same way as $\boldsymbol{\varphi}$ and $\boldsymbol{\alpha}$ in (5.21), (5.33) and (5.34). Moreover, operator $\Delta_{0}(\bullet)$ in (5.53) denotes the Gateaux-derivative of $(\bullet)$ with respect to the increments $\Delta \boldsymbol{\varphi}, \Delta \boldsymbol{\alpha}$ evaluated in the reference configuration.

With (5.30), (5.28), (5.31), (5.33) and relation $\Delta A^{-1}=-A^{-1} \Delta A A^{-1}$, which holds for the linearization of a arbitrary tensors A (see, e.g., Holzapfel [53]), it is then straightforward to obtain

$$
\begin{align*}
& \Delta_{0} \mathbf{h}_{\varphi}^{\mathrm{h}, e}=\mathrm{I}^{-1} \Delta_{0} \mathbf{F}_{\varphi}^{\mathrm{h}, e} \mathrm{I}^{-1}=\nabla_{\mathrm{X}} \Delta \boldsymbol{\varphi}^{\mathrm{h}, e},  \tag{5.54a}\\
& \Delta_{0} \tilde{\mathbf{h}}^{\mathrm{h}, e}=\Delta_{0} \overline{\mathbf{h}}^{\mathrm{h}, e} \mathbf{I}+\mathbf{0} \Delta_{0} \mathrm{~F}_{0}^{-1}=\overline{\mathbf{h}}^{\mathrm{h}, e}\left(\Delta \boldsymbol{\alpha}^{\mathrm{h}, e}\right)=\overline{\mathbf{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, e}, \tag{5.54b}
\end{align*}
$$

for the compatible and incompatible part of the discrete displacement gradient $\mathbf{h}^{\mathrm{h}, e}$, respectively. With this information at hand, linearization of the total deformation gradient (5.39) yields

$$
\begin{equation*}
\Delta_{0} \mathrm{~F}^{\mathrm{h}, e}=\nabla_{\mathrm{X}} \Delta \boldsymbol{\varphi}^{\mathrm{h}, e}+\overline{\mathrm{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, e} . \tag{5.55}
\end{equation*}
$$

Furthermore, linearizing the constitutive stress (5.6) under the assumption of an elastic material and by aid of (5.55) determines

$$
\begin{equation*}
\Delta_{0} \hat{\tau}^{\mathrm{h}, e}=\hat{\mathbb{C}}^{\mathrm{h}, e}(\mathbf{I}): \Delta_{0}\left(\mathrm{~F}^{\mathrm{h}, e}\left(\mathrm{~F}^{\mathrm{h}, e}\right)^{\mathrm{T}}\right)=\hat{\mathbb{C}}_{\operatorname{lin}}:\left(\nabla_{\mathrm{X}}^{s} \Delta \boldsymbol{\varphi}^{\mathrm{h}, e}+\operatorname{sym}\left(\overline{\mathbf{h}}_{\Delta \alpha}^{\mathrm{h}, e}\right)\right), \tag{5.56}
\end{equation*}
$$

where $\operatorname{sym}\left(\overline{\mathbf{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, e}\right)$ denotes the symmetric part of $\overline{\mathbf{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, e}$ and $\hat{\mathbb{C}}^{\mathrm{h}, e}\left(\mathbf{F}^{\mathrm{h}, e}\right)$ is the constitutive spatial elasticity tensor with the corresponding linear elasticity tensor $\hat{\mathbb{C}}_{\text {lin }}=\hat{\mathbb{C}}^{\mathrm{h}, e}(\mathbf{I})$.

Finally, with the auxiliary results above, the linearization (5.53) of the weak form (5.15) is given by

$$
\begin{align*}
& \operatorname{Lin}_{0} G_{\varphi}^{\mathrm{h}}=\int_{\mathcal{B}_{0}^{h}} \nabla_{\mathrm{X}}^{s} \delta \boldsymbol{\varphi}^{\mathrm{h}}: \hat{\mathbb{C}}_{\text {lin }}:\left(\nabla_{\mathrm{X}}^{s} \Delta \boldsymbol{\varphi}^{\mathrm{h}}+\operatorname{sym}\left(\overline{\mathrm{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, \boldsymbol{e}}\right)\right) \mathrm{d} V-G_{\text {ext }}^{\mathrm{h}}\left(\delta \boldsymbol{\varphi}^{\mathrm{h}}\right)=0,  \tag{5.57a}\\
& \operatorname{Lin}_{0} G_{\alpha}^{\mathrm{h}}=\int_{\mathcal{B}_{0}^{h}} \delta \overline{\mathbf{h}}^{\mathrm{h}}: \hat{\mathbb{C}}_{\text {lin }}:\left(\nabla_{\mathrm{X}}^{s} \Delta \boldsymbol{\varphi}^{\mathrm{h}}+\operatorname{sym}\left(\overline{\mathrm{h}}_{\Delta \boldsymbol{\alpha}}^{\mathrm{h}, e}\right)\right) \mathrm{d} V=0, \tag{5.57b}
\end{align*}
$$

which is the same as the weak form of the standard linear elastic EAS element. Furthermore, the approximation of the fields in Section 5.3.2 is, apart from the two minor modifications (5.34) and (5.37), taken directly from Pfefferkorn and Betsch [106]. Thus, the only differences of the linearized $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ in comparison to the linear elastic element in aforementioned reference are (5.34) and (5.37). The linearization of the corresponding 2D element is even exactly the same as the element proposed in the work [106].

### 5.4.5. Insensitivity to mesh distortion

This section covers the design conditions established by Pfefferkorn and Betsch [106] which allow to construct elements with optimal or close to optimal performance regardless of mesh distortion. To that end we first briefly repeat the linear elastic case from Reference [106] and then generalize the concept to nonlinear problems.

### 5.4.5.1. Linear elasticity

For linear elasticity the investigations by MacNeal [84] (see also [106]) show that an element with $N$ degrees of freedom can at best be exact for $N$ displacement modes provided that its stiffness matrix is unsymmetric. In case of a PG-EAS framework Pfefferkorn and Betsch [106] examined the weak form (5.57) and obtained three design conditions required to get an exact finite element solution for a specific displacement mode regardless of mesh distortion. The design conditions are:

C1 The test functions for the displacement $\delta \mathbf{u}^{\mathrm{h}}$ have to fulfill the inter-element continuity. This ensures that nodal equilibrium is fulfilled and that the correct solutions for a single element can be generalized to larger patches of elements.

C2 The ansatz spaces for the displacement $\mathbf{u}^{\mathrm{h}, e}$ and incompatible strain $\tilde{\boldsymbol{\varepsilon}}^{\mathrm{h}, e}$ must be chosen such that resulting $\hat{\sigma}^{\mathrm{h}, e}$ includes the analytic stress $\boldsymbol{\sigma}^{*}$ under the premise of nodally exact displacement.

C3 The test function of the incompatible strain $\delta \tilde{\boldsymbol{\varepsilon}}^{\text {h,e }}$ must be $L_{2}$-orthogonal to the analytic stress $\sigma^{*}$. This condition is an extension of the patch test condition for EAS elements originally proposed by Simo and Rifai [134].

These conditions can be used to construct an optimal or close to optimal finite element by choosing a proper set of $N$ analytic modes for which the element is then designed to be exact [106].

Similar to Pfefferkorn and Betsch [106] we use the stress modes usually employed for assumed stress elements (see, e.g., $[110,140,150]$ ) as analytic modes. They are defined in terms of skew coordinates (5.17) and given by

$$
\overline{\boldsymbol{\sigma}}_{v}^{*}(\overline{\boldsymbol{\xi}}):=\left[\begin{array}{cccccc|cccccc|ccc}
1 & 0 & 0 & 0 & 0 & 0 & \bar{\eta} & \bar{\zeta} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\zeta} & \bar{\xi} & 0 & 0 & 0 & 0 & 0  \tag{5.58b}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\xi} & \bar{\eta} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\zeta} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\xi} & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \bar{\eta}
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{15}
\end{array}\right],
$$

where $(\bullet)_{v}$ denotes a vector notation of the corresponding tensor quantity. Compared to the modes given in [106], (5.58b) does not include the bilinear stress modes which are of subordinate importance and incompatible as pointed out in aforementioned reference. The major advantage of skipping the higher order stress modes is that it allows to straightforwardly construct the $L_{2}$-orthogonal enhanced strain field given in (5.37). Thus, Condition C 3 can be fulfilled without tedious orthogonalization procedure. Furthermore, (5.58) still includes the patch-test ( $\beta_{1}$ to $\beta_{6}$ ), bending ( $\beta_{7}$ to $\beta_{12}$ ) and torsion modes ( $\beta_{13}$ to $\beta_{15}$ ) crucial for many engineering problems (see also Jabareen and Rubin [62]).

Fortunately, element H1U/h12 fulfills all three design Conditions C1 to C3 for the 15 modes (5.58) in linear elasticity without further modification. This can be concluded from the fact that the linearization of $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ coincides with the element proposed by Pfefferkorn and Betsch [106] (see Section 5.4.4) and the fact that the latter element is specifically designed to fulfill the design conditions for (5.58). Thus, H1U/h12 is exact for (5.58) in linear elasticity.

### 5.4.5.2. Nonlinear problems

Unfortunately, it is hardly possible to find similar design conditions and analytic modes in the nonlinear case due to several reasons. First, analytic solutions for nonlinear higher order displacement modes scarcely exist. In special cases where analytic solutions can be found as, e.g., for a bending problem (see Ogden [98] Ch. 5.2.4) the solutions are intricate and include non-polynomial functions. However, using such non-polynomial functions for ansatz spaces is no good idea since this prohibits construction of complete spaces. Moreover, due to the Gauss quadrature, there is, e.g., no difference between a suitable cosine function and the corresponding quadratic polynomial ansatz. This means that using such a function has no effect unless undesirable higher order numerical integration is employed. The second difficulty in finding analytic modes for nonlinear problems
concerns the plethora of different material models. Even in case of hyperelasticity many models exist (see, e.g., Hartmann and Neff [49]) which makes it almost impossible to fulfill the design conditions for arbitrary material models.

Therefore, we consider a different approach in the present work:

- The element is designed such that it is exact for the rigid body and patch test modes (i.e., $\beta_{1}$ to $\beta_{6}$ in (5.58)) regardless of magnitude of the deformation. This is a standard requirement ${ }^{6}$ for finite elements and corresponding proofs for $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ are given in Sections 5.4.2 and 5.4.6, respectively.
- For the bending and torsion modes (i.e., $\beta_{7}$ to $\beta_{15}$ in (5.58)) exact solutions for the full nonlinear problem are in general not possible due to the reasons listed above. Instead we chose to fulfill the design Conditions C1 to C3 for these modes only for small (linearized) deformations. Fortunately, in view of the linerization in Section 5.4.5.1 H1U/h12 automatically meets this relaxed form of the design condition for nonlinear bending and torsion modes. Therefore, even though we cannot expect exact solutions in large deformation problems, results will still be improved compared to the standard Bubnov-Galerkin approach, at least for small deformations. In fact, the numerical results in Sections 5.5 .2 to 5.5 .4 show that the accuracy is greatly increased even for highly nonlinear bending.


### 5.4.6. Patch test

In this Section we show that H1U/h12 passes the patch test, that is, it is capable of correctly representing states of constant stress. This is an important requirement for any finite element and ensures, among other things, convergence with mesh refinement [162]. We consider a homogeneous deformation $\boldsymbol{\varphi}_{\text {ho }}=\mathrm{F}_{\mathrm{ho}} \mathbf{X}+\mathbf{c}_{\mathrm{ho}}$ with constant deformation gradient $\nabla_{\mathrm{X}} \boldsymbol{\varphi}=\mathrm{F}_{\mathrm{ho}}$ and constant vector $\mathrm{c}_{\mathrm{ho}}$. To prove satisfaction of the patch test we now show that $\boldsymbol{\varphi}^{\mathrm{h}, e}=\boldsymbol{\varphi}_{\mathrm{ho}}$ is a solution ${ }^{7}$ of the numeric problem (5.15).

First, we obtain from the homogeneous deformation $\boldsymbol{\varphi}^{\mathrm{h}, e}=\boldsymbol{\varphi}_{\mathrm{h} 0}$, (5.28) and (5.23) that $\mathbf{F}_{\varphi}^{\mathrm{h}, \boldsymbol{e}}=$ $\mathbf{F}_{0}=\mathbf{F}_{\text {ho }}$ since the ansatz for the trial function of the deformations (5.24) includes complete linear polynomials in the physical space. This follows from the affine map (5.17) and (5.25). Second, the non-constant ${ }^{8}$ fields (5.33) and (5.34) imply $\tilde{\mathbf{h}}^{\mathrm{h}, e}=\mathbf{0}$. Consequently, (5.39) and (5.6) determine

$$
\begin{equation*}
\mathrm{F}^{\mathrm{h}, e}=\mathrm{F}_{\mathrm{ho}} \quad \Rightarrow \quad \hat{\boldsymbol{\tau}}\left(\mathbf{F}^{\mathrm{h}, e}\right)=\hat{\boldsymbol{\tau}}_{\mathrm{ho}} \tag{5.59}
\end{equation*}
$$

[^38]where $\hat{\boldsymbol{\tau}}_{\text {ho }}$ is the constant Kirchhoff stress corresponding to $\mathbf{F}_{\mathrm{ho}}$. These results in combination with the approximations (5.35) and (5.36) allow to recast the second equation of the weak form (5.15b) in the form
\[

$$
\begin{equation*}
\int_{\Omega_{0}^{e}} \frac{1}{j^{\mathrm{h}, e}} \mathbf{F}_{0} \mathbf{J}_{0}^{-\mathrm{T}} \delta \hat{\mathbf{h}}^{\mathrm{h}, e} \mathbf{J}_{0}{ }^{-1} \mathbf{F}_{0} j^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}=\mathbf{0} \quad \Leftrightarrow \quad \int_{\hat{\Omega}} \delta \hat{\mathbf{h}}^{\mathrm{h}, e} \mathrm{~d} \hat{\Omega}=\mathbf{0} \tag{5.60}
\end{equation*}
$$

\]

which is satisfied exactly by (5.37). Moreover, with the first Piola Kirchhoff stress tensor $\hat{\mathbf{P}}_{\mathrm{ho}}=\hat{\boldsymbol{\tau}}_{\mathrm{ho}} \mathrm{F}_{\mathrm{ho}}^{-\mathrm{T}}$ the first equation of the weak form (5.15a) can be written as

$$
\begin{equation*}
\int_{\mathcal{B}_{0}^{\mathrm{h}}} \tilde{\nabla}_{\mathbf{x}}^{s} \delta \boldsymbol{\varphi}^{\mathrm{h}}: \hat{\boldsymbol{\tau}}_{\mathrm{ho}} \mathrm{~d} V+G_{\mathrm{ext}}^{\mathrm{h}}\left(\delta \boldsymbol{\varphi}^{\mathrm{h}}\right)=0 \quad \Leftrightarrow \quad \int_{\mathcal{B}_{0}^{\mathrm{h}}} \nabla_{\mathrm{X}} \delta \boldsymbol{\varphi}^{\mathrm{h}}: \mathbf{P}_{\mathrm{ho}} \mathrm{~d} V+G_{\text {ext }}^{\mathrm{h}}\left(\delta \boldsymbol{\varphi}^{\mathrm{h}}\right)=0 \tag{5.61}
\end{equation*}
$$

which is the same as for an isoparametric displacement-based finite element well-known to pass the patch test (see, e.g., Zienkiewicz et al. [162]). Thus, H1U/h12 fulfills the patch test since both equations of (5.15) are exactly satisfied for $\varphi^{\mathrm{h}, e}=\varphi_{\mathrm{h} 0}$. This result is confirmed numerically in Section 5.5.1.1.

### 5.4.7. $L_{2}$-orthogonal discrete stress

As usual for EAS elements, the discrete independent stress fields $\delta \tau^{\mathrm{h}, e} \in \mathcal{S}^{\mathrm{h}}$ and $\tau^{\mathrm{h}, e} \in \mathcal{T}^{\mathrm{h}}$ have been eliminated from the weak form in Section 5.2.3.2 via assumed $L_{2}$-orthogonality between the stress and enhanced strain field. In this section we present suitable ansatz spaces for the stress which actually fulfill the assumed orthogonality. These functions enable variationally consistent stress recovery during post processing and play a crucial role in Section 5.4.8 and 5.4.9. Suitable stress approximations are given by

$$
\begin{align*}
\delta \tau^{\mathrm{h}, e} & =\frac{1}{j^{\mathrm{h}, e}} \mathbf{F}_{0} \mathbf{J}_{0} \delta \bar{\tau}^{\mathrm{h}, e} \mathrm{~J}_{0}^{\mathrm{T}} \mathbf{F}_{0}^{\mathrm{T}} \tag{5.62a}
\end{align*} \quad \in \mathcal{S}^{\mathrm{h}},
$$

where $j^{\mathrm{h}, \boldsymbol{e}}=\operatorname{det}\left(\mathbf{J}^{\mathrm{h}, e}\right)$ and $\mathbf{F}_{0}, \mathbf{J}_{0}$ are given in (5.23) and (5.18), respectively. By choosing $\overline{\boldsymbol{\tau}}^{\mathrm{h}, e}=\overline{\boldsymbol{\sigma}}^{*}$ given in (5.58) the independent stress $\boldsymbol{\tau}^{\mathrm{h}, e}$ can immediately be eliminated from (5.12b). This can easily be verified with (5.62b), (5.35), (5.36) and the fact that

$$
\begin{equation*}
\int_{\Omega_{0}^{e}} \delta \tilde{\mathbf{h}}^{\mathrm{h}, e}: \tau^{\mathrm{h}, e} \mathrm{~d} V=\int_{\hat{\Omega}} \delta \hat{\mathbf{h}}^{\mathrm{h}, e}: \bar{\sigma}^{*} \mathrm{~d} \hat{\Omega}=0 \tag{5.63}
\end{equation*}
$$

holds regardless of element geometry as consequence of the particular choice (5.36) (see also the design Condition C 3 in Section 5.4.5.1). A similar procedure can also be applied for the test function of the independent stress in (5.12c). Here we choose $\delta \overline{\boldsymbol{\tau}}^{\mathrm{h}, e}=\delta \overline{\boldsymbol{\sigma}}^{*}$ where $\delta \overline{\boldsymbol{\sigma}}^{*}$ has the same form as $\overline{\boldsymbol{\sigma}}^{*}$ given in (5.58) but uses the isoparametric coordinates
$\xi$ instead of the skew $\bar{\xi}$. Unfortunately, the resulting $\delta \tau^{\mathrm{h}, e}$ is only automatically $L_{2}{ }^{-}$ orthogonal to $\tilde{\mathrm{h}}^{\mathrm{h}, e}$ given in (5.31) in case of regular meshes. ${ }^{9}$ However, for distorted geometries a Gram-Schmidt orthogonalization procedure similar to the one proposed by Pfefferkorn and Betsch [106] allows to straightforwardly construct an orthogonal $\delta \tau^{\mathrm{h}, e}$ field. Thus, the test function $\delta \tau^{\mathrm{h}, e}$ can always be eliminated from (5.12c) which concludes the proof that suitable $L_{2}$-orthogonal stress approximations exist.

### 5.4.8. $L_{2}$-orthogonality to constant pressure

Nagtegaal and Fox [97] proposed the $a d$ hoc condition that small changes of the enhanced field may not contribute volume changes. They suggest that this condition should be added to the standard requirements on enhanced fields since they suppose it improves stability of EAS elements. Alternatively, the volume condition can also be obtained by requiring that the test function for the enhanced field is $L_{2}$-orthogonal to a piecewise constant pressure field (see [97, 125]). We substantiate the claim of increased stability and discuss its connection to the $L_{2}$-orthogonality to a piecewise constant pressure field in Section 5.4.9.

Here, we present, motivated by the discussion in Section 5.4.9, a slightly modified version of the condition proposed by Nagtegaal and Fox [97]. Instead of requiring orthogonality to a piecewise constant constitutive pressure field we consider $L_{2}$-orthogonality between the enhanced fields $\delta \tilde{\mathbf{h}}^{\mathrm{h}, e}, \tilde{\mathbf{h}}^{\mathrm{h}, e}$ and independent Kirchhoff stress (see also Schmied [125]) of the form $\delta \boldsymbol{\tau}_{p}^{\mathrm{h}, e}=\left(j^{\mathrm{h}, e}\right)^{-1} \delta p_{0}^{\mathrm{h}, e} \mathrm{I}$ and $\boldsymbol{\tau}_{p}^{\mathrm{h}, e}=p_{0}^{\mathrm{h}, e} \mathrm{I}$ where $\delta p_{0}^{\mathrm{h}, e}, p_{0}^{\mathrm{h}, e}$ are piecewise (elementwise) constant. ${ }^{10}$ The $L_{2}$-orthogonality conditions can now be written as

$$
\begin{array}{r}
\int_{\Omega_{0}^{e}} \delta \tilde{\mathbf{h}}^{\mathrm{h}, e}: p_{0}^{\mathrm{h}, e} \mathbf{I} \mathrm{~d} V=0 \\
\int_{\Omega_{0}^{e}} \frac{1}{j^{\mathrm{h}, e}} \delta p_{0}^{\mathrm{h}, e} \mathbf{I}: \tilde{\mathbf{h}}^{\mathrm{h}, e} \mathrm{~d} V=0 \tag{5.64b}
\end{array}
$$

Since the stress $\tau_{p}^{\mathrm{h}, e} \in \mathcal{T}^{\mathrm{h}}$ and $\mathcal{T}^{\mathrm{h}}$ includes constant modes (see Section 5.4.7), condition (5.64a) is automatically fulfilled due to the $L_{2}$-orthogonality described in Section 5.4.7. Unfortunately, pressure fields $\delta \tau_{p}^{\mathrm{h}, e}$ are in general not part of $\mathcal{S}^{\mathrm{h}}$ due to the orthogonalization procedure required in case of distorted meshes. However, (5.64b) holds automatically in case of regular meshes and seems to be important at least in this relaxed sense.

[^39]Remark 5.4. For comparison, considering an F-enhanced EAS element, (5.14) and the transformation $\mathbf{P}_{p}^{h, e}=\tau_{p}^{h, e}\left(\mathbf{F}^{h, e}\right)^{-\mathrm{T}}$ yields

$$
\begin{equation*}
\int_{\Omega_{0}^{e}} \delta \tilde{\mathbf{F}}^{h, e}: \mathbf{P}_{p}^{h, e} \mathrm{~d} V=0 \quad \Leftrightarrow \quad \int_{\Omega_{0}^{e}} \operatorname{tr}\left(\delta \tilde{\mathbf{F}}^{h, e}\left(\mathbf{F}^{h, e}\right)^{-1}\right) \mathrm{d} V=0 \tag{5.65a}
\end{equation*}
$$

instead of (5.64a). This is a nonlinear condition which cannot easily be fulfilled for arbitrary deformation gradients $\mathbf{F}^{h, e}$ (see also Nagtegaal and Fox [97]). A possibility is choosing $\delta \tilde{\mathbf{F}}^{h, e}=\delta \tilde{\mathbf{h}}^{h, e} \mathbf{F}^{h, e}$ for the test function of the enhanced deformation gradient. Unfortunately, this is not enough to get a stable finite element as our numerical experiments confirmed. Apparently, it would be necessary to simultaneously fulfill

$$
\begin{equation*}
\int_{\Omega_{0}^{e}} \delta \tau_{p}^{h, e}\left(\mathbf{F}^{h, e}\right)^{-\mathrm{T}}: \tilde{\mathbf{F}}^{h, e} \mathrm{~d} V=0 \quad \Leftrightarrow \quad \int_{\Omega_{0}^{e}} \operatorname{tr}\left(\tilde{\mathbf{F}}^{h, e}\left(\mathbf{F}^{h, e}\right)^{-1}\right) \mathrm{d} V=0 \tag{5.65b}
\end{equation*}
$$

at least for regular meshes. The last equation corresponds to (5.64b) and in contrast to (5.65a) it seems hardly possible to find suitable ansatz functions for $\tilde{\mathbf{F}}^{h, e}$ such that (5.65b) is satisfied for all $\mathbf{F}^{h, e}$ since both $\tilde{\mathbf{F}}^{h, e}$ and $\mathbf{F}^{h, e}$ depend on $\tilde{\mathbf{F}}^{h, e}$.

### 5.4.9. Stability

The last but not least property of the novel finite element we discuss is its stability. In particular we are concerned with hourglassing-instabilities from which almost all EAS elements suffer. To the best knowledge of the authors the only exemption is the element for explicit dynamics proposed in the PhD-Thesis of Schmied [125] which is based on h-enhancement similarly to H1U/h12.

The numerical investigations in Section 5.5 (especially Sections 5.5.6 to 5.5.9) cover many cases in which other EAS elements and mixed approaches famously exhibit hourglassing instabilities. The newly proposed element H1U/h12 passes all these tests without any problems which strongly suggests its improved stability. Yet, it is of course no mathematically sound proof which is beyond the scope of the present contribution. However, we suggest:

Hypothesis 5.1. Satisfaction of the piecewise constant pressure orthogonality conditions (5.64) is a necessary condition for stability.

We back our claim by recalling that in the very first publication on geometrically linear EAS elements Simo and Rifai [134] already observed spurious oscillations of the variationally consistent pressure field. Later, Reddy and Simo [120] provided a mathematical proof revealing that the independent stress field of EAS elements exhibits checkerboard modes similar to the Q1/P0 element. These instable modes exist due to a violation of the inf-sup condition which is thoroughly covered by Boffi et al. [23] and for EAS elements in [74, 120]. Fortunately, in case of the standard linear elastic EAS element [134], the checkerboard
modes are confined to the independent stress. The displacement as well as the enhanced strain are unaffected (see Lamichane et al. [74] and Djoko et al. [39]). Thus, by either employing $L_{2}$-smoothing of the independent stress [134] or by using the constitutive stress for post-processed results, the instable checkerboard modes do not affect linear EAS elements in practical simulations.

Returning now to nonlinear EAS elements we observe from (5.65) that the enhanced field is coupled with piecewise constant pressure (checkerboard modes) in case of Fenhancement. Our suggestion is that this leads to instabilities from the independent stress field being transferred to the enhanced field and ultimately the well-known hourglassing first observed by Wriggers and Reese [156]. The coupling between enhanced fields and checkerboard modes can be avoided with h-enhancement since it is simple to satisfy (5.64). In particular, H1U/h12 fulfills (5.64) at least for regular meshes. Thus, the enhanced field is decoupled from independent constant pressure and instabilities cannot be transmitted from the stress to the strain field. We believe that this explains the increased stability of H1U/h12.

Remark 5.5. Unfortunately, satisfaction of Hypothesis 5.1 is not sufficient. E.g., if $\mathrm{F}^{\text {h.e }}$ is used instead of $\mathbf{F}_{0}$ in (5.22) we observe instabilities (only) for rectangular element shapes in the one element stability analysis (see Section 5.5.6) even though the element still satisfies (5.64).

### 5.5. Numerical investigations

This section covers extensive numerical studies to asses the performance of the newly proposed element H1U/h12 (Q1U/h4) ${ }^{11}$ and compare it to existing elements. The numerical examples cover a wide range of features including mesh distortion sensitivity, robustness and stability in hyperelastic as well as elasto-plastic simulations. Focus is put on three-dimensional hexahedral elements. However, results can at least qualitatively be transferred to two-dimensional plane-strain problems if not mentioned otherwise.

## Element types

The (standard) Bubnov-Galerkin finite elements used in our numerical investigations for comparison with H1U/h12 are: ${ }^{11}$

- H1/E9 (Q1/E4): Standard EAS element by Simo and Armero [131] with the classical nine (four in 2D) Wilson-modes and F-enhancement.
- HA1/E12T (QA1/E4T): Standard EAS element using the transposed Wilson-modes to avoid the instability under compression and three additional volumetric enhanced modes. Additionally, a modification of the gradient of the compatible shape functions and a special nine point (five in 2D) Gauss quadrature rule are used. The

[^40]element is implemented as described by Pfefferkorn and Betsch [104] and closely related to the improved EAS version by Simo et al. [132].

- H1/P0 (Q1/P0): Mixed pressure element by Simo et al. [135] based on a Hu-Washizu functional with elementwise constant pressure field.
- H1/P0E6T (Q1/P0E2T): Combination of H1/P0 and H1/E9T which was proposed by Armero [8] for 2D plane strain problems (Q1/P0E2T). A 3D extension (H1/P0E6T) has recently been proposed by Hille et al. [52].
- H1/S18 (Q1/S5): Assumed stress element as proposed by Pian and Sumihara [110] and Pian and Tong [112] for linear elasticity in 2D and 3D, respectively. An extension to nonlinear problems can, e.g., be found in the work of Viebahn et al. [145]. However, we use the inverse stress strain relation for a Neo-Hookean material model proposed by Pfefferkorn et al. [109] instead of the numeric procedure in aforementioned reference.

We also consider other Petrov-Galerkin enhanced assumed strain (PG-EAS) elements in addition to $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$. All of which use the same set of ansatz functions (see Section 5.3.2) and differ only in the type of enhancement and required transformations for objectivity. In particular we investigate:

- H1U/E12 (Q1U/E4): E-enhancement (see Section 5.3.3.3).
- H1U/F12 (Q1U/F4) and H1U/F12T (Q1U/E4T): F-enhancement as described in Section 5.2.3, Remark 5.3 and Section 5.3.3.2. H1U/F12T uses the transposed Wilsonmodes (i.e., the transpose of (5.33)) only for the trial function of the enhancement.


## Material models

For the hyperelastic simulations we consider a Neo-Hookean (NH) and Ogden (OG) material. The former is chosen as standard material model and the latter allows to deliberately construct a material with an instability under tension. Such instabilities induce hourglassing for some elements which is thoroughly covered in Section 5.5.6 and 5.5.7. The strain-energy functions of the two hyperelastic material models are given by

$$
\begin{align*}
& W_{\mathrm{NH}}=\frac{\mu}{2}\left(\operatorname{tr}\left(\mathbf{F}^{\mathrm{T}} \mathbf{F}\right)-3\right)+\frac{\lambda}{2} \ln ^{2}(J)-\mu \ln (J),  \tag{5.66a}\\
& W_{\mathrm{OG}}=\sum_{j=1}^{n_{p}} \sum_{i=1}^{3} \frac{\mu_{p}}{\alpha_{p}}\left(\bar{\lambda}_{i}^{\alpha_{p}}-1\right)+\kappa \beta^{-2}\left(\beta \ln (J)+J^{-\beta}-1\right), \tag{5.66b}
\end{align*}
$$

where $J=\operatorname{det} \mathbf{F}$ is the determinant of the deformation gradient (5.39) and $\bar{\lambda}_{i}=J^{-\frac{1}{3}} \lambda_{i}, i=$ $1,2,3$ are the deviatoric parts of the principal stretches $\lambda_{i}$. Furthermore, $\lambda, \mu$ and $\kappa$ are the two Lamé-constants and the bulk modulus and $\beta, \alpha_{p}, \mu_{p}, n_{p}$ are further material constants specified in the respective examples. The eigenvalue decomposition required for the Ogden material is carried out using a numerical eigenvalue and eigenvector computation and proper treatment of duplicate eigenvalues for the material tangent (see, e.g., [25, 53]).

In addition to the hyperelastic material, we consider the eigenvalue based elasto-plastic (EP) material model proposed by Simo [130]. It contains the multiplicative elasto-plastic split, nonlinear isotropic hardening, the von Mises yield condition and a Hencky elastic law. The same eigenvalue routine as described for the Ogden model is used. This material is a standard model in finite element technology (e.g., $[8,65,105,132]$ ) and employed with the standard material parameters $\mu=80.1938, \kappa=164.206, \sigma_{Y 0}=0.45, \sigma_{Y \infty}=0.715, \delta=16.93$ and $H=0.12924$ (e.g., [8, 47, 67, 105, 129-132, 134]). For all elasto-plastic simulations we use the line-search algorithm described by Bonet and Wood [25] to stabilize the NewtonRaphson scheme. Hyperelastic simulations do not employ the line-search algorithm.
Table 5.1 gives an overview of the material models used for the numerical examples in this section.

Table 5.1.: Overview of the material models employed for the various benchmarks. Neo-Hookean (NH), Ogden (OG) and elasto-plastic (EP) material model.

| benchmark | section | material |
| :--- | :--- | :--- |
| patch test | 5.5 .1 .1 | $\mathrm{NH}, \mathrm{EP}$ |
| frame invariance | 5.5 .1 .2 | NH |
| objectivity | 5.5 .1 .3 | $\mathrm{NH}, \mathrm{EP}$ |
| eigenvalues | 5.5 .1 .4 | NH |
| mesh distortion | 5.5 .2 | NH |
| roll-up | 5.5 .3 | NH |


| benchmark | section | material |
| :--- | :--- | :--- |
| Cook's membrane | 5.5 .4 | NH |
| thin circular ring | 5.5 .5 | NH |
| one element stability | 5.5 .6 | OG |
| large mesh stability | 5.5 .7 | OG |
| necking plane strain | 5.5 .8 | EP |
| necking circular bar | 5.5 .9 | EP |

## Stress recovery

All stress results shown in the present work are computed using a $L_{2}$-smoothing procedure to project the stress from the Gauss points to the nodes. It is given by

$$
\begin{equation*}
\sum_{e=1}^{n_{\mathrm{el}}} \tau_{i} \int_{\Omega^{e}} N_{i} N_{j} \mathrm{~d} V \sigma_{j}=\sum_{e=1}^{n_{\mathrm{el}}} \tau_{i} \int_{\Omega^{e}} N_{i} \hat{\sigma} \mathrm{~d} V, \quad \forall \tau_{i} \in \mathbb{R} \tag{5.67}
\end{equation*}
$$

where $N_{i}$ are the standard Lagrangian shape functions, $\sigma_{j}$ the stress at node $j$ and $\hat{\sigma}$ the constitutive stress ${ }^{12}$. Usually, we plot results for the von Mises stress. However, (5.67) can be used for any stress component.

### 5.5.1. Basic tests

In this section we briefly summarize results of some fundamental numerical tests for H1U/h12. Full descriptions of the tests' setup and thresholds to verify if the test is passed can be found in the references mentioned below.

[^41]

Figure 5.2.: Von Mises stress distribution for the patch test with distorted mesh (left). Geometry and boundary conditions for the isotropy and invariance test (middle) and the objectivity test (right).

### 5.5.1.1. Patch test

We conduct the numerical patch test exactly as described by Pfefferkorn and Betsch [104106]. Element H1U/h12 passes the test for elastic and elasto-plastic material as expected from the analytic investigation in Section 5.4.6. See Figure 5.2 for a stress plot computed with the novel finite element.

### 5.5.1.2. Frame invariance and isotropy

H1U/h12 also passes the frame invariance and isotropy benchmark which is fully described in Pfefferkorn and Betsch [106]. Figure 5.2 shows the single finite element used to check the two properties. Corresponding analytic proofs that the element passes this numerical test are presented in Sections 5.4.2 and 5.4.3.

### 5.5.1.3. Objectivity

Another basic test concerns the objectivity of H1U/h12 which is investigated by examining the effect of superimposed rigid body motions on a beam-like structure (see Figure 5.2). A full description of the test is given in [105]. The only difference in this work is the use of distorted elements $(s=h / 2)$ as shown in Figure 5.2 to ensure that the metric ansatz functions do not coincide with the standard ansatz functions. Furthermore, as described by Pfefferkorn and Betsch [105], the test also covers path independence. Again, element $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ passes both tests for elastic and plastic materials which is inline with Sections 5.4.2 and 5.4.3.

### 5.5.1.4. Eigenvalue analysis

A final simple numerical benchmark concerns the eigenvalue analysis of a single (regular or distorted) finite element in the reference configuration which can be used to determine
whether or not the element is prone to volumetric locking. Refer to Pfefferkorn and Betsch [104-106] for a full description of this benchmark. In this test H1U/h12 exhibits the correct distribution of eigenvalues with only one "locking" mode regardless of mesh distortion. However, as analogously discovered for the corresponding linear elastic element [106], H1U/h12 exhibits two eigenvalue pairs with non-negligible complex part. Fortunately, this does not seem to have negative effects on the elements performance as our extensive numerical studies show.

### 5.5.2. Mesh distortion test

The first benchmark for features beyond basic requirements concerns mesh distortion sensitivity. To that end we consider a 3D version [104, 106] of the standard 2D test [3, 6, 67, 70, 113, 115, 134]. The beam like structure shown in Figure 5.3 has the dimensions $l \times b \times h=10 \times 1 \times 2$ and is meshed with only two elements. Distortion is applied on two nodes via parameter $s$ as shown in Figure 5.3. Fixed boundary conditions $u(X=0, Y, Z)=0$, $v(X=0, Y=0, Z)=0$ and $w(X=0, Y, Z=0)=0$ apply on the left end $(X=0)$ while the other end is subjected to a bending moment $M=20$ applied in the form of a traction boundary condition. It is given by $\sigma(Z)=30(1-Z)$ and modeled as dead load. We choose the Neo-Hookean material model with parameters $\mu=600$ and $\lambda=600$ for this test which corresponds to $E=1500$ and $\nu=0.25$.


Figure 5.3.: Mesh distortion test. Setup (left) and deformed configuration for $s=3$ (right). Deformed configuration computed with H1U/h12.

The setup is chosen such, that the analytic solution in linear elasticity is $u=1$ (cf. Jabareen and Rubin [62]). However, for the nonlinear problem we use $u_{\text {ref }}=0.96897$ computed with a fine regular mesh of $40 \times 8 \times 4 \mathrm{HA1} / \mathrm{E} 12$ elements as reference solution. Displacement $u$ denotes the mean value of the displacement in $Z$-direction of the two nodes at the top edge on the right face (see Figure 5.3) which is normalized with $u_{\text {ref }}$. Figure 5.4 shows the resulting $\delta=u / u_{\text {ref }}$ for several elements.

Element H1/S18 exhibits the best performance of the standard elements with almost the correct displacement $(|\delta-1|<1 \%)$ for no distortion and the least deterioration with mesh distortion. H1/P0E6T behaves far too soft in case of no distortion. In fact there is a "optimal" distortion for which the element is exact, which explains the great performance of that element in the Cook's membrane example in Section 5.5.4.


Figure 5.4.: Mesh distortion test. Normalized top edge displacement $\delta$ plotted over distortion $s$.

The novel PG-EAS elements perform far better than any of the standard elements. After all, they are specifically crafted to be exact in linear elastic bending problems (see Section 5.4.5) which also greatly improves their accuracy in this nonlinear test. However, results are not as accurate as in the linear elastic case and there are, as expected (see Section 5.4.5.2), small deviations from the optimal result $\delta=1$. Of the tested PG-EAS elements the newly proposed $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ is the most accurate with $|\delta-1|<2.1 \%$ for all distortions. The other PGEAS elements are slightly less accurate but still outperform all standard Bubnov-Galerkin finite elements.

Remark 5.6. Interestingly, none of the PG-EAS elements converges in the Newton-Raphson scheme regardless of number of load steps for the two special meshes proposed by Pfefferkorn and Betsch [106]. There seems to be some sort of instability which might be associated with horizontal displacement observed due to the combination of non-symmetric Dirichlet boundary conditions and mesh distortion. If either a regular or finer mesh is considered, the solution converges as usual.

### 5.5.3. Roll-up

Our next example concerns the classical roll-up of a beam to show that the novel approach also improves the element's behavior in distorted meshes for considerable bending. Similar to the previous example we study a beam-like structure with dimensions $L=10, b=2$ and $t=0.5$ which is subjected to a bending moment

$$
\begin{equation*}
M=\frac{2 \pi E I}{L}\left(1-\frac{2}{3} \frac{\pi^{2} t^{2}}{L^{2}}\right), \quad I=\frac{b t^{3}}{12} \tag{5.68}
\end{equation*}
$$

applied on the right end in the form of a linearly distributed follower load. Thus, it stays normal to the deformed surface and is scaled with the deformed area (see, e.g., Wriggers [154] Ch. 4.2.5). The moment (5.68) is taken from the work of Müller and Bischoff [94] and accounts for the rather thick beam in contrast to the usually used $M=2 \pi E I / L$ which is only valid for thin beams. Dirichlet boundary conditions $u(X=$ $0, Y, Z)=0, v(X=0, Y=0, Z)=0$ and $w(X=0, Y, Z=0)=0$ apply on the left end and
we consider a regular and distorted mesh with 20 elements as shown in Figure 5.5. The material parameters of the Neo-Hookean model are chosen to $\mu=500$ and $\lambda=0$ which correspond to $E=1000$ and $\nu=0$.


Figure 5.5.: Roll-up of a beam. Reference $\mathcal{B}_{0}$ and deformed configuration for HA1/E12T and H1U/h12 for a regular (left) and distorted (right) mesh. Thick dashed and solid line show beginning and end of the beam with H1U/h12 and the distorted mesh (right).

Figure 5.5 shows the final configuration computed with HA1/E12T and H1U/h12. The former is only capable of (almost) correctly depicting the roll-up into a circular shape in case of a regular mesh and is well off the desired shape in case of distortion. However, the newly proposed H1U/h12 is able to give good results for both meshes with only slightly too soft behavior due to the distortion. Thus, it can be concluded, that the Petrov-Galerkin approach improves performance not only for "moderate" bending (see Section 5.5.2) but also in case of much larger curvatures.

### 5.5.4. Cook's membrane

The classical Cook's membrane example (e.g., $[8,47,63,64,104-106,131,134,141])$ covers convergence of displacement and stress with mesh refinement as well as coarse mesh accuracy. Figure 5.6 shows the tapered trapezoidal specimen which is clamped on the left side $(\mathbf{u}(X=0, Y, Z)=\mathbf{0})$ and subjected to a constant shear force $\tau=100$ in $y$-direction. Again, we use the Neo-Hookean material with the parameters chosen to $\lambda=8.2669 \cdot 10^{4}$ and $\mu=756.00$ (corresponding to a nearly incompressible material with $E=2261.2$ and $\nu=0.4955$ ). A mesh with two elements in direction of thickness and $n_{e l}=\{2,4,8,16\}$ elements in the other two directions completes the setup.

Figure 5.7 shows the displacement $u$ of the top right corner in $Y$-direction and the stress $\sigma$ at the midpoint of the lower surface (see Figure 5.6) for increasingly fine meshes. H1/P0E6T exhibits seemingly the best results of the standard elements. However, as shown in Section 5.5.2 it is too soft in bending dominated problems with moderate distortion. Thus, the good results of H1/P0E6T in this test are due to the "correct distortion" of the mesh. $\mathrm{H} 1 / \mathrm{S} 18$ is the next best standard element and shows especially fast stress convergence which even competes with the results of the Petrov-Galerkin finite elements.
All unsymmetric elements exhibit fairly similar results with an odd kink for very coarse meshes. The novel H1U/h12 exhibits fast convergence of the displacement and only marginally slower convergence of the stress in comparison to $\mathrm{H} 1 / \mathrm{S} 18$. All in all, the newly proposed element gives accurate results in this test as well.


Figure 5.6.: Cook's membrane test. Setup (left) and deformed configuration with von Mises stress distribution computed with $16 \times 16 \times 2 \mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ elements (right). The colors are capped at $0.65 \sigma_{v, \max }=354$ to avoid domination of the stress singularity in the plot.


Figure 5.7.: Cook's membrane test. Convergence of the displacement $u$ (left) and stress $\sigma$ (right) with mesh refinement ( $h$-convergence).

### 5.5.5. Thin circular ring

In this Section we conduct the thin circular ring example [13, 67, 109] shown in Figure 5.8 to examine the element's robustness in the Newton-Raphson scheme. We characterize robustness by the size of applicable load steps and number of Newton-Raphson iterations required for convergence [109]. Robustness is naturally highly influenced by the settings for Newton-Raphson scheme. We choose a convergence criterion based on the norm of the residual $\|\mathrm{R}\|<10^{-8}$ and assert failure of the Newton-Raphson scheme if either $\|\mathbf{R}\|>10^{14}$ or more than 20 iterations are necessary for convergence within one load step. Figure 5.8 shows the slit circular ring with dimensions $r_{i}=6, r_{o}=10$ and $t=0.03$. Boundary conditions $u(0,0,0)=0, v(X, Z, Y=0)=0$ and $w(X, Y=0, Z=0)=0$ apply at face $F_{1}$ and face $F_{2}$ is subjected to a dead load $q=6.67$ in $Z$-direction. To complete the setup, we consider the Neo-Hookean material model with $\mu=10.5 \cdot 10^{3}$ and $\lambda=0$.

The converged displacement $w_{P}$ of point $P$ in $Z$-direction computed with a very fine mesh with $8 \times 24 \times 120$ elements is $w_{P} \approx 10.265$ for both H1/S18 and H1U/h12. However, Figure 5.8 shows the deformed configuration for the coarser mesh with $2 \times 6 \times 30$ elements


Figure 5.8.: Thin circular ring. Geometry (left) and deformed configuration computed with $2 \times 6 \times 30 \mathrm{H} 1 / \mathrm{S} 18$ (middle) and H1U/h12 (right) elements.
for $\mathrm{H} 1 / \mathrm{S} 18$ with $w_{P}=9.741$ and $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ with $w_{P}=7.978$, respectively. Therefore, both behave too stiff and the different displacements make comparison regarding robustness difficult. In order to get a "fair" comparison of the element's robustness we only consider a mesh with $4 \times 12 \times 60$ elements for which the displacements $w_{P}$ (see Table 5.2) are similar.

Table 5.2 also lists the required number of load steps $n_{\text {steps }}$ and total number of NewtonRaphson iterations $n_{\mathrm{NR}}$ for various element types. H1/S18 exhibits the most favorable behavior with only one required load step and seven Newton-Raphson iterations. This is inline with the results of Magisano et al. [87] and Pfefferkorn et al. [109] who observed the high robustness of assumed stress elements in many examples. All EAS elements require many more load steps and iterations. However, this can be greatly improved with the MIP method briefly described in Section 5.3.4 and introduced for EAS elements by Pfefferkorn et al. [109]. For the novel H1U/h12 the MIP method allows to reduce $n_{\mathrm{NR}}$ by a factor of $\approx 5.6$.

Table 5.2.: Results of the thin circular ring test.

| element type | req. $n_{\text {steps }}$ | total $n_{\mathrm{NR}}$ | $w_{\mathrm{P}}$ |
| :--- | :---: | :---: | :---: |
| H1/S18 | 1 | 7 | 10.235 |
| HA1/E12T | 5 | 80 | 9.970 |
| HA1/E12T-MIP | 2 | 14 | 9.970 |
| H1U/E12 | 8 | 106 | 10.286 |
| H1U/F12 | 8 | 107 | 10.292 |
| H1U/F12T | 7 | 96 | 10.224 |
| H1U/h12 | 6 | 90 | 10.200 |
| H1U/h12-MIP | 2 | 16 | 10.200 |

### 5.5.6. One element stability analysis

The next two tests concern the stability of the finite elements and are used to determine if elements are prone to hourglassing. To that end we first consider the unconstrained one element stability test proposed by Glaser and Armero [8] (see also Armero [8]) which has recently been extended to 3D problems by Pfefferkorn and Betsch [105]. The advantage of the unconstrained compared to the constrained test proposed by Wriggers and Reese [156] is that it can also be used to examine hourglassing due to material instabilities.

We consider the Ogden material model (5.66b) with $\beta=2, \kappa=10^{5}+20 / 3, n_{p}=1, \alpha_{1}=0.5$, $\mu_{1}=80$ which corresponds to $\mu=20$ and $\lambda=10^{5}$ in linear theory. Note that the material parameters are deliberately chosen such that a material instability under tension occurs at $\lambda_{1}^{\text {crit }} \approx 3$ and $\lambda_{1}^{\text {crit }} \approx 1.75$ for the first and second Piola-Kirchhoff stress, respectively (cf. Glaser and Armero [47]). This instability is similar to the one of the elasto-plastic material model which is well-known [8, 47, 67, 105] to trigger hourglassing. However, the Ogden model yields more distinct results which is why it is employed here.
The test is performed on a single element (see Figure 5.9) with reference configuration $\Omega_{0}^{e}=[-r,+r] \times[-1,+1] \times[-1,+1]$ where $r$ governs the element's aspect ratio. Usually, it is not necessary to consider initially rectangular geometries with $r \neq 1$ since Armero [8] showed that different aspect ratios only change when ${ }^{13}$ and not if instabilities occur. However, this is not necessarily true for some of the unsymmetric finite elements which is discussed below.

The homogeneous deformation state shown in Figure 5.9 is associated with a diagonal deformation gradient of the form $\mathbf{F}=\operatorname{diag}\left(\left[\lambda_{1}, \lambda_{2}, \lambda_{3}\right]\right)$. Therein, $\lambda_{i}, i=1,2,3$ are the principal stretches associated with the principal axes which coincide with coordinate system shown in Figure 5.9. Furthermore, choosing a specific $\lambda_{1}$ allows to compute the other principal stretches from the material model and the boundary conditions. In case of a 2D plane strain problem we have $\lambda_{3}=1$ and $\lambda_{2}$ can be computed from $\tau_{2}=0$. Similarly, in 3D uniaxial tension $\lambda_{2}=\lambda_{3}$ can be determined from $\tau_{2}=\tau_{3}=0$.


Figure 5.9.: One element stability test. Geometry (left) and 2D hourglass modes computed for $\lambda_{1}=0.75$ (right, solid line). The deformed state is depicted in both figures with dotted lines.

[^42]This analytic solution can then be imposed on the finite element in order to compute the corresponding stiffness matrix $\mathrm{K}^{e}$ of the element. Furthermore, the hourglass eigenvectors of $\mathrm{K}^{e}$ arranged row-wise in matrix $\mathbb{P}_{\text {hour }}$ can be determined in closed form for this example. In 2D plane strain they are always given by

$$
\mathbb{P}_{\text {hour }}=\frac{1}{4}\left[\begin{array}{rrrrrrrr}
1 & 0 & -1 & 0 & 1 & 0 & -1 & 0  \tag{5.69}\\
0 & 1 & 0 & -1 & 0 & 1 & 0 & -1
\end{array}\right] .
$$

Unfortunately, no equivalently simple structure exists for the 3D problem. Nevertheless, it is possible to find the eigenvectors in closed form with the procedure described by Pfefferkorn and Betsch [105] for symmetric elements. Interestingly, the approach can also be used for most of PG-EAS elements since their stiffness matrix is symmetric for the present load state and regular mesh. However, in case of H1U/h12 $\mathrm{K}^{e}$ looses its symmetry and the method has to be modified. The eigenvectors are then given by [105]

$$
\mathbb{P}_{\text {hour }}=\left[\begin{array}{rrrrrrrrrrrr}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0  \tag{5.70}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & U_{1} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & U_{2} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & U_{1} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & U_{2} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
V_{1} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
V_{2} & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] \underbrace{1}_{\mathbb{H}_{\text {hour }}}\left[\begin{array}{c}
\mathbf{h}_{1} \odot \mathbf{I} \\
\vdots \\
\mathbf{h}_{4} \odot \mathbf{I}
\end{array}\right],
$$

where $\mathbf{I}$ is the identity matrix, $\mathbf{h}_{i}$ are the hourglass vectors given in (5.20c) and " $\odot$ " denotes the Kronecker product [79]. Furthermore, $U_{i}$ and $V_{i}, i=1,2$ can directly be computed from the components of the sparse [105] matrix $\mathbf{k}^{e}=\left[k_{i j}\right]=\mathbb{H}_{\text {hour }} \mathbf{K}^{e} \mathbb{H}_{\text {hour }}^{\mathrm{T}}$ and are given by

$$
\begin{array}{ll}
U_{1,2}=-\frac{p_{1}}{2} \pm \sqrt{\frac{p_{1}^{2}}{4}+1}, & p_{1}=\frac{k_{44}-k_{22}}{k_{24}} \\
V_{1,2}=-\frac{p_{2}}{2} \pm \sqrt{\frac{p_{2}^{2}}{4}+2 \frac{k_{15}}{k_{51}}}, & p_{2}=\frac{k_{55}-k_{11}+k_{59}}{k_{51}} \tag{5.71b}
\end{array}
$$

Thus, the only difference to the method proposed by Pfefferkorn and Betsch [105] is that it considers the only unsymmetric entry $k_{15} \neq k_{51}$ of $\mathbf{k}^{e}$. Figure 5.9 and 5.10 show the computed eigenmodes for $\lambda_{1}=0.75$. Ultimately, the hourglass eigenvectors can be used to evaluate

$$
\begin{equation*}
\operatorname{diag}\left(\left[\omega_{i}^{\text {hour }}\right]\right)=\left(\mathbb{P}^{\text {hour }}\right)^{-\mathrm{T}} \mathbf{K}^{e}\left(\mathbb{P}^{\text {hour }}\right)^{\mathrm{T}} \tag{5.72}
\end{equation*}
$$
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Figure 5.10.: One element stability test. Eigenmodes in 3D with non-constant strain field (solid line) of H1U/h12 for the deformation state $\lambda_{1}=0.75$ (dotted). Computed using the Ogden material model.
which yields a diagonal matrix ${ }^{14}$ with the eigenvalues $\omega_{i}^{\text {hour }}$. If any negative hourglass eigenvalues occur the element is likely to be prone to hourglassing. Whether or not hourglass modes actually occur can then be verified with the simulation described in Section 5.5.7.

Figure 5.11 shows the hourglass eigenvalues $\omega_{i}^{\text {hour }}$ for several 2D elements in dependence of $\lambda_{1}$. The F-enhanced PG-EAS Q1U/F4 and Q1U/E4 both coincide with Q1/S5 and are therefore not included in the plots. These three elements all exhibit the well-known instability of $\omega_{2}^{\text {hour }}$ (solid line) under compression ( $\lambda_{1}<1$ implies compression) first discovered for EAS elements by Wriggers and Reese [156] (see also Viebahn et al. [145] for assumed stress elements). All other elements exhibit no negative eigenvalues under compression and are therefore not prone to hourglassing.
In case of tension $\left(\lambda_{1}>1\right)$ instabilities can be observed due to the material instability. In fact, the only EAS element without zero eigenvalue is the newly proposed Q1U/h4. Interestingly, the zeros of the other elements occur at $\lambda_{1} \approx 1.75$ and $\lambda_{1} \approx 3$ which coincides with instability points of the Ogden material. This supports the claim that the material instabilities transfer to the hourglass modes and cause the hourglassing patterns (cf. Glaser and Armero [47]). Hourglass mode $\omega_{1}^{\text {hour }}$ (dashed line) also becomes negative for some finite elements under tension but not for Q1U/h4.
The second plot of Figure 5.11 shows the hourglassing eigenvalues of Q1U/h4 with various element aspect ratios $r$. As mentioned above, some unsymmetric finite elements exhibit instabilities for rectangular elements even if they are stable for the quadratic element. This is, e.g., the case if $\mathrm{F}^{\mathrm{h}, e}$ is used instead of $\mathrm{F}_{0}$ in (5.22). Fortunately, Q1U/h4 does not suffer from such defects.

[^43]

Figure 5.11.: One element stability test. Results of the 2D analysis. Left: Eigenvalues $\omega_{1}^{\text {hour }}$ (dashed) and $\omega_{2}^{\text {hour }}$ (solid) for various elements with $r=1$. Right: Eigenvalues $\omega_{i}^{\text {hour }}$ of Q1U/h4 for various aspect ratios $r$.


Figure 5.12.: One element stability test. Results of the 3D analysis for $r=1$. Hourglass eigenvalues for the Ogden material and H1/P0E6T (left), H1U/F12 (middle) and H1U/h12 (right).

Figure 5.12 shows results of the 3D one element stability test for the elements H1/P06T, $\mathrm{H} 1 \mathrm{U} / \mathrm{F} 12$ and H1U/h12. The eigenmodes 3, 9 and 10 are not included in the plots since they are duplicates ${ }^{15}$ of 2,7 and 8 , respectively. Almost all elements (not only the plotted) exhibit an instability for mode 12 . The only exemption is the newly proposed H1U/h12 which is an interesting result even if mode 12 does usually not lead to global hourglassing patterns since it is incompatible to neighboring elements [105]. The most important modes, 5-8, which are usually responsible for hourglassing, are highlighted with continuous lines in the plots. As expected, H1U/F12 exhibits instabilities both in compression (modes 5 and 6) and tension (mode 6). The instability of H1/P0E6T under compression in mode 6 does not seem to play any role in hourglassing problems. However, mode 8, which becomes "slightly" instable under tension, likely explains the hourglassing of H1/P0E6T observed in the elsto-plastic simulation shown in Section 5.5.9. Furthermore, the too soft bending behavior of H1/P0E6T (see Section 5.5.2) is resembled by the comparably soft behavior (low eigenvalue) of mode 7. The 3D results described for H1/P0E6T and H1U/F12 are inline

[^44]with the observation by Hille et al. [52] for the elasto-plastic material. Both elements show hourglassing in such simulations. In contrast to that, the novel element H1U/h12 does not suffer from any instabilities in this test. While this is not enough to immediately conclude that H1U/h12 is completely stable (there could, e.g., be hourglassing in combination with neighboring elements), the simulations presented in the next sections further support the much improved stability of H1U/h12.

### 5.5.7. Large mesh stability analysis

In addition to the one element stability analysis in Section 5.5 .6 we present a test on larger FE-meshes in this section. We focus on a 2D problem which is discussed in depth in Bieber et al. [20] and particularly interesting since there exists an analytic solution (see $[98,144]$ ) of the considered diffuse bifurcation problem.


Figure 5.13.: Large mesh stability analysis. Setup and mesh of the large mesh stability analysis. Setup of 2D test with distorted mesh (left), setup for the 3D test (middle) and 3D distorted mesh (right).

The 2D version of the test is performed on the rectangular ${ }^{16}$ block shown in Figure 5.13 with dimensions $L_{1}=25$ and $L_{2}=50$. The block is supported on the lower and top edge by the boundary conditions given in Figure 5.13 and is meshed with a regular or distorted mesh with $12 \times 24$ elements. The distortion is applied by randomly shifting all coordinates $\left|X_{i}-\bar{X}_{i}\right| \neq L_{i} / 2$, where $\bar{X}_{i}$ is the block's center, by $\Delta_{i} \in[-0.5,0.5]$ such that the surface is maintained. In order to also cover instabilities under tension the Ogden material (5.66b) is considered with the parameters $\beta=2, \kappa=3.333 \cdot 10^{3}, n_{p}=1, \alpha_{1}=0.5$ and $\mu_{1}=1.379 \cdot 10^{3}$ (corresponding to $E=1000$ and $\nu=0.45$ ) which are chosen such that a material instability arises (see Section 5.5.6).
The actual stability analysis is performed by gradually de-/increasing the principal stretch in $Y$-direction by initially $\Delta \lambda=-0.01$ and $\Delta \lambda=+0.04$ in tension and compression, respectively. During that process the eigenvalues with lowest magnitude and the corresponding eigenvectors $\Phi$ are computed numerically and tracked throughout the simulation which can be achieved by associating the current eigenvectors with the corresponding

[^45]eigenvectors from the previous load step. The step width $\Delta \lambda$ is automatically adapted to ensure that the correct eigenmodes are associated with each other. Whenever an eigenvalue changes its sign we start an extended system solver (e.g., Wriggers [154]). The especially taylored version used here solves
\[

\left[$$
\begin{array}{c}
\varphi^{\mathrm{h}}-\boldsymbol{\varphi}^{\mathrm{ana}}(\lambda)  \tag{5.73}\\
\mathrm{K}_{\mathrm{red}} \boldsymbol{\Phi}+\alpha \boldsymbol{\Phi} \\
\|\Phi\|^{2}-1 \\
0.5 \alpha^{2}
\end{array}
$$\right]=\mathbf{0}
\]

for the unknowns $\boldsymbol{\varphi}^{\mathrm{h}}, \boldsymbol{\Phi}, \alpha, \lambda$ which accurately determines the instability point with zeroeigenvalue and corresponding eigenmode $\Phi$ as well as the critical stretch $\lambda$. In the equation above $\mathrm{K}_{\text {red }}$ is the stiffness matrix where Dirichlet boundary conditions have been eliminated, $\boldsymbol{\varphi}^{\text {ana }}$ the analytic solution of the homogeneous problem (see Section 5.5.6) and $\alpha$ is a regularization parameter which iterates to zero and is used to avoid ill-conditioning of the tangential matrix of (5.73). To compute the derivative of the stiffness matrix K required for the Newton-scheme we employ the numerical tangent procedure proposed by Wriggers and Simo [153]. The entire process is repeated until four instabilities have been found.


Figure 5.14.: Large mesh stability test. Results of the 2D analysis. Typical spurious modes for Q1/E4 under compression and QA1/E4T under tension (tension modes rotated by $90^{\circ}$ and scaled in $Y$-direction by factor 4).

Figure 5.14 shows the first two modes of Q1/E4 under compression and QA1/E4T under tension, respectively. These elements exhibit typical spurious (hourglassing) modes which occur similarly for all standard and PG-EAS elements which do not employ henhancement. In particular, Q1/E4, Q1/S5, Q1U/E4 and Q1U/F4 exhibit instabilities under compression and tension while QA1/E4T, Q1/P0E2T and Q1U/F4T show no instabilities in the first four eigenmodes under compression but become unstable under tension due to the material instability. The only standard finite element that works well in this test is Q1/P0 which yields similar results as Q1U/h4 described below. These results are inline with Section 5.5.6.

The first two eigenmodes obtained with Q1U/h4 and corresponding analytically computed physical instabilities are shown in Figure 5.15. The analytic solution has first been proposed by Ogden [98] and is summarized well by Triantafyllidis et al. [144]. We also refer to Bieber et al. [20] for in-depth discussions and comparison of the analytical results to many standard finite element models. The numerical results of Q1U/h4 depicted in Figure 5.15


## Analytic solution



Figure 5.15.: Large mesh stability test. First two eigenmodes and corresponding critical stretches $\lambda_{i}^{(\bullet)}$ for the 2D large mesh stability analysis computed with Q1U/h4 for a regular ( $\lambda_{i}^{\text {regu }}$, top row) and distorted mesh ( $\lambda_{i}^{\text {dist }}$, middle row) are compared to the analytic solution ( $\lambda_{i}^{\text {ana }}$, bottom row). All modes in tension are rotated by $90^{\circ}$ and scaled in the $Y$-direction by factor 4 .
clearly show that Q1U/h4 performs extremely well in this test. It reproduces the analytic results in terms of both the mode shapes and level of stretch at which the eigenmodes occur with high accuracy. The same holds also for the third mode (not shown) with the exemption of the third compression mode in combination with the distorted mesh. Only the fourth mode shape differs from the analytic result. Most importantly, no spurious modes have been observed for Q1U/h4 in all four modes.

For the 3D version of this test we study a cube with edge length of 50 and the boundary conditions shown in Figure 5.13. Similar to the 2D case we employ both a regular mesh with $12 \times 12 \times 12$ elements and a distorted mesh obtained by randomly shifting the nodes by $\Delta_{i} \in[-1,1]$ (the same amount as in the 2D case in relation to the element size). The resulting eigenmodes computed with $\mathrm{H} 1 \mathrm{U} / \mathrm{h} 12$ are shown in Figure 5.16. Again, there are no spurious modes similar to the 2D case. Furthermore, the mode shapes as well as the critical stretches differ only slightly for the two meshes which highlights once more the mesh distortion insensitivity of the Petrov-Galerkin approach.
H1U/h12


$$
\lambda_{1}^{\text {regu }}=0.5942
$$


$\lambda_{2}^{\text {regu }}=0.5933$

$\lambda_{1}^{\text {dist }}=0.5924$

$\lambda_{2}^{\text {dist }}=0.5915$

$\lambda_{1}^{\text {regu }}=3.2450$

$\lambda_{1}^{\text {dist }}=3.2449$

$\lambda_{2}^{\text {regu }}=3.3837$

$\lambda_{2}^{\text {dist }}=3.3865$

Figure 5.16.: Large mesh stability test. First two eigenmodes and corresponding critical stretches $\lambda_{i}^{(\bullet)}$ for the 3D large mesh stability analysis computed with H1U/h12 for a regular ( $\lambda_{i}^{\text {regu }}$, top row) and distorted mesh ( $\lambda_{i}^{\text {dist }}$, bottom row). Modes in tension are scaled in the $Z$-direction by factor 4 .

### 5.5.8. Necking of a plane strain elasto-plastic plate

The final two examples in this work are elasto-plastic necking simulations which are well-known [52] to trigger hourglassing for standard elements. First we consider a plate subjected to plane strain conditions (see, e.g., $[8,37,47,67,129,131]$ ) with length $2 L=53.334$, width $2 R=12.826$ and thickness $t=1$. Only one fourth (see Figure 5.17) has to be modeled due to symmetry and is meshed with $20 \times 10 \times 1$ elements. Boundary conditions $u(X=0, X, Z)=0, v(X, Y=0, Z)=0$ and $w(X, Y, Z)=0$ ensure symmetry and the plane strain state, respectively. Load is applied at the top edge in the form of prescribed displacement $\bar{u}=7$ applied within 200 load steps ${ }^{17}$. Furthermore, a geometric imperfection in the form of a linear reduction of the width to $\bar{R}=6.343$ ensures that necking initiates at the lower boundary $(Y=0)$. Figure 5.17 shows the initial geometry, boundary conditions, mesh with refinement in the lower fifth and a typical load displacement curve.

Results of the test are shown in Figure 5.18 which depicts a deformed configuration computed with different finite elements at $\bar{u}=5.6$. It is clearly visible that H1/E9 shows severe hourglassing. HA1/E12T's spurious mode is less pronounced due to the special nine point integration yet it can still be seen especially along the left edge. If the standard Gauss quadrature was employed the hourglassing patterns would be similar to H1/E9. PG-EAS elements based on F- and E-enhancement do not converge in this test and show severe
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Figure 5.17.: Plane strain elasto-plastic plate. Setup of the example (left) and load displacement curve computed with H1U/h12 (right).


Figure 5.18.: Plane strain elasto-plastic plate. Deformed configuration with distribution of accumulated plastic strain for prescribed displacement $\bar{u}=5.6$.
hourglassing before the Newton-Raphson scheme fails. Only the mixed pressure EAS element H1/P0E6T and the newly proposed h-enhanced H1U/h12 are hourglassing-free. Especially the latter result is very interesting. To the best knowledge of the authors this is the first EAS element to be hourglassing-free in this test.

### 5.5.9. Necking of a elasto-plastic circular bar

The final benchmark in this work concerns the necking of an elasto-plastic circular bar (see, e.g., [67, 105, 109, 130-132]). Similar to the previous simulation we consider a cylindric specimen with length $2 L=53.334$ and radius $R=6.413$ of which only one eight is considered due to symmetry. Figure 5.19 shows the undeformed geometry and the mesh which consists of two parts with 480 elements each. Symmetry boundary conditions $u=0$, $v=0, w=0$ apply on the surfaces $X=0, Y=0, Z=0$, respectively, and load is applied by prescribed displacement $u=\bar{u}$ on the surface $X=L$. Again, the radius is linearly reduced to $\bar{R}=6.343$ to initiate necking at $X=0$. The final state $\bar{u}=7$ is reached within 30 load steps ${ }^{18}$ of which half is used up to a displacement of $\bar{u}=5.6$ and the other half is used to cover the more demanding range up to $\bar{u}=7.0$.
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Figure 5.19.: Elasto-plastic circular bar. Setup of the example (left) and load displacement curve for various elements (right).

Figure 5.19 shows the load displacement curves for several finite elements. Element H1/P0 is taken as reference solution since it coincides well with experimental data [133]. Apart from $\mathrm{H} 1 /$ P0E6T the curves are pretty much the same up to $\bar{u} \approx 5.6$ with a maximum load of $F_{\max }=77.65 \pm 0.1 \%$. Afterwards, there are slight differences with H1U/h12 exhibiting the best agreement with $\mathrm{H} 1 / \mathrm{P} 0$. Figure 5.20 shows the final configuration for $\bar{u}=7.0$ computed with various elements. Only H1/P0E6T exhibits spurious hourglassing modes. Thus, to the best knowledge of the authors, H1U/h12 is the only low-order locking-free finite element to be hourglassing-free in both the plane strain (see Section 5.5.8) and circular bar elasto-plastic necking simulation.


Figure 5.20.: Elasto-plastic circular bar. Deformed configuration with distribution of accumulated plastic strain for prescribed displacement $\bar{u}=7.0$.

### 5.6. Conclusion

The present contribution introduced a novel Petrov-Galerkin EAS element for large deformation solid mechanics. It is based on the recently published linear elastic framework by the authors [106] and enhancement of the spatial displacement gradient (see Schmied [125]). The resulting element has many favorable properties. Besides the standard requirements such as satisfaction of the patch test, objectivity and being locking-free it exhibits two outstanding features. First, the Petrov-Galerkin approach makes the finite element much less sensitive to mesh distortion. This is of great value in practical simulations since it could reduce the effort needed to mesh complex geometries. Second, the finite element is
free from spurious modes in all typically critical examples known to trigger hourglassing for existing finite elements. In fact it is to the best knowledge of the authors the only locking-free low-order mixed finite element to be free from hourglassing under compression, tension and for elasto-plastic simulations. Moreover, we postulated a hypothesis on why instabilities arise for all previously proposed EAS elements and other related mixed methods. We supposed that the transmission of well-known checkerboard modes to the enhanced modes is at the core of the problem and showed that the newly proposed approach circumvents the issue.
Two further novelties in the present work concern a slight modification of the higher order enhanced modes and the MIP-method first used for Petrov-Galerkin elements in this contribution. The former reduced the numerical effort to get the ansatz functions and the latter increased robustness of the approach in the Newton-Raphson scheme. Finally, we tested the novel element in a plethora of examples and showed that it outperforms the standard elements used for comparison.

Future work could first focus on tackling the spurious behavior in the mesh distortion test for non-standard meshes mentioned in Remark 5.6. Furthermore, despite the progress made with the MIP method, it would be interesting to further increase the element's robustness to achieve the same performance as assumed stress elements in that regard. Naturally, it would also be valuable to find a proof for the hypothesis on stability of the element. However, we believe that it would be of the utmost interest to apply the methods developed herein to shell elements.

## Appendix to Chapter 5

## 5.A. Higher order incompatible modes

In this appendix we cover analytic solutions for higher order displacement modes in isotropic linear elasticity. These solutions inspire the modified higher order enhanced modes employed in Sections 5.3.2.3 and 5.3.2.4. The benefit of these modes is that they allow to circumvent the tedious orthogonalization required for the element by Pfefferkorn and Betsch [106]. Nadler and Rubin [96] propose a set of higher order displacement modes and use it to design their Cosserat point element. Here we consider similar displacement modes of the form

$$
\mathbf{u}=\left[\begin{array}{c}
x y z  \tag{5.74}\\
0 \\
0
\end{array}\right]+\frac{\nu}{6}\left[\begin{array}{c}
0 \\
-3 y^{2} z+z^{3} \\
-3 y z^{2}+y^{3}
\end{array}\right],
$$

where $\mathbf{x}=[x, y, z]^{\mathrm{T}}$ are physical coordinates and $\nu$ is the Poisson's ratio. The standard relations yield the corresponding strain and stress field given by

$$
\varepsilon=\frac{1}{2}\left[\begin{array}{ccc}
2 y z & x z & x y  \tag{5.75}\\
x z & 0 & 0 \\
x y & 0 & 0
\end{array}\right]-\nu\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & y z & 0 \\
0 & 0 & y z
\end{array}\right], \quad \sigma=\mu\left[\begin{array}{ccc}
2 y z(\nu+1) & x z & x y \\
x z & 0 & 0 \\
x y & 0 & 0
\end{array}\right],
$$

which have a particularly simple form in comparison to the modes proposed by Nadler and Rubin [96]. Since the ansatz for the displacement already contains the trilinear term $x y z$ (see Section 5.3.2.2), only the second part of (5.74) has to be added in the sense of incompatible modes. Thus, the enhanced field of the higher order enhanced modes should have the form of the second matrix in (5.75) which inspired the fields in (5.34) and (5.37). Figure 5.21 shows the respective parts of the displacement field given in (5.74). Unfortunately, (5.74) cannot directly be transferred to the skew coordinate frame in case of distorted meshes. However, it seems that using (5.34) and (5.36) yields good results even in distorted meshes, that is, when the skew frame is not orthogonal.


Figure 5.21.: Higher order analytic displacement mode. Trilinear (left), enhanced (middle) and total (right) displacement field (5.74) scaled with $0.5,2.0$ and 0.5 , respectively. Computed with $\nu=0.3$ for a block $\mathcal{B}_{0}=$ $[-1,+1]^{3}$ (thick black line).

## 6. Conclusion

This final chapter of the present cumulative dissertation summarizes the key findings of the four publications reproduced in Chapter 2 to 5 . Furthermore, an outlook to possible further research is given. We refer to the conclusions of the respective chapters for more thorough summaries.

### 6.1. Summary

The present work gave a comprehensive overview of the state of the art EAS method and introduced three major improvements in order to overcome the issues listed in Section 1.1.

Chapter 2 reproduced [104] and thoroughly covered the history of the EAS method. Furthermore, some minor improvements and novel proofs concerning the patch test have been proposed. The first major improvement was introduced in Chapter 3 (reproducing [109]) in the form of the MIP method for EAS elements. This simple yet effective modification greatly increases the robustness of EAS elements in many examples. Thus, it also improves the numerical efficiency of EAS elements. On top of that, Chapter 3 extends the MIP method to general material models without the requirement of an inverse stress-strain relation, making it easily applicable to a wide range of problems. The second issue studied in this work concerned mesh distortion sensitivity of EAS elements. It was addressed for linear elastic problems in Chapter 4, which reproduced [106]. Therein, we revisited MacNeal's theorem, which essentially states, that any element with a symmetric stiffness matrix must either fail the patch test or be sensitive to mesh distortion. Consequently, a novel Petrov-Galerkin EAS framework (with unsymmetric stiffness matrix) was introduced in Chapter 4 to overcome this limitation. Three design conditions which allow the construction of optimal EAS elements, were established in a next step. The novel framework allows to construct low-order EAS elements, that simultaneously pass the patch test and are mesh distortion insensitive. Finally, the work [108] was reproduced in Chapter 5. The novel EAS framework presented there does not only overcome the third issue of hourglassing instabilities by relying on enhancement of the spatial displacement gradient, but also employs the approaches from Chapters 3 and 4 . Thus, the novel element is robust, mesh distortion insensitive and hourglassing-free as confirmed in many numerical investigations.

All in all, the new EAS methods presented in this thesis can be confidently applied in practical simulations and greatly improves upon existing results.

### 6.2. Outlook

There are still some possibilities to further improve the current EAS framework as mentioned in Section 5.6. It would be worthwhile to address the spurious behavior in the mesh distortion test, if the non-standard meshes proposed in Section 4.5.4 are used, even though a simple fix with mesh-refinement already exists. Another promising line of research concerns robustness. Although it was possible to substantially increase robustness of EAS elements with the MIP method (see Chapter 3), it would still be of great practical value to further improve robustness of EAS elements and meet the performance of assumed stress elements, which are still superior in that regard.

However, an extension of the method to other problems seems even more promising. So far, the Petrov-Galerkin EAS method has (only) been applied in static problems of solid mechanics, for which it proved to work well. A first extension could concern structural finite elements, in particular, shell and solid-shell elements. The present approach might be capable of alleviating transverse shear locking even for distorted meshes. Another limitation of the present approach is its restriction to static problems. Especially an extension to dynamical simulations in combination with structure-preserving integration schemes could be interesting, since the issue of non-symmetric tangential matrices of structure-preserving integrators would not cause additional disadvantages. Such a dynamical extension is currently under investigation by the author and his supervisors. A final extension of the method to other problems concerns multi physics. It can be expected that the methods at hand also improves results in such simulations.

Another restriction of the current work is its limitation to the EAS method. It was chosen since it is probably the most widely applied completely locking-free mixed finite element method. However, the schemes presented in this thesis could also be applied to other types of mixed elements and improve their performance.
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[^0]:    ${ }^{1}$ Other definitions of mixed methods are also possible. See, e.g., Boffi et al. [23] for a more mathematical view.
    ${ }^{2}$ See also Fraeijs de Veubeke [42] for a pioneering work on assumed stress elements.
    ${ }^{3}$ The additional field is a displacement field. However, in the weak form only its gradient appears, that is, as strain field.
    ${ }^{4}$ See Strang's and Taylor's famous dispute "...two wrongs do make a right in California" and "...two rights make a right even California" [134].

[^1]:    5 Unfortunately, the novel transformation proposed for the enhanced deformation gradient leads to an instability in case of distorted meshes, which we discovered after publication of [104] (see [105, 108]).

[^2]:    ${ }^{1}$ Note that there is a limit to improving bending behavior in distorted meshes as shown by MacNeal [83, 84].

[^3]:    2 Note that here and subsequently arguments of functions are often omitted in favor of readability and notational simplicity.

[^4]:    3 Approximations are denoted by superscript $h$.

[^5]:    ${ }^{4}$ During the review process we have been made aware of a similar but more complicated method proposed by Areias et al. [6].

[^6]:    ${ }^{5}$ Since the isoparametric displacement element fulfills the patch test. This holds as well for modification (2.28) but not for (2.16).

[^7]:    6 The transpose Wilson-modes were first suggested by Korelc and Wriggers [69] but the element presented there lacks frame invariance as shown in Glaser and Armero [47]. In the present framework, the non-objective element presented by Korelc and Wriggers [69] is denoted by H1/E9T-nonObj in 3D and Q1/E4T-nonObj in 2D.

[^8]:    ${ }^{7}$ The geometry of the distorted mesh is chosen according to [86].
    ${ }^{8}$ Due to round-off errors.

[^9]:    ${ }^{9}$ Infinity is not reproduced in the numeric analysis as incompressibility is only approximated by a high ratio of $K / \mu$. This means that, in this benchmark, modes with "high" eigenvalues are considered as locking modes.

[^10]:    ${ }^{10}$ Since the linearization of $\mathrm{H} 1 / \mathrm{E} 9$ and $\mathrm{H} 1 / \mathrm{E} 9 \mathrm{~T}$ yield the same linear element. In fact, both coincide with the original EAS element proposed by Simo and Rifai [134].

[^11]:    ${ }^{11}$ Note, that states of compression are characterized by $\lambda_{2}<1$.

[^12]:    ${ }^{12}$ Tangential maps map infinitesimal line elements from one configuration to another.

[^13]:    ${ }^{13}$ Without considering the center evaluation and scaling with determinants, which are necessary to fulfill the patch test (see Section 2.2.4).

[^14]:    ${ }^{14}$ In general: $\mathrm{F}=$ const. $\Leftrightarrow \boldsymbol{\varphi}=$ homogeneous (see Gonzales and Stuart [48]).

[^15]:    * Accepted version of the cited work. Reproduced with permission. Open access article originally published under CC BY-NC 4.0. © 2020 The Authors. International fournal for Numerical Methods in Engineering published by John Wiley \& Sons Ltd.

[^16]:    ${ }^{1}$ Subsequently, arguments of functions are frequently omitted in order to improve readability and notational simplicity.
    ${ }^{2}$ Index $\varphi$ is omitted here since the following relations are valid for general deformation gradients.

[^17]:    3 The difference between index $\varphi$ and $d$ becomes apparent in Section 3.2.2.2, where the deformation-based deformation gradient $\mathbf{F}_{\varphi}$ is needed as well. However, the weak form and its approximation can not be governed with the same quantities as presented in this section, which is why index d is introduced.

[^18]:    4 This is essentially equivalent to the stationary conditions of the Hu-Washizu functional, but it is not limited to hyperelastic behavior.

[^19]:    5 The inverse of a fourth order tensor can easily be computed in Voigt notation where it reduces to computing the inverse of the corresponding matrix.

[^20]:    6 Throughout the remainder of this work the term robustness is used to describe the insensitivity of the NR procedure to the values of critical parameters.

[^21]:    7 The 2D plane strain case is obtained by simply crossing out the corresponding rows and columns.

[^22]:    * Accepted version of the cited work. Reproduced with permission. Open access article originally published under CC BY 4.0. © 2021 The Authors. International fournal for Numerical Methods in Engineering published by John Wiley \& Sons Ltd.

[^23]:    ${ }^{1}$ Cen et al. [32] claim to break through MacNeal's theorem. However, their element has an unsymmetric stiffness matrix and does therefore not violate the limits proven by MacNeal [84]. Another interesting candidate is the element by Wu and Chueng [157]. It has a symmetric stiffness matrix and is exact in a bending problems at some nodes. Unfortunately, the displacement is not exact at all nodes and it does thus also not break through MacNeal's theorem (see Sze [139]).
    ${ }^{2}$ E.g., the reduced computational cost to solve the linear equation system and decreased memory consumption since only half of the sparse matrix has to be stored.

[^24]:    ${ }^{3}$ Here and subsequently we frequently omit arguments of functions in order to improve readability.
    ${ }^{4}$ Throughout the remainder of the work we denote continuum solutions with an asterisk (•)* and finite element approximations with superscript $(\bullet)^{\mathrm{h}}$.

[^25]:    5 In anticipation of the Petrov-Galerkin approach proposed in the sequel we denote the nodal shape functions in (4.11) by $M_{i}^{e}$ instead of the more common $N_{i}^{e}$.

[^26]:    ${ }^{6}$ Internal degrees of freedom can be statically condensed on element level to achieve form (4.14).
    7 Theorem $\operatorname{rank}(A B) \leq \min (\operatorname{rank} A, \operatorname{rank} B)$ holds for arbitrary matrices A and B [103].

[^27]:    ${ }^{8}$ Isoparametric Lagrangian, serendipity and hierarchical elements as well as the isogeometric approach are examples for such ansatz spaces.

[^28]:    9 The option of an unsymmetric finite element formulation was already recognized by MacNeal [84]. At that time, however, it seemed "[..] abhorrent for many reasons [...]" (MacNeal [84]) to consider such elements. However, previous works $[32,59,117]$ and the present contribution show, that there is much to be gained with unsymmetric stiffness matrices.

[^29]:    ${ }^{10}$ MacNeal [85] uses the expression metric interpolations instead of metric shape functions.

[^30]:    ${ }^{11}$ See, e.g., the work of [62] for analytic solutions associated with the linear modes.
    ${ }^{12}$ It is not possible to find a displacement field that leads to $\sigma^{*}=\beta_{16} y z\left(\mathbf{e}_{x} \otimes \mathbf{e}_{x}\right)$. The compatibility condition $\varepsilon_{11,23}^{*}=\varepsilon_{13,21}^{*}+\varepsilon_{12,31}^{*}-\varepsilon_{23,11}^{*}$ is violated for the simple isotropic material which ultimately prohibits finding a suitable $\mathbf{u}^{*}$.

[^31]:    ${ }^{13}$ In particular, we use a different geometry to ensure generality of the test. The nodes chosen in [140, 158] are symmetric to the $\bar{x} \bar{z}$-plane which should be avoided.

[^32]:    ${ }^{14}$ For $\mathrm{H} 1 / \mathrm{S} 18$ we use the independent stress field.

[^33]:    ${ }^{1}$ Here and subsequently we frequently omit arguments of functions in favor of a more concise notation.

[^34]:    2 The same holds, e.g., also for the EAS element by Glaser and Armero [47] due to the transformation needed for objectivity.

[^35]:    ${ }^{3}$ Here and subsequently we use superscript $(\bullet)^{\mathrm{h}}$ to denote finite element discreteizations.

[^36]:    ${ }^{4}$ Shape functions constructed in the physical space are in general termed metric shape functions [85].

[^37]:    ${ }^{5}$ Invariance to node numbering, see Section 5.4.2.

[^38]:    ${ }^{6}$ For various nonlinear mixed elements which meet this requirement see, e.g., [5, 47, 131, 132, 135, 145, 152].
    ${ }^{7}$ It is not necessarily the only solution due to possible instabilities but it suffices to show that $\boldsymbol{\varphi}^{\mathrm{h}, \boldsymbol{e}}=\boldsymbol{\varphi}_{\text {ho }}$ is $a$ solution to prove that the patch test is fulfilled.
    8 See also Simo and Rifai's [134] design imperative for EAS elements on non-overlapping ansatz spaces of the actual displacement and the enhanced field.

[^39]:    ${ }^{9}$ For regular meshes with constant Jacobian $\mathrm{J}^{\mathrm{h}, e}=\mathrm{J}_{0}$ the fields are automatically orthogonal. Otherwise, the correction for no nodal contribution of the enhanced modes in (5.33) and the bilinear modes in (5.34) induce a non-orthogonality.
    ${ }^{10}$ The volumetric-deviatoric split of a Cauchy stress tensor $\boldsymbol{\sigma}=\operatorname{dev}(\boldsymbol{\sigma})-p^{\mathrm{h}, \boldsymbol{e}} \mathbf{I}$ and the transformation $\tau=\operatorname{det}(\mathbf{F}) \sigma$ imply that $p_{0}^{\mathrm{h}, e}$ is directly related to piecewise constant "physical" pressure $p^{\mathrm{h}, e}$. This holds because $\operatorname{det}(\mathbf{F})$ is also piecewise constant due to the fact that the pressure is usually a function of $\operatorname{det}(\mathbf{F})$ alone.

[^40]:    ${ }^{11}$ Element names in parentheses denote corresponding 2D elements.

[^41]:    ${ }^{12}$ For $\mathrm{H} 1 / \mathrm{S} 18$ we use the independent stress field.

[^42]:    ${ }^{13}$ See also Sussmann and Bathe [138] who show that instabilities can even occur for small deformations if the element's aspect ratio is high.

[^43]:    ${ }^{14}$ If the matrix is truly diagonal can be used to check if the test is performed correctly and verify that $\mathbb{P}^{\text {hour }}$ are actually eigenvectors of $\mathrm{K}^{e}$.

[^44]:    ${ }^{15}$ Figure 5.10 indicates this since the corresponding modes are merely a rotation of each other around the $x$-axis.

[^45]:    ${ }^{16}$ The rectangular shape makes it easier to compute the exact instability points since the (physical) modes do not all appear at almost the same load level (cf. Bieber et al. [20]).

[^46]:    ${ }^{17}$ This large number of load steps is necessary to capture the hourglass behavior. Elements that do not exhibit spurious modes converge much faster. In particular, the novel H1U/h12 requires 28 load steps.

[^47]:    ${ }^{18}$ Only element H1/P0E6T requires a total of 50 load steps due to the hourglassing patterns.

