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The Power of Peer Learning

Fostering Students’ Learning Processes and Outcomes
Series Editors’ Preface

Peer Learning as a Powerful Tool for Feedback and Assessment Between Students

The present book series on *Social Interaction in Learning and Development* has been established as a space for continuous and systematic critical reflection of theories and studies focusing on co-constructing learning and development throughout the process of interaction with others. As we consider that studying Social Interaction in Learning and Development (as well as how it might constitute human mind and activities) is highly relevant for different epistemological and theoretical approaches (e.g., individual constructivism, social constructivism, dialogical approaches), we recognize the relevance of a growing number of different studies on social interaction. Research in various contexts (family, educational settings, professional fields, clinical, institutional, social, political, and multicultural situations), based on different theoretical perspectives and methodological approaches, produced a multiplicity of perspectives and findings which are highly relevant for various theoretical and practical reasons. The diversity of available studies and findings makes a step further in the process of reflection and integration of different challenges, exactly because it creates a good opportunity for a deeper understanding of how social interaction and individual learning and development are interwoven.

By editing this book series, we are convinced that included volumes might serve as a meeting point of various perspectives on studying social interaction in learning and development. As one of our goals, we intend to propose the book series as a platform to support dialogical reflection of controversies and issues related to theories, research methods, findings, and practical applications related to the research on social interactions and learning.

The present volume is part of the book series because it makes a highly original contribution to the research field in educational psychology that bears on group learning in general, and more specifically to the experimental study of approaches to peer feedback, critique, and appraisal. In our opinion, the volume brings together theory, methodology, tools, and empirical evidence about peer learning in higher education. It helps the readers to grasp the cutting-edge developments in the field and is presented as a compendium of high-level research that does not yet exist.
For this reason, the specific attention on peer assessment/feedback as an educational approach in the field of group work, allied to a comprehensive coverage of methodological, experimental, educational, and technological aspects, is a valuable resource to transfer some of the work of evaluating students’ production to the students themselves. The volume constitutes an effective possibility to exploit students’ abilities and to figure out how students manage to explaining to each other in a powerful way. In this sense, this volume can be considered as a valuable resource not only for researchers in the field of educational psychology and for educators, but also for academics from diverse disciplines dealing with assessment and peer learning.

Biel/Bienne, Switzerland
Belgrade, Serbia

Francesco Arcidiacono
Aleksandar Baucal
This book deals with how peer learning processes in the broad sense (including written or oral peer feedback, peer assessment, peer review, peer interaction, peer dialogue, etc.) can stimulate learning processes and outcomes in educational settings. The aim of this book is to report the latest cutting-edge research in the field of peer learning. The orientation of the book, beyond the theoretical aspects, is empirical and practical. Special emphasis is given to integrate theory, research, and practice while making a clear link between educational technology, learning sciences, educational psychology, computer sciences, and learning analytics with peer learning processes and outcomes.

The context of most of the contributions in this book is related to settings in higher education, though some contributions focus on secondary education and much of the studied practices are transferable to other educational contexts. The lion's share of the chapters studies the core practices of getting students to interact with each other regarding their work and learning activities. This interaction can be labeled peer assessment or peer feedback, depending on the level and nature of the evaluative processes, or even broader. The idea of having students to interact and collaborate as part of their learning is built on broader ideas in the field of the learning sciences and learning and instruction. The general idea undergirding collaborative activities is that learning is not just a matter of transferring knowledge, but of having students engaged in cognitive activities to actively construct their knowledge. These ideas are grounded in cognitive constructivist developmental theories as well as more socio-cognitive and social constructivist theories in which interaction plays a central role. More specifically, within the field of computer-supported collaborative learning, attention has been paid to specific cognitive activities that are triggered during interaction, such as negotiating, argumenting, asking questions, and providing feedback. This book holds a compilation of studies focusing on different aspects of peer interaction and is divided into four parts including conceptual, technological, methodological, and empirical contributions.

**Part I**, consisting of three chapters, covers conceptual aspects of peer learning. The first part of the book begins with the chapter by Bhavani Sridharan, Jade McKay, and David Boud, who offer a four-pillar framework for peer assessment for collaborative teamwork in higher education. This framework includes veracity, validity, volume, and literacy with overlapping and specific features. While
the veracity pillar and the validity pillars deal with the assessment design and the implementation considerations, respectively, the volume pillar is linked with the technology factors, and the literacy pillar is associated with the roles and responsibilities for peer assessment. This framework can be helpful for educators, policymakers, and scholars to overcome the challenges of peer assessment in the collaborative teamwork context. The second chapter of this part by Kamila Misiejuk and Barbara Wasson uses a scoping review to provide an overview of the role of learning analytics in understanding peer assessment. The authors systematically review relevant papers to elaborate on how to incorporate automated assessment and visualizations into peer assessment, how to apply data analysis methods to peer assessment, and how to evaluate different types of peer assessment. This review can serve as a helpful resource to find out how learning analytics can be used effectively to facilitate peer assessment. In the last chapter of this part, Ya Ping (Amy) Hsiao and Kamakshi Rajagopal discuss that for their undergraduate thesis, students are expected to co-supervise each other as a supplemental strategy for supervisor feedback. This study focuses on supporting feedback receivers through training materials and instructional activities offered by teachers. The authors state that the suggested and designed instructional activities can be used for improving students’ multiple peer feedback performance. This review study contributes to the advancement of the current literature on peer feedback and how one can effectively use instruction and training in this regard.

Part II, consisting of three chapters, focuses on the methodological aspects of peer learning. In the first paper of the second part, Tine van Daal, Mike Snajder, Kris Nijs, and Hanna Van Dyck compare the effects of two assessment methods (namely comparative judgment and criteria list) on students’ problem-solving in physics, writing, and performance. Results showed some differences between peer assessment conditions regarding the quantity and the content of the peer feedback; however, the peer assessment method did not impact students’ performance. Results further showed that students in the comparative judgment condition gave more positive feedback on the syntax of the texts, while students in the criteria condition provided more positive feedback on the aspect of interpretation. In the next study, Jasperina Brouwer and Carlos A. de Matos Fernandes use stochastic actor-oriented models (SAOMs) to explain collaboration intentionality (CI) as a prerequisite for peer feedback and learning in networks. The chapter authors state that the model shows a homophily influence. This means that students favorably seek feedback from others who are similar in collaboration intentionality. Students who seek feedback from one another become more similar in terms of collaboration intentionality over time, and this similarity is driven by selection and influence mechanisms in peer feedback networks. In the last chapter of the second part, Kyriaki Vakkou, Tasos Hovardas, Nikoletta Xenofontos, and Zacharias C. Zacharia compare expert and peer assessment of pedagogical design in integrated Science, Technology, Engineering, Arts, and Mathematics education. Although the significant correlations are computed for global measures of validity (correlations between total scores of expert and peer assessors) and reliability (correlations between total scores of different peer assessors for the same pedagogical scenario),
the assessment criteria for which peer assessment failed to be valid and/or reliable should be considered carefully in future training sessions. Also, indications of participant preference of expert feedback over peer feedback exist in the study so peer assessors can give their feedback to peers at least once to rationalize their quantitative scores in each assessment criterion. The findings of this part can be useful for teachers who regularly provide learning opportunities for their students to engage in peer learning strategies.

**Part III**, consisting of four chapters, discusses the technological developments for the effective design of peer learning. In the first chapter of the third part, Stan van Ginkel and Bo Sichterman discuss how virtual reality (VR) can be best designed for constructing computer-mediated feedback for enhancing students’ presentation skills. The authors discuss two recent VR experiments in presentation research that can be used to effectively construct feedback messages in VR for improving peer learning presentation. Recommendations and implications are provided for future studies on computer-mediated feedback for peer learning in presentation research. In the next chapter, José Carlos G. Ocampo and Ernesto Panadero examine web-based peer assessment platforms based on their characteristics and features that can potentially affect student learning, feedback exchange, and social interaction. The authors use nine peer assessment design elements and state that majority of the platforms offer features to facilitate peer assessment in different disciplines and in numerous ways and has the potential to affect student learning, feedback, and social interaction. The authors suggest that extensive training is needed for teachers and students to integrate the features provided by these platforms into educational contexts. In the following chapter, Sebastian Strauß and Nikol Rummel discuss that research on group awareness tools has not presented a comprehensive framework about the features underlying their effectiveness. Thus, they examine potential boundary conditions to find out whether groups take up the information from group awareness tools and transform it into actions that adjust the current ways of interaction to the group. The authors suggest that future research should focus more on the design of group awareness tools, on processes that are necessary to support group-level feedback, and on effective regulation of collaboration. In the last chapter of the third part, Ellen Rusman, Rob Nadolski, and Kevin Ackermans argue that text-based analytic rubrics offer limited capacity to convey contextualized, procedural, time-related, and observable behavioral aspects of a complex skill so they limit the construction of a rich mental model. Instead, they state that using video-enhanced rubrics followed by a technology-enhanced formative assessment method may produce a richer mental model, higher feedback quality, and more positive growth in three generic complex skills, namely presenting, collaborating, and information literacy. Hence, they suggest using the Viewbrics technology-enhanced formative assessment method with video-enhanced rubrics for developing skills’ mastery levels of students.

**Part IV**, consisting of seven chapters, the largest part, presenting cutting-edge empirical research studies in the field of peer learning, begins with PeerTeach by Soren Rosier. This chapter has an experimental design to investigate PeerTeach online training for tutors to support students’ implementation of learner-centered
teaching methods. The study results show that the training increases the frequency of students using learner-centered teaching methods in both online and real-life tutoring scenarios. This suggests that training students to use learner-centered tutoring strategies can greatly improve the efficacy for peer tutoring in classrooms, and that technological solutions can scale this type of training. In the second chapter, Julia Kasch, Peter van Rosmalen, and Marco Kalz use a thematic analysis as part of an exploratory sequential mixed methods research design to explore personal factors that affect students’ peer feedback orientation. The most important personal factors influencing their peer feedback orientation are found as the perceived usefulness of receiving and providing peer feedback, the social bond between students, fairness, and skills. This chapter offers a new conceptualization of peer feedback orientation and contributes to the theory development for peer feedback orientation. In the third chapter, Natasha Dmoshinskaia and Hannie Gijlers report an overview of the results of four (quasi-) experimental studies with secondary school students who give feedback on a small-scale product (concept map) in an online inquiry-learning environment. The authors put forward that giving feedback to peers can be a learning experience for a feedback provider. Also, such learning may allow students not only to be cognitively involved with the material, but also to be involved at a meta-level since evaluating others’ products and providing appropriate feedback may require higher-order thinking. The authors suggest that since online platforms may provide flexibility during the feedback-giving process based on the learning goals, they can be helpful for giving feedback more natural and easier than traditional instruction. In the fourth study, Emmeline Byl, Keith J. Topping, Katrien Struyven, and Nadine Engels explore how different peer interaction types impact students’ social and academic integration and institutional attachment. They collected both quantitative and qualitative data from undergraduate students in Psychology and Education Sciences through online surveys and interviews. The authors claim that peer mentoring is the most effective means to enhance social integration. While, for academic integration, peer tutoring is an effective peer interaction tool. In terms of institutional attachment, neither peer mentoring nor peer tutoring are found to be effective. Fifth, Morgane Senden, Dominique De Jaeger, Tijs Rotsaert, Frédéric Leroy, and Liesje Coertjens focus on designing an online training that creates a psychologically safe and trustworthy environment for peer feedback activities in a higher education context. The suggested training includes five stages as follows: (a) discovery of students’ representations, (b) lecture on how to provide effective feedback, (c) peer feedback practice, (d) role-play and discussion in small groups, and (e) summary of key learning points. The authors use a questionnaire to explore students’ perceptions of the training. The authors state that students’ general impression of the training is positive and thus recommend to use such design for peer feedback settings. In the sixth chapter, Nafiseh Taghizadeh Kerman, Seyyed Kazem Banihashem, and Omid Noroozi explore the relationship among students’ attitude toward peer feedback, peer feedback performance, and peer feedback uptake in the context of argumentative essay writing within an online learning environment. This exploratory study is built on an online module with three main tasks including an original essay, peer
feedback, and a revised essay. The authors report that if students perceive peer feedback as useful, they are willing to take it up. They also find that the quality of received peer feedback is related to perceived fairness and trustworthiness of peer feedback. If the received peer feedback entails justifications of the identified problems and suggestions for further improvements, students are more willing to perceive peer feedback as a useful, fair, and trustworthy to accept. The authors suggest that these findings can guide teachers in better adoption of peer feedback activities for essay writing. In the last chapter of the book, Laura Ketonen, Pasi Nieminen, and Markus Hähkiöniemi use a case study method to find out how lower-secondary science students exercise agency during formative peer assessment. The authors categorize agency in nine forms: initiating, echoing, judging work, avoiding criticism, seeking help, appraising feedback, rejecting feedback, revising work, and avoiding revision. They also identify it in three roles, namely group member, assessor, and assessee. The researchers suggest that peer assessment does not challenge students equally, so their agency needs to be reinforced to make them productive during the peer assessment process.

In sum, this book presents peer learning research studies that involve learning and interaction processes and outcomes that involve some kind of feedback activity and exchange between peers. Most of the studies are focusing on the core processes of feedback and assessment between students; however, the collection goes beyond peer feedback and peer assessment and also discusses broader issues such as peer collaboration, peer dialogue, and peer interaction. The full range of peer learning activities is tackled through conceptual, technological, methodological, and empirical contributions on how to best design effective peer learning in real educational settings. We hope this book will inspire further research and development in the field of peer learning.

Wageningen, The Netherlands
Ghent, Belgium

Omid Noroozi
Bram De Wever
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Part I
Conceptual Contributions on Peer Learning
The Four Pillars of Peer Assessment for Collaborative Teamwork in Higher Education

Bhavani Sridharan, Jade McKay, and David Boud

1.1 Introduction

Peer learning, in the form of various collaborative learning models, has become a dominant approach in higher education to foster learning, engagement, and development of well-rounded graduates. Peer learning refers to “the acquisition of knowledge and skills through active helping and supporting among status equals or matched companions” (Topping, 2005, p. 631). The popularity of peer learning is evident from the extant literature surrounding the adoption of a repertoire of nuanced strategies including peer mentoring, teaching, coaching, review, assessment and feedback, study-buddy support, team-based learning, collaborative learning, cooperative learning, reciprocal peer learning, amongst others (Boud et al., 2014).

Nevertheless, the challenges surrounding peer learning strategies, particularly those entailing formal assessment, are problematic and complex since assessment is pivotal to the success of higher education systems (Strijbos & Sluijsmans, 2010). Students are very sensitive to assessment strategies, affecting emotional well-being (Jones et al., 2021), learning experiences, satisfaction and learning outcomes (Li et al., 2020). Additionally, wide variation in peer learning practices and ambiguities...
surrounding its effect on learning outcomes adds to implementation difficulties (Panadero, 2016).

In this context, peer learning models that combine peer assessment and peer feedback in collaborative teamwork (CTW) contexts embracing formal assessment methods provide a mechanism to fulfill a myriad of social, professional and educational goals (Planas-Lladó et al., 2021). Peer assessment refers to grading of peers while peer feedback entails giving, receiving and using qualitative comments by peers to support learning (Hoo et al., 2021). For the purposes of this chapter, peer assessment subsumes both peer rating and peer feedback. CTW is a structured form of collaborative learning requiring members to work together in small groups to achieve a common goal.

This combination cannot only strengthen the holistic development of knowledge, skills and abilities sought by students, employers and accrediting bodies (Planas-Lladó et al., 2021) but may also compensate for inherent limitations of individual strategies (Li et al., 2020). Peer assessment can influence the product quality from CTW tasks through leveraging individual accountability (Jacobs & Renandya, 2019), interdependent behaviour and strengthening learning (Planas-Lladó et al., 2021).

This chapter focuses on the peer assessment of process in producing a tangible artifact in both the formative and summative context. In CTW, this approach has been identified as more appropriate, as students are best positioned to assess their peers’ behaviours and dispositions owing to the proximal working relationship with team members (Sridharan et al., 2019). Nevertheless, this approach faces distinct challenges such as marking bias, implementation difficulties, engagement issues, quality and usability of feedback, trust issues and others (Oakley et al., 2004).

These challenges point to the need for an effective peer learning model to have impactful outcomes. Yet, studies exploring such an arrangement in CTW are sparse. Panadero (2016) stresses the need for considering social and human factors on peer assessment research as it generates psychological and emotional reactions. Scholars have identified gaps between theory and practice, and superficial implementation of CTW (Lawlor et al., 2018). Moreover, existing models predominantly focus on peer assessment in a cognitive context and therefore its direct and nuanced applicability to CTW is limited (Adachi et al., 2018; Gielen et al., 2011; Topping, 1998). To this end, we propose a framework specifically focussing on CTW and orienting it to specific peer assessment challenges and resolutions.

In this chapter, we set the scene by establishing the key impediments of CTW and peer assessment as the potential solutions to the impediments based on existing studies. This is followed by distilling the range of peer assessment challenges articulated in the existing literature to determine key themes. Next, adopting a systematic approach to develop pragmatic solutions to overcome peer assessment challenges, we propose a four-pillar framework. Finally, we draw upon the findings to summarise the implications, practical recommendations and limitations of the framework.
1.2 Impediments and Solutions for CTW

Recognising the intertwined landscape of CTW and peer assessment, holistic understanding of CTW impediments is fundamental, without which solutions to peer assessment challenges may become ineffective. Several impediments to effectively transforming CTW are evident despite the growing adoption of group work in the higher education curriculum (Rubin & Dierdorff, 2009). Impediments affecting student satisfaction and experience arise from tensions surrounding cognitive, affective and behavioural dimensions (Salas et al., 2015).

1.2.1 Cognitive, Affective and Behavioural Impediments

Prior literature reveals an array of cognitive impediments in CTW around poor adoption of pedagogical approaches (Hansen, 2006; Marasi, 2019). Asking students to work in groups without adequately building teamwork skills will not guarantee desired outcomes (McKendall, 2000; Opdecam & Everaert, 2018). Oakley et al. (2007, p. 270) contend, “students are not born knowing how to work effectively in teams” and underscore the poor instructional model as a root cause of student dissatisfaction. Likewise, Loughry et al. (2014) claim poor peer learning experiences due to the teacher’s adoption of a ‘sink or swim’ approach and lack of engagement or support, particularly during times of conflict (Moore & Hampton, 2015a). The potential harmful effects of CTW on learning can surface without instructor guidance, accountability processes and value propositions for students (Oosthuizen et al., 2021).

Impediments stemming from affective dimensions include lack of psychological safety (Salas et al., 2018), unfair grading (Stover & Holland, 2018), and lack of trust and conflict issues (O’Neill & Mclarnon, 2018). Salas et al. (2018) posit ‘the license to speak up’ is a critical factor to deter worries of being judged and ridiculed by team members. Student frustration and negative attitudes towards teamwork surface when all members get the same reward irrespective of their contribution or non-contribution (Mihelić & Culiberg, 2019). Lack of trust and conflict can also lead to knowledge hoarding, non-cooperation and conflict issues (Banihashem et al., 2012; Latifi & Noroozi, 2021; Latifi et al., 2021; Taghizadeh et al., 2022).

Behavioural impediments contributing to student dissatisfaction and negative attitudes towards CTW (El Massah, 2018) include free riding and social loafing (Oakley et al., 2004); lone wolf or silo working tendencies (Opdecam & Everaert, 2018); and dominant or inactive and uncooperative tendencies (Planas-Lladó et al., 2021). It is important to recognise the underlying causes of such behaviours to overcome these impediments. For example, non-contribution could arise from ‘imposter syndrome’ (doubting one’s abilities) (Chapman, 2017), fear of criticism or the fear of becoming a ‘sucker’ (Sridharan et al., 2019). On the other hand, over or under-valuing one’s own contribution can occur owing to the ‘Dunning-Kruger’
effect (cognitive bias in estimation) (Schlösser et al., 2013) or inherent competitive
tendency of individuals creating an imbalance in individual contributions.

1.2.2 Strategies to Overcome CTW Impediments

Scholars have proposed a range of strategies to address CTW impediments. To
tackle the cognitive impediments, effectively considering pedagogical approaches
to curriculum design covering training, task design and facilitating environment is
imperative. Key learning and teaching strategies supporting CTW training include
highlighting the importance and relevance of CTW; and embedding team building
activities; and team debriefing exercises (Hansen, 2006; McKendall, 2000).
Critical task design strategies require assessment design that demands teamwork
(work in collaboration) as opposed to group work (work independently) (Riley &
Ward, 2017); application-based tasks; incentives to quality individual contributions
(Bravo et al., 2019) and other context specific parameters such as cohort type,
year level, task complexity and intended learning outcomes (Bravo et al., 2019).
The provision of tools to collaborate and communicate can also foster a cohesive
teamwork culture (Oosthuizen et al., 2021).

Mitigating the affective impediments, providing a conducive and psychologically
safe environment enabling open and honest communication is critical (Salas
et al., 2018) to develop trust, resolve conflicts, and enhance performance (Fra-
zier et al., 2017). Defining roles and responsibilities and setting ground rules and
expectations can help shape a unified team ethos (Bell et al., 2018). Additionally,
dynamic team configuration considering both similar traits (values, attitudes and
abilities) and dissimilar (complementary skills) individual characteristics (Oakley
et al., 2004) can pave the way for creating a cohesive environment.

Combating the behavioral impediments, peer assessment has the power to pre-
vent unacceptable student behaviours, particularly when direct observation by
instructors is not feasible (Sridharan et al., 2019). Peer assessment can enhance
learning to address underlying causes of such behaviours through asseesees receiv-
ing feedback to take corrective actions, and assessors developing self-awareness,
self-regulated learning and evaluative judgement capabilities (Dochy et al., 1999).

Nevertheless, prior research has identified limitations of peer assessment includ-
ing variability (Willey & Gardner, 2009), student resistance (Topping, 2005), lack
of honesty (Panadero et al., 2013), reliability and validity (Falchikov & Goldfinch,
2000), poor understanding and lack of knowledge and skills (Sridharan & Boud,
2019; Winstone et al., 2019) and lack of mutual respect (Zhou et al., 2020). While
other studies posit various solutions to these challenges, they rarely attempt to
address the broad scope of nuanced challenges relating to peer assessment in the
CTW context.
1.3 Peer Assessment Challenges in CTW Context

Exploring the existing literature and evidence base, several peer assessment challenges have been identified. These are logically classified into four thematic clusters: quality and standards; validity and reliability; scalability and sustainability; and literacy.

1.3.1 Quality and Standards

Peers’ capabilities, behaviours and attitudes in accurate, honest judgment of each other and genuine engagement are critical for guaranteeing the quality and standards of peer assessment, without which it is wasted effort and resources. However, prior studies indicate a number of challenges impacting accuracy, honesty, engagement and overall trustworthiness of peer marking (Sridharan et al., 2019). In terms of capability, evaluative judgements and providing effective and usable feedback to others are complex and must be learned (Boud et al., 2018). Behavioural concerns include: incentives to mismark (competition); giving low marks to high performing students; over-generous marking (particularly friends); sabotage (overrating self and underrating peers) to create self-advantage; collusion with a tendency to mark similarly to others (Sridharan et al., 2019). Moreover, psychological safety factors such as fear of disapproval, social pressure and discomfort in marking peers can negatively impact honest assessment of peers (Vanderhoven et al., 2015). This is even more problematic when the peer assessment process is not anonymous leading to assessees preconceived perceptions of the assessor and unwillingness to open disclosure of behavioural issues (Anson & Goodman, 2014). Attitude challenges include non-engagement or untruthful engagement with the peer assessment activity, particularly in the formative context (either non-completion or random or insincere completion) (Sridharan & Boud, 2019).

1.3.2 Validity and Reliability

Validity and reliability are central to enhancing peer assessment effectiveness. Validity refers to use of an accurate unbiased relevant and aligned instrument to gain process and stakeholder acceptance (Speyer et al., 2011). Reliability requires consistency in marking (avoidance of arbitrary marking and absence of measurement error) irrespective of who does the peer assessment. Factors affecting reliability include biased marking as a result of friendship, vindictiveness, reciprocity, poor understanding of quality and standards, amongst others (Sridharan et al., 2019). Reliability can be enhanced through adoption of effective calibration and moderation practices, however, it requires effort, time and positive disposition by stakeholders. Other challenges include thoughtful consideration of peer assessment design decisions surrounding: sufficient number of peer assessors, incentives...
for taking it seriously, and anonymity to encourage honesty to ensure students trust in the system (Freeman & McKenzie, 2002).

### 1.3.3 Scalability and Sustainability

Scalable and sustainable practices through embedding formative and summative assessment with multiple exposures across the curriculum is vital for impactful outcomes. Stakeholder uptake is a challenge owing to administrative burdens of operationalising. This can be even more challenging in large classes owing to the time and effort-intensive nature of using traditional paper-based methods (Anson & Goodman, 2014). Technology can overcome these limitations, however, usability challenges surrounding stakeholder dispositions (perceived usefulness) and learning capabilities (perceived ease of use) can affect uptake (Salloum et al., 2019).

### 1.3.4 Assessment and Feedback Literacy

The two areas of literacy, namely, assessment and feedback literacy, are critical to ensure greater validity, reliability, consistency and to have a positive impact on learning. Assessment literacy is “the ability to design, select, interpret, and use assessment results appropriately for education decisions” (Quilter & Gallini, 2000, p. 116). Unpacking two types of assessment literacy are critical in CTW context: collaborative learning assessment (Meijer et al., 2020) and peer assessment. The former refers to appropriate choice of assessment methods to align with the goals of collaborative learning. Both entail the capacity of students and instructors to understand the purpose and processes of assessment, as well as to accurately determine ‘quality’ in their (and others’) work (Smith et al., 2013). Evidence suggests lack of clear understanding of the purpose and value of the process by students and instructors (Meijer et al., 2020). Instructor-student partnership in co-creating assessment rubrics are found to be effective but are relatively uncommon in practice (Deeley & Bovill, 2017).

Feedback literacy refers to the abilities and dispositions to seek, generate, understand and utilise feedback towards learning benefit, and develop academic judgement capacities (Molloy et al., 2020). Poor feedback literacy can lead to lack of pedagogical consideration and poor engagement (Koh et al., 2021), emotional distress (Zhou et al., 2020), ineffective past-oriented feedback and poor implementation of feedback practices (Winstone et al., 2019). Koh et al. (2021) found that lack of authentic ownership and engagement of teachers can lead to poor educational outcomes. Likewise, the importance of a clear understanding of pedagogy, technology and content knowledge, and the need for unfolding the teacher’s role are critical to mitigate assessment and feedback literacy limitations (Moore & Hampton, 2015b).
1.4 Framework Development

Analysis of the literature reveals a dearth of focused frameworks specifically addressing peer assessment challenges in CTW context. For example, Gielen et al.’s (2011) typology explores the diversity of peer assessment in a broader context by extending Topping’s (1998) typology classifying 20 variables into five clusters (peer assessment decisions, link between assessment and learning environments, peer interaction, composition, and management of procedure) with a single reference to peer assessment of behaviour. Adachi et al. (2018) framework extends this, incorporating 19 contextual elements covering broader peer assessment context, with peer assessment of process cited once. Overall, existing frameworks fail to consider the complexities of peer assessment in the CTW context.

To fill this gap, this chapter proposes a framework which is designed to mitigate specific challenges surrounding peer assessment in the CTW context to enable deeper understanding of conditions for success, appropriate decisions by key stakeholders to derive best outcomes, and enhance enabling factors to facilitate successful learning. The framework is designed to aid educators and policymakers in determining how best to implement peer assessment which enhances student learning and outcomes.

The framework responds to the needs of key stakeholders: students by supporting peer learning through addressing accountability, engagement and emotional issues; accreditation bodies in authentic provision of assurance of learning evidence; employers by equipping students with work and life-ready skills, and educators, scholars and policymakers in facilitating effective operationalisation of peer learning strategies.

1.4.1 Design

Empowering students to understand quality and standards is imperative to transform learning through efficacious peer assessment design strategies including: demystifying assessment criteria (to ensure accuracy); anonymity (to promote honesty); and incentives (to enhance engagement). Demystifying assessment criteria has the potential to ensure students can more accurately judge the work of others and trust their peers to evaluate their work. Students understanding of assessment criteria/rubrics is critical given they have the power to reward or penalise their teammates (Sridharan et al., 2019). Learning activities entailing co-creation or discussion of rubrics along with examples may foster a shared understanding of quality and standards (Jopp, 2020). Ashton and Davies (2015) found that training students to assess improves their ability to differentiate quality between novice, intermediate, and advanced levels and provide quality feedback information. Likewise, assessor-training and calibration practices can diminish capability challenges (Li et al., 2020).

Anonymity in peer assessment offers advantages in terms of positive attitudes towards feedback, enhanced student learning, improved quality of feedback,
and prevention of undesirable social effects like peer pressure and favouritism (Panadero & Alqassab, 2019; Rotsaert et al., 2018). However, Rotsaert et al. (2018) contend that anonymity can prevent students from a two-way interactive feedback dialogue. On the other hand, anonymity can overcome the psychological safety challenges in truthful peer assessment (Vanderhoven et al., 2015). Besides, anonymity may help students to focus on the content of the feedback rather than the source, especially when there may be emotional tension arising from receiving and acting on feedback from a peer who is of equal status (Anson & Goodman, 2014). Indeed, while there are many positive features on feedback not being anonymous in situations without summative assessment, there are circumstances in which anonymity is needed.

Incentives to engage with both formative and summative practices is a critical aspect of successful peer assessment. To enhance student engagement, Gillanders et al. (2020) stress the need for detailed guidance for students, lecturer accessibility and exemplars. Stepanyan et al. (2009) identified four key components to engagement, including: supportive tutors; anonymity; accessing peer work; and the allocation of marks and in-class activities. Mark allocation can help students determine the value and overall importance of assessment tasks (Sridharan et al., 2019). While there can be no perfect breakdown/weight, the weighting allocation should: (a) reflect the goals for student learning and outcomes; and (b) seek to motivate students to produce high quality of work.

1.4.2 Implementation

Prior studies propose several strategies to tackle the validity and reliability concerns of peer assessment, classified into instrument validity, marking method validity and moderation process. Instrument validity refers to the choice of fit-for-purpose items with good measurement properties along with a well-defined rating scale. In this regard, Loughry et al. (2007) proposed an empirically tested and robust instrument comprising 87 items covering five dimensions based on extensive theoretical and empirical research. This has been integrated into the CATME tool, used extensively for practical implementation of self and peer assessment (Loughry et al., 2014). Similarly, Lejk and Wyvill (2001) reported the effectiveness of a holistic and category-based peer assessment instrument covering six dimensions.

Marking method validity refers to the appropriate choice of a marking calculation method that leads to consequential learning. To address integrity challenges, diverse calculation methods have been proposed such as weighted marks (Freeman & McKenzie, 2002), procedures to correct for marker biases (Li, 2001) and relative performance factors (Willey & Gardner, 2009) to deal with variation in marking standards and quality within and between groups.

Two popular choices are considering peer assessment of process and adjusting CTW product mark by individual process marks. Peer assessment of process has a number of benefits including tackling teamwork challenges and providing
assurance of learning evidence for accreditation bodies (Loughry et al., 2014). Figure 1.1 provides an overview of diverse calculation options with progressively increasing complexity and validity, adopting both holistic and criterion-based peer rating methods. While holistic marking is easy to implement, evidence suggests lack of mark differentiation compared to criterion-referenced approach (Lejk & Wyvill, 2001). Another limitation of holistic marking is the inability to provide information on specific areas for improvement. Criterion-based marking has the potential to reduce marking bias if implemented effectively and help identify weak areas. Calculations based on individual performance relative to the group performance can be more reliable as this addresses issues of variation in marking standards. Relative performance factor (RPF) is calculated as follows:

\[ \text{RPF factor} = \frac{\text{Total ratings for individual team member}}{\text{Average of total rating for all team members}} \]

Adjusting product marks by process mark enables allocation of individual marks for a CTW task based on individual contributions. Figure 1.2 provides more nuanced methods for adjusting product by process marks using types of calculation methods with varying degrees of penalties for poor behaviours in working as a team. Specifically, the three methods for calculating RPF include: non-linear (square root of ratio of RPF); linear (simple ratio—RPF formula); and curvilinear method (linear formula for RPF scores below 1 and non-linear formula for RPF above 1). The non-linear model is less punitive than the linear model for under-contributors. The linear model is less punitive for over-contributors. The curvilinear model penalises both under and over-contributors. It might therefore

---

be appropriate to adopt the non-linear method for first year students, the linear method for second year students and the curvilinear for final year and post graduate students.

Moderation process requires the shared understanding of quality and standards to address reliability concerns and instil confidence amongst students in peer rating. Sadler (2010) advocates the development of “appraisal expertise” to ensure students have the capacity to judge their own performance as well as that of their peers. Increased reliability can be realised through repeated exposure and provision of explicit rubric criteria (De Wever et al., 2011).

In this regard, three types of moderation activities are beneficial: pre-moderation (before marking commences), peri-moderation (during marking) and post-moderation (after marking). Pre and peri-moderation activities require student engagement and post-moderation requires instructor engagement in adjusting the mark based on evidence provided by students. Pre-moderation activities include demystifying quality expectations, peer-rater calibration practices, and peer-rating training (Li et al., 2020). Peri-moderation could take the form of formative assessment by providing exposure to peer marking without penalty as well as developing self-awareness and taking corrective actions. Post-moderation requires instructors addressing marking variation within and between groups by using triangulation evidence from the system and students. Automated peer assessment tools such as CATME and FeedbackFruits have the power to provide additional information on students marking behaviours such as over-rating, colluding, and under-rating. This along with instructors’ tacit knowledge and reflection activities could be used to moderate individual scores.

### 1.4.3 Technology

Embracing automation technology can alleviate scalability, sustainability and usability challenges (Anson & Goodman, 2014). Scalability relates to the capacity
to implement peer assessment in large classes and multiple units of study. Sustainability refers to maintaining initiatives across the curriculum continuously for long-term success. Usability refers to positive user experience and satisfaction to support sustained technology adoption.

A range of technologies and supporting functionalities need to be considered in choosing a system to mitigate these challenges. These include provision for: team formation, calibration exercises, peer assessment, giving and receiving feedback, feedback on feedback, team and individual reflection, and communities of inquiry activities. For example, SPARK$^\text{PLUS}$, CATME, FeedbackFruits, amongst other tools, have been used to support peer assessment and feedback activities (Loughry et al., 2014; Willey & Gardner, 2009). Institutional Learning Management Systems (LMS) tools such as discussion forums and Wikis can support communities of inquiry activities, brainstorming, exchanging ideas and information. Likewise, most LMS provide facilities for basic team formation such as self-selection, random allocation and teacher allocation for group formation.

Most self and peer assessment systems have advantages and disadvantages (See Fig. 1.4). CATME has unique functionality for dynamic team configuration enabling mixing homogenous and heterogeneous individual characteristics. Similarly, Feedbackfruit’s unique feature is its ability to interact with institutional LMS. Both CATME and SPARK$^\text{PLUS}$ can automatically calculate a relative performance factor. Many of these technologies facilitate the automatic generation of results for individuals to compare their self-score against aggregate peer scores. ‘Team charter’ from CATME can support team meetings, setting out roles, expectations, and processes, and laying foundations for teamwork which have been identified to enhance teamwork effectiveness (Bell et al., 2018). Additionally, some of these technologies can classify students based on their marking pattern (such as overconfident, underconfident, manipulator, conflict, clique) using a powerful algorithm, which can be useful for instructor post-moderation processes.

These technologies also help develop lifelong skills; namely evaluative judgement (the ability to judge the quality of one’s own and others’ work) (Boud et al., 2018). However, effective use of these to derive benefit relies upon ease of use of the tool, stakeholder engagement, pedagogical underpinning and ownership of implementation. For example, it is crucial to consider the trade-off between usability and functionality of these systems for securing institutional licensing.

### 1.4.4 Roles and Responsibilities

The development of knowledge, skills and ability of both instructors and students, is critical to address peer assessment literacy challenges, to effectively fulfil their respective functions through partnership and shared roles and responsibilities. In particular, the two areas of literacy, namely, assessment and feedback literacy, are critical as the evidence suggests making evaluative judgements and providing effective feedback are complex and must be learned (Boud et al., 2018).
Assessment literacy is critical and viewed by some as a sine qua non for instructors as inadequate knowledge in assessment impacts the overall quality of education (Popham, 2009). According to Pastore and Andrade (2019), assessment literacy helps instructors use critical information about student learning to teach more effectively, enabling them to respond to students’ learning needs. For students, assessment literacy relates to three key factors according to Smith et al., (2013, p. 1): (1) understanding the purpose of assessment and how it connects to their learning overall; (2) awareness of the process of assessment; and (3) the opportunity to practice making judgements about quality and areas for improvement.

To support peer assessment, Meijer et al. (2020) stress the importance of appreciating the rationale and purpose of collaborative learning and assessment between instructor-students and among students to develop assessment literacy. Deeley and Bovill (2017) argue the need for instructor-student partnership and its orientation for learning through engaging students as ‘partners in assessment’. Peer assessment training has been found to increase perceptions of psychological safety which leads to increased confidence and trust in peer assessors (Cheng et al., 2015). Considering students’ roles as assessee and assessor requires both emotional strength and resilience; training, monitoring and providing guidance in peer assessment is imperative (Gielen et al., 2011; Panadero, 2016).

Students need to be trained in assessment, feedback and evaluative judgement skills to improve peer assessment validity and reliability. Developing stakeholders skills in feedback provision to focus on task/process (not on person), orientation (forward-oriented) and specificity (areas for improvement) are critical to influence positive impact on learning and behaviour. The provision of exemplars, calibration and formative assessment tasks, co-designing evaluation tools are powerful mechanisms in developing evaluative judgements around what constitutes ‘quality’. Carless and Boud (2018) highlight the teacher’s role in modelling the uptake of feedback by encouraging students to seek, use, generate and act on feedback. Developing skills around peer feedback is critical to ensure effective elicitation, process and enaction by students (Malecka et al., 2020). Peer assessment skills could be further enhanced through reflecting on feedback and feedback on feedback.

In summation, the roles and responsibilities of both instructors and students broadly relate to: (a) capacity building and engagement with resources to develop peer assessment literacy; (b) engagement in calibration exercises, formative assessment, summative assessment, giving feedback, use of technology; (c) proactively seeking, engaging and acting on feedback; and (d) reflecting and taking actions for continuous improvement and lifelong learning.

Based on the above analysis of literature, we propose a four-pillar framework by holistically considering complex and intertwined challenges of peer assessment in formal CTW assessment context. This is designed to provide guidance to educators and scholars for navigating various peer learning challenges and creating a
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Fig. 1.3 The four pillars of peer assessment

stable and sustainable peer learning ecosystem model to have an impactful outcome as shown in Fig. 1.3. However, we acknowledge the need for adaptation to align with the context and purpose of the peer learning to effect change.

1.5 Discussion

The framework presented four key pillars (veracity, validity, volume and literacy) based on themes emerged from a critical review of the literature contributing to scholarship encompassing a broad scope of enabling strategies to mitigate challenges associated with peer assessment in CTW, which few existing models do. We contend that when designed and implemented effectively, peer assessment in CTW can become a powerful strategy to instil a range of soft skills including teamwork, leadership, negotiation, conflict resolution, amongst others. The framework
has the potential to influence key stakeholders to advance deeper understanding of challenges and opportunities in embracing effective peer assessment practices in CTW. The key implications for pragmatic application of the framework are summarised below.

To mitigate the capabilities and behavioural challenges, intervention strategies in the veracity pillar include demystifying expectations, anonymity and incentives. However, there is no ‘one solution fits all’ strategy to tackle the challenges. For example, a partnership approach to co-creation as a mechanism for developing shared understanding of quality and standards demands shift in perceptions of stakeholders (Bovill et al., 2016). Anonymity can tackle inhibitions in honest marking and reduce anxieties of retaliation from peers, however, it prevents serious engagement and dialogic conversation, which are critical for learning (Rotsaert et al., 2018). Formative assessment is powerful to support peer learning, however, lack of incentives can impede engagement. Introducing it as a hurdle task may solve this challenge. On the other hand, incentives in the form of summative assessment may lead to competition instead of collaboration. Integrating criteria for collaboration and cooperation can address this issue.

Approaches proposed in the validity pillar include robust implementation decisions about assessment instrument, marking method and moderation process with careful consideration to context and constraints. For instance, instructors need to carefully consider several factors: alignment with learning outcomes, choice of

<table>
<thead>
<tr>
<th>Activity Specification</th>
<th>CATME</th>
<th>SparkPLUS</th>
<th>FeedbackFruits</th>
<th>LMS*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Group formation (self-selection, random allocation, manual allocation)</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
<td>☒</td>
</tr>
<tr>
<td>Dynamic groups formation</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Calibration practice</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Self and peer rating</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Choice for anonymity in rating and feedback</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Auto Populated Criteria Option</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Flexibility to add nuanced criteria</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Qualitative feedback to peers – Overall</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Qualitative feedback to peers – Criterion level</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Feedback on Feedback</td>
<td>☒</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Post-moderation information</td>
<td>☒</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Flexibility in mark allocation for completing various tasks</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Automatic RPF calculation</td>
<td>☒</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Accommodate Self Reflection</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Accommodate Team reflection</td>
<td>☒</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>Private information to instructor (for any poor teamwork behaviour)</td>
<td>☒</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Pushing group formation from LMS</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>☐</td>
</tr>
<tr>
<td>LMS Learning Technology Integration</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>NA</td>
</tr>
<tr>
<td>Discussion Forum, Wikis, etc.</td>
<td>☐</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
</tr>
</tbody>
</table>

*Moodle, BrightSpace, Blackboard

**Fig. 1.4** Comparison of key features from self and peer assessment technologies
methods conducive for learning and adopting appropriate moderation practices. To impact consequential learning, a range of solutions are proposed including a diverse choice of instruments, calculation methods such as weighted marks (Freeman & McKenzie, 2002), procedures to correct for marker biases (Li, 2001), use of a relative performance factor (Willey & Gardner, 2009) and moderation activities (pre, peri and post). To avert students turning against peer assessment without exposure, use of lenient marking methods for first year students and a firmer approach for mature students can be considered.

Enabling scalability and sustainability, volume pillar considers a scaffolded approach and multiple exposures to peer assessment. Effective practices can be achieved through technology affordances and instructors’ ownership for successful implementation (Koh et al., 2021). A comparison of functionalities of three popular technologies namely SparkPLUS, the CATME, FeedbackFruits is provided to make informed decisions in choosing a tool. Even with technology support, peer assessment can be a time-consuming task for novice instructors (Anson & Goodman, 2014). Recognition of this in workload models and capacity building sessions can pave the way for change. Additional program level policy decisions to scaffold across the course will enable authentic transformation of CTW skills and genuine uptake of peer assessment activities.

Developing a deeper understanding of formative and summative functions of assessment by key stakeholders is underscored in the literacy pillar. This requires both cognisance and application of the formative and summative assessment tasks and feedback practices to avert harmful effect on learning (Boud et al., 1999). Strategies to achieve this include assessment bootcamp sessions to explicate the purpose and processes; integrative assessment practices which requires actioning on feedback before attempting follow-on task; reflective writing on how they used the feedback; post-feedback proforma activities on the value and use of feedback; feedback on feedback to encourage deep engagement; developing students’ capacity to give, receive and act on feedback; and mindful growth mindset feedback practices without invoking self-esteem issues. Developing appropriate institutional policies around reframing effective assessment, feedback and professional development practices can significantly resolve these challenges.

1.5.1 Usage of the Framework

The functioning of the framework has implications for a range of stakeholders including educators, policy makers and scholars. For educators, the framework offers a distilling of the extant research on the tensions, possible ways to overcome challenges, and purpose-fit approach to effective adoption of peer assessment in the CTW context. A critical factor in the effective use of the framework is building the capacity of both educators and students in understanding the complexities and pedagogical underpinnings of peer assessment. Once educators are equipped with
the necessary skills, they need to ensure students are also sufficiently trained in the skills required to effect change. Educators need to develop clear procedures and processes for students, and the framework may assist by functioning as an overview and checklist of critical points. In its comprehensive insights into the complex and multifaceted components, the framework may serve as a useful aid for educators in determining how best to implement peer assessment to enhance student learning and outcomes.

For institutional policy makers, the framework presents a pathway for addressing the tensions and developing policies and institutional support for mainstream adoption of best practices in peer assessment. Policy makers are often the way to ensure impactful outcomes at an institutional level. The framework proposes a comprehensive overview of challenges and resolutions around peer assessment, which may help inform best practices.

For researchers, the framework offers a useful distilling of the extensive body of extant literature around peer learning and assessment in the CTW context. It may prove useful in informing considerations of innovative initiatives and approaches in peer assessment moving forward, as well as serving as a springboard to future research.

1.5.2 Limitations

The proposed framework is not without its limitations. Firstly, it has emerged from work in a CTW context, which may mean it may not apply to all peer assessment contexts. Secondly, while it traverses a spectrum of significant challenges and mitigating factors, the framework may not address them all. Finally, successful implementation requires attention to the context in which peer assessment is being implemented.

1.5.3 Further Research

Further research has the potential to refine the framework, empirically test the effectiveness of the proposed strategies to support pragmatic application. Implementation and monitoring will help flesh out its parameters and limitations and assist in its finessing. Another consideration is to elaborate on the capacity building of students in peer assessment and optimal conditions under which they can be supported to develop their feedback and assessment literacy.
1.6 Conclusion

This chapter offers guidance for the multitude of challenges of peer assessment in the CTW context. It does so by identifying the various tensions within CTW and challenges from each of the pillars along with proposing recommendations and fit-for-purpose approaches to tackle the issues to support an effective peer assessment ecosystem. This requires holistically considering its multifaceted aspects through a seamless integration of all four pillars: veracity, validity, volume, and literacy. We underscore the aligned roles of students, instructors, technology and institutional support as catalysing agents of change for transformational learning. Additionally, a significant cultural shift in reimagining assessment and feedback practices, renewal of institution policies and capacity building of key stakeholders will go a long way to effect positive change. Considering the complexities and multifaceted requirements of CTW, more research is required to deal with the challenges of practical implementation for each of the pillars.
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2.1 Introduction

Learning analytics (LA) is a research field that focuses on analysing educational data, with the goal of understanding and/or improving learning. LA is identified as having the potential to change assessment practices and support “the holistic process of learning” (Ferguson et al., 2016). Knight (2020) argues that LA can be used to move the focus from the summative assessment of products produced to facilitate more process-oriented assessments. Similarly, Archer and Prinsloo (2020) write that LA supports the assessment of and for learning and can help in understanding student learning, analysing learning behavior, predicting student learning needs, and prescribing interventions that may promote more effective teaching and learning; however, the ethics of student surveillance and privacy issues must be considered.

Some LA researchers note that assessment data are not commonly considered “an integral part of the analytics data cycle,” but, rather, as an outcome measurement, which leads to assessment analytics being “still under-explored and largely under-developed” (Saqr, 2017, 1). Other reasons for not including assessment data in LA datasets are related to the strong emphasis on behavioural data rather than traditional assessment data, which may be more meaningful; the fact that LA is not led by pedagogy; and the fact that assessment data are not granular enough to allow...
a detailed analysis of student behaviour (Ellis, 2013). There are also some concerns about implementing LA around removing human mentors from the feedback loop and students gaming the analytics (Buckingham Shum & Ferguson, 2012). On the other hand, the inclusion of assessment data, especially feedback data, has the potential to close the gap between data and education, increase LA usefulness, and broaden LA’s scope (Ellis, 2013; Pardo, 2018; Saqr, 2017). Assessment data also have the advantage of being relatively easy to capture because students expect to be assessed based on their performance (Ellis, 2013). Knight (2020) highlights the fact that the “development of assessments based on novel process-based data is challenging (…) Thus, this development is likely to be time-consuming, expensive, and require systemic changes” (p. 133), and he also argues that the data should be used to support, not supplant, humans in their assessment practices.

Cope and Kalantzis (2016) mapped new assessment models that emerged alongside the increased prevalence of educational big data, including embedding assessment in learning, an increased focus on formative assessment, and a new conceptualization of summative assessment as a progress view rather than an end view of learning. Knight (2020) described three ways of transforming formative assessment with the help of LA: (1) developing new assessment techniques, (2) automating existing assessment techniques, or (3) augmenting existing assessment techniques. Moreover, he presented some potential augmentation scenarios, such as using LA to automatically allocate peers or automate feedback on the quality of the student feedback provided (backward evaluation).

One form of formative assessment is peer assessment (PA). Liu and Carless (2006) distinguish between peer assessment as “students grading the work or performance of their peers using relevant criteria” (p. 280) and peer feedback as “a communication process through which learners enter into dialogues related to performance and standards” (p. 280). In this chapter, we use PA as an umbrella term for all forms of PA, including peer feedback, peer grading, and peer review. Early LA research identified the potential of using LA techniques for constructionist learning activities, such as PA (Berland et al., 2014). Some potential practical implementations of LA in PA included feedback classification, a text analysis of rubric answers, combining peer and automated assessment, predicting the accuracy of peer raters, text analysis to monitor feedback quality and appropriateness, and clustering and visualisation techniques to optimise the feedback process (Ryan et al., 2019; Wahid et al., 2016).

2.2 Purpose of the Present Study

As the LA field is heading toward maturity, there is a need to examine how LA has been implemented in the field of PA. To date, there have been no literature reviews conducted on the broad topic of using LA in PA research, although there are reviews of LA and formative feedback (see Banihashem et al., 2022) and one review on an aspect of LA and PA (see Fig. 2.1). In a systematic literature review that included 28 papers, Nyland (2018) identified tools and techniques for
Fig. 2.1 Review studies of learning analytics and formative assessment

...data-enabled formative assessment. Cavalcanti et al. (2021) conducted a systematic literature review that included 63 papers on automatic feedback generation in learning management systems. Chaudy and Connolly (2019) explored 34 relevant studies to identify the various approaches to integrating assessment in educational games and their associated empirical evidence. Deeva et al. (2021) classified and described 109 automated feedback systems. Misiejuk and Wasson (2021) focused on backward evaluation in PA, which is students receiving feedback on the quality of the feedback that they have given.

To fill this gap and help understand how LA is being used in PA, this chapter reports on a scoping review that focused on three research questions:

1. Where in the peer assessment process are the analytics employed? What is the role of learning analytics in peer assessment research?
2. What are the reported peer assessment challenges the research addressed with learning analytics? And how are they addressed?
3. What insights into peer assessment can we gain from learning analytics?

2.3 Methodology

2.3.1 Scoping Review

As no studies analysing the broad use of LA in PA research have been conducted, a scoping review exploring the “the breadth and depth of a field” is an appropriate method with which to close this gap (Levac et al., 2010, 1). In this study, the scoping review approach, as described by Levac et al. (2010) was used. This included discussions between two researchers on the inclusion/exclusion of some of the papers, an iterative process of refining the coding criteria and research questions, and a report on the methodological details of the scoping review process.
2.3.2 Search

The search was conducted in December 2021 and resulted in 1534 papers (duplicates removed), which were screened for inclusion over three rounds (see search details in Fig. 2.2). Papers not written in English, those that were not peer-reviewed, and those published before 2011—the year of the first Learning Analytics and Knowledge (LAK) Conference—were excluded. Due to a large number of papers found during the search, the first screening focused on a detection of the phrase “learning analytics” in the abstract, title, or keywords and full text of the papers; in this way, “learning analytics” served as a proxy for authors centering themselves in the field of LA. If “learning analytics” was only found in the references, the paper was excluded. Papers published at the LAK Conference or in the Journal of Learning Analytics were allowed to bypass this rule, with the assumption that publishing in these places automatically establishes a link to LA. After the first round, 598 papers remained. The second screening tackled the “peer assessment” aspect of the review by checking whether some form of PA was described in the methods section of the article. After two rounds of screenings, the full text of 166 papers was examined for their relevance to the research questions.

After the exclusion of the non-relevant papers, the final review included 27 papers: fourteen journal articles and 13 conference papers. While most had an
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**Fig. 2.2** Inclusion/exclusion process
overall focus on PA, for some, PA was secondary. For example, some papers used PA data for LA and delivered new insights into PA research, although the focus of the paper was not on PA. Most papers (22 of 27) conducted their studies in the context of higher education, except for Misiejuk et al. (2021), whose dataset included data from both higher education and K-12; Koh et al. (2016), Mørch et al. (2017), who used K-12 data; Hunt et al. (2021), who focused on professional development; and Babik et al. (2019), who simulated a dataset. Table 2.1 provides an overview of the 27 included papers.

### 2.4 Results

**RQ1: Where in the peer assessment process are the analytics employed? What is the role of learning analytics in peer assessment research?**

In the application of LA, eleven papers used LA to improve PA activity (*LA for PA*), while 15 papers used LA to analyse PA data (*LA on PA data*). We identified three main roles on the part of LA in improving PA: *tools, automated feedback*, and *visualizations*. For the papers that used LA to analyse PA data, four main application areas were mapped: *student interaction, feedback characteristics, comparison, and design*. Although some papers apply LA in more than one role, the paper categorization discussed below focused on the main use of LA in PA research described in the paper. Only one paper included both. Cheng and Lei (2021) both analysed PA data and developed visualizations for PA that showed students the social networks of their blogging and PA activities. Then, they examined the visualisation’s influence on their engagement and group cohesion.

**Tools.** Four papers presented or developed *tools* with LA to help in facilitating PA. Using a novel quantitative approach, Nalli et al. (2021) developed and validated a Moodle plugin to facilitate the creation of heterogenous groups for a PA activity based on Moodle activity data. Chaparro-Peláez et al. (2020) developed a Moodle application, Workshop Data EXtractor (MWDEX), that can be used to extract, process, analyse, and visualize PA data in Moodle Workshops, and they conducted a short survey with instructors to validate the tool and inquire into how they implement PA. Vozniuk et al. (2014) presented an extension to a social media platform, GRAASP, that facilitates rating-based PA. The extension was evaluated in two analyses: (1) the validity of the PA in relation to the instructor’s grade was calculated, and (2) the level of agreement between a group of children who cannot read and a group of university students was compared. Balderas et al. (2018) introduced a scalable framework for conducting qualitative assessments of collaborative Wiki assignments using AssessMediaWiki (AMW), a tool to facilitate PA in Wikis, and StatMediaWiki (SMW), a monitoring tool for Wikis. Both tools provide the instructor with fine-grained assessment information about student’s collaborative work.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Discipline/subject</th>
<th>Sample size</th>
<th>Learning tools and platforms*</th>
<th>Application of LA</th>
<th>LA role</th>
<th>PA challenges</th>
<th>PA insights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andriamiseza et al. (2021)</td>
<td>Multiple</td>
<td>616 students 21 instructors</td>
<td>Elaastic</td>
<td>LA for PA</td>
<td>Tools PA design</td>
<td>Scaling</td>
<td>PA design, Student learning, Validity and reliability</td>
</tr>
<tr>
<td>Babik et al. (2019)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>LA of PA data</td>
<td>Comparison</td>
<td>PA evaluation</td>
<td>PA design</td>
</tr>
<tr>
<td>Balderas et al. (2018)</td>
<td>Computer science</td>
<td>43 students</td>
<td>MediaWiki, SMW, AMW</td>
<td>LA for PA</td>
<td>Tools PA design</td>
<td>Scaling</td>
<td>PA design</td>
</tr>
<tr>
<td>Bjælde and Lindberg (2018)</td>
<td>Science teaching</td>
<td>Not reported</td>
<td>–</td>
<td>LA for PA</td>
<td>PA design</td>
<td>–</td>
<td>PA design</td>
</tr>
<tr>
<td>Bridges et al. (2020)</td>
<td>Multiple</td>
<td>13 students</td>
<td>LAMS</td>
<td>LA of PA data</td>
<td>Interaction</td>
<td>–</td>
<td>Student interaction</td>
</tr>
<tr>
<td>Chaparro–Peláez et al. (2020)</td>
<td>Multiple</td>
<td>23 instructors</td>
<td>Moodle Workshops; MWDEX</td>
<td>LA for PA</td>
<td>Tools</td>
<td>Lack of tools Scaling</td>
<td>PA design</td>
</tr>
<tr>
<td>Cheng and Lei (2021)</td>
<td>Educational technology</td>
<td>24 students</td>
<td>Blackboard</td>
<td>LA for PA LA of PA data</td>
<td>Visualizations Interaction</td>
<td>Facilitating interaction</td>
<td>PA design, Student interaction</td>
</tr>
<tr>
<td>Chiu et al. (2019)</td>
<td>Surgical education</td>
<td>50 students</td>
<td>dVSS</td>
<td>LA of PA data</td>
<td>Interaction</td>
<td>–</td>
<td>Student learning</td>
</tr>
<tr>
<td>Choi et al. (2019)</td>
<td>Data science</td>
<td>456 students (2 studies)</td>
<td>–</td>
<td>LA of PA data</td>
<td>Feedback characteristics Feedback perception</td>
<td>PA design Feedback perception</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Paper</th>
<th>Discipline/subject</th>
<th>Sample size</th>
<th>Learning tools and platforms*</th>
<th>Application of LA</th>
<th>LA role</th>
<th>PA challenges</th>
<th>PA insights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Djelil et al. (2021)</td>
<td>Multiple</td>
<td>422 students (7 courses)</td>
<td>Sqily</td>
<td>LA of PA data</td>
<td>Interaction</td>
<td>Facilitating interaction</td>
<td>PA design Student interaction</td>
</tr>
<tr>
<td>Er et al. (2021a)</td>
<td>Technology enhanced distance learning</td>
<td>14 students</td>
<td>Synergy</td>
<td>LA for PA</td>
<td>Tools Visualizations</td>
<td>Scaling</td>
<td>PA design</td>
</tr>
<tr>
<td>Er et al. (2021b)</td>
<td>Primary education</td>
<td>30 students</td>
<td>Synergy</td>
<td>LA of PA data</td>
<td>Interaction</td>
<td>Facilitating interaction</td>
<td>PA design Student interaction</td>
</tr>
<tr>
<td>Gunnarsson and Alterman (2014)</td>
<td>Internet and society, human–computer interaction</td>
<td>157 students (2 studies)</td>
<td>Blogosphere by Brandeis University</td>
<td>LA of PA data</td>
<td>Feedback characteristics</td>
<td>Scaling</td>
<td>PA design Student learning Validity and reliability</td>
</tr>
<tr>
<td>Huang et al. (2019)</td>
<td>Information management</td>
<td>96 students</td>
<td>Moodle</td>
<td>LA of PA data</td>
<td>Feedback characteristics Interaction</td>
<td>–</td>
<td>PA design Student interaction</td>
</tr>
<tr>
<td>Hunt et al. (2021)</td>
<td>Education</td>
<td>76 teachers (2 studies)</td>
<td>EPASS</td>
<td>LA for PA</td>
<td>Automated assessment Visualizations</td>
<td>PA evaluation</td>
<td>PA design Feedback perception</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Paper</th>
<th>Discipline/subject</th>
<th>Sample size</th>
<th>Learning tools and platforms*</th>
<th>Application of LA</th>
<th>LA role</th>
<th>PA challenges</th>
<th>PA insights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khosravi et al. (2020)</td>
<td>Relational databases</td>
<td>384 students</td>
<td>RiPPLE</td>
<td>LA of PA data</td>
<td>Feedback characteristics</td>
<td>Lack of tools</td>
<td>PA design Validity and reliability PA comparison</td>
</tr>
<tr>
<td>Koh et al. (2016)</td>
<td>Teamwork competency awareness</td>
<td>272 students</td>
<td>ChatAdmin</td>
<td>LA for PA</td>
<td>Visualizations</td>
<td>–</td>
<td>PA design Feedback perception</td>
</tr>
<tr>
<td>Lin (2019)</td>
<td>Language learning</td>
<td>57 students</td>
<td>1Know; Zuvio</td>
<td>LA of PA data</td>
<td>Comparison</td>
<td>PA evaluation</td>
<td>PA design Student learning Student interaction</td>
</tr>
<tr>
<td>Misiejuk et al. (2021)</td>
<td>Multiple</td>
<td>7660 records</td>
<td>Peergrade</td>
<td>LA of PA data</td>
<td>Feedback characteristics</td>
<td>Feedback perception</td>
<td>Feedback perception</td>
</tr>
<tr>
<td>Mørch et al. (2017)</td>
<td>Language learning</td>
<td>125 students</td>
<td>EssayCritic</td>
<td>LA of PA data</td>
<td>Comparison</td>
<td>PA evaluation</td>
<td>Student learning Student interaction</td>
</tr>
<tr>
<td>Nalli et al. (2021)</td>
<td>Physics</td>
<td>54 students</td>
<td>Moodle</td>
<td>LA for PA</td>
<td>Tools</td>
<td>Feedback perception</td>
<td>–</td>
</tr>
<tr>
<td>Sedrakyan et al. (2014)</td>
<td>Management information systems</td>
<td>86 students</td>
<td>JMermaid tool</td>
<td>LA of PA data</td>
<td>Interaction</td>
<td>–</td>
<td>Student interaction</td>
</tr>
<tr>
<td>Paper</td>
<td>Discipline/subject</td>
<td>Sample size</td>
<td>Learning tools and platforms*</td>
<td>Application of LA</td>
<td>LA role</td>
<td>PA challenges</td>
<td>PA insights</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------</td>
<td>-------------------</td>
<td>---------------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Shibani et al. (2019)</td>
<td>Law, accounting</td>
<td>293 students (2 studies)</td>
<td>AcaWriter</td>
<td>LA for PA</td>
<td>Automated assessment</td>
<td>–</td>
<td>Student learning perception</td>
</tr>
<tr>
<td>Vogelsang and Ruppertz (2015)</td>
<td>Cyber security and human rights</td>
<td>467 students</td>
<td>iversity</td>
<td>LA of PA data</td>
<td>Comparison</td>
<td>Scaling</td>
<td>Validity and reliability</td>
</tr>
<tr>
<td>Vozniuk et al. (2014)</td>
<td>Social media</td>
<td>100 participants (2 studies)</td>
<td>GRAASP</td>
<td>LA for PA</td>
<td>Tools</td>
<td>Lack of tools</td>
<td>Validity and reliability</td>
</tr>
</tbody>
</table>

*Only learning tools and platforms reported by name in a paper listed
**Automated Feedback.** Three papers either compared PA with automated feedback or augmented a PA activity with automated feedback. Hunt et al. (2021) conducted a PA activity with teachers who were divided into two groups that used either an e-portfolio without LA or an e-portfolio enhanced with automated feedback and an activity dashboard. The analysis focused on feedback perceptions among feedback receivers and feedback providers. Lárusson and White (2012) developed a tool with which to automatically measure and visualize an originality score (*Point of Originality*) for students’ contributions to the teacher to help with monitoring and evaluation in a student co-blogging activity that included PA. The score was validated in the study. Shibani et al. (2019) showcased an implementation of the *Contextualizable Learning Analytics Design* (CLAD) model with the help of an automated feedback tool, AcaWriter, in two contexts: law essay writing and business report writing. In both contexts, the students engaged in a PA activity and were divided groups that either received additional automated feedback from AcaWriter and did not receive automated feedback. An additional usefulness survey was conducted to compare both groups.

**Visualization.** Three papers focused on data visualization. Koh et al. (2016) presented a *Team and Self Diagnostic Learning* (TSDL) framework aimed at the teamwork competencies and collaboration skills of students. The framework was implemented during a PA activity in which students rated themselves and other team members in an online survey. The similarity scores between self- and peer-ratings were calculated. The results were visualized as student micro-profiles in a radar chart and shown to the students and teachers for their reflection. Er et al. (2021a) presented an open-source platform, Synergy, designed to support PA based on a *Theoretical Framework of Collaborative Peer Feedback*. One of the platform’s features is the visualization of students’ activity data for the instructor.

**Student interaction.** Six papers used LA to analyse PA data and explore topics such as student interaction and engagement. Bridges et al. (2020) combined PA data with video and discourse analyses to examine interprofessional team-based learning. Chiu et al. (2019) used peer observation and assessment data as a proxy for active engagement and evaluated their effects on student progress in surgical training using the da Vinci Skills Simulator (dVSS) platform. Djelil et al. (2021) analysed student interaction data from the learning platform Sqily, which included PA, to detect their engagement patterns, roles, and temporal dynamics. Huang et al. (2019) focused on the effects of gamification and quantity- and quality-based badges on peer feedback quality and student engagement in an online discussion forum. The gamification design was based on the Theory-driven Gamification model (GAFCC: *Goal, Access, Feedback, Challenge, Collaboration*), while the PA data were analysed using content analysis and social network analysis. Er et al. (2021b) applied process mining to identify and interpret engagement patterns in data from the PA platform Synergy. Sedrakyan et al. (2014) examined group interaction data during a conceptual modeling process that included PA.
**Feedback characteristics.** Five papers focused on peer feedback characteristics, such as perception and quality. Gunnarsson and Alterman (2014) conducted a study on peer promotion, a type of PA, in which students assessed other students work by liking other students’ posts or awarding badges. Moreover, students were required to engage weekly in more traditional PA assignments by giving feedback using a 3-point scale on a questionnaire form and commenting on two posts. Khosravi et al. (2020) presented an adaptive platform, RiPPLE, that aims to support evaluative judgement skills and conducted a study in which students created multiple choice questions (MCQs) and gave each other peer feedback on the platform. Both the validity of the peer feedback and the development of peer feedback quality over time were explored in this study. Misiejuk et al. (2021) used a variety of LA methods to analyse the backward-evaluation big data to gain new insights into student perceptions of feedback and its relationship to rubrics. Choi et al. (2019) used natural learning processing to code and analyse the PA text data to determine the influence of the social economic status of students on the perceptions of the PA. Divjak and Maretić (2015) developed and tested a novel method via which to measure PA and self-assessment reliability using modified Manhattan metrics.

**Comparison.** Four papers compared different types of PA. Vogelsang and Ruppertz (2015) analysed MOOC data derived from the innovative integration of teaching assistants into assessment activities to determine student performance and the validity of this method in relation to PA, automated assessment, and instructor grading. Lin (2019) compared online and paper-based PA to explore the differences in learning achievement, learning involvement (measured using log data from a learning management system), learning autonomy, and student learning reflections. Mørch et al. (2017) generated automated feedback in the EssayCritic system for one group in a language learning scenario and compared their learning performance and writing process with a group that engaged in PA without EssayCritic. Babik et al. (2019) simulated datasets using LA methods to compare ranking-based and rating-based PA with a focus on structural effects.

**Design.** Two papers focused on designing PA. Bjælde and Lindberg (2018) reported on course design examples incorporating continuous feedback, including PA, and LA. Andriamiseza et al. (2021) explored a two-votes-based process, a form of peer instruction with embedded PA. The results of a learning activity that was conducted on the web platform Elaastic were analysed and presented to the instructors to inform their practice. This study not only provided instructors with recommendations for orchestration but also system designers with recommendations when designing a formative assessment system.

RQ2: What are the reported peer assessment challenges the research addressed with learning analytics? And how are they addressed?

Only 18 papers reported on challenges facing PA *that may be mitigated through LA*, while three papers reported on more than one issue. We identified five main
challenges: scaling, PA evaluation, lack of tools, feedback perception, and facilitating interaction. In this section, we describe the challenges and their potential mitigation.

**Scaling.** The scaling of PA was the challenge LA had the most potential to help, as reported in eight papers. As noted by Andriamiseza et al. (2021), the scaling of assessment activities generates rich datasets that may be used to help inform instructor practice. In their study, the data from a two-votes-based process with embedded PA was analysed to inform classroom orchestration. Chaparro-Peláez et al. (2020) noted the need to support MOOCs with efficient student-centered assessment methods, such as PA, which can be made scalable by using LA. To encourage the adoption of PA as a scalable assessment solution for large courses, Vozniuk et al. (2014) used LA to validate PA use on a social media platform, GRAASP, which can be used to set up a PA activity. A PA platform, Synergy, with integrated LA, was presented to facilitate the scaling of dialogic peer feedback in Er et al. (2021a). Gunnarsson and Alterman (2014) noted that students’ content production in blogging environments may overwhelm instructors and lead them to not being able to identify and highlight high-quality contributions to the class. This was mitigated by the implementation of peer promotion, a type of PA that uses likes and badges. Although Wikis provide rich data that may be used to evaluate various skills, the assessment of Wikis is very complex and difficult to scale. To address this, Balderas et al. (2018) gave teachers information from qualitative and quantitative LA-supported assessment during a PA activity using Wikis. Divjak and Maretić (2015) described the need to use LA data to explore PA and assess the reliability and validity of PA, especially in large classrooms. For example, they noted that LA could help with equalizing in a PA activity—such as students giving all their peers the same marks—by discovering assessment patterns. A second example addresses students’ lack of the metacognitive skills needed to perform PA, which may be mitigated by using LA to calculate PA reliability, which would enable teachers to identify students who needs help.

**PA evaluation.** Four papers identified the challenge of evaluating PA as an activity. Because online PA has the potential to facilitate higher-order thinking, such as improving writing abilities in language learning, and can be used as an effective flipped-classroom strategy, Lin (2019) studied the differences between online and paper-based PA. LA data from a learning management system were used as a proxy for student’s learning involvement in both scenarios. Mørch et al. (2017) noted that LA-generated automated feedback may be as accurate and reliable as PA. At the same time, these systems could lead to conformity and less creativity in writing. To explore these issues, a study was conducted that compared the learning performance and writing processes of students who received automated feedback with those of students who only received feedback from their peers. Babik et al. (2019) observed that comparing different PA methods using real-life assessment data may conflate the analysis with cognitive and behavioural effects. To mitigate this phenomenon and focus on structural effects, a simulation model of PA was developed using a Monte-Carlo simulation, and network typology and aggregation
methods were used to compare ranking-based and rating-based PA. Hunt et al. (2021) report a potential advantage derived from adding LA to e-portfolios used in a PA activity: providing more tailored and timely feedback.

**Lack of tools.** Four papers described the lack of PA tools. Nalli et al. (2021) described a lack of tools that support the formation of heterogenous groups of students for PA. To address this, a variety of clustering algorithms using Moodle activity data were evaluated, and a Moodle plugin for group formation was developed and validated. Chaparro-Peláez et al. (2020) reported that there are few software tools to support PA. Moreover, the current Moodle Workshops version has many limitations in terms of data visualization, extraction, and exporting. As a solution, a new tool with LA functionalities, Moodle Workshop Data Extractor (MWDEX), was presented. The development of a PA extension for the social media platform GRAASP by Vozniuk et al. (2014) was motivated by the lack of ready-to-use PA platforms and PA validity issues. Many tools do not enable data harvesting, so the impact of implemented strategies cannot be evaluated. Khosravi et al. (2020) presented an adaptive tool, RiPPLE, that enables data extraction and fosters evaluative judgements. In an empirical study focusing on PA validity, students developed and peer-assessed multiple-choice questions (MCQs).

**Feedback perception.** Three papers recognized improving peer feedback perceptions as an important PA challenge. The current application of the Moodle Workshop randomly forms student groups for a PA activity, which negatively influences student satisfaction with the assessment activity. This motivated Nalli et al. (2021) to propose a sophisticated quantitative LA method and a Moodle plugin to form heterogenous groups, the implementation of which may lead to more positive perceptions of PA and higher success rates for all students in a class. Misiejuk et al. (2021) identified a challenge in understanding student perceptions of the feedback they received with regards to being able to use it effectively. To address this challenge, an extensive study that used a large dataset and applied a variety of LA methods (ENA, regression, and other methods) was conducted. Choi et al. (2019) described a need to understand the impact of socio-economic status on how student feedback is perceived. As a part of their analysis intended to gain more insights into this problem, they used automated text classification, an LA technique, to detect feedback characteristics.

**Facilitating interaction.** Three papers identify facilitating student interaction in PA as a problem and suggest that LA could help. Cheng and Lei (2021) identified the need to facilitate student interactions in blogging activities that include PA. Social network analysis (SNA), an LA technique, was used to analyse and visualize student engagement and group cohesion. The SNA graphs were shown to students, and their effect on student behaviour was explored. Djelil et al. (2021) noted that engaging students in PA is difficult and that PA itself is prone to biases. To gain more insights into student interactions, social network analysis, specifically a graphlet-based method, and clustering were used to analyse the PA data. Er et al. (2021b) noticed a challenge in understanding student engagement patterns
that could be used to improve PA. To identify these patterns, log data from a PA platform, Synergy, was analysed using process mining.

**RQ3: What insights into peer assessment can we gain from learning analytics?** Only one paper did not report any insights into PA. We found five types of PA insights, which were *PA design, student learning, PA validity and reliability, student interaction, and feedback perception.*

**PA Design.** Most papers contributed new or improved designs for a PA activity with the help of LA, or their insights could inform more effective PA designs. The adaptive platform RiPPLE, presented by Khosravi et al. (2020), provides a learning environment that supports evaluative judgement and PA. Moreover, the tool enables the measurement and evaluation of such interventions. The theory-oriented design of the PA platform Synergy, presented in Er et al. (2021a), was evaluated positively by a group of students. While comparing online and paper-based PA, Lin (2019) noted the students’ frustration with small screens in the online PA group when engaged with PA on mobile devices. An evaluation of the Workshop Data EXtracter (MWDEX), developed by Chaparro-Peláez et al. (2020), indicated that instructors typically do not use any software tool to facilitate PA. Moreover, although most instructors use Moodle in their day-to-day practice, they choose Blackboard’s PA application rather than Moodle Workshops when they decide to use software to support PA, which may indicate their dissatisfaction with the Moodle Workshop module for PA.

A radar chart visualizing the similarity scores between self- and peer-ratings in a team awareness activity, presented in Koh et al. (2016), was perceived positively as a visualization tool, although the students had difficulties interpreting the similarity scores. The need for a more user-friendly dashboard was emphasized, and because some students and teachers found the PA ratings dishonest in the team awareness study, more training in PA was recommended. Cheng and Lei (2021) found that, when an interaction graph of within-group interactions was shown to students after the first PA activity, this had the undesired effect of generating fewer cross-group comments in the following cycles. This indicates that a clearer explanation of performance expectations is needed to help students interpret the visual analytics of their behaviour.

The finding that PA rating scales outperformed PA ranking scales according to a study conducted by Babik et al. (2019) can be used to design PA activities and systems because choosing either scale must be considered together with other design choices that they may influence, positively or negatively, either scale’s validity and reliability.

Bjælde and Lindberg (2018) presented a course design that integrated PA and LA to facilitate assessment as learning and continuous feedback as an early intervention method. Student feedback perceptions after the PA activity guided the future course design. A scalable qualitative assessment framework that uses LA, developed by Balderas et al. (2018), can help teachers with the large-scale assessment, including PA, of collaborative Wiki contributions. Andriamiseza et al. (2021)
recommended that formative assessment systems based on a two-votes-based process show teachers the proportion of correct answers at the first vote, as well as the correlation between the correctness of a student’s rating and their confidence level. In addition, they recommend that PA activities not include self-ratings, and that the system should be flexible in terms of how many peers assess one another.

Gamification is cost effective and relatively easy to implement and likely increases PA engagement in online discussion forums, as shown in Huang et al. (2019). Peer promotion using badges and likes may be considered as an addition to traditional PA to reduce instructors’ workload, as described in Gunnarsson and Alterman (2014).

Er et al. (2021b) found that high-performing students had many bidirectional transitions between self-regulated learning and socially regulated learning, as well as between self-regulated learning and co-regulated learning on a PA platform, Synergy. One implication of this behaviour that may lead to better student performance is that additional support for engaging students in self-regulated learning, socially regulated learning, and co-regulated learning should be provided. Hunt et al. (2021) compared a group using an e-portfolio with LA visualizations and a group using an e-portfolio without LA. Both groups indicated a need for a face-to-face discussion as a part of the feedback process. Teachers in the e-portfolio with the LA group indicated that they need more support in dealing with analytics due to a lack of digital skills. Furthermore, they expressed a need to have more control over the visual analytics of their activities because the teachers felt overwhelmed at times. Djelil et al. (2021) used social network analysis (a form of LA) with data from the learning platform Sqily and found that teacher presence was significant across courses and crucial to initiating initial PA activities, suggesting that students may need support and direct guidance from a teacher to begin interacting with peers. The finding by Choi et al. (2019) that students reacted differently to feedback provided by students with different socioeconomic statuses (i.e., based on the nationality of the peer feedback provider) has design implications. Instructors must pay attention to which information about learners is visible to others, including indirect information that may indicate socioeconomic status, such as a name or profile picture. On the other hand, socioeconomic information may help instructors pair students with different socioeconomic statuses and thus ensure exposure to different perspectives.

**Student learning.** Six papers reported insights into student learning. Lin (2019) found no learning performance difference between online and paper-based PA in a flipped language-learning class. However, the online PA group expressed more ideas in their work, expressed more interest in the flipped learning environment, and showed higher learner autonomy during previewing before the class. Mørch et al. (2017) found no significant difference in learning performance between a group using automated feedback and a group engaged in PA. The group that used automated feedback, however, used significantly more subthemes and showed more ideas inspired by the automated feedback in their writing. It was difficult for students in the PA group to give content-oriented feedback, and they preferred to
comment on the essay structure. A group with additional automated feedback used significantly more rhetorical moves in their essays in the first context in Shibani et al. (2019). Furthermore, PA helped students with sense-making regarding the automated feedback.

Lárusson and White (2012) found a statistically significant positive correlation between the number of contributions that included comments on other students’ blogs and students’ final performance and the originality of their contributions. Chiu et al. (2019) found that implementing peer observation with PA during surgical student practice on a da Vinci Skills Simulator (dVSS) facilitated the improved performance of intermediate-level surgical tasks but not basic or advanced tasks. In a study of the two-votes-based PA process, Andriamiseza et al. (2021) found that benefits of formative assessment sequences increased when (1) the proportion of correct answers is close to 50% during the first vote or (2) the written rationales from students who gave correct answers are better rated than those from students with incorrect answers. However, the number of peer ratings made no significant difference in terms of the benefits of the formative sequences’ benefits.

**Reliability and Validity.** Four papers described findings about PA reliability and validity. Vogelsang and Ruppertz (2015) found peer and teaching assistants’ grading invalid as compared with the expert’s grading. However, peer grading was valid, assuming that the teaching assistants’ grading was accurate. Andriamiseza et al. (2021) established that peer ratings were consistent when correct learners were more confident than incorrect ones, while self-ratings were inconsistent in the peer rating context. Khosravi et al. (2020) established a strong and positive correlation between student and domain expert ratings on multiple choice questions (MCQs) on an adaptive platform, RiPPLE. Furthermore, the difference between the domain expert ratings and peer ratings decreased with time and practice. Gunnarsson and Alterman (2014) found that peer promotion helped identify higher quality posts. Some students could be identified as more reliable in evaluating post quality than others. Moreover, badges given before or after the traditional PA activity were found to be more reliable than those given during the PA activity. The evaluation of the GRAASP extension developed by Vozniuk et al. (2014) showed a strong agreement between the grades assigned by students and instructors in rating-based PA. To confirm that students did not grade the reports based on appearance, a second experiment was conducted with children, who rated the reports only based on their appearance, without reading the reports’ content. Little agreement between the grades assigned by the students and children was found, and this result confirmed that students engaged with the content of the reports before grading them.

Divjak and Maretić (2015) developed a reliability measurement based on the modified Manhattan metrics (based on taxicab norm) indicating that reliable peer grading should be within 2 points (i.e., less than or equal to 2), while peer grading would be unreliable if it exceeded 2 points. In their case study, the PA grades were reliable.
**Student interactions.** Eight papers provided new insights into student interactions and behaviour. Students in the online PA group demonstrated higher learning involvement during flipped learning than the paper-based PA group in the study by Lin (2019). Mørch et al. (2017) noted that students in the automated feedback group were more motivated and worked harder on their essays than the PA group. The gamification-based group posted more, engaged more in PA, and gave higher-quality peer feedback in an online discussion forum than the control group in the study reported in Huang et al. (2019). A larger group of students in the gamification-based group provided feedback in comparison to the control group. After showing students their social network graphs on their intra-group blogging and PA behaviour, in the study reported in Cheng and Lei (2021), the interactions within the same group increased and the exploration of outside-group blogs decreased. This resulted in a clear subgroup structure.

Sedrakyan et al. (2014) found that both the best- and the worst-performing students were more engaged in their modeling activities just before the activity deadlines, including the PA deadline. However, the best performing groups were also very active between the deadlines. Moreover, the best-performing groups implemented more peer feedback in their models in comparison to the worst-performing groups during the conceptual modeling activity. Er et al. (2021b) found that high-performing students were more likely to engage as described in the theoretical framework for collaborative peer feedback, while medium-performing students deviated from the theory.

Djelil et al. (2021) found a positive trend in terms of learners engaging in PA activities on the learning platform Sqily. Furthermore, it was found that students may need some time to feel comfortable providing feedback to new peers. Bridges et al. (2020) compared the video, discourse, and PA data of two groups during an interprofessional team-based learning activity. According to an analysis of the PA data, the first group did not identify a leader, and their physical orientation was spatially and interactionally cohesive. The second group identified a strong leader, both in their PA and in their spatial composition.

**Feedback perception.** Five papers reported findings on feedback perception. Feedback providers, reported on in Hunt et al. (2021), found that giving feedback to others helped them reflect on their own work. At the same time, they felt uncomfortable being critical toward their colleagues. This influenced feedback receivers and their perception of feedback providers as not always being honest. Another finding in this study was that the group using an e-portfolio with LA had significantly more positive perceptions of the entire feedback experience than the group using an e-portfolio without LA. However, there were no significant differences in the perceptions of the quantity, quality, and use of feedback between the two groups. The PA activity in Divjak and Maretić (2015) was overwhelmingly perceived as motivating. In the team awareness study of Koh et al. (2016), some students and teachers disagreed with PA ratings and perceived them as dishonest. Students who perceive feedback as useful acknowledged their errors, expressed the intention to revise their text, and/or gave praise regarding the feedback in their
backward-evaluation comments, as shown in a study by Misiejuk et al. (2021). Students who evaluated the feedback that they received as not useful or showed confusion about the feedback were critical toward it and/or disagreed with it in their backward-evaluation comments. In general, students wanted feedback to be more specific, just, and constructive, rather than kind. No significant relationship between backward-evaluation and the structure of the PA rubric was found. Two studies by Shibani et al. (2019) found that the students in both studies perceived the writing activity with added automated feedback to be more useful than only PA without automated feedback. High-socioeconomic status students reacted differently to the feedback from medium- and low-socioeconomic status students in terms of feedback agreement and formality when status information was disclosed in a study reported in Choi et al. (2019).

2.5 Discussions and Conclusions

This chapter presents the first scoping review mapping of the LA applications in PA research. The review included 27 very diverse papers, which made reporting on the results challenging. Our research questions focused on the PA challenges that the papers identified and how were they addressed using LA, the role of the LA application in the PA activity, and, finally, the kinds of PA insights reported. We found two main areas in which learning analytics was used for PA: using LA to improve PA activity and using LA to analyse PA data.

We found that most research focused on addressing the challenge of scaling PA, developing new PA tools enhanced by analytics, or attempting to inform PA theory by evaluating different types of PA. Many insights from the research reported in the included papers may inspire new PA designs or improve existing ones by paying heed to reports of successful and unsuccessful implementations of LA in PA activities. In addition to the traditional PA research focus, such as validity and reliability and student learning, interesting studies were conducted on student interaction in PA, in which self-regulation, group building, and student interaction are analysed. Moreover, rich data from gamification-enhanced PA and collaborative writing in blogs or Wikis are utilised to gain more dynamic insights into students’ development of feedback skills and learning.

This study has certain limitations. First, the inclusion/exclusion process was difficult, and perhaps, some papers that should have been included were excluded. It was challenging to define which papers were actually using LA because some papers used LA methods without the authors describing them in their papers. Thus, instead of evaluating the “LA-ness” of the papers, we used a proxy that defined a paper as being about using LA in PA research if that paper described LA or was published at the LAK conference or in the Journal of Learning Analytics. Furthermore, a significant group of papers were excluded because they focussed on insights into LA, rather than PA. For example, PA data contributed to the final grade, which was a part of a dataset analysed using LA to identify patterns of epistemic emotions in MOOCs (Han et al., 2021) or to predict time-on-task estimation.
strategies (Kovanović et al., 2015). Future reviews might focus on PA data as a part of big datasets and how are they explored using LA; this topic was outside the scope of this chapter, but we found many papers addressing this issue.

Second, PA may be a part of many learning activities, such as student interactions in a discussion forum, but it is not always conceptualised as PA or analysed as such. We tried our best to include a variation of PA implementations, but with the large number of papers found in the search, this was not a trivial task. Finally, the diversity of the papers made the analysis challenging because it was difficult to identify the same issue across them, which may have led to some simplifications in our analysis of the papers and their insights into PA.

Several areas for further research were identified in this review. First, more work is needed to use insights from LA to improve the PA activity before once again using LA to see if there has been improvement (cf. Clow, 2012). Some of the papers in our review included two studies, however, the results from first study which gave insights into PA did not lead to a second study that used those insight to improve PA. Second, the automatization of aspects of PA (e.g., feedback classification; Wahid et al., 2016; Ryan et al., 2019) was identified as a potential application for LA, and though there are papers in our review that attempted to automate, the examples are few. Moreover, it seems that the automated methods, such as automated assessment, were used to compare with PA without an automated method, rather than using it as part of a PA process. Thus, more research is needed to improve the automation of aspects of PA through, for example, additional text quality measurements or group formation, as well as empirical studies of their implementations in teaching practice. Third, we found that the focus on either analysing PA data to gain insights into PA or trying to improve PA in practice is limiting, although necessary in some cases. Future research should investigate combining the two and using the LA insights directly to improve PA activity and tools. Fourth, as found in this review, showing analytics to students influences their behaviour, which in turn may be used as a powerful pedagogical tool within PA; however, more work in this area is needed both to understand the effect of analytics on students and teachers/instructors and how the analytics could be integrated into a PA activity. Finally, the analytics used to analyse data in the studies reported in the papers are significantly more advanced than the analytics currently available in the PA tools. A sensible integration of advanced analytics in the PA tools is another promising research area that would include not only technical aspects, but also would include examining the perception and understanding of the analytics by both students and instructors.

This review has shown that LA has the potential better understand and improve PA activity through new insights into student behaviour and the artefacts that they produce, interpersonal and intergroup interactions, or tool improvement. However, the research is still emerging and scattered. LA gives access to hidden data and finding patterns and insights in data from PA activity that is not easily accessible to humans. We hope that this review will act as a starting point for future work on using learning analytics to improve peer assessment activity.
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3 Support Student Integration of Multiple Peer Feedback on Research Writing in Thesis Circles

Ya Ping Hsiao and Kamakshi Rajagopal

3.1 Introduction

3.1.1 Student Peer Review and Feedback in Thesis Circles

The didactic principles of collaborative learning, peer learning, and the process and social interaction of writing are becoming increasingly important in Dutch Higher Education (HE), with the uptake of undergraduates’ theses at the exit level (Elbow, 1998; Rajagopal et al., 2021; Romme & Nijhuis, 2002). Following these, peer review, defined as “an instructional writing activity in which students read and provide commentary on one another’s writing, and the purpose of this activity is to help students improve their writing and gain a sense of audience” (Breuch, 2004, p. 1), has been an important learner-centered activity in the context of thesis circles, a form of group supervision, in which a number of students are supervised under one or two academic supervisors in the process of writing their graduation thesis (Rajagopal et al., 2021; Romme & Nijhuis, 2002). In thesis circles, students often receive feedback from multiple peers to compensate for little and targeted supervisor feedback (Romme & Nijhuis, 2002). Starting from student independent work and critical thinking, students de facto act as non-formal co-supervisors of their peers and co-regulate each other’s learning (Romme & Nijhuis, 2002).
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Reviewing each other’s work helps students make sense of the quality criteria of academic writing and this understanding in turn helps them reflect on their own writing and increases the potential to improve their writing products (Cho & MacArthur, 2011; Huisman et al., 2018; Nicol et al., 2014; Noroozi et al., 2023). One challenge for students is the integration of multiple information sources by considering the contextual constraints and personal stand, which is an emerging theme of critical thinking in higher education (Elder & Paul, 2009; Facione, 2011).

3.1.2 Multiple Peer Feedback and the Need for Student Support

As suggested in the large-scale assessment literature, involving students in giving each other peer feedback is a cost-effective solution to compensate for supervisor feedback (Broadbent et al., 2018). However, the quality of peer feedback varies. Compared to teacher feedback based on profound didactic and content expertise (Gielen et al., 2010), peer feedback is not always treated seriously because students are uncertain of feedback quality from their equals (Latifi et al., 2021; Taghizadeh et al., 2022). In addition, students do not feel obliged to use peer feedback because there is no consequence on their grades if they do not use feedback in their revision (Zhao, 2010). To deal with this, involving multiple peers to give feedback seems to be a solution because applying a four-eyes principle is likely to ensure feedback quality. Students also suggest having “more reviews as then you had a better chance of getting one of good quality” (Nicol et al., 2014, p. 109).

Research of peer feedback and epistemological understanding suggests that students need training and support on how to deal with feedback made from reviewers with multiple perspectives and with different research interests and foci (Falchikov, 2013; Kuhn, 2020). This support can concern the quality of peer feedback, and on how students engage in deep processing of feedback (Ajjawi et al., 2021; Berndt et al., 2018) as well as how they integrate multiple feedback into a coherent set of suggestions for improving their writing.

3.1.3 Students Need Support on Assessing Feedback Quality

Regarding feedback quality, literature states that students attribute high-quality feedback to be attentive to their own work and to show emotions with detailed suggestions that are useful for them to make improvements on the subsequent tasks (Dawson et al., 2019). Training activities for students to give peer feedback is therefore often based on these quality criteria (Hsiao et al., 2015; Nicol & McCallum, 2021), but how students should judge the quality of received feedback has received less attention. As pointed out by recent research on feedback literacy, students need to develop “the understandings, capacities and dispositions needed to make sense of information and use it to enhance work or learning strategies” (Carless & Boud, 2018, p. 1316). Without an appropriate level of feedback literacy, it is difficult for students to judge the quality of peer feedback and determine
which feedback is useful for their own task improvement, especially when students do not have sufficient criterion knowledge (i.e., how well quality work should look like) of quality feedback and integration strategies of multiple feedback.

### 3.1.4 Students Need Support on Integrating Multiple Feedback

As for student deep engagement with received feedback, recent attention has focused more on supporting students to transform external feedback (from teachers or peers) to their internal feedback, which is defined as “the new knowledge that students generate when they compare their current knowledge and competence against some reference information” (Nicol, 2021, p. 2). This theme aims to draw attention to the ultimate goal of feedback practices: to enhance student learning. The notion of generating new knowledge requires students to engage in higher order thinking skills, such as analysis, evaluation and synthesis. According to Nicol’s model, various types of external reference information can stimulate students to generate internal feedback (Nicol, 2021). The most effective one is comparing their own work with others. This kind of comparative judgment against concrete external reference information (others’ work) is analogous/holistic, reasoning from what is known about one exemplar or case to infer new information about another exemplar or case (Gentner et al., 2001). Analogical comparisons are different from analytical comparisons based on rubric consisting of criteria and standards, which students perceive as abstract and difficult (Nicol, 2021; Sadler, 2009). Although comparative judgement seems to be easier for students to generate internal feedback (Nicol, 2021), its validity that justifies the rationales of these judgments, still needs more research in peer feedback studies (Nicol & McCallum, 2021). In addition, when doing comparative judgement, it can be difficult for students to “identify the shared principles and rational structures” (Nicol, 2021, p. 6) which require higher order thinking skills (analysis and synthesis) to generate new knowledge (creation) and to improve their own work. Therefore, students need guidance to generate high quality internal feedback (e.g., using prompt questions to process and uptake feedback) from external multiple peer feedback. Also, learning activities should bridge the gap between student internal feedback and how to use new knowledge in the revision, to improve their own work.

### 3.1.5 Integrating Multiple Peer Feedback: Developing Instructional Design for a Complex Student Activity

Before integrating multiple peer feedback, students need to make evaluative judgements of feedback quality based on multiple assessment criteria of feedback content and form. They also need to organize multiple interpretations of their own work into a coherent action plan, based on task and personal learning goals. This integration consists of multiple comparative analyses and multiple relation constructions among different components of student work and multiple assessment
criteria (Kuhn, 2020). These processes, without support, can overload students, especially for those who are not yet developed to deal with multiple perspectives (Kuhn, 2020).

Although several didactic strategies in peer feedback studies are proposed to guide the student process of feedback (Banihashem et al., 2022; Latifi & Noroozi, 2021), they mainly focus on a single feedback source, either from the teacher or one peer at a time (Falchikov, 2013; Nicol & McCallum, 2021; Winstone et al., 2017a, 2017b). In addition, students’ uptake of peer feedback and their efficiency of using peer feedback to improve her or his own work still needs more research. Some authors have advocated to embed these feedback processing in a broad context of course instructional design (Berndt et al., 2018; Dawson et al., 2019; Mercader et al., 2020). Taken all together, this chapter aims to build such an instructional design to support student integration of multiple peer feedback in a thesis circle context, drawing on academic knowledge in feedback literacy research and epistemological understanding.

3.2 Methodology

We follow the paradigm of Educational Design Research (McKenney & Reeves, 2014) to develop our instructional design for the integration of multiple feedback. In particular, we used a design conjecture mapping approach to identify conjectures (i.e., “unproven propositions that are thought to be true” [McKenney & Reeves, 2014, p. 32]) and theoretical principles (e.g., students need support and structure before doing peer review and feedback) for the specific instructional activities of multiple peer feedback on written work. We mapped out “how they are predicted to work together to produce desired outcomes” (Sandoval, 2014, p. 19).

A conjecture map is made to illustrate the salient design elements and how these elements function together to achieve the desired outcomes. Before identifying design characteristics (i.e., dimensions, elements and principles), we carried out a problem analysis by examining the complexities of undergraduate thesis writing, and looked at the student cognitive developmental stage to describe the challenges faced by undergraduate students when dealing with multiple peer feedback in a specific context of thesis circles. Through this analysis, we identified important needs for specific structure, scaffolding and learning activities. Based on the literature study, we formulated design questions and identified design conjectures to understand which features we need to integrate and which outcomes we aim to achieve.

Based on this conjecture map, we described an integrated instructional design that supports students to deal with multiple peer feedback, including sense-making and uptake of feedback. Our design then becomes synthesis of the theories and studies from feedback literacy, integration of multiple texts in reading comprehension, and cognitive processing and biases in decision making processes. We describe the theoretical and empirical research base underlying each stage of this design.
3.2.1 Complexities and Challenges of Multiple Peer Feedback Practices

A graduation thesis is perceived by students as the most challenging academic work in their bachelor’s program because it requires a greater degree of independent learning than previous assessments in the program curriculum (Huang, 2010; Todd et al., 2004). An undergraduate graduation requires students to use critical thinking, research, and writing skills for a specific problem statement or research question. It requires students to take responsibility and work independently in making decisions about the choice of thesis subject and supervisor, setting goals and making personalized planning, monitoring own progress and evaluating quality (Todd et al., 2004). The supervisor plays the central role in guiding and supporting this independent learning process, in a way that balances student autonomy and guidance (de Kleijn et al., 2012; Todd et al., 2004). Unfortunately, it is not easy to find an appropriate balance, because most senior undergraduates still rely on authority (i.e., supervisors, tutors, more competent peers) to deal with uncertainty arising from decision making and carrying out the tasks (Baxter Magolda, 2001). Independent learning becomes even more challenging in thesis circles, because students are supposed to co-supervise their peers (Romme & Nijhuis, 2002) while they are each other’s equals and everyone works on a different topic (within a shared theme) while they work on their own topic and thesis.

From the perspective of epistemological development, independent inquiry requires students to reach the stage of contextual relativism or become evaluativists (i.e., both terms are used interchangeably in the following texts) that they know some solutions are better than others, depending on context (Hofer & Pintrich, 1997; Kuhn, 2020). Students need to go beyond the lower stages of dualism (seeing solutions are correct or wrong) and multiplicity (seeing each solution takes a different perspective). Instructing students to actively engage in critical reflection, perspective taking, and sense-making is likely to develop them to the stage of contextual relativism (Baxter Magolda, 2001; King & Kitchener, 2002; Moore, 2002).

In terms of writing a bachelor’s thesis, students are supposed to achieve contextual relativism (Moore, 2002): to judge an argument by its reasoning and supporting evidence, and consistency of how the argument is made within a certain context (King & Kitchener, 2002), to determine the most reasonable or probable argument based on the quality of justifications, and to draw adequate conclusions “representing the most complete, plausible, or compelling understanding of an issue on the basis of the available evidence” (King & Kitchener, 2002, p. 42). Making appropriate decisions for a thesis context requires students to deal with uncertainty (i.e., knowledge is subjective when facts are unknown (Kurfiss, 1990) and multiplicity (i.e., knowledge is conjectural, uncertain and open to interpretations) (Moore, 2002).

Unfortunately, the majority of undergraduate students are at the multiplicity stage: they accept that there are different degrees of sureness and they can be sure enough if they take a personal stance on an issue (King & Kitchener, 2002). We
observe that students at this stage still look for well-defined criteria and standards to evaluate facts and knowledge. They find it difficult to judge something without a clear set of references. These difficulties not only lead to more uncertainties when working on different sections of students’ own theses, but also result in challenges for peer feedback uptake when students have to integrate comments from multiple reviewers. Whereas dealing uncertainties and multiplicity is particularly important in thesis circles when teacher feedback is replaced by peer feedback, research shows students tend to rely on sources from authority rather than their epistemic value (Baxter Magolda, 2001).

Moreover, independent inquiry and student epistemological understanding (i.e., epistemic beliefs and cognition) ideally should be developed over time and embedded in the program curriculum. Nonetheless, students do not always receive guidance or support on dealing with uncertainties and multiplicity during decision making (Moore & Felten, 2018; Todd et al., 2004). This implication for instructional design is that we should provide students with just-in-time scaffolds on their thesis writing to ensure their transition from multiplicity to contextual relativism. In particular, we find it important to make students aware of their biased perception towards feedback givers (i.e., preferring teacher over peer feedback), as part of developing student feedback literacy (Carless & Boud, 2018).

### 3.2.2 Design Hypothesis

In our endeavor to support student integration of multiple peer feedback in thesis circles, we work with the following overarching design hypothesis: Asking students to do analogical and analytical comparisons with epistemic reflection helps them integrate multiple peer feedback and transit to contextual relativism. We work within the context of thesis circles.

We use the three building blocks of conjecture mapping to make design choices on the embodiment, mediating processes, and outcomes (Sandoval, 2014) (see Fig. 3.1). The design elements, principles, and their inter-relationships in embodiment and mediating processes are translated from (i) the integrated framework of multiple texts (Barzilai et al., 2018; List & Alexander, 2019), including learner epistemological beliefs, learners’ strategic processing, and argument construction, and (ii) feedback literacy research (e.g., Carless & Boud, 2018; Dawson et al., 2019; Nicol, 2021; Nicol & McCallum, 2021).

### 3.3 Instructional Design

#### 3.3.1 Embodiment

A basic instructional design requires the structure of the learning environment (set design, artifacts and tools), resources (set design, materials), sequence of tasks (epistemic/cognitive design), and social arrangements (social design, working in
Fig. 3.1 Conjecture map for supporting student integration of multiple peer feedback

Design hypothesis: Asking students to do analogical and analytical comparisons with epistemic reflection helps them integrate multiple peer feedback and transit to contextual relativism.

Embodiment

Training materials & activities
- Peer feedback uptake
- Epistemic cognition skills

Mediating processes
- Strategies to generate quality internal feedback (resulting in new knowledge)
  - Sense-making of intra-feedback (interpretation of criteria, summarizing, decision making)
  - Sense-making of inter-feedback (analysis, evaluation of multiple interpretations of criteria; synthesis/Integration, decision making)

Intervention outcomes
- Types of new knowledge (resulting from internal feedback)
  - Evaluative judgement 1: Understanding of evaluation criteria in quality feedback and quality thesis work
  - Evaluative judgement 2: Understanding of evaluation criteria in contextual relativism

Activity structure
- Intra-feedback understanding with analogical & analytical comparisons
- Inter-feedback understanding with analogical & analytical comparisons
- Epistemic reflection

Discursive practices
- Structured feedback dialogue
- Epistemic reflection: Changes between before and after feedback dialogue & Self-feedback

Awareness of cognitive bias and epistemic beliefs in multiplicity
- Improved thesis work
small groups, roles of receivers and peer reviewers, and their role tasks), such as the Activity Centred Analysis and Design (ACAD) framework (Yeoman & Carvalho, 2019). To develop a focused design on uptake of multiple feedback, we identify the three stages of feedback processing, preparation, execution and production, based on the literature on cultivating feedback literacy and integrated framework of multiple texts. Figure 3.2 gives an overview of these fundamental design elements of our instructional design for feedback uptake at the three stages, developed based on our conjecture map and the ACAD framework.

At the preparation stage, students should be provided with trainings on feedback literacy and structure to give feedback (Ajjawi et al., 2021). The published training materials of feedback literacy can be directly used together with our instructional design, such as instructional videos of the three processes of feedback (feed-up, feed-back, feed-forward) (Hattie & Timperley, 2007) and how to formulate constructive peer feedback. For example, supervisors can use or adapt materials from the Developing Engagement with Feedback Toolkit (DEFT) (Winstone & Nash, 2017). In addition, students who are feedback receivers can use a cover sheet (Bloxham & Campbell, 2010) to specify their personalized learning goals (i.e., specific aspects on which they are looking for feedback), accompanying their submitted thesis work.

As for the structure to give feedback, a peer feedback report for reviewers (see Table 3.1) can be used to summarize in-text comments and classify them based on assessment criteria of thesis content quality (e.g., what makes good introduction, literature review). The form of using a peer feedback report guides reviewers to relate written comments to the criteria and standards and it is more likely to induce process-related feedback (affirmations, argumentations), and to feed-forward suggestions (Dirkx et al., 2021).

### 3.3.1.1 Training Materials and Activities (at the Preparation Stage)

The training in our instructional design focuses on feedback uptake and epistemic cognition skills. The materials for feedback uptake include evaluative criteria of quality feedback (see the next paragraph), exemplars with good and poor feedback, and strategies for students to self-aware of their epistemic beliefs (Table 3.2).

Based on literature review, we select four evaluative criteria of quality feedback (Brookhart, 2008; Dawson et al., 2019; O’Donovan et al., 2021): purposefulness (i.e., task and writer’s personalized learning goals are considered in the feedback), validity (i.e., qualitative comments are based on assessment criteria of thesis content quality), specificity (i.e., explanations why thesis work does not meet the content criteria), and constructiveness (i.e., starting with appraisals and then critiques, followed by providing suggestions how to improve the work). Purposefulness and validity are particularly important to develop students to evaluativist stage, because students need to determine whose feedback is more appropriate for their goals (purposefulness) and more helpful for them to improve their work to meet thesis assessment criteria (validity). Also, specificity and constructiveness are indispensable to effectively deliver the explanations of purposefulness and validity (Gielen & De Wever, 2015).
Fig. 3.2 Instructional design for feedback uptake, based on Fig. 3.1 and Yeoman (2019, p. 69)
Table 3.1  Reviewer’s peer feedback report

<table>
<thead>
<tr>
<th>Assessment criteria of thesis content quality</th>
<th>Standards</th>
<th>Higher level feedback based on in-text comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>• Exceeds expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Needs improvement</td>
<td></td>
</tr>
<tr>
<td>Criterion 2</td>
<td>• Exceeds expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Needs improvement</td>
<td></td>
</tr>
<tr>
<td>Criterion 3</td>
<td>• Exceeds expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Expectations</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Needs improvement</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2  Dimensions of epistemic beliefs and instructional strategies, modified from Bråten (2011)

<table>
<thead>
<tr>
<th>Dimension of beliefs</th>
<th>Definition: whether knowledge…</th>
<th>Instructional strategies that guide students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certainty</td>
<td>Is absolute or evolving</td>
<td>To ask students to pay attention to the changes of knowledge</td>
</tr>
<tr>
<td>Simplicity</td>
<td>Consists of an accumulation of isolated facts or highly interrelated concepts</td>
<td>To have a holistic view of multiple elements and to examine inter-relatedness among different elements</td>
</tr>
<tr>
<td>Source</td>
<td>Comes from external authority or can be actively constructed by the person through social interactions with others</td>
<td>To discuss interpretations with others and to examine whether own subjectivity influences interpretations</td>
</tr>
<tr>
<td>Justifications</td>
<td>Is based on claims through observation and authority or based on scientific inquiry, evaluation and integration of different sources</td>
<td>To examine whether justification through reasoning (i.e., critical thinking), prior domain knowledge, scientific inquiry, and cross-checking of sources and multiple perspectives (e.g., considering counterarguments)</td>
</tr>
</tbody>
</table>

The normative models for peer feedback training are often based on analytical comparisons (Evans, 2013; Jonassen, 2011), such as using a rubric with criteria and standards to evaluate a simple piece of student work and determine its quality levels. Unfortunately, analytical comparisons based on established criteria and standards are often abstract and difficult. In the case of feedback quality, evaluation criteria may be new to students, resulting from insufficient feedback literacy in the program curriculum. Therefore, using an exemplar to show how to apply criteria and standards is regarded as a more effective training method because students are supported by both analogical and analytical reasoning. An effective exemplar should be “authentic and user-friendly” (Carless & Chan, 2017, p. 930),
similar or the same to student current assignment (e.g., feedback on thesis work) (Hendry et al., 2011), and explicit about how assessment criteria are applied to the feedback content (i.e., to show teacher tacit knowledge in evaluative judgments and quality expectations of the thesis work) (Lipnevich et al., 2014) and feedback form/technical aspect (i.e., constructiveness). Therefore, using past student work with peer feedback reports seems to be the best choice for exemplars.

As for epistemic cognition skills, literature shows evaluativists use more cognitive and metacognitive strategies, compared to people at lower levels of epistemological development (Greene & Yu, 2016). Therefore, reflection questions are used to make students aware of different dimensions of their epistemic beliefs (see Table 3.2) and to guide them to make different types of justifications.

Training activities provide students with practices to deal with multiple peer feedback and should simulate actual feedback processes in the Activity structure and Discursive practices of the conjecture map. In addition, supervisors and students should discuss exemplars so that they co-construct meanings of quality feedback and form reasoned justifications why it is good based on its interpretation of feedback criteria. Co-construction is essential to avoid the pitfalls that students regard exemplars as model answers and this in turn restricts student endeavor to make quality feedback (Carless & Chan, 2017). But before students can co-construct meaning, they need to first engage in deeper thinking processes rather than immediately participating in interactive dialogues with others. Following these rationales, we propose the following training design based on Carless and Chan’s dialogic model (2017) and a step-wise monologue-dialogue-discussion (Manning & Jobbitt, 2019). Our training design consists of both analogical/holistic and analytical comparisons and emphasizes the importance of sequencing attentive and active listening before interactive dialogues (which is fundamental for feedback uptake).

At the beginning of the training, students are informed of the purpose of using exemplars for feedback uptake training. Each student reads two exemplars of feedback reports (A and B) based on a thesis work and carries out holistic/analogical (as a whole, which feedback report is better) and analytic comparisons (which one is better per criterion). During the discussion, students work in pairs and in three rounds. During the first round (monologue), Student 1 talks about her/his analyses in three minutes and Student 2 listens and takes notes. During the second round (monologue), Student 2 talks about her/his analyses in three minutes and Student 1 listens and takes notes. This monologue step forces students to focus on important findings at a higher level and listening to each other first can stimulate confrontations and avoid minimal contributions. During the third round (dialogue), both students compare their analyses and collectively determine which exemplar is better, on which they need to provide justifications to explain why. Supervisors use the strategies in Table 3.2 to probe students’ epistemic beliefs. After these, the supervisor carries out the whole class discussions on each pair’s findings. Through the training sessions, students understand the feedback quality processes they need to apply to their own work in further learning activities.
3.3.1.2 Activity Structure (at the Execution Stage)

During the training activities, students do not relate multiple peer feedback to their own work and feedback yet. The Activity Structure aims to engage feedback receivers in understanding and evaluating individual (intra-feedback processing) and multiple (inter-feedback processing) peer feedback through analogical/holistic and analytical comparisons.

The design principles of Activity Structure are:

- Align feedback uptake activities with the training materials and activities.
- Analogical and holistic comparisons take place before analytic comparisons.
- Guide decision making based on explanations and justifications.
- Reflect why their decisions change.
- Use organizational tools to make sense of and integrate multiple peer feedback.

As discussed in the introduction, feedback uptake is possibly influenced by receivers’ perception of reviewers’ level in thesis writing. Therefore, receivers carry out anonymous comparisons, by using any Learning Management System (LMS) that supports peer review procedures (e.g., Canvas). In the following texts, two peer reviewers are abbreviated as PR1 and PR2.

Intra-Feedback Understanding with Analogical and Analytical Comparisons.

Understanding each reviewer’s feedback is the first step to deal with feedback. Feedback receivers are usually asked to read each peer feedback report and relate it to the in-text comments added to their own thesis work. Unfortunately, reading alone is not sufficient (Kuhn, 2020) and as Winstone and Nash stated, “Many students don’t even take any notice of their feedback!” (2017, p. 17). When being receivers, students need to be equipped and motivated to engage in and use feedback (Winstone et al., 2017a, 2017b). As informed by research in comparative judgements, comparing feedback quality is a purposeful activity that motivates students to read feedback carefully (otherwise they cannot compare) (Lesterhuis et al., 2017).

By holistic/analogical comparisons, receivers first identify the general impression that integrates several comments made by each reviewer by answering three questions: Is the reviewer positive, negative, constructive/neutral about your work? Which feedback report is better? Why do you make these choices?

By analytical comparisons, receivers compare the quality of each peer feedback report based on the criteria of purposefulness, validity, specificity, and constructiveness (see Table 3.3). They also need to justify their choices.

Inter-Feedback Understanding with Anonymous Analogical and Analytical Comparisons.

Receivers at this stage need to identify the relationships between two reviewers’ feedback and select points for feedback dialogue in discursive practices. Again, receivers carry out two types of comparisons, but this time they focus on the content of peer reviewers’ feedback. By holistic/analogical comparisons, receivers now identify a pattern between two reviewers: Are two feedback reports complementary or conflicting each other (see Table 3.4)?
Table 3.3 Intra-feedback understanding

<table>
<thead>
<tr>
<th>Holistic/analogical</th>
<th>PR1</th>
<th>PR2</th>
<th>Why do you make these choices?</th>
</tr>
</thead>
</table>
| Is the reviewer positive, negative, constructive/neutral about your work? | • Positive  
• Negative  
• Constructive/neutral | • Positive  
• Negative  
• Constructive/neutral | |
| Which feedback report is better? | • PR1 | • PR2 | |

Analytical

<table>
<thead>
<tr>
<th>Evaluative criteria of feedback quality</th>
<th>Which one is better on each criterion?</th>
<th>Why do you make these choices?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purposefulness</td>
<td>• PR1</td>
<td>• PR2</td>
</tr>
<tr>
<td>Validity</td>
<td>• PR1</td>
<td>• PR2</td>
</tr>
<tr>
<td>Specificity</td>
<td>• PR1</td>
<td>• PR2</td>
</tr>
<tr>
<td>Constructiveness</td>
<td>• PR1</td>
<td>• PR2</td>
</tr>
</tbody>
</table>

By analytic comparisons, receivers go through two rounds of comparisons. First, they identify a relation pattern between two reviewers on each content criterion and justify why it is complementary or conflicting. Secondly, they compare two reviewers’ feedback reports and indicate whether s(he) makes a tentative decision by indicating whether (s)he agrees or disagrees with analytic feedback on each criterion and justify why. In addition, they select points for feedback dialogue. Finally, they re-rank feedback quality made during intra-feedback understanding by answering this question: Which feedback report is better now? Why?

3.3.1.3 Discursive Practices: Student Feedback Dialogue and Self-feedback (at the Production Stage)

The importance of feedback dialogues has been advocated by multiple researchers in feedback literacy (e.g., Ajjawi & Boud, 2018; Carless & Chan, 2017; Winstone et al., 2017a, 2017b). As pointed out by Winstone et al. (2017a, 2017b), feedback receivers must decode the received feedback and respond in a way that allows reviewers to evaluate the feedback perceptions. In addition, receivers should play a proactive role in peer feedback dialogue (Zhu & To, 2021). In our Activity Structure, receivers have been decoding feedback content and evaluating feedback quality (see Tables 3.3 and 3.4), without knowing who reviewers are.

Before the feedback dialogue, PR1 and PR2 read each other’s feedback report and receiver’s completed Table 3.4, because the reviewers need to evaluate how the feedback is perceived and interpreted. As a Discursive Practice, the receiver attends to this evaluation and needs to actively find out “what to do differently, and how” (Winstone & Nash, 2017, p. 17). The feedback dialogue should be structured to facilitate different role tasks and be aligned with the training activities. We propose to adapt Manning and Jobbit’s model (2019) to dialogue-monologues-discussion
Table 3.4  Inter-feedback comparisons

<table>
<thead>
<tr>
<th>Holistic/analogical comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are two feedback reports complementary or conflicting each other?</td>
</tr>
<tr>
<td>• Complementary</td>
</tr>
<tr>
<td>• Conflicting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Analytical comparisons—identifying a relation pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment criteria of thesis content quality</td>
</tr>
<tr>
<td>Criterion 1</td>
</tr>
<tr>
<td>Criterion 2</td>
</tr>
<tr>
<td>Criterion 3</td>
</tr>
</tbody>
</table>

Making a tentative decision of each reviewer’s feedback on each criterion

<table>
<thead>
<tr>
<th>Assessment criteria of thesis content quality</th>
<th>PR1</th>
<th>Receiver’s justifications on why agree/disagree</th>
<th>PR2</th>
<th>Receiver’s justifications on why agree/disagree</th>
<th>Discussion points for feedback dialogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td></td>
</tr>
<tr>
<td>Criterion 2</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td></td>
</tr>
<tr>
<td>Criterion 3</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td>• Agree</td>
<td></td>
</tr>
</tbody>
</table>

Which feedback report is better now? Why do you make this choice?

• PR1
• PR2

(see Fig. 3.2). First, PR1 and PR2 have a dialogue to discuss whether they agree or disagree with the relation patterns in Table 3.4. For the complementary patterns, PR1 and PR2 elaborate on what the receiver can do. For the conflicting patterns, PR1 and PR2 need to find out why these differences occur in their feedback. The receiver listens, takes notes, and reacts to PR1 and PR2’s dialogue results. Then PR1 and PR2 take turns to react to the receiver’s disagreements (in Table 3.4) in a monologue while the receiver listens and takes notes. Finally, the receiver goes through the discussion points in Table 3.4 to have a group discussion with both PR1 and PR2. Then the receiver answers three reflective questions: (1) At the beginning of the feedback dialogue session, are you surprised when you know who the reviewers are? If so, why are you surprised? (2) After this feedback dialogue, which peer feedback report do you find better? PR1 or PR2? (3) What would you change your own feedback to PR1 and PR2 now and why? The detailed steps in this feedback dialogue are shown in Appendix.
Table 3.5  Feedback receiver’s self-feedback report

<table>
<thead>
<tr>
<th>Assessment criteria of thesis content quality</th>
<th>Relation patterns between PR1 and PR2</th>
<th>If a pattern is changed, justify why*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>• Complementary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Conflicting</td>
<td></td>
</tr>
<tr>
<td>Criterion 2</td>
<td>• Complementary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Conflicting</td>
<td></td>
</tr>
<tr>
<td>Criterion 3</td>
<td>• Complementary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Conflicting</td>
<td></td>
</tr>
</tbody>
</table>

Making a final decision of each reviewer’s feedback on each criterion

<table>
<thead>
<tr>
<th>Assessment criteria of thesis content quality</th>
<th>PR1 If your decision is changed, justify why**</th>
<th>PR2 If your decision is changed, justify why**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>• Agree</td>
<td>• Agree</td>
</tr>
<tr>
<td></td>
<td>• Disagree</td>
<td>• Disagree</td>
</tr>
<tr>
<td>Criterion 2</td>
<td>• Agree</td>
<td>• Agree</td>
</tr>
<tr>
<td></td>
<td>• Disagree</td>
<td>• Disagree</td>
</tr>
<tr>
<td>Criterion 3</td>
<td>• Agree</td>
<td>• Agree</td>
</tr>
<tr>
<td></td>
<td>• Disagree</td>
<td>• Disagree</td>
</tr>
</tbody>
</table>

Action plan

<table>
<thead>
<tr>
<th>Assessment criteria of thesis content quality</th>
<th>Action points to improve own thesis work quality</th>
<th>Action points to improve own feedback quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Criterion 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Criterion 3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Examples are: My interpretation of their feedback was not entirely correct. Their elaborations during the feedback dialogue became clear

**Examples are: My interpretation of this criterion was not correct. The reviewer’s elaborations during the feedback dialogue convinced me that (s)he is right about XX of my work. My tentative decision was influenced by the strict tone in this reviewer’s feedback report. But during the feedback dialogue, I think (s)he is right about XX of my work, I did not XX

At the end of the feedback dialogue, the receiver makes a self-feedback report by re-evaluating the relation patterns, making a final decision of each reviewer’s feedback on each criterion, and making an action plan (see Table 3.5).

3.3.2 Mediating Processes

The mediating processes are the hypothesized interactions triggered by Activity Structure and are directly contributed to the outcomes (Sandoval, 2014). Stimulating students to construct personal understanding from external feedback information is a prerequisite for putting it into action. As described in Activity
structure, students are prompted to use effective cognitive strategies to understand each individual’s and multiple peers’ work. Macrostructure strategies are effective to enhance both intra- and inter-feedback understanding, such as identifying main ideas and organizational tools (Castells et al., 2021).

### 3.3.2.1 Sense-Making of Intra-Feedback

When doing analogical/holistic and analytic comparisons, receivers (with or without awareness) carry out comprehension monitoring (i.e., students’ self-evaluations of their understanding), epistemic monitoring (i.e., students’ monitoring of feedback not violating their prior knowledge, epistemic standards for trustworthiness), and the monitoring of cognitive product formation (i.e., students’ monitoring of their task goals and their achievement of expected cognitive outcomes) (List & Alexander, 2019). These strategies are important for students to make sense of the criteria of both feedback quality and thesis content and the relationship between these two sets of criteria. For example, a comment about research questions can be “The specific focus of the study only becomes clear at the end”. Receivers examine to what extent this comment is relevant to the criterion of research questions (validity, comprehension monitoring) and check their prior knowledge about research questions (epistemic monitoring): Is this comment elaborated with explanations? Is the focus characteristics of research questions only or does it relate more to the introduction section?

### 3.3.2.2 Sense-Making of Inter-Feedback

Several comparisons and reflective questions guide receivers to make sense of inter-feedback by constructing a mental representation of each peer reviewer’s feedback (i.e., holistic judgement), comparing and contrasting different interpretations of multiple criteria from multiple reviewers (i.e., complementary or conflicting), synthesizing complementary comments or reconciling conflicting comments (i.e., Table 3.4). The integration of multiple peer feedback is likely to take place, when receivers identify relation patterns among two reviewers, combine and organize information into a coherent whole, connect multiple inter-feedback links (e.g., whether two reviewers agree with each other holistically or analytically), and make decisions on which reviewer’s feedback to agree with.

### 3.3.2.3 Awareness of Epistemic Beliefs and Cognitive Bias

As discussed in the introduction, undergraduates need support on improving their epistemic beliefs to further develop from multiplicity to contextual relativism so that they can deal with the high complexity of their own thesis work and multiple peer feedback. Epistemic beliefs refer to students’ feelings and ideas about the nature and source of knowledge (Hofer & Pintrich, 1997) which are important in the peer feedback activities (Banihashem et al., 2023; Noroozi, 2018, 2022). Table 3.2 lists four dimensions of epistemic beliefs that are likely to influence student understanding and making judgment of others’ work and instructional strategies to make students examine their beliefs (Bråten et al., 2011).
As for cognitive bias, human mental processing relies on analogical reasoning. When encountering a new situation, we look for prior knowledge in our schema and try to locate similar knowledge or experience to help us make decisions. Unfortunately, prior knowledge is not always a reliable source because memories can fade and past experience was situated in a different context. Therefore, the Activity Structure explicitly asks students to compare peer feedback reports to their prior experiences (e.g., training activities, earlier comparison results).

Our conjecture map ends at the activity that students complete a self-feedback report (Table 3.5). We do not expand on how students use the feedback on their actual improvement of their work.

### 3.4 Outcomes

There are three learning outcomes of supporting students in the integration of multiple peer feedback. First, both analogical/holistic and analytical comparisons are likely to improve student levels of evaluative judgements based on a better understanding of criterion knowledge of quality feedback and quality thesis work. Second, different types of comparisons and questions engage students in all of the four dimensions of epistemic beliefs (in Table 3.2) and these in turn contribute to student development towards evaluativist (contextual relativism). Third, asking students to fill out sense-making tables (Tables 3.3 and 3.4) and to generate a self-feedback report (Table 3.5) is likely to result in improved work (Nicol et al., 2014; Wu et al., 2019).

### 3.5 Conclusion

Research on peer feedback has been exploding in numbers and diversity. However, the specific focus of each research school makes it difficult for teachers to interconnect all of these aspects in their instructional design (Nieminen et al., 2022). With this in mind, based on integration of research findings, we hope that a concrete instructional design with activity descriptions can support teachers in designing peer review activities in thesis circles. In the future study, we will implement each step in Activity Structure to corroborate the occurrence of Mediating Processes and Outcomes.

For peer feedback to be effective, students need a proper training and multiple practices to process and integrate multiple peer feedback so that integrated multiple peer feedback is likely to replace supervisor feedback effectively. It is inevitable that supervisors need to invest certain transition costs on training and multiple practices in the beginning. Fortunately, thesis circles often involve a group of supervisors to design and organize activities together. Through collaboration with others, in a long term, each supervisor’s transition costs will be paid off by implementing the proposed activities of our design.
Although this chapter focuses on feedback receivers, we are aware that feedback effectiveness cannot only count on the receivers’ uptake. Feedback is always interactive and reviewers’ feedback influences how feedback uptake takes place (Latifi et al., 2023). Still, when students are supported with these activities, materials (i.e., Tables 3.2, 3.3, 3.4 and 3.5) and reflective questions, they are more likely to change their own feedback giving behavior.

Finally, although this chapter focuses on multiple reviewers’ feedback in thesis writing, the support in this design can be applicable for students to deal with real-world discussions that often involve multiple voices and opinions. Integrating epistemological development to instruction design is important for students to gradually develop from multiplicity to contextual relativism and this should receive more attention in undergraduate curriculum design.
Appendix: Steps in Student Feedback Dialogue

<table>
<thead>
<tr>
<th>Before feedback dialogue</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR1 and PR2 carry out the dialogue (10 mins)</td>
</tr>
<tr>
<td>Receiver reacts to the dialogue (10 mins)</td>
</tr>
<tr>
<td>PR1 and PR2 takes turns to react to the receiver’s disagreements (10 mins)</td>
</tr>
<tr>
<td>Group discussion (10 mins)</td>
</tr>
<tr>
<td>Receiver answers 3 reflective questions (5 mins)</td>
</tr>
<tr>
<td>Receiver makes a self-feedback report (15 mins)</td>
</tr>
</tbody>
</table>
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Part II

Methodological Contributions on Peer Learning
Peer Assessment Using Criteria or Comparative Judgement? A Replication Study on the Learning Effect of Two Peer Assessment Methods

Tine van Daal, Mike Snajder, Kris Nijs, and Hanna Van Dyck

4.1 Introduction

Learning complex skills as for instance writing or problem-solving in the domain of physics is not an easy endeavor for many students. To optimize students’ learning, showing examples can be helpful (To et al., 2021; Sadler, 1989). Viewing examples should enable students to gain a better understanding of what constitutes quality (Orsmond et al., 2002; Rust et al., 2003; Sadler, 1989, 2009) and can support students’ self-regulation (To et al., 2021). However, merely presenting examples is not sufficient. Students should also engage with these examples to reach a deeper understanding of quality (Carless & Chan, 2017; Handley & Williams, 2011; Sadler, 1989; Tai et al., 2018). This raises the question how students should ideally interact with examples to optimize their learning. A promising way to do so is setting-up a peer assessment where students assess each other’s work (Carless & Boud, 2018; Tai et al., 2018; To et al., 2021). Several peer assessment methods can be adopted to support students in judging their peers’ work. Using a predefined list of criteria to assess pieces of work one by one is the most commonly used method (Carless & Chan, 2017; Rust et al., 2003) because it results in reliable judgements and makes quality criteria explicit for students (Jonsson & Svingby, 2007; Panadero & Jonsson, 2013). However, research shows that learning gains are higher if people compare two examples rather than looking at only one example (e.g., Alfieri et al., 2013). This suggests that comparative
judgement, in which students compare two pieces of work and choose the better one, might also be a valuable peer assessment method.

Only a limited number of studies explicitly compared the effectiveness of using a criteria list or comparative judgement in the context of peer assessment. Jones and Wheadon (2015) examined the reliability and validity of the outcomes of both approaches to peer assessment but did not dig into its learning effect. The latter was done by Bouwer et al. (2018) and only recently also by Stuulen et al. (2022). In the study of Bouwer and colleagues (2018), forty second-year students enrolled in the course International Trade English 2A in the Bachelor of a Business Management program assessed essays of their fellow students using either a criteria list or comparative judgement. Findings show that assessment method influences the quantity and quality of the feedback: students in the comparative condition give more feedback in general and look more often at higher-order aspects and less at lower-order aspects when giving negative feedback than students in the criteria condition. Furthermore, peer assessment method also impacts students’ writing performance. Students in the comparative condition outperform their peers in the criteria condition (Bouwer et al., 2018). This suggests that the comparative approach might be valuable in supporting students. However, Stuulen and colleagues (2022) find no effect of assessment condition on high school students’ writing performance in Dutch and the opposite effect regarding the quality of feedback: students in the criteria condition give more higher-order feedback than students in the comparative condition. This raises the question to what extent the learning effects that Bouwer et al. (2018) find in the context of writing English essays in higher education can be generalized to other contexts and other subjects. Investigating the generalizability of findings to other contexts and subjects requires conceptual replication (Hendrick, 1990; Schmidt, 2009).

Therefore, this study sets out to conceptually replicate the study by Bouwer et al. (2018) in other contexts and for other subjects. More specifically, this study investigated the effect of both peer assessment methods on a) the quality of students’ peer feedback in the context of writing in French (secondary education) and scientific reporting of statistical results (university education) and b) on students’ performance. The latter was also examined in the context of problem-solving in physics (secondary education).

4.2 Theoretical Framework

This theoretical framework first explains what is referred to with quality of peer feedback in the context of writing. This is followed by a discussion of both peer assessment methods, and their expected learning effects.
4.2.1 Quality of Peer Feedback

During peer assessment, students are often asked to provide feedback. It is expected that this encourages students to process information in a deep way (Lundstrom & Baker, 2009; Topping, 2009). This stimulates students to critically assess the works of their peers, to formulate strengths and weaknesses with which that student could improve his work (Nicol & Macfarlane-Dick, 2006). Hence, it is important that the feedback that students give is of high quality (Patchan et al., 2016). Bouwer et al. (2018) conceptualize quality of feedback as the content and quantity of feedback. They define quantity as the number of unique aspects per essay that a student refers to in their feedback. For the content of feedback, a distinction is made between higher-order and lower-order feedback. In the context of writing, higher-order aspects are related to, for example, content, structure, and style of the essay. Lower-order aspects refer to, for example, spelling, grammar, length, and layout (Bouwer et al., 2018; Cumming et al., 2002; Lesterhuis et al., 2018). Feedback that focuses on higher-order aspects is preferred as it contributes more to improving the quality of a text than feedback on lower-order aspects (Bouwer et al., 2018; Patchan et al., 2016).

4.2.2 Peer Assessment Using Criteria

Assessing pieces of work one by one using a list of criteria requires students to break down the quality of a piece of work into several separate aspects (Weigle, 2002). These criteria make it transparent how a piece of work will be assessed and what the expectations are (Jonsson & Svingby, 2007; Panadero & Jonsson, 2013; Sadler, 1989). The student evaluates each criterion one by one. The final grade for a piece of work is obtained by summing these criterion scores (Norton, 2004; Sadler, 2009).

It is expected that by scoring each other’s work based on criteria, students learn how high-quality pieces of work differ from works of lower quality. This increases students’ knowledge of text quality and makes criteria and standards concrete (Bloxham & Boyd, 2007; Handley & Williams, 2011; Orsmond et al., 2002; Rust et al., 2003). Furthermore, understanding quality criteria helps students in monitoring and evaluating their own progress and performance (Tai et al., 2018). This helps them in self-regulating their own learning and makes them less dependent on the teacher (Bloxham & Boyd, 2007). It is important that self-regulation and self-evaluation skills are developed as they have been shown to be a strong predictor of better writing performance (Boud, 2000; Zimmerman & Risemberg, 1997).

Although studies show that students can reliably assess the work of fellow students using a criteria list (Topping, 1998, 2009), there are also some criticisms regarding this method. Some studies indicate that there is no certainty that the use of criteria results in reliable and valid outcomes (Sadler, 1989, 2009; Weigle, 2002). Assessors are not always consistent in their judgements, and they often
disagree (Schoonen et al., 1997). Some assessors are stricter than others (Weigle, 2002). Furthermore, when evaluating text quality, assessors differ in their interpretation of the criteria (Eckes, 2008). It is also difficult to define all criteria in concrete terms (Chapelle et al., 2008). As a result, this approach prevents students from reaching a full understanding of the entire quality of a piece of work. Students may have the tendency to only consider the predefined criteria while other aspects may also be relevant for assessing quality (Bouwer et al., 2015). Finally, this approach does not allow students to develop skills to determine for themselves which criteria are relevant for a given task. It is important that these skills are developed in students so that they are ready for life outside school where no predetermined criteria are available. Finally, when students perceive the criteria as demands from teachers, this may be associated with only superficial learning and achievement (Bell et al., 2013; Torrance, 2007).

4.2.3 Peer Assessment Using Comparative Judgement

Comparative judgement asks students to compare two pieces of work and indicate which is better in terms of the skill under assessment (Pollitt, 2012a, 2012b). All students make several comparative judgements. These judgements are statistically modelled to create a rank-order that orders the pieces of work from low to high quality (Pollitt, 2012a, 2012b). Comparative judgement requires students to make a holistic judgement which implies that a student evaluates the pieces of work as a whole and directly arrives at an overall judgement (Pollitt, 2012a, 2012b; Sadler, 2009). In addition, comparative judgement gives students the opportunity to reflect on how they conceptualize the quality of a piece of work (Sadler, 2009; Williamson & Huot, 1992).

Evidence from research into learning from comparison underpins that learning gains are higher when comparing examples than viewing examples separately. While comparing, students look for similarities and differences between two pieces which make different aspects of each piece of work salient (Alfieri et al., 2013; Gentner, 2010; Gentner & Markman, 1997). For example, in one comparison, the content of an essay may stand out, while in another comparison, spelling mistakes may be noticeable. In this way, students come to a better understanding of important characteristics that a good piece of work must satisfy (Alfieri et al., 2013; Gentner, 2010; Pachur & Olsson, 2012), which in turn enables them to deliver tasks of higher quality (Orsmond et al., 2002; Sadler, 1989).

That students gain a better understanding in quality criteria through comparison is also demonstrated in the context of peer assessment using comparative judgement (Bartholomew et al., 2019; Jones & Alcock, 2014; Seery et al., 2012). For example, the study by Seery et al. (2012) underpins that comparative judgement has a positive influence on the development of higher-order thinking of student teachers who comparatively assessed design projects of their peers. Similarly, the study by Bartholomew et al. (2019) shows that students in secondary education
gain a better understanding of the assignment’s criteria by making comparative judgements on the work of their peers.

In addition, comparative judgement can be expected to have an impact on the quality of students’ feedback although evidence regarding the direction of this effect is unclear. Students in the comparative condition of the study by Bouwer et al. (2018) provide more feedback in general than students in the criteria condition. This is also found by Stuulen et al. (2022) but only for positive feedback, while students in the criteria condition give more negative feedback. Also, the content of the feedback differs depending on peer assessment method. Results of Bouwer et al. (2018) indicate that students in the comparative condition give more negative feedback on higher-order aspects and less on lower-order aspects of their peers’ text than students in the criteria condition. Positive feedback does not differ between conditions. The reverse is found in the study by Stuulen et al. (2022) as students in the criteria condition give more higher-order feedback than students in the comparative condition. No differences in lower-order feedback are found.

Peer assessment using comparative judgement can also improve students’ performance (Bartholomew et al., 2019; Bouwer et al., 2018). In the study by Bartholomew et al. (2019), the performance of students who participated in a peer assessment via comparative judgement is improved compared to that of students who only discussed their work with peers. The study by Bouwer et al. (2018) also shows that the performance of students who comparatively judged essays is higher than that of students who assessed essays using a criteria list. However, Stuulen and colleagues (2022) find no difference in students’ performance after participating in a peer assessment exercise using either a criteria list or comparative judgement.

4.3 This Study

The current study conceptually replicated the study of Bouwer et al. (2018) on the learning effect of two peer assessment methods (use of criteria and comparative judgement). In doing so, the extent to which the results of Bouwer et al. (2018) can be generalized to other contexts and subjects was examined (Hendrick, 1990; Schmidt, 2009). For this purpose, three small scale studies were set up in Flanders (Belgium). The first two studies were run in secondary education and focused on problem-solving in physics and writing in French. For the third study, data on scientific reporting of statistical results was collected in one pre-master program of a Flemish university.

In line with Bouwer et al. (2018), two research questions were answered. The first research question investigated the effect of the use of criteria and comparative judgement on the quality of the peer feedback that students provided. Based on the results of the original study (Bouwer et al., 2018), it was expected that students in the comparative condition would provide more feedback in general and focus more on higher-order aspects than students in the criteria condition. Furthermore, the latter students were expected to focus more on lower-order aspects.
The second research question examined the effect of both assessment methods on students’ performance. In line with Bouwer et al. (2018), students’ prior knowledge and self-efficacy were controlled for. Based on the results of the original study, it was expected that students in the comparative condition would perform better than students in the criteria condition.

### 4.4 Method

Three small-scale studies were set up to conceptually replicate the findings of Bouwer et al. (2018). This section describes the methodology underpinning each of these studies. First, an outline is given of the three samples. Then, the three phases of the research design are discussed including a description of the instruments employed in each sample. Finally, operationalization of the key variables and the analysis approach are detailed upon.

All code used to clean and prepare the data sets, run the analyses and report on the results can be found online. All data files, fitted models, tables and figures can be consulted at the Open Science Framework.

### 4.4.1 Samples

Sample A (physics) was collected in one secondary school in Flanders (Belgium). All pupils who were enrolled in the third grade (aged 14 or 15 years) of the study track “Sciences” or “Sports sciences” were asked to voluntarily participate in this study. After being informed about the study, 81 pupils gave their written consent for participation (response rate: 94%). However, three pupils were not able to complete all assignments due to medical reasons. Excluding these pupils left data of 78 participants available for analysis. Most pupils were enrolled in the “Sciences” track (68%). The sample consisted for 59% of boys ($n = 46$).

The sample on writing in French (sample B) was collected in the fourth grade of the same secondary school. The participants were 42 pupils within the “Human sciences” ($n = 22$) or “Latin” study track ($n = 20$). All participants gave their written consent for participation in the study (response rate: 100%). The group of participants was composed of 30 girls and 12 boys, all aged 15 or 16 years.

Sample C (scientific reporting) was collected in a statistics course of a pre-master program$^1$ at a Flemish University (Belgium). Of the 27 students who completed the consent form (response rate: 26%), 26 students participated in one or more phases of the study. Most students were female ($n = 18$) with an average age of 37.8 years ($SD = 8.81$).

---

$^1$ Successful completion of a pre-master program allows students with a professional bachelor’s degree to enroll in a master program.
For the samples collected in secondary education, ethical advice was asked and granted. No ethical advice was required for sample C. Nonetheless, the same ethical guidelines were implemented in collecting the data.

### 4.4.2 Design and Instruments

The design of all studies replicated the set-up used in the study of Bouwer et al. (2018): a pre-test to capture students’ prior knowledge and self-efficacy, an intervention with students randomly allocated to either the criteria or comparative condition and a post-test to measure students’ performance. Since data collection took place during covid, data was mainly captured online. Next, each phase is discussed briefly. For more information on the materials that were used, interested readers are referred to the Open Science Framework. Table 4.1 summarizes the essential information per intervention phase for each sample.

#### 4.4.2.1 Pre-test

During the pre-test, students’ prior knowledge was mapped using one or more open questions. In sample A, students were presented with a math problem on the topic of speed (“How long does it take to cover a distance of 5.25 km at an average speed of 13.8 m/s?”). Answers were scored using eight criteria that were agreed upon by four domain experts. Students could score either 0 or 1 for each criterion. These criteria tapped into students’ procedural (e.g., “Only symbolic language used”) and conceptual knowledge regarding physics (e.g., “Correct identification of the physics concepts”). Internal consistency (α = 0.61) and inter-rater reliability (ICC = 0.90) were checked. Students’ prior knowledge in sample B was measured by asking them to write down as many features of a good, emotive text in French they could think of. Two raters independently coded the number of features provided (ICC = 0.91). Students in sample C were given a test consisting of five open questions to measure their prior knowledge. Two questions tapped into students’ factual knowledge regarding t-tests, while the three other questions required students to interpret the output of a t-test. Rules to score the responses were developed and discussed. Responses were partly double coded by two researchers (ICC$_{Q1}$ = 0.91, ICC$_{Q2}$ = 1, ICC$_{Q3}$ = 1, ICC$_{Q4}$ = 0.94, ICC$_{Q5}$ = 1).

A survey was administered to measure students’ self-efficacy. For sample A, an adapted version of Usher and Pajares’ (2009) survey on four sources of self-efficacy for mathematics mapped students’ vicarious experience, mastery experience, social persuasion, and psychological state (24 items rated on a six point-scale). In sample B, an adapted version of the Bruning et al. (2013) survey on self-efficacy for writing was administered. The instrument consisted of 15 items that captured students’ self-efficacy for ideation, conventions and self-regulation of writing using a slider ranging from 0 to 100. To map students’ self-efficacy in sample C, 11 items were developed that measured students’ self-efficacy regarding the content to be reported, interpreting statistical results, scientific writing style
Table 4.1 Overview of the three phases of the experimental design for each sample. Aspects printed in bolded italics refer to differences in set-up across the samples

<table>
<thead>
<tr>
<th></th>
<th>Sample A (Problem-solving in physics)</th>
<th>Sample B (Writing in French)</th>
<th>Sample C (Scientific reporting)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-test</strong></td>
<td>In class/online</td>
<td>Online</td>
<td>Online</td>
</tr>
<tr>
<td><strong>Prior knowledge</strong></td>
<td>One (physics) problem on speed</td>
<td>One open question tapping students’ knowledge of aspects of good emotive writing in French</td>
<td>Five open questions tapping students’ knowledge on t-tests</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>Adapted survey of Usher and Pajares (2009)</td>
<td>Adapted survey of Bruning et al. (2013)</td>
<td>Survey developed by authors</td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td>Online—randomized</td>
<td>Online—randomized</td>
<td>Online—randomized</td>
</tr>
<tr>
<td></td>
<td>No time limits</td>
<td>No time limits</td>
<td>No time limits</td>
</tr>
<tr>
<td></td>
<td>8 solutions to problem on speed</td>
<td>5 short, French emotive texts</td>
<td>6 reports on t-tests</td>
</tr>
<tr>
<td><strong>Criteria condition</strong></td>
<td>$n_{\text{students}}$: 36; $n_{\text{judgements}}$: 8</td>
<td>$n_{\text{students}}$: 21; $n_{\text{judgements}}$: 5</td>
<td>$n_{\text{students}}$: 13; $n_{\text{judgements}}$: 6</td>
</tr>
<tr>
<td></td>
<td>Online (Qualtrics)</td>
<td>Online (Qualtrics)</td>
<td>Online (Qualtrics)</td>
</tr>
<tr>
<td></td>
<td>Feedback not allowed</td>
<td>Feedback allowed</td>
<td>Feedback allowed</td>
</tr>
<tr>
<td><strong>Comparative condition</strong></td>
<td>$n_{\text{students}}$: 36; $n_{\text{comparisons}}$: 10</td>
<td>$n_{\text{students}}$: 21; $n_{\text{comparisons}}$: 5</td>
<td>$n_{\text{students}}$: 13; $n_{\text{comparisons}}$: 6</td>
</tr>
<tr>
<td></td>
<td>Online (Comproved)</td>
<td>Online (Comproved)</td>
<td>Online (Comproved)</td>
</tr>
<tr>
<td></td>
<td>Feedback allowed</td>
<td>Feedback allowed</td>
<td>Feedback allowed</td>
</tr>
<tr>
<td><strong>Post-test</strong></td>
<td>In class</td>
<td>In class</td>
<td>Online</td>
</tr>
<tr>
<td></td>
<td>Solve 2 physic problems (<em>speed</em>, <em>force</em>) 50 min</td>
<td>Write emotive text in French 50 min</td>
<td>Write report on ANOVA No time limit</td>
</tr>
</tbody>
</table>

Note Aspects in italic indicate differences in set-up between the three samples
*Note The criteria lists used in the criteria condition can be consulted online

and language use (slider ranging from 0 to 100). These dimensions were aligned with the dimensions of the criteria list that was used in the criteria condition (see Intervention).

4.4.2.2 Intervention
Respectively eight, five and six pieces of work of different quality were selected to be assessed during the intervention phase in samples A, B and C. These works were either constructed based on common mistakes of students (sample A), selected from the texts of previous year (sample B), or selected from an authentic (optional) assignment that students made during the statistics course (sample C). Examples were anonymized in all samples.

Because all peer assessments were set up online, students could be randomly assigned to the comparative or criteria condition (even within classes). Students in the criteria condition scored pieces of work using a predefined criteria list that was
implemented in Qualtrics. The criteria list in sample A was constructed by experts. The same eight criteria that were developed to score students’ prior knowledge were rephrased into questions (e.g., “Does the pupil use only symbolic language?”) that students had to answer by either ‘yes’ or ‘no’. In the two other samples, the criteria list was adapted from the one used by Bouwer et al. (2018). To assess their peers’ emotive texts in French (sample B), students had to judge the vocabulary, spelling, grammar, syntax, and content of a text by awarding maximum four points per criterion. To aid students’ judgements, descriptions were provided per criterion that were indicative of a good, mediocre, or poor performance (e.g., descriptions for grammar: one or two grammatical errors—multiple grammatical errors—lots of grammatical errors). In sample C, structure and content, correct interpretation of results, scientific style, and language use had to be judged. Each aspect was further divided into sub criteria that were rated on a five-point scale (0: not at all good, 5: very good). Students rated respectively eight (sample A), five (sample B) or six pieces of work (sample C). Students in sample B and C were also allowed to give open feedback on the strengths and weaknesses of each piece of work. As it was felt that the criteria used to judge the physics problems didn’t leave any room for additional open feedback, this was not implemented in the criteria condition of sample A. Consequently, the data of sample A couldn’t be used to examine the effect of assessment method on the quality of the feedback (RQ1).

Students in the comparative condition chose the better of two pieces of work presented side-by-side using Comproved (https://comproved.com/en/). Students were instructed to “Choose the most correct or complete solution” (sample A), “Choose the better text” (sample B), or “Choose the report that is overall of better quality” (sample C). Also, they were allowed to give open feedback regarding the strengths and weaknesses of each piece of work (see Fig. 4.1 for screen shots of the implementation in Comproved in sample A). Students in the comparative condition were also provided with the assessment criteria, but the criteria list wasn’t discussed with the students. Students made respectively ten (sample A), five (sample B) or three comparative judgements (sample C).

4.4.2.3 Post-test

In the final phase of the experiment, students’ performance was captured using a writing task (samples B and C) or by letting students solve two math problems in the context of physics (sample A). Students in sample A and B had only 50 minutes to perform the task, while no time restrictions were given to the students in sample C.

The two math problems concerned the topic of speed (“How much time does it take a cyclist to cover a distance of 17.3 km at an average speed of 6.2 m/s?”) and force (“Professor Jones has landed on an unknown planet. A mass of 500 g exerts a force of 17.6 N. What is the gravitational field strength on this planet?”). Students’ responses were scored using the same criteria as in the pre-test ($\alpha = 0.56$, $ICC: 0.82$). In sample B, students had to write a short emotive text (between 120 and 150 words) in French that described a confidant from the family with whom they have a strong relationship. The texts were uploaded to Comproved and assessed by ten
Fig. 4.1 Screen shots of the peer assessment exercise in the comparative condition of sample A (top: comparative judgement, bottom: feedback). Translations are added as bold text.

Experts. Each expert made 32 comparative judgements which resulted in a reliable rank-order of the texts ($SSR = 0.80$; see Verhavert et al., 2019 for more information on the $SSR$). Students in sample C were given a research question and the output of a t-test and asked to write a report using that information. The resulting reports were comparatively judged by six experts. Each expert made about 60 comparisons which resulted in rank-order of acceptable reliability ($SSR = 0.61$).
4.4.3 Variables

4.4.3.1 Prior Knowledge, Self-efficacy, and Performance

Students’ scores on the prior knowledge tests were summed (in samples A and C). Scores could range between 0 and 8 (sample A and C) and from 0 onwards (sample B). Tables 4.2 and 4.3 provide an overview of the minimum and maximum scores, average and standard deviation of prior knowledge. In sample A, seven students scored the maximum on the prior knowledge test (score of 8). This was accounted for when examining the effect of both approaches on students’ performance (RQ2). Prior knowledge was standardized before analysis to facilitate comparison across samples.

Exploratory factor analysis (EFA) with oblique rotation was used to examine the factor structure of the self-efficacy instruments. For sample A, three scales were retained tapping students’ mastery experience (4 items, $\alpha = 0.84$), social persuasion (6 items, $\alpha = 0.86$) and psychological state (6 items, $\alpha = 0.84$). EFA on the self-efficacy items of sample B and sample C indicated that only one factor could be retained with respectively 14 items ($\alpha = 0.95$) and 8 items ($\alpha = 0.98$). Full results of EFA can be found online. Items were summed and divided by the number of items to create the variables on self-efficacy. The self-efficacy measures in sample A could range from 1 to 6, while self-efficacy scores were bounded between 0 and 100 in sample B and C (see Tables 4.2 and 4.3). Self-efficacy measures were standardized before analysis.

**Table 4.2** Range (Min, Max), mean ($M$) and standard deviation ($SD$) of prior knowledge, sources of self-efficacy and performance for sample A

<table>
<thead>
<tr>
<th></th>
<th>Sample A ($n = 78$)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>$M$</td>
</tr>
<tr>
<td>Prior knowledge</td>
<td>0.00</td>
<td>8.00</td>
<td>5.42</td>
</tr>
<tr>
<td>Self-efficacy (mastery)</td>
<td>2.25</td>
<td>6.00</td>
<td>4.56</td>
</tr>
<tr>
<td>Self-efficacy (persuasion)</td>
<td>1.00</td>
<td>5.83</td>
<td>2.78</td>
</tr>
<tr>
<td>Self-efficacy (state)</td>
<td>2.00</td>
<td>6.00</td>
<td>5.46</td>
</tr>
<tr>
<td>Performance</td>
<td>7.00</td>
<td>16.00</td>
<td>13.42</td>
</tr>
</tbody>
</table>

**Table 4.3** Range (Min, Max), mean ($M$) and standard deviation ($SD$) of prior knowledge, self-efficacy and performance for sample B and sample C

<table>
<thead>
<tr>
<th></th>
<th>Sample B ($n = 42$)</th>
<th>Sample C ($n = 22$)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
<td>$M$</td>
<td>$SD$</td>
</tr>
<tr>
<td>Prior knowledge</td>
<td>0.00</td>
<td>7.00</td>
<td>2.62</td>
<td>1.90</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>14.64</td>
<td>90.64</td>
<td>53.50</td>
<td>18.39</td>
</tr>
<tr>
<td>Performance</td>
<td>−3.34</td>
<td>3.75</td>
<td>−0.02</td>
<td>1.85</td>
</tr>
</tbody>
</table>
Students’ performance refers to their total score on the physics problems (sample A) or the quality of their text (samples B and C). Total scores for problem-solving were calculated by adding up students’ scores on the criteria of both post-test problems (range 0 to 16). The quality of the texts was estimated using the comparative judgements of all experts. This resulted in a score per text (expressed in logits) which indicates the probability that this text would be judged as better than an average text. Thus, texts with a positive score are relatively better than an average text, while the opposite is true for texts with a negative score. Tables 4.2 and 4.3 show descriptive statistics of the variables operationalizing students’ performance. All performance scores were standardized before analysis.

4.4.3.2 Feedback
To operationalize the quantity and content of the feedback, students open comments were qualitatively coded. First, students’ open comments were divided into feedback statements that referred to a single aspect which resulted in 380 statements for sample B and 386 statements for sample C. The variable representing the amount of feedback was created by summing the number of unique aspects mentioned per piece of work. Similarly, a variable representing the amount of positive and of negative feedback was created for sample B (positive: 170, negative: 210) and sample C (positive: 181, negative: 187). Table 4.4 provides descriptive statistics for the variables that represent the total amount of feedback and the amount of positive and negative feedback. Overall, students provided feedback about at least one positive or negative aspect in 77.1% of the judgements in sample B and in all judgements in sample C. Figure 4.2 shows for both samples the relative share of the number of arguments provided (positive and negative) per judgement.

Then, content of the feedback was operationalized by assigning each feedback statement to one of the categories also included in the criteria list. For sample B, this could be either ‘content’, ‘syntax’, ‘grammar’, ‘vocabulary’, or ‘spelling’. The two first categories were considered as statements referring to higher-order aspects of writing in French in the fourth grade of secondary education, the three remaining categories were labelled as lower-order aspects. A distinction was made between positive and negative statements. 14% of all feedback statements were independently coded by two raters resulting in ICC’s ranging from 0.73 to 0.96.

The feedback statements in sample C were also deductively coded (based on the criteria list) resulting in the categories of ‘content’, ‘interpretation’, ‘scientific

<table>
<thead>
<tr>
<th>Table 4.4</th>
<th>Range (Min, Max), mean (M) and standard deviation (SD) of amount of (positive and negative) feedback statements for sample B and sample C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample B (n = 42)</td>
</tr>
<tr>
<td></td>
<td>Min</td>
</tr>
<tr>
<td>Total amount of feedback</td>
<td>0.00</td>
</tr>
<tr>
<td>Amount of positive feedback</td>
<td>0.00</td>
</tr>
<tr>
<td>Amount of negative feedback</td>
<td>0.00</td>
</tr>
</tbody>
</table>
style’, and ‘language use’. Three categories were inductively added that referred to making a holistic judgement, the length of the report, or other aspects. The categories of ‘content’, ‘interpretation’ and ‘scientific writing’ were considered as referring to higher-order aspects of scientific writing. As in sample B, positive and negative statements were distinguished. Inter-rater reliability was calculated using Cohen’s kappa and ranged from acceptable to good (0.6 < κ < 1). Sometimes, a student referred more than once to the same category. Therefore, all variables representing the content of the feedback were recoded to dummy variables taking a value of 0 (aspect not mentioned) or 1 (aspect mentioned). Table 4.5 presents descriptive statistics for the dummy variables on the content of the positive and negative feedback.

Table 4.5 Absolute frequency (N) and relative frequency (%) of the dummy variables representing the content of the positive and negative feedback for sample B and sample C

<table>
<thead>
<tr>
<th></th>
<th>Sample B</th>
<th></th>
<th></th>
<th>Sample C</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>Content</td>
<td>59</td>
<td>28.10</td>
<td>29</td>
<td>13.81</td>
<td>87</td>
<td>60.42</td>
</tr>
<tr>
<td>Syntax</td>
<td>39</td>
<td>18.57</td>
<td>50</td>
<td>23.81</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Grammar</td>
<td>25</td>
<td>11.90</td>
<td>45</td>
<td>21.43</td>
<td>36</td>
<td>25.00</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>31</td>
<td>14.76</td>
<td>33</td>
<td>15.71</td>
<td>39</td>
<td>27.08</td>
</tr>
<tr>
<td>Spelling</td>
<td>10</td>
<td>4.76</td>
<td>32</td>
<td>15.24</td>
<td>19</td>
<td>13.19</td>
</tr>
<tr>
<td></td>
<td>Holistic judgement</td>
<td></td>
<td></td>
<td>Length</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>14.58</td>
<td>15</td>
<td>10.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
<td></td>
<td>6</td>
<td>4.17</td>
<td>8</td>
</tr>
</tbody>
</table>

Note Aspects in italic refer to lower-order aspects.
4.4.4 Analyses

Before answering both research questions, randomization of students was checked. Randomization failed only in two instances. Students in the comparative condition of sample A ($M = 0.13, SD = 1.02$) scored 0.27 $SD$ higher ($t(75.78) = -1.21, p = 0.22, d = -0.27$) on psychological state (self-efficacy) than students in the criteria condition ($M = -0.13, SD = 0.97$). In sample B, students’ self-efficacy was 0.22 $SD$ higher ($t(39.79) = 0.70, p = 0.49, d = 0.22$) in the criteria ($M = 0.11, SD = 1.04$) than the comparative condition ($M = -0.11, SD = 0.97$). Results of all randomization checks can be consulted online.

The effect of condition on the quality of the feedback provided (RQ1) was tested using generalized cross-classified linear mixed-effect models fitted with the R-package lme4 (version 1.1-25; Bates et al., 2015). These models account for hierarchy in the data by examining the effect of condition on the amount/content of feedback for an average student (fixed effects) while also taking differences in amount/content of feedback between students and between products (random effects) into account (Fielding & Goldstein, 2006). Dependent variables were not normally distributed as they were either counts (amount of feedback) or binary variables (content of feedback). Therefore, generalized mixed-effect models assuming a Poisson-distribution with log-link (amount of feedback) or a binomial distribution with logit-link (content of feedback) were used. Two effect sizes were calculated using the MuMin-package (version 1.43.17; Bártón, 2022). The marginal $R^2$ represents differences in amount/content of the feedback attributable to the average effect of condition (fixed effects). Its interpretation is analogous to that of the $R^2$ in ordinary linear regression models. The conditional $R^2$ represents the differences in amount/content of feedback that can be explained by the whole model (fixed and random effects). Consequently, the difference between both $R^2$-statistics gives an indication of variation in amount/content of the feedback attributable to differences between students and between products (random effects). However, interpreting these effect sizes should be done cautiously given that their size depends on the location of the intercept$^2$ (see Johnson, 2014; Nakagawa & Schielzeth, 2013).

To examine the effect of both assessment methods on students’ performance (RQ2), two analyses were performed. First, an independent sample Welch t-test was applied to examine differences in average performance across both conditions. All t-tests were performed assuming unequal variances (see Delacre et al., 2017). Cohen’s $d$ was also estimated to gain insight into the size of the effect. Then, a regression analysis was run with condition, prior knowledge and self-efficacy as independent variables and students’ performance as dependent variable. For sample A, these analyses were performed using the full data set and a data set excluding information of students with maximum scores on prior knowledge (see 4.4.3 Variables).

$^2$ In this case, the size of the random effects is estimated for students in the criteria condition.
4.5 Results

Results are discussed per research question. Findings on the effect of peer assessment method on the quality of the feedback (RQ1) are presented using visualizations. Tables with full results for RQ1 can be consulted in the appendix of this chapter.

4.5.1 Quality of Feedback

Results regarding sample B show that condition only impacts the number of positive feedback statements that an average student provides. An average student in the comparative condition mentions 0.8 arguments per judgment compared to 0.4 arguments for a student in the criteria condition (see Fig. 4.3). The marginal $R^2$ statistic points to a moderate effect ($marginal R^2 = 0.09$). The results also indicate that students differ in the total amount of feedback ($SD = 0.93$), in the amount of positive feedback ($SD = 0.99$) and in the amount of negative feedback ($SD = 0.69$) they give.

In study C, opposite results are found as an average student in the criteria condition provides more feedback per judgment (3.5 arguments) than a student in the comparative condition (2.8 arguments; see Fig. 4.3). An average student in the criteria condition also mentions more negative aspects per judgment (1.8 arguments) than a student in the comparative condition (1.2 arguments). The amount of positive feedback does not differ between conditions (1.7 positive arguments per judgment). Also, students do not vary in the amount of feedback.

![Fig. 4.3 Estimated average number of arguments per judgment by condition](image)
they provide which is reflected in the small conditional $R^2$-statistics (< 0.1). Consequently, differences can be mainly attributed to peer assessment condition. Marginal $R^2$-statistics point to a small effect for the total amount of feedback (marginal $R^2 = 0.05$) and to a moderate effect for amount of negative feedback (marginal $R^2 = 0.07$). Full results can be consulted in Table 4.10 of the appendix.

Further analysis of the content of the positive feedback shows that the probability of mentioning most aspects is, on average, the same across both conditions. Figure 4.4 visualizes the estimated average probability of mentioning each quality aspect when giving positive feedback for both samples.

Only two differences are found that can be attributed to condition (see Fig. 4.4). First, the average student in the criteria condition of sample B has a lower probability of mentioning the higher-order aspect ‘Syntax’ than an average student in the comparative condition (4.2% versus 27.9%). This points to a moderate effect (marginal $R^2 = 0.13$). Second, the probability of mentioning the higher-order aspect ‘Interpretation’ is higher in the criteria than in the comparative condition of sample C (24.1% versus 7.1%). Again, the marginal $R^2$-statistic indicates a moderate effect (marginal $R^2 = 0.07$). In addition to the effect of condition, it also appears that especially in sample B students differ in the probability of mentioning the higher-order aspect ‘Content’ ($SD = 1.52$) and the lower-order aspects ‘Grammar’ ($SD = 2.16$) and ‘Vocabulary’ ($SD = 2.36$). In sample C, differences between students are only found regarding the higher-order aspect ‘Content’ ($SD = 1.17$). The complete results of the analyses can be found in Table 4.11 of the appendix.

In-depth analysis of the content of the negative feedback does not find any average effect of condition. Figure 4.5 shows that the estimated average probability of mentioning a quality aspect is the same across both conditions in sample B and
sample C. Moreover, all effect sizes are negligible or small (marginal $R^2 \leq 0.03$). Only differences between students or products in the probability of mentioning certain aspects are found. In sample B, the probability of mentioning the higher-order aspect ‘Syntax’ ($SD = 1.33$) and the lower-order aspect ‘Grammar’ ($SD = 1.24$) varied across students. Differences between products are found in sample C regarding the higher-order aspect ‘Content’. Hence, the probability of mentioning this aspect was higher for some products than for others ($SD = 1.24$). All results on the content of negative feedback can be consulted in Table 4.12 in the appendix.

4.5.2 Effect on Performance

The results in Table 4.6 indicate that students’ performance after the intervention doesn’t differ across both conditions. The effect sizes (Cohen’s $d$) vary between $-0.15$ (sample A) and 0.16 (sample B). Hence, whether a student judged their peers’ works using criteria or made comparative judgements does not impact their performance differently.

This lack of effect remains after controlling for prior knowledge and self-efficacy (see Tables 4.7 and 4.8). The difference between the criteria and the comparative condition ranges between $-0.06$ (sample B) and 0.13 (sample C). However, the 95% confidence intervals indicate that this effect cannot be generalized to the population of students in any sample (see Tables 4.7 and 4.8). Thus, assessment method has no differential effect on students’ performance in any of the samples.
### Table 4.6
Mean ($M$), standard deviation ($SD$) per condition and results of independent sample Welch t-tests

<table>
<thead>
<tr>
<th>Criteria condition</th>
<th>Comparative condition</th>
<th>Results of t-test*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M$</td>
<td>$SD$</td>
</tr>
<tr>
<td>Sample A</td>
<td>$-0.06$</td>
<td>$1.15$</td>
</tr>
<tr>
<td>Sample A (filtered)</td>
<td>$-0.10$</td>
<td>$1.17$</td>
</tr>
<tr>
<td>Sample B</td>
<td>$0.08$</td>
<td>$0.90$</td>
</tr>
<tr>
<td>Sample C</td>
<td>$0.03$</td>
<td>$0.90$</td>
</tr>
</tbody>
</table>

*$t$-value = $t$, degrees of freedom = $df$, p-value = $p$, Cohen’s $d = d$

### Table 4.7
Estimates (Est.) and 95% confidence intervals (95% CI) of the regression models that examine the impact of condition on performance and control for prior knowledge and self-efficacy (SE) for sample A

<table>
<thead>
<tr>
<th></th>
<th>Sample A (full)</th>
<th>Sample A (filtered)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est.</td>
<td>95% CI</td>
</tr>
<tr>
<td>Intercept*</td>
<td>$-0.03$</td>
<td>$-0.330.27$</td>
</tr>
<tr>
<td>Condition</td>
<td>$0.06$</td>
<td>$-0.370.49$</td>
</tr>
<tr>
<td>Prior knowledge (Z)</td>
<td>$0.11$</td>
<td>$-0.120.34$</td>
</tr>
<tr>
<td>SE mastery (Z)</td>
<td>$0.15$</td>
<td>$-0.090.40$</td>
</tr>
<tr>
<td>SE state (Z)</td>
<td><strong>0.31</strong></td>
<td>$0.0810.55$</td>
</tr>
<tr>
<td>SE persuasion (Z)</td>
<td>$-0.10$</td>
<td>$-0.320.12$</td>
</tr>
</tbody>
</table>

*Note* Results in bold can be generalized to the population  
*Note* Prior knowledge and self-efficacy are standardized  
*Criteria condition is the reference category

### Table 4.8
Estimates (Est.) and 95% confidence intervals (95% CI) of the regression models that examine the impact of condition on performance and control for prior knowledge and self-efficacy for samples B and C

|                    | Sample B | Sample C |  |  |
|--------------------|----------|----------|  |  |
|                    | Est.     | 95% CI   | Est.     | 95% CI   |
| Intercept*         | $0.03$   | $-0.380.44$ | $-0.06$ | $-0.530.42$ |
| Condition          | $-0.06$  | $-0.630.52$ | $0.13$  | $-0.580.84$ |
| Prior knowledge (Z)| $-0.03$  | $-0.340.29$ | **0.74** | $0.361.13$ |
| Self-efficacy (Z)  | **0.48** | $0.160.79$ | $-0.27$ | $-0.660.11$ |

*Note* Results in bold can be generalized to the population  
*Note* Prior knowledge and self-efficacy are standardized  
*Criteria condition is the reference category
4.6 Discussion

This study conceptually replicated the study of Bouwer et al. (2018) on the learning effects of peer assessment using either predefined criteria or comparative judgement. Three small scale studies were set up, two in secondary education (problem-solving in physics, writing in French) and one in university education (scientific reporting of statistical results). After mapping students’ prior knowledge and self-efficacy, students were randomly allocated to a peer assessment condition. Students in the criteria condition assessed the work of their peers using a predefined criteria list, while students assigned to the comparative condition made comparative judgements. Students in the study on writing in French and on scientific reporting were also allowed to provide open feedback on the strengths and weaknesses of the works they assessed. Analyses were analogue to the ones performed by Bouwer et al. (2018) and focused on the effect of both assessment methods on the quantity and content of the peer feedback and on students’ performance. Overall, the results of the conceptual replications showed that the effects found by Bouwer and colleagues (2018) can only be replicated to a limited extent. Table 4.9 compares the results of the studies reported in this chapter to those of the Bouwer et al.-study (2018). Because the study of Stuulen et al. (2022) had a similar set-up, findings of this study are also added to the table.

Regarding the quantity of the feedback, results of the conceptual replications are partly in line with those of Bouwer et al. (2018). The original study found a

### Table 4.9 Comparison of the results regarding the impact of comparative judgement (CJ) and the use of criteria (CRIT) on the quantity and content of feedback and on students’ performance found in the three studies reported in this chapter, the study by Bouwer et al. (2018) and the study by Stuulen et al. (2022)

<table>
<thead>
<tr>
<th></th>
<th>This chapter</th>
<th>Bouwer et al. (2018)</th>
<th>Stuulen et al. (2022)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantity of FB°</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total amount</td>
<td>CJ = CRIT</td>
<td>CJ &lt; CRIT</td>
<td></td>
</tr>
<tr>
<td>Amount +</td>
<td>CJ &gt; CRIT</td>
<td>CJ = CRIT</td>
<td>CJ &gt; CRIT</td>
</tr>
<tr>
<td>Amount −</td>
<td>CJ = CRIT</td>
<td>CJ &lt; CRIT</td>
<td>CJ = CRIT</td>
</tr>
<tr>
<td><strong>Content of + FB</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher-order</td>
<td>CJ &gt; CRIT</td>
<td>CJ &lt; CRIT</td>
<td>CJ &gt; CRIT</td>
</tr>
<tr>
<td>Lower-order</td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
<td></td>
</tr>
<tr>
<td><strong>Content of—FB</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher-order</td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
<td>CJ &lt; CRIT</td>
</tr>
<tr>
<td>Lower-order</td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
</tr>
<tr>
<td><strong>Performance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
<td>CJ &gt; CRIT</td>
</tr>
<tr>
<td></td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
<td>CJ = CRIT</td>
</tr>
</tbody>
</table>

*Educational level = Edu. Level; secondary education (SE) or higher education (HE)

*Feedback = FB
positive effect of comparative judgement on the total amount of feedback given. The replication studies also found differences in quantity of feedback across peer assessment conditions. However, the direction of the effect differed between samples. In one sample (secondary education, writing in French), students in the comparative condition gave more positive feedback (in line with Bouwer et al., 2018), while in the other sample (higher education, scientific reporting) the opposite was found as students in the criteria condition gave more negative feedback. These results are in line with those of Stuulen and colleagues (2022) who also found students in the comparative condition to give more positive feedback but less negative feedback than students in the criteria condition. One explanation for the inconclusive findings might be the difference in the number of works students assessed. In the studies by Bouwer et al. (2018), Stuulen et al. (2022) and two of the samples in this chapter, students in the comparative condition judged more pieces of work than their peers in the criteria condition. This gave these students more feedback opportunities than students in the criteria condition. Moreover, the number of judgements could also vary within the comparative condition. Therefore, future research should control for the number of judgements made across and within condition. Another explanation for the results relates to students’ initial task experience. Students in the sample on scientific reporting hardly had any experience with the task at hand before the intervention, while students in the study of Bouwer et al. (2018) and in the sample on writing in French all had prior experience with writing in English or French. Hence, students in the sample on scientific reporting might have been less able to fall back on their own understanding of quality than students in the other samples. This might have benefitted students in the criteria condition since they could draw on the predefined criteria to formulate feedback (Jonsson & Svingby, 2007; Panadero & Jonsson, 2013; Sadler, 2009). Future research can investigate to what extent the interaction between students’ prior task experience and assessment method influences the amount of feedback students give.

Looking at the results on the content of the feedback, a complex picture emerges. Whereas Bouwer and colleagues (2018) found differences between both assessment methods in the type of negative feedback provided, results of the replication studies presented in this chapter found only two differences across both conditions in the content of the positive feedback that students gave. Students who comparative judged French texts gave more positive feedback on the syntax of the texts, while students in the criteria condition of the sample on scientific reporting provided more positive feedback on the aspect of interpretation. These effects refer in both cases to higher-order aspects of writing which is partly in line with the results of Bouwer et al. (2018) and of Stuulen et al. (2022). Reasons for the differences found are unclear. One important aspect that might have been at play and hasn’t been considered in any of the studies is which pieces of work the students assessed. Research into comparative judgement underpins that the aspects assessors look at depends on the pair composition (Lesterhuis, 2018). This also applies when using criteria because students are assumed to compare examples to their own internal standards or previous work (Nicol, 2020). Hence,
future research should be set up that looks at the impact of confronting students with specific (pairs of) examples.

The positive effect of comparative judgement on students’ writing performance found by Bouwer et al. (2018) wasn’t replicated in any of the samples. This lack of effect is in line with the findings of Stuulen et al. (2022) who also didn’t find differences in performance due to peer assessment method. However, the design of the replication studies in this chapter (and of the Bouwer et al.-study) did not allow drawing any conclusions regarding improvement in students’ performance due to assessment condition. Furthermore, according to Nicol (2020) and To et al. (2021), it might be beneficial if students already have some experience with a task before engaging in peer assessment. In that case, they already developed a sense of quality and generated internal feedback on their own work (strengths, gaps). This allows them to be more focused on information that is relevant for them during the peer assessment which can enhance the learning effect of the peer assessment exercise. Together this calls for future studies that capture students’ performance before the intervention and allow them to revise the same task after they have participated in a peer assessment exercise. Furthermore, future studies should also dig into students’ learning processes while engaging in peer assessment. Students’ feedback statements only capture those quality aspects that students were aware of and that they reported. These statements do not reveal how students came to noticing these aspects nor how they cognitively process the examples. Therefore, studies should combine feedback statements with online measures such as eye-tracking and log data to fully map students’ learning processes. Eye-tracking data and log data provide objective measures of cognitive processes that student engage in (e.g., attention allocation). Replaying students’ eye movements can also be used to capture retrospective cued recall data of students’ learning processes.

This study set out to conceptual replicate the findings of the study by Bouwer et al. (2018). Overall, it can be concluded that results are only replicated to a limited extent. According to literature on replication research, conceptual replication studies that fail in replicating results add little insights to the scientific knowledge base (Hendrick, 1990). However, replicating the Bouwer et al.-study (2018) three times in a different context sheds light on individual characteristics (e.g., difference in initial task experience) and characteristics of the peer assessment design (e.g., difference in number of judgements) that might explain the variety in the results found. In this respect, a systematic replication study would be interesting. Then, different foundational aspects of a study (e.g., number of judgements made, characteristics of respondents in sample) are systematically varied, while the hypothesis behind the study (learning effect of peer assessment method) is retained (Hendrick, 1990). This would provide systematic insight into which type of peer assessment method (use of criteria or comparative judgement) and peer assessment design (e.g., number of judgements, type of exemplars) is most beneficial for which student (e.g., high prior task experience).

Some additional limitations of this study should be mentioned. First, results are based on small samples making the results of this study more uncertain. Further replication research that uses bigger samples is needed. Second, all samples were
collected amidst the covid-pandemic. Consequently, some procedures were less controlled than common in experimental designs. This is especially important for the peer assessment exercises which were run online in all samples. Although this mirrors actual classroom conditions, it makes it unclear to what extent students engaged in the peer assessment exercise as intended which can have biased the results. Finally, students’ effort and time investment were not considered which might have confounded the results of this study. Despite these limitations, this study provided insights into the effect of using criteria and comparative judgement in the context of peer assessment. Furthermore, it also highlights the need for (conceptual) replication studies within the educational sciences as this can shed light on the replicability of effects and can provide an avenue for further research and theory development.

Appendix

See Tables 4.10, 4.11 and 4.12.
### Table 4.10
Results of the generalized mixed-effect models on the effect of condition on the total amount of feedback, the amount of positive feedback and the amount of negative feedback: estimates (Est.) and bootstrapped 95% confidence intervals (95% CI) of the fixed (average impact of condition expressed in logs) and random effects (differences between students and products expressed in standard deviations), including estimates of effect sizes.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Type feedback</th>
<th>Fixed effects&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Random effects</th>
<th>Effect sizes&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intercept</td>
<td>Condition</td>
<td>Students</td>
</tr>
<tr>
<td>B</td>
<td>Total</td>
<td>0.10</td>
<td>−0.280.60</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>−1.01</td>
<td>−1.391−0.33</td>
<td><strong>0.80</strong></td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td>−0.27</td>
<td>−0.610.23</td>
<td>0.06</td>
</tr>
<tr>
<td>C</td>
<td>Total</td>
<td><strong>1.25</strong></td>
<td>1.131.37</td>
<td><strong>−0.23</strong></td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td><strong>0.52</strong></td>
<td>0.350.69</td>
<td>−0.08</td>
</tr>
<tr>
<td></td>
<td>Negative</td>
<td><strong>0.59</strong></td>
<td>0.391.80</td>
<td><strong>−0.40</strong></td>
</tr>
</tbody>
</table>

*Results in bold* can be generalized to the population

<sup>a</sup>Criteria condition is the reference category

<sup>a</sup>Mar. $R^2 = \text{marginal } R^2$; Con. $R^2 = \text{conditional } R^2$
Table 4.11 Results of the generalized mixed-effect models on the effect of condition on the content of the positive feedback: estimates (Est.) and bootstrapped 95% confidence intervals (95% CI) of the fixed (average impact of condition expressed in logits) and random effects (differences between students and products expressed in standard deviations), including estimates of effect sizes

<table>
<thead>
<tr>
<th>Sample</th>
<th>Content feedback</th>
<th>Fixed effects*</th>
<th>Random effects</th>
<th>Effect sizesa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intercept</td>
<td>Condition</td>
<td>Students</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Est. 95% CI</td>
<td>Est. 95% CI</td>
<td>SD 95% CI</td>
</tr>
<tr>
<td>B</td>
<td>Content</td>
<td>-1.50 -2.081 -0.58</td>
<td>0.66 -0.531 1.70</td>
<td>1.52 0.6812.24</td>
</tr>
<tr>
<td></td>
<td>Syntax</td>
<td>-3.12 -4.651 -1.76</td>
<td>2.17 0.8713.53</td>
<td>1.10 0.0011.80</td>
</tr>
<tr>
<td></td>
<td>Gram.°</td>
<td>-3.18 -3.771 -1.53</td>
<td>0.97 -0.6612.26</td>
<td>2.16 0.8713.15</td>
</tr>
<tr>
<td></td>
<td>Vocabu.°</td>
<td>-2.96 -3.581 -1.20</td>
<td>0.87 -0.8312.27</td>
<td>2.36 1.0813.36</td>
</tr>
<tr>
<td></td>
<td>Spelling</td>
<td>-3.98 -22.571 -2.64</td>
<td>1.38 -0.07119.95</td>
<td>0.95 0.00190</td>
</tr>
<tr>
<td>CC</td>
<td>Content</td>
<td>0.68 -0.1611.31</td>
<td>-0.41 -1.3410.73</td>
<td>1.17 0.3011.85</td>
</tr>
<tr>
<td></td>
<td>Interpr.°</td>
<td>-1.15 -1.921 -0.41</td>
<td>-1.42 -3.131 -0.22</td>
<td>0.92 0.00162</td>
</tr>
<tr>
<td></td>
<td>Style</td>
<td>-1.06 -1.861 -0.28</td>
<td>-0.25 -1.2110.76</td>
<td>0.73 0.00138</td>
</tr>
<tr>
<td></td>
<td>Langu.°</td>
<td>-1.12 -1.861 -0.42</td>
<td>0.18 -0.7011.16</td>
<td>0.77 0.00128</td>
</tr>
<tr>
<td></td>
<td>Holistic</td>
<td>-2.11 -3.291 -1.02</td>
<td>0.07 -1.2211.29</td>
<td>1.02 0.00185</td>
</tr>
<tr>
<td></td>
<td>Length</td>
<td>-2.37 -3.641 -1.41</td>
<td>1.00 -0.0312.30</td>
<td>0.60 0.00130</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>-3.34 -22.541 -2.03</td>
<td>0.20 -18.2019.06</td>
<td>0.76 0.00194</td>
</tr>
</tbody>
</table>

Note Results in bold can be generalized to the population

Note Aspects in italic refer to lower-order aspects

*aCriteria condition is the reference category

°Grammatica = Gram.; Vocabulary = Vocabu.; Interpretation = Interpr.; Language use = Langu.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Content feedback</th>
<th>Fixed effects*</th>
<th>Random effects</th>
<th>Effect sizesa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intercept</td>
<td>Condition</td>
<td>Students</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Est. 95% CI</td>
<td>Est. 95% CI</td>
<td>SD 95% CI</td>
</tr>
<tr>
<td>B</td>
<td>Content</td>
<td>$-2.24$ $-3.61$ $-1.20$</td>
<td>0.27 $-0.54$ $0.21$</td>
<td>0.00 $0.00$ $0.98$</td>
</tr>
<tr>
<td></td>
<td>Syntax</td>
<td>$-1.74$ $-2.41$ $-0.65$</td>
<td>0.60 $-0.52$ $1.46$</td>
<td>1.33 $0.46$ $1.87$</td>
</tr>
<tr>
<td></td>
<td>$Gram.$°</td>
<td>$-1.62$ $-2.25$ $-0.64$</td>
<td>0.22 $-0.76$ $1.10$</td>
<td>1.16 $0.28$ $1.72$</td>
</tr>
<tr>
<td></td>
<td>$Vocabu.$°</td>
<td>$-1.61$ $-2.17$ $-0.87$</td>
<td>$-0.35$ $-1.27$ $0.53$</td>
<td>0.91 $0.00$ $1.39$</td>
</tr>
<tr>
<td></td>
<td>$Spelling$</td>
<td>$-1.58$ $-2.19$ $-0.65$</td>
<td>$-0.74$ $-1.67$ $0.28$</td>
<td>1.12 $0.00$ $1.68$</td>
</tr>
<tr>
<td>CC</td>
<td>Content</td>
<td>0.75 $-0.52$ $1.95$</td>
<td>$-0.86$ $-1.84$ $0.32$</td>
<td>1.03 $0.00$ $1.65$</td>
</tr>
<tr>
<td></td>
<td>Interpr.$°</td>
<td>$-1.08$ $-1.70$ $-0.50$</td>
<td>$-0.65$ $-1.61$ $0.29$</td>
<td>0.53 $0.00$ $1.16$</td>
</tr>
<tr>
<td></td>
<td>Style</td>
<td>$-0.80$ $-1.54$ $-0.16$</td>
<td>$-0.58$ $-1.45$ $0.45$</td>
<td>0.80 $0.00$ $1.37$</td>
</tr>
<tr>
<td></td>
<td>$Langu.$°</td>
<td>$-0.55$ $-1.28$ $0.08$</td>
<td>$-0.80$ $-1.68$ $0.17$</td>
<td>0.73 $0.00$ $1.22$</td>
</tr>
<tr>
<td></td>
<td>$Holistic$</td>
<td>$-3.75$ $-23.57$ $-2.19$</td>
<td>0.02 $-19.88$ $19.92$</td>
<td>1.27 $0.00$ $2.60$</td>
</tr>
<tr>
<td></td>
<td>$Length$</td>
<td>$-1.91$ $-2.92$ $-0.95$</td>
<td>$-1.03$ $-2.61$ $0.32$</td>
<td>0.96 $0.00$ $1.70$</td>
</tr>
<tr>
<td></td>
<td>$Other$</td>
<td>$-3.17$ $-4.60$ $-1.89$</td>
<td>0.35 $-1.61$ $2.36$</td>
<td>1.13 $0.00$ $2.21$</td>
</tr>
</tbody>
</table>

Notes: Results in bold can be generalized to the population.

*Criteria condition is the reference category.

Aspects in italic refer to lower-order aspects.

aMar. $R^2$ = marginal $R^2$; Con. $R^2$ = conditional $R^2$.

Grammatica = Gram.; Vocabulary = Vocabu.; Interpretation.
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Using Stochastic Actor-Oriented Models to Explain Collaboration Intentionality as a Prerequisite for Peer Feedback and Learning in Networks

Jasperina Brouwer and Carlos A. de Matos Fernandes

5.1 Introduction

Rooted in social constructivism (Vygotsky, 1978), within the student-centered learning environments students actively co-construct their knowledge in interaction with their peers, which is crucial within learning practices for deep learning (Baeten et al., 2010; O’Donnell, 2006). Next to peer interaction, higher education students discuss the study material, undertake hands-on assignments and provide each other peer feedback. Although peer feedback is often related to assessment, it can also be considered a learning practice within student-centered learning environments (Boud et al., 2001). In the current chapter, we follow Dingyloudi and Strijbos (2018) who go beyond the assessment framework of feedback and task-specific feedback and consider peer feedback more broadly as a process of interpersonal communication contributing to students’ learning and performance. Peer feedback is a way in which students share their knowledge, advice, information, and learning experiences. Importantly, peer feedback takes place within the social context of the small group learning environment (i.e., learning communities, see Brouwer et al., 2018, 2022) and is based on the sociocultural perspective.
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implying that learning is a social rather than merely a cognitive phenomenon (Vygotsky, 1978). Thus, we define feedback broadly in terms of academic help and advice-seeking in peer networks.

Peer feedback happens among students who are similar in status and educational level (Finn & Garner, 2011) and provide each other with information related to their performance, also informally outside the classroom. The advantage of these informal forms of peer feedback is that it is a safe and convenient way to increase their ability to advance in higher education. Peers are considered as equals and when provided in a non-evaluative way, it is less likely that peer feedback decreases their self-esteem. Moreover, the feedback is often more immediate and timely than feedback provided by the course instructors or teachers (Laydshewsky, 2013). The fact that non-evaluative and informal peer feedback takes place outside the classroom means that students actively need to seek feedback from their peers. Aleven et al. (2003) identified different steps for approaching a peer when he or she needs feedback to get a better understanding of the study material. First, they need to be aware that they need academic support and feedback. Second, they need to know who is an advanced peer who can provide adequate feedback (Sangin et al., 2011). Third, they need to initiate contact and ask for feedback, academic help or advice. Fourth, the other is willing to provide timely and adequate feedback. Fifth, students collaborate, help each other, and provide each other with feedback.

An important means-to-an-end to facilitate feedback processes comprises network relations. That is, network relations are one of the most important sources of support, help, advice, or peer feedback when they are study partners in higher education (Brouwer et al., 2018, 2022; Stadtfeld et al., 2019). For learning, it is crucial that peers do not merely interact, but that students are willing to function as scaffolds by sharing their knowledge from different perspectives (Sangin et al., 2011). However, students seem to prefer to ask for academic support from their friends, who are, in turn, more or less similar to them in terms of background characteristics or attitudes (Brouwer et al., 2018). This is consistent with an important network selection mechanism (i.e., to initiate a network connection), which is the so-called homophily or similarity effect. Homophily, famously known as the social mechanism “birds of a feather flock together” (McPherson et al., 2001), represents the tendency to preferentially connect to similar others. Similarity can be based on individual features such as gender, ethnicity, or achievement (Lomi et al., 2011; McPherson et al., 2001; Stadtfeld et al., 2019), but also on attitudes (McPherson et al., 2001), such as the intention to collaborate and the willingness to provide feedback and support. Another strand of research posits that similarity in individual features is based on influence mechanisms (Snijders et al., 2010; Steglich et al., 2010), stressing that network relations are social conduits through which individuals influence each other to behave similarly. We explain the role of selection and influence mechanisms in what follows as well as in Fig. 5.1.

Peer collaboration intentionality is a selection mechanism that may play a role in feedback seeking. Collaboration intentionality (CI), which is students’ willingness to collaborate, seems an important prerequisite for peer feedback. Research within the educational context shows that school principals’ and teachers’ network
intentionality is associated with social capital formation. Network intentionality refers to the intention of someone to actively connect and interact with other network members (Coleman, 1990; Moolenaar et al., 2014). Van Waes et al. (2015) demonstrate that university teachers who are more intentional, actively seek advice and information from their colleagues about teaching. Someone has agency in actively initiating connections when this is of instrumental value, for example, for receiving ideas or feedback. Similarly, peer feedback can only take place within a collaborative learning approach and when students are willing to initiate feedback relationships with their peers (Er et al., 2021). In this respect, social exchange theory (Blau, 1964; Cook & Rise, 2003; Homans, 1961) helps us to understand why someone is willing to help a peer. The social exchange theory posits that someone is willing to do this when a valuable return is expected. Spitzmuller and Dyne (2013) distinguish reactive helping and proactive helping. The former means that others are supported because providing support is the social norm, whereas the latter is beneficial for the helpers contributing to their reputation and self-esteem. Students may also maintain a feedback relationship, for example, when a relationship is assumed to maintain mutually beneficial social exchange relationships (e.g., they obtain both higher grades).

Yet, to understand this complex link between peer feedback relationships and CI, we need to account for selection and influence mechanisms in feedback-seeking networks (Lomi et al., 2011; Snijders et al., 2010). **Selection** comprises whether students preferentially seek feedback from other fellow students because they have similar scores on CI. **Influence** means that students become more similar in CI over time when they provide each other feedback. Influence is an umbrella term for peer influence and social learning (e.g., Bandura, 1977; Steglich et al., 2010). Essentially, influence posits that network relations in place allow connected peers to influence one another in their collaboration, attitudes, opinions, and other behavioral topologies.
In this chapter, selection concerns that someone initiates to form a feedback relation, whereas influence is about the effect of feedback partners on one’s CI. The feedback relation is either present (influence) or is under question whether it will be formed or not (selection). Influence and selection are social processes with opposite roles assigned to feedback-seeking relations and collaborative behavior, as indicated in Fig. 5.1. Influence affects CI. Selection, conversely, does not alter CI but only changes the network relation. The striking consequence of homophilous selection and social influence is that the outcome is the same: Connected peers tend to be similar on a certain individual feature (Fig. 5.1).

Not only peer feedback relations may be important for CI, but also gender and personality characteristics play a key role in collaboration and feedback processes (see Noroozi et al., 2020, 2022). Some research, for instance, shows that females tend to express more prosociality than males (Höglinger & Wehrli, 2017) and that this tendency for prosociality is stable over time (de Matos Fernandes et al., 2022). The Five-Factor Model (FFM) of personality consists of a taxonomy of five self-reported traits (McCrae & John, 1992): extraversion (being extravert rather than reserved), agreeableness (altruistic or oriented to cooperate rather than being selfish), openness to new experiences (rather than keeping conventions), conscientiousness (being self-organized rather than disorganized), and neuroticism (being anxious rather than calm). Previous work shows that FFM personality traits, particularly extraversion, agreeableness, and openness, positively affect seeking help or feedback from peers in higher education (Atik & Yalçin, 2011). Moreover, someone who has higher scores on agreeableness seems to be more intended to collaborate (Thielmann et al., 2020). In the current chapter, the main focus is on CI in peer feedback networks, while we control for gender and personality traits.

The interdependence of the social network data and of selection and influence urges researchers to employ a complementary statistical method, namely stochastic actor-orientated models (SAOMs) (Snijders, 2017; Steglich et al., 2010) to dissect underlying mechanisms that give rise to CI—or other individual attributes, such as gender or personality traits—similarity among peers. This approach is necessary because it remains otherwise unclear why students become similar in terms of CI within the feedback network over time. Influence and selection are competing mechanisms but SAOMs allow disentangling one from the other (and vice versa). We introduce this method in our chapter and provide an example using longitudinal feedback-seeking network data of 95 first-year students in higher education.

Although peer feedback takes place within peer networks, to our knowledge, it has been rarely investigated from a network perspective. One of the few examples is Dingyloudi and Strijbos (2018) who investigated peer feedback within learning communities. We want to go beyond Dingyloudi and Strijbos’ work by applying the advanced SAOM method to disentangle selection from influence within peer feedback networks regarding CI. These peer networks are collected at two-time points and considered longitudinally in these models (Ripley et al., 2021). Analysis of longitudinally collected social network data informs us about the changes in the relationships and behavior simultaneously (i.e., the network dynamics) and by doing so, the underlying mechanisms of relationship formation within the learning
context. This is the so-called co-evolution modeling and allows us to investigate how social networks and attributes, such as characteristics, behavior, or attitudes change over time (Kalish, 2020; Snijders et al., 2010). In this chapter, we will address the following research question: To what extent does homophily of CI plays a role in selecting peers for feedback (selection), and to what extent do peer feedback relationships influence CI (i.e., social influence of CI)? We investigate the co-evolution of peer feedback-seeking network data (i.e., study-related advice or help-seeking) and CI, which is an individual attribute or in SOAM terms a “behavior” variable. We control for the impact of gender, personality traits, and whether feedback providers are friends. SAOM will be further explained in the next section.

The outline of our chapter is as follows. First, we introduce stochastic actor-oriented models and provide examples of the method. Second, we illustrate how this method can be applied to investigate CI within peer feedback networks. Overall, we introduce a new way to investigate peer feedback within longitudinal social network designs, which provides us a better understanding of how students select each other in terms of CI when seeking feedback and to what extent social influence from feedback seeking plays a role regarding CI? By doing so, we can address research questions about social network dynamics and get a better understanding of social mechanisms, such as social selection (e.g., homophily) and social influence. More specifically, do students ask for feedback from a peer who is similar in terms of the intentionality to collaborate, or do students become similar over time in terms of the intentionality to collaborate when they ask each other for feedback?

5.2 Introducing Stochastic Actor-Oriented Models

Stochastic actor-oriented models (SAOMs) represent an important methodological breakthrough in modeling the interdependence of networks and behavior. What do the following terms mean, such as ‘stochastic’, ‘actor-oriented’, and ‘models’? SAOMs are stochastic given that they model changes in network and behavior via an individual decision-making model; SAOMs are actor-oriented given that students (i.e., actors) are the locus of modeling (oriented), instead of networks or groups of people. It is assumed that network and behavior changes are due to students’ decisions; SAOMs are models because the simulation procedure ensures that we control for all possible interdependent network and behavior states between both waves (Kalish, 2020; Snijders, 2017; Snijders et al., 2010; Steglich et al., 2010). The term behavior is an umbrella term for individual attributes such as attitudes, opinions, grades, CI, smoking, drinking, bullying, and many more individual characteristics that change over time. Networks refer to friendship networks but they also comprise peer feedback-seeking networks, online social networks, acquaintance networks, positive or negative interactions in a network context, workplace networks, and many more other situations in which individuals are linked to one another in a network. Using SAOMs, we can test how behavior and the network co-evolve from one point in time to another. The role of feedback
is thus not only assessed theoretically, but it is also an inherent part of the SAOM approach. Namely, SAOMs operate in a feedback loop: behavior affects the network, whereas networks affect changes in behavior. A change in CI spills over to the feedback network, and a change in the network affects CI.

What kind of data do we need for SAOMs? SAOMs enable exploring interdependent longitudinal network and behavioral data (see Steglich et al., 2010), which permits researchers to link antecedents to the consequence of peer feedback-seeking network and CI change. To do so, the data requirements of SAOMs comprise complete (socio-centric) network and behavioral data (i.e., individual attributes) from at least two-time points to estimate co-evolution (Steglich et al., 2010; Veenstra & Steglich, 2012). Complete network data refer to whole networks with a specified boundary, e.g., within a school class, which may vary from 20 to 400 individuals (Niezink, 2018). The advantage of, for example, nominating students within one school class is that it informs us also about non-selection. Not selecting someone as a network partner is a requirement to understand selection (Steglich et al., 2010; Veenstra & Steglich, 2012). To know whether similarity in behavior (i.e., homophily) plays a role in selecting someone as a friend, we need to be informed about whether students who select each other are similar in terms of behavior and when students who do not select each other differ in terms of behavior.

How does the modeling take place within SAOM in the background? Changes in the network and behavior between waves are simulated via mini-steps. Mini-steps follow the actor-oriented paradigm that changes in the network or behavior are driven by individual choices (Ripley et al., 2021; Snijders, 2005; Snijders et al., 2010). In other words, each actor (i.e., individual or student) can make one change in his/her network connection or one change in the behavior variable (here CI) in each step. These steps are simulated based on longitudinal data and then estimated with a probability function based on changes in-between measured data waves. Thus, SAOMs build on the inherent assumption that students have a say over with whom they form network ties and in what way they change the initiative towards collaborative behavior (CI). Within the so-called mini-steps simulation procedure, an actor can decide in each step to form, dissolve, or maintain a network relation or report a higher or lower value on the behavior variable (here CI) in each step. These steps are simulated based on longitudinal data and then estimated with a probability function based on changes in-between measured data waves. Thus, SAOMs build on the inherent assumption that students have a say over with whom they form network ties and in what way they change the initiative towards collaborative behavior (CI). Within the so-called mini-steps simulation procedure, an actor can decide in each step to form, dissolve, or maintain a network relation or report a higher or lower value on the behavior variable (here CI) in each step. These steps are simulated based on longitudinal data and then estimated with a probability function based on changes in-between measured data waves. Thus, SAOMs build on the inherent assumption that students have a say over with whom they form network ties and in what way they change the initiative towards collaborative behavior (CI). Within the so-called mini-steps simulation procedure, an actor can decide in each step to form, dissolve, or maintain a network relation or report a higher or lower value on the behavior variable (here CI). Within the so-called mini-steps simulation procedure, an actor can decide in each step to form, dissolve, or maintain a network relation or report a higher or lower value on the behavior variable (here CI).

How many mini-steps—or, i.e., changes—students can take is modeled via the rate function, while which mini-step to take is determined by the objective function. The rate function provides a numerical value of how many changes a student can make in network relations or CI. Conversely, the objective function shows how attractive a network state or change in behavior for a student is, thereby controlling for various structural network (e.g., reciprocity, transitivity) parameters. ‘Attractiveness’ comprises, for example, whether it is attractive to change behavior to 6 instead of 4 (Fig. 5.2). Alternatively, in the network context: whether forming or maintaining no relation (for the blue actor in Fig. 5.2) is more attractive than
the other network option (Snijders, 2001, 2005). In other words, the rate function explains the frequency of changes made in the network (i.e., which actor makes a change in either the network relationship or the behavior). The rate function is a single number specifying the number of possible changes each one can make in behavior or the network. Conversely, the objective function determines which changes can be made based on the model specification. A model specification within the objective function is based on theory and the related hypotheses, mirroring model specification in more conventional regression analysis, such as logistic or linear regression.

The models are assessed in R—a free software system for statistical and graphical computing—using Simulation Investigation for Empirical Network Analysis (RSiena) (Ripley et al., 2021). RSiena estimates the coevolution of behavior and networks via stochastic actor-oriented models (Snijders et al., 2010). Next to the help function in R, potential effects, possibilities, and both in-depth and general information on RSiena are available in the free available online manual, written by Ripley et al. (2021). Example R-scripts and datasets and more information on the methodology are available on the RSiena homepage of Tom Snijders (one of the main developers of Rsiena), accessible via the following URLs: https://www.stats.ox.ac.uk/~snijders/siena/ or https://github.com/snlab-nl/rsiena. One can, for instance, find more information concerning the practical side of preparing the dataset, how to run the models in R, and other practicalities.

What are the steps a researcher should take when employing a SAOM using RSiena can be done via the following four steps (see also Kalish, 2020)?

**Fig. 5.2** Examples of so-called mini-steps in network selection and behavioral changes. On the left, one actor in blue (top) or orange (bottom) has the opportunity to change one network relationship (dashed arrow). A feedback-seeking relationship may be formed or remain absent for the blue actor, or a feedback-seeking tie may be dissolved or remain to be present for the orange actor. On the right, we see that collaboration scores (in this case 5) may go up, down, or an actor keeps the current score.
1. The first step is to prepare the data accordingly to fit the RSiena framework. This requires that network data is dichotomized; that is, a feedback nomination is present (1) or not (0). The network data is fitted into an $n \times n$ matrix, where $n$ stands for all the students in the network. A network data frame consists of 0’s and 1’s. A ‘1’ represents a network relation with someone else, whereas a ‘0’ is no network relation. Behavior, or individual characteristics, are included as a common dataset in which rows represent individuals and columns are the variables. Other individual-level data, such as gender, are included as an RSiena covariate.

For example, we have feedback-seeking network data for waves 1 ($t = 1$) and 2 ($t = 2$). The $t$ is a time point or wave. Longitudinal network and behavioral data (attributes) are separately imported in RSiena and in such a way that RSiena considers them the dependent variable when modeling selection (dependent variable = feedback network) or influence (dependent variable = collaborative intentionality).

2. The second step is to include effects in the network (selection) and behavioral change (influence) model. Luckily, RSiena provides modelers with a documentation file specifically applicable to the dataset at hand. Thus, based on the variables included in the previous step, RSiena provides a long list of potential effects to include in the selection and influence function. Some effects are commonly included; think of reciprocity, transitivity, and outdegree (Ripley et al., 2021). Other effects are included based on theoretical considerations. For example, one may include homophily effect regarding an attribute (e.g., CI).

3. The third step is estimating the SAOM using a simulation algorithm specified in R. We run the SAOM in RSiena, which eventually leads to the results in which selection and influence model-based findings are separated in the output.

4. The final step is to interpret the effects. An estimate can be either positive or negative. The interpretation is similar to the interpretation of a logit/log-odds estimate which can be re-calculated as an odds ratio via measuring the exponential function of the SAOM effect (i.e., $e^x$; with $x$ as the SAOM effect). This means that the estimates can be considered as the likelihood that a connection will be formed or the behavior will be changed. In addition to the estimate of the rate functions (how many changes are made in the network or behavior), an effect in the objective function can be, for example, whether students similar in CI or gender preferentially are more likely to seek feedback from similar others. Such an effect is represented by a positive significant estimate. A negative parameter in the objective function may state, for example, whether reciprocity is unlikely over time in a feedback network or that men are less popular than women in the network. Results from the objective function are usually utilized to test hypotheses. The estimates are divided by the standard error to inspect significance. This is similar to significance testing as in logistic regression. The rate and objective function of both selection and influence operate simultaneously to model coevolution of network or behavior changes respectively (see...
Ripley et al., 2021; Snijders, 2001, 2005). We will illustrate the interpretation of the effects in the next sections.

5.3 Illustration of Peer Feedback in Higher Education

We illustrate this method with a longitudinal study conducted in one bachelor’s program in higher education among first-year students. We analyze data obtained from 95 first-year sociology students from a large university in the Netherlands. The complete data sample comprises 56 females (64%) and 32 males (36%) with a mean age of 19.5 years old (SD = 1.6). Students answered a 20–30 min computer-based questionnaire across two waves in an academic year (see Brouwer et al., 2018). The current dataset comprises variables on feedback-seeking relations, CI, gender, and personality traits. Wave 1 is often referred to as $t = 1$, and wave 2 is often noted as $t = 2$.

5.3.1 Variables

**Peer feedback network.** Students could nominate all members in their cohort, i.e., their academic year group, for feedback-seeking in terms of academic help or advice-seeking via a free-recall method. When a respondent started typing, the program automatically provided the respondent with potential names that correspond to the typed text. This eased the network nomination process. Students were allowed to indicate whom they asked for feedback when they do not understand the study material. In other words, students nominated others who they seek for feedback, help, support, or assistance in the academic environment. Students rated per fellow student on a 5-point Likert scale to what extent they agree that they would seek feedback from a certain fellow student (1 = strongly disagree to 5 = strongly agree). To analyze the peer feedback network using RSiena, it is necessary to dichotomize feedback nominations. Scores 4 and 5 result in a 1, while other scores resulted in a 0. There are 495 peer feedback nominations at $t = 1$ and 349 at $t = 2$. Using the Hamming statistics (Ripley et al., 2021), we infer 394 changes in feedback nominations between $t = 1$ and $t = 2$. A network generally changes slowly since too much instability and fluctuations pressure the reliability of the RSiena analysis (Ripley et al., 2021). The Jaccard index measures changes in tie presence between two waves. A Jaccard index value below 0.30 is deemed unfit for network analysis given too many unstable network relations (Snijders et al., 2010). In this feedback-seeking network, the Jaccard similarity index of 0.36 shows that there is sufficiently high enough stability in peer feedback nominations between both waves. The feedback network is visualized per wave in Fig. 5.3.

**Collaboration intentionality (CI).** It is difficult to reliably capture collaboration behavior, that is why we asked peers to indicate if they deem others in their year
Fig. 5.3 The feedback network is visualized at \( t = 1 \) and \( t = 2 \). In the upper row, red nodes are males and black nodes are females (white is missing). The lower two networks show CI as the color of the nodes. The darker the node, the higher one CI score is. Black is score 16, while white is the lowest CI score possible (0).

group collaborative or not. Collaboration intentionality is measured by asking students to nominate others who they deem collaborative. If one is perceived as more collaborative, a student has a higher score. A more collaborative student is then more “popular” as a collaborator. The range of CI is 0–16. A score of 0 represents that a student is never mentioned as a collaborator and a score of 16 means that someone is 16 times nominated. The mean at \( t = 1 \) is 6.14 (SD = 3.43) and at \( t = 2 \) it is 5.43 (SD = 3.94). The high standard deviations indicate that there is some variation in CI among students. A combination of the feedback network and CI is presented in the lower row of Fig. 5.3. There is some change in CI scores over time. CI thus captures how collaborative one is via popularity. We assume that a more collaborative student is more popular (i.e., more often nominated as a collaborator).

**Gender.** Our sample comprises males (0) and females (1). Previous research using SAOMs showed that gender plays an important role in friendship network
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A visualization of gender and the feedback network at \( t = 1 \) and \( t = 2 \) is provided in the upper row in Fig. 5.3.

**Five-Factor Model personality traits.** The Five-Factor Model (FFM) measures five personality traits: agreeableness, extraversion, neuroticism, openness, and conscientiousness (McCrae & John, 1992). We relied on the Ten-Item Personality Inventory (Gosling et al., 2003) to assess the five latent traits. The following 10 items are distributed among the students: (1) ‘I take time for a talk’, (2) ‘I try to avoid conflicts’, (3) ‘I work in a structured manner’, (4) ‘I am easily enthusiastic’, (5) ‘I am open to new experiences’, (6) ‘I ignore adversity quickly’, (7) ‘I see myself as someone who is generally trusting’, (8) ‘I can handle stress well’, (9) ‘I am interested in art’, and (10) ‘I am self-disciplined’. Students indicated if the statement applies to them on a 5-point Likert scale, ranging from 1 (very inappropriate) to 5 (very appropriate). Extraversion comprises the average of items 1 and 4 (\( M = 3.84, SD = 0.70 \)), agreeableness items 2 and 7 (\( M = 4.14, SD = 0.59 \)), conscientiousness items 3 and 10 (\( M = 3.11, SD = 0.95 \)), neuroticism items 6 and 8 (\( M = 3.14, SD = 0.78 \)), and openness to new experiences items 5 and 9 (\( M = 3.56, SD = 0.77 \)).

### 5.3.2 Specifying Effects to Be Included in the SAOM

In **RSiena**, the researcher specifies—similar to more conventional regression analysis—the effects included based on theoretical considerations. We describe each included effect in detail and offer an example graphical interpretation of the included effect. We first describe SAOM effects included in the selection model and then discuss the influence model. Table 5.1 provides an explanation and an visualization of the included effects in the model.

### 5.3.3 **RSiena** Findings

This statistical method allows us to ask the following research question: To what extent does homophily of CI plays a role in selecting peers for feedback (selection), and to what extent do peer feedback relationships influence CI (i.e., social influence of CI)? However, stochastic actor-oriented models permit researchers to control for other factors that may affect the network-CI link: What is the role of gender and Five-Factor Model personality traits in feedback-seeking selection processes and how do these individual features influence individual changes in CI? The findings of the stochastic actor-oriented selection and influence model are presented in Table 5.2. A positive estimate represents that such a state is pursued (‘it is more likely that…’), while a negative parameter indicates that such a state tends to be avoided by students if the opportunity comes to alter a feedback-seeking nomination or changes in CI (‘it is less likely that…’).

We first start with the selection model presented in Table 5.2 which investigates potential sources of why students seek certain students out for feedback and
Table 5.1  Effects included in the selection and influence SAOMs

<table>
<thead>
<tr>
<th>Effect (“RStena label”)</th>
<th>Description</th>
<th>Simplified visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Selection SAOM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Rate (“rate”)</td>
<td>Rate indicates how many changes students make in their feedback nominations</td>
<td></td>
</tr>
<tr>
<td>2. Outdegree (“density”)</td>
<td>This effect models the tendency to form feedback relations</td>
<td><img src="image1" alt="Diagram" /></td>
</tr>
<tr>
<td>3. Reciprocity (“recip”)</td>
<td>The tendency towards reciprocal feedback relations</td>
<td><img src="image2" alt="Diagram" /></td>
</tr>
<tr>
<td>4. Transitivity (“transTrip”)</td>
<td>Modeling the tendency to have transitive relations</td>
<td><img src="image3" alt="Diagram" /></td>
</tr>
<tr>
<td>5. Interaction reciprocity and transitivity (“transRecTrip”)</td>
<td>This effect accounts for reciprocity in transitive structures</td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>6. Friendship (“X”)</td>
<td>Effect of having a friendship relation (dashed line) on feedback relations</td>
<td><img src="image5" alt="Diagram" /></td>
</tr>
<tr>
<td>7. Attribute popularity (“altX”)</td>
<td>Whether attributes determine feedback popularity (receiving nominations)</td>
<td><img src="image6" alt="Diagram" /></td>
</tr>
<tr>
<td>8. Attribute activity (“egoX”)</td>
<td>Whether attributes determine feedback activity (sending out nominations)</td>
<td><img src="image7" alt="Diagram" /></td>
</tr>
<tr>
<td>9. Attribute similarity (“simX”)</td>
<td>The tendency for similar students to form feedback relations</td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
<tr>
<td><strong>Influence SAOM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Rate (“rate”)</td>
<td>Rate indicates how many changes students make in their CI</td>
<td></td>
</tr>
<tr>
<td>11. Linear shape (“linear”)</td>
<td>This shape effect captures linear patterns in CI (positive or negative)</td>
<td><img src="image9" alt="Diagram" /></td>
</tr>
<tr>
<td>12. Quadratic shape (“quad”)</td>
<td>Accounting for non-linear distributions of CI</td>
<td><img src="image10" alt="Diagram" /></td>
</tr>
</tbody>
</table>

(continued)
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Table 5.1 (continued)

<table>
<thead>
<tr>
<th>Effect (“RSiena label”)</th>
<th>Description</th>
<th>Simplified visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td>13. Social influence (“avSim”)</td>
<td>Adopting a CI similar to the average CI of feedback partners</td>
<td><img src="image1" alt="Visualization" /></td>
</tr>
<tr>
<td>14. The effect from attribute (“effFrom”)</td>
<td>Modeling the effect of an attribute (red) on changes in CI</td>
<td><img src="image2" alt="Visualization" /></td>
</tr>
</tbody>
</table>

Note Attribute refers to an individual feature not related to the network, such as gender, CI, or Five-Factor Model personality traits. Instead of simX, we implement sameX for categorical variables (gender)

academic support. The dependent variable in the selection model is the feedback seeking network. The rate effect in the rate function shows that students had more than 12 opportunities to alter their feedback-seeking nominations. We are particularly interested in which feature affected feedback-seeking nominations, and we turn to the objective function in the selection model for answers. Students, on the whole, tend to have fewer nominations over time, per the negative outdegree parameter in Table 5.2. We furthermore find that students prefer reciprocated to non-reciprocated relations (“if you seek feedback from me, then I’m more likely to return the favor”) and that students are more likely to be embedded in transitive structures (“if I seek feedback from student A and A seeks feedback from student B, then I’m more likely seek feedback from student B”), per the positive and significant reciprocity and transitivity effect in Table 5.2. Yet, the interaction term between reciprocity and transitivity indicates that a reciprocal feedback-seeking relationship is less likely when a student is embedded in a transitive triplet. There are thus multiple social sources for peers to form feedback relations with one another.

Feedback relations are an important source to receive help, support, and feedback from peers. To achieve this, feedback network relations may be utilized to seek others out who most readily can provide qualitative feedback to one another. Notably, we find that students preferentially seek feedback from other students with similar CI scores (estimate = 0.80, SE = 0.36, p = 0.027). As such, it is more likely that students seek feedback from students with similar collaboration tendencies.

Yet, CI is not the only defining feature for feedback-seeking selection; that is, gender, friendships, and personality significantly affect underlying features why some students are more likely to be nominated to seek feedback from than others, which in turn may explain why some are more able to provide feedback and receive support than others. Table 5.2 shows that females are less popular (estimate = −0.57, SE = 0.16, p < 0.001) for feedback-seeking nominations than their male counterparts. Even so, female-female and male-male feedback relations are more likely than cross-gender relations (estimate = 0.57, SE = 0.15, p < 0.001). Thus, similarity in gender is a prerequisite for seeking feedback from one another. Next,
Table 5.2  SAOM findings of feedback-seeking selection and influence of feedback-seekers on collaboration intentionality (CI), separated by rate and objective function*

<table>
<thead>
<tr>
<th>Selection model (dep. var. = feedback-seeking nomination)</th>
<th>Influence model (dep. var. = CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Est. (SE)</td>
</tr>
<tr>
<td>Rate function</td>
<td></td>
</tr>
<tr>
<td>Rate effect</td>
<td>12.57 (1.49)</td>
</tr>
<tr>
<td>Objective function</td>
<td></td>
</tr>
<tr>
<td>Feedback-seeking effects</td>
<td></td>
</tr>
<tr>
<td>Outdegree (density)</td>
<td>–3.65 (0.19)</td>
</tr>
<tr>
<td>Reciprocity</td>
<td>2.48 (0.25)</td>
</tr>
<tr>
<td>Transitivity</td>
<td>0.54 (0.06)</td>
</tr>
<tr>
<td>Reciprocity x transitivity</td>
<td>–0.43 (0.09)</td>
</tr>
<tr>
<td>Friendship nominations</td>
<td>0.75 (0.16)</td>
</tr>
<tr>
<td>CI similarity</td>
<td>0.80 (0.36)</td>
</tr>
<tr>
<td>Gender (1 = female)</td>
<td></td>
</tr>
<tr>
<td>Popularity</td>
<td>–0.57 (0.16)</td>
</tr>
<tr>
<td>Similarity</td>
<td>0.57 (0.15)</td>
</tr>
<tr>
<td>Five-Factor Model traits</td>
<td></td>
</tr>
<tr>
<td>Openness popularity</td>
<td>0.31 (0.10)</td>
</tr>
<tr>
<td>Openness similarity</td>
<td>0.63 (0.30)</td>
</tr>
</tbody>
</table>

Note CI = collaboration intentionality; dep. var. = dependent variable; nom. = nomination; Est. = log-odds estimate; SE = standard error; ref. = reference category; Overall maximum convergence ratio = 0.21, which is below the critical value of good model convergence of 0.25 (Ripley et al., 2021)

*We only show marginally significant effects, meaning $p < 0.10$, to keep table as simple and interpretable as possible

having friendship relationships makes it more likely to seek feedback from one another (estimate = 0.75, SE = 0.16, $p < 0.001$). Relatedly, students higher in openness are perceived as more attractive to seeking feedback, and thus are more likely to receive feedback nominations, than students low in openness (estimate = 0.31, SE = 0.10, $p = 0.001$). Being open to new experiences and willing to try new things are considered attractive features for feedback popularity. Moreover,
students similar on openness are more likely to seek feedback from each other than students dissimilar in openness are (estimate = 0.63, SE = 0.30, p = 0.033). These findings suggest that students, who are more willing to embrace new things in higher education, and postulate more readily fresh ideas are also more inclined to select partners for feedback who display similar care for openness.

The influence model, conversely, allows studying whether it is more likely that students become more similar to their feedback partners in CI. Students had in total approximately 18 opportunities to change collaborative intentionality in-between the two waves. We find in the objective function that students tend to have lower scores on CI over time, per the negative linear shape effect (estimate = −0.19, SE = 0.06, p = 0.002). This effect suggests that there is a linear downward trend in CI. The positive quadratic shape effect stresses that the negative trend is less step for students with higher values on CI (estimate = 0.03, SE = 0.01, p = 0.031).

More importantly, the influence model in Table 5.2 suggests that changes in CI are also driven by social influence (estimate = 7.55, SE = 2.50, p = 0.003). This shows that a student who is nominated to seek feedback from is more likely to adopt a similar value of CI as their peers. Yet, this effect may also exacerbate the problem for non-collaborative students. Namely, students with lower levels of CI tend to have feedback relationships with similar others, and if influence processes are dominant then they may influence each other to take an even lesser collaborative stance. Furthermore, we find that extraversion lowers changes in CI (estimate = −0.15, SE = 0.08, p = 0.047), meaning that students high on extraversion report lower scores of CI over time.

5.4 Discussion and Outlook

Combining insights from selection and influence, we show that students who are similar in their intention to collaborate are more likely to request each other for feedback. Our network approach elucidates, furthermore, that students are more likely to seek feedback from friends, from students with the same gender, and students who are also open to new experiences. The same-gender effect and similarity in CI is consistent with the homophily principle in selecting peers for feedback (c.f., McPherson et al., 2001).

The novelty of this chapter and the advantage of using stochastic actor-oriented models (SAOMs) is that it allows to unravel social influence from the selection of peers—and vice versa—in feedback-seeking networks. Selection and influence mechanisms are dependent on each other. The major advantage of SAOMs is disentangling influence from selection in a statistically valid way. In our contribution, we show that SAOMs allow us to study the complex interdependence between behavior and network relations. Our methodology builds on an innate feedback loop from selection to influence and influence to selection. In our analysis, we provided a template to analyze and describe selection and influence effects using SAOMs.
Another advantage is that this chapter provides a short introduction to SAOMs but provides, by all means, not a full overview of what is possible with SAOMs. If interested, the following references show different applications of SAOMs, providing researchers with more features, possibilities, and information than described here: Snijders (2017), Kalish (2020), Snijders et al. (2010), Steglich et al. (2010), Henneberger et al. (2021), Ripley et al. (2021), Brouwer et al. (2020, 2022), or Veenstra et al. (2013). Here, we illustrated that behavior and networks are two fitting pieces in a puzzle when appropriate statistical methods are utilized. This chapter provides more understanding of the mechanisms underlying peer feedback—utilizing the power that feedback networks provide and SAOMs to monitor selection and influence processes—to advance in higher education.
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Comparing Expert and Peer Assessment of Pedagogical Design in Integrated STEAM Education

Kyriaki A. Vakkou, Tasos Hovardas, Nikoletta Xenofontos, and Zacharias C. Zacharia

6.1 Introduction

Peer assessment aims to actively involve peers in employing their knowledge and skills to assess peer work (Cestone et al., 2008; Van Gennip et al., 2010). This may include providing peers with quantitative feedback, for instance, scores across assessment criteria, and/or qualitative feedback, with any justification of scores as well as recommendations for improving peer work (Hovardas et al., 2014; Tsivitanidou et al., 2011). The later would be decisive for letting peer assessees benefit from peer feedback. In education, a quite effective peer assessment format has been the formative/reciprocal one (Tsivitanidou et al., 2011), which engages students in both the roles of peer assessor and peer assessee. Usually this starts with all students undertaking the same set of learning activities to deliver a set of learning products to be assessed. Learning products are any physical or virtual artefacts created by students themselves as they go through a learning activity sequence (Hovardas, 2016; Hovardas et al., 2018). Having created the learning products to be assessed later on, the formative/reciprocal peer assessment procedure should...
be able to familiarize students with the main requirements and characteristics of the work needed to produce the objects of assessment and shape their background knowledge and skills to be able to act as peer assessors. To better support students in their peer assessor role, a training session is often preceding peer assessment (van Zundert et al., 2010; Xiao & Lucking, 2008). In the peer assessee role, peers screen peer feedback and use it constructively to rework and improve their learning products. The formative/reciprocal peer assessment arrangement lets students gain from multiple reflection processes, for example, when peer assessors compare their own learning products with those of their peers, and when peer assesses are about to rework their learning products taking into account peer feedback (Anker-Hansen & Andree, 2019; Hovardas et al., 2014).

Although peer assessment has been practiced quite often with pre-service teachers (Topping, 2021), there are too few studies engaging pre-service teachers in peer assessment for pedagogical design¹ (Fang et al., 2021; Lin, 2018; Ng, 2016; Tsai et al., 2002) and, with the exception of Tsai et al. (2002), who reported that peer assessment was not valid across all dimensions studied, no previous study reported either on the validity or the reliability of peer assessment for pedagogical design. What is more, peer assessment has not been yet implemented in pedagogical design for integrated Science, Technology, Engineering, Arts, and Mathematics (STEAM)² education (Margot & Kettler, 2019; Thibaut et al., 2018). Integrated STEAM education is understood as the inclusion of at least two STEAM subjects in designing learning activity sequences, whole lesson plans or even projects, with a concentration on real-world problems (Tasiopoulou et al., 2020). Peer assessment would be especially valuable in this case, where teacher collaboration for pedagogical design is indispensable (Margot & Kettler, 2019). STEAM integration seems to be quite demanding and challenging for primary and secondary teachers (Brown & Bogiages, 2019), despite the fact that STEAM education should already presuppose some interdisciplinarity. The silo approach, which compartmentalizes each STEM discipline within its own confines, is still prevailing in many curricula and in everyday school practice in most educational systems, presenting substantial barriers for promoting integrated STEAM education (Kelly & Knowles, 2016). To address these barriers, pre-service teachers need to be familiarized with good practice in pedagogical design in integrated STEAM education and to work with

¹ Pedagogical design begins with planning learning activities, which includes class arrangement (i.e., if activities will be performed by individual students, groups of students or the entire class), the description of learning products, and time needed for students to undertake each activity. Pedagogical design also involves the orchestration of separate activities into sequences of activities, lesson plans or projects. Pedagogical design should align with curriculum standards (e.g., learning objectives, assessment), while it depends on the pedagogical theories and instructional strategies to be chosen (see de Jong et al., 2021).

² STEM has been extended to also involve “Arts” (STEAM) and highlight the innovation and creativity of the concept; the “A” in STEAM is interpreted by some scholars as “All”, which wishes to denote the inclusiveness of the approach (Iacovou, 2021). We will refer to “STEM” whenever we present findings of previous research, which also referred to “STEAM".
their peers to design learning activity sequences, lesson plans and projects based on STEAM integration (Hovardas et al., 2020; Tasiopoulou et al., 2020). Using peer assessment for that purpose would allow pre-service teachers develop the competences and mindset needed to provide insightful feedback to peers as well as gain from such input. If peer assessment proves valid and reliable in the context of pedagogical design for integrated STEAM education, and if peer feedback can include constructive input, for instance, justifications for quantitative scores given by peers and suggestions for improving peer work, then it may be instrumental for pre-service teacher training.

Another considerable challenge for pedagogical design in integrated STEAM education, which could be tackled by peer assessment, is female engagement (Zacharia et al., 2020). Previous research has shown that female students in primary education do not differ from their male peers in their attitudes towards STEM (McGuire et al., 2020; Zhou et al., 2019). Moreover, girls in primary education tend to receive higher STEM grades than boys (O’Dea et al., 2018) and tasks related to ICT literacy (Siddiq & Scherer, 2019). It is quite interesting that career beliefs of female students in STEM do not correspond at all to their attitudes and ability in primary education (Sadler et al., 2012; Selimbegović et al., 2019). Indeed, girls do not expect to be as successful as boys in STEM-related careers, which results eventually in fewer girls than boys being interested in pursuing a STEM career at the beginning of high school. This mismatch between female attitudes and performance in STEM, on the one side, and female STEM career beliefs, on the other, is a distinguishing feature in the transition from primary to secondary education and marks female field-specific ability beliefs (Wang & Degol, 2017). What we confront here is a type of “bottleneck effect”, where the overall decrease of students interested in following STEM careers is accompanied by a sharp decrease in the gender diversity of students who still remain interested. This bottleneck effect may be held responsible for any further reduction in female enrolment in STEM subjects and degrees in higher education (Zacharia et al., 2020). It would be crucial to examine if the implementation of peer assessment in pedagogical design for integrated STEAM education could offer input and insight for addressing female engagement. Specifically, qualitative feedback provided by peers can include justification of scores (quantitative part of feedback) and suggestions for improving pedagogical design in this direction. Female engagement will be one of the design dimensions on which we will focus in present study.

Our objective was to implement peer assessment for pedagogical design in integrated STEAM education and to compare expert and peer feedback, in this regard. To our knowledge, this is the first study to investigate if peer assessment can be employed for improving pedagogical design in integrated STEAM education. We engaged pre-service teachers registered in an undergraduate programme for primary education in a formative/reciprocal peer assessment arrangement, where they had the chance to act as both peer assessors and peer assessees. Participants delivered a short but comprehensive pedagogical scenario concentrating on educational robotics, where they had to refer to at least two STEAM subjects, describe
a real-world problem to be solved by primary students through thinking critically and creatively, include problem-solving activities for educational robotics, and engage girls as much as boys. Following a training session, participants acted as peer assessors providing quantitative feedback (scores) and qualitative feedback (justification of their scores; suggestions for improving pedagogical scenarios) to their peers. An expert also assessed each pedagogical scenario, and, based on these scores, we awarded badges to a number of participants for recognition of excellence in developing pedagogical scenarios. Moreover, we awarded assessment badges to pre-service teachers based on deviations of peer assessor scores from expert assessor scores for the same pedagogical scenario.

We first investigated if pre-service teachers were able to respond to expert assessment by improving their pedagogical design (Research question 1). This would provide a solid indication of understanding assessment criteria, grasping the dimensions of pedagogical design and working productively to improve pedagogical scenarios along these dimensions. Then, we examined if peer assessment was valid and reliable (Research question 2). If it was, then it could be exploited in pre-service teacher training for pedagogical design in integrated STEAM education. Our next objective was to compare between expert and peer feedback and outline the weaknesses of peer feedback, if any, for instance, where peer feedback was inferior to expert feedback (Research question 3). This would give us the opportunity to target such weaknesses in training sessions for peer assessment. Finally, we investigated the main determinants that led groups of peer assessees to choose a pedagogical scenario that they would then fully develop into a lesson plan. Here we aimed to explore if performance badges would feature out as significant determinants (Research question 4), which would imply that pre-service teacher training may benefit from exploiting performance badges and letting pre-service teachers use them in their social media and networks.

6.2 Methods

6.2.1 Participants

Participants were pre-service teachers (5 males and 20 females) who registered as undergraduate students in the compulsory course “Science Teaching Methods” offered in the fourth semester of the undergraduate programme for primary education at the Department of Education, University of Cyprus. The course content involved a strong component on integrated STEAM education. Participation in the study was part of an assignment given to students, which counted, upon completion of all related activities, towards 10% of their final mark in the course. Student performance in the assignment did not influence their final grade but, to receive the 10%, they had to submit all deliverables related to the assignment on time. Although all 29 students enrolled in the course agreed to take part in the study, only 25 managed to conclude all tasks and be included in the sample. All
participants were guaranteed anonymity. They were informed that their deliverables would be used within the frame of the current study and they provided their informed consent for using them as data sources. Participants were notified that they were free to withdraw at any time from the study, if they felt inclined to do so, without providing any further explanation and without their withdrawal having any impact on the allocation of the 10% of their grade. No participant had any prior experience in peer assessment.

6.2.2 Procedure

Overview
All participants followed an introductory session to the study and a training session on peer assessment, where the first and second authors acted as instructors (see Fig. 6.1 for a presentation of the whole procedure). Participants then developed pedagogical scenarios for integrated STEAM education concentrating on educational robotics. Each scenario was assessed twice by an expert and once by a peer (the second round of expert assessment was accompanied by peer assessment as well). The first round of expert assessment was planned to check if pre-service teachers would respond to expert feedback and improve their scenarios. This would also provide some additional guidance to pre-service teachers in terms of good practice in pedagogical design, concentrating on the first version of the scenarios they delivered. The second round of expert assessment was used to estimate the validity and reliability of peer assessment and investigate differences between expert and peer feedback. Based on expert scores for pedagogical scenarios in the second round, and overlap of peer scores with expert scores, two types of performance badges were granted to a selection of participants, namely, a scenario badge and an assessment badge. Participants then were randomly assigned to groups and they had to choose one scenario to fully develop into a lesson plan among the ones that group members had already delivered for assessment. The focus here was on whether performance badges were decisive for scenario selection.

Introductory session
In the introductory session, the aim and scope of the study was presented, specifications of participation were discussed and the participants granted their informed consent for the use of the data sources, which will be presented in the next section. Participants were informed that they would take part in a procedure of developing pedagogical scenarios for integrated STEAM education, which would involve two rounds of expert assessment and one round of peer assessment. Each participant
Fig. 6.1 Procedure: After an introduction session to the study and a training session for peer assessment, pre-service teachers developed a first version of pedagogical scenarios in integrated STEAM education with a focus on educational robotics. A first round of expert assessment followed and pre-service teachers reworked their scenarios. This second version of pedagogical scenarios were subjected to a second round of expert assessment and peer assessment. Based on expert and peer scores, a selection of pre-service teachers were awarded performance badges (scenario badge; assessment badge). Pre-service teachers then formed groups and selected one scenario among the ones already delivered by group members to fully develop into a lesson plan.

would deliver one pedagogical scenario using the GINOBOT for designing learning activities for primary students (https://www.engino.com/w/index.php/products/innolabs-robotics/ginobot). The introductory session included a component of educational robotics focusing on the GINOBOT, the basic functionalities and capabilities of the robot, the KEIRO software for programming the GINOBOT (https://enginoeducation.com/downloads/), and prototype lesson plans concentrating on the GINOBOT. Pedagogical scenarios were meant to be comprehensive descriptions of pedagogical design that should meet four requirements: First, scenarios should address at least two STEAM subjects, which was used as an approach to operationalize integrated STEAM education. Each scenario should describe a real-world problem to be solved by primary students using the GINOBOT in problem-solving activities through thinking critically and creatively. Apart from these requirements, pedagogical scenarios should also seek to engage girls as much as boys to address the gender gap in STEAM education. The introductory session included examples of good practice in pedagogical design for all these dimensions.

Another objective of the introductory session was to familiarize participants with Open Badges, specifically, Open Badge Factory (https://openbadgefactory.com/en/), which is used by competent organizations to create, issue and manage Open Badges, and Open Badge Passport (https://openbadgepassport.com/), where badge owners can obtain and store a pdf certificate of their badge and share it with other users in their social media accounts. Open Badges can be issued for recognizing either intention (e.g., intention to enter a community of practice, intention
to communicate a message) or performance (e.g., knowledge, achievements, competences, skills, abilities). They have the form of a digital artefact with malleable visual identity and they carry relevant metadata. Open Badges can be employed in social media accounts to increase visibility of intention or performance of badge owners and shape interaction with other social media users accordingly. All participants created an account in Open Badge Passport and this infrastructure was employed for issuing participant badges for recognizing excelling performance in pedagogical design and peer assessment.

Training session

The training session on peer assessment focused on formative/reciprocal peer assessment. It started with all participants creating an account in HumHub (https://www.humhub.com/en), which was used by the expert assessor and peer assessors to rate pedagogical scenarios and submit expert and peer feedback to peer assessees. Participants rated two different ready-made scenarios provided by the instructors using four assessment criteria, which followed closely the good practice requirements given to participants for developing scenarios:

Criterion 1: The scenario refers explicitly to the STEAM subjects involved;
Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively;
Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot; Criterion 4: The scenario seeks to engage girls as much as boys.

After rating the first ready-made scenario, participants discussed with instructors their scores and justifications for these scores. A comparison with expert scores followed and an elaboration upon deviations between expert and participant scores concluded that part of the training session. Then, participants rated the second ready-made scenario, and in this case, they were requested to provide justifications for their scores as well as suggestions for changes to improve the scenario. Another round of discussion followed, which involved all above aspects.

Delivery of scenarios, expert assessment, peer assessment, performance badges and student group formation

Each participant delivered one pedagogical scenario, which was first rated by an expert assessor (Senior Research Associate at the University of Cyprus holding a PhD in Science Education and having participated in five European research projects in STEAM education during the last decade). The expert assessor used the same assessment criteria which participants had used in the training session. The expert assessor also provided qualitative feedback to participants with justification of scores across criteria and changes proposed for improving pedagogical scenarios. Reworked scenarios were again assessed by the expert assessor in a second expert assessment round, as well as by participants themselves who acted as peer assessors. Each participant used the same four assessment criteria they had used in the training session to rate two peer pedagogical scenarios chosen randomly and provide qualitative feedback to peer assessees with justification of scores for each assessment criterion and suggestions for changes. The identity of
all assessors and asseesees was known to all participants. Excelling performance in pedagogical design (i.e., scenarios with the three highest total expert assessor scores, which belonged to 7 participants) as well as excelling performance in peer assessment (i.e., the three lower ranked deviations of total peer scores from the expert assessor for the same pedagogical scenario, which belonged to 10 participants) were recognized by being awarded specific badges (scenario badge and assessment badge, respectively). The identity of all pre-service teachers who received badges was known to all peers. Participants then were randomly assigned to groups and selected one pedagogical scenario from those that group members had already submitted for assessment, to further develop it into a lesson plan in integrated STEAM education.

6.2.3 Data Sources and Coding

Pedagogical scenarios, quantitative scores for each assessment criterion and qualitative feedback (justification of scores; suggestions for changes for improving pedagogical scenarios) provided by the expert assessor and peer assessors in HumHub were the data sources for the study. We coded expert and peer qualitative feedback for items justifying scores and changes proposed for improving pedagogical scenarios. An additional coding process focused on how different STEAM disciplines were integrated in pedagogical scenarios. The first and third author acted as independent coders for 10% of all data. Inter-rater reliability amounted to over 85% and the rest of the cases were resolved after a discussion between coders.

6.2.4 Statistical Analyses

We employed non-parametric statistics for all data we collected, since data distributions were non-normal. Specifically, we used Wilcoxon Signed Ranks Tests to ascertain whether size (word count) of pedagogical scenarios provided by participants, total expert assessor scores and expert scores for each assessment criterion differed significantly between the first and second round of expert assessment. These analyses would reflect if participants were able to respond to expert assessment and improve their pedagogical scenarios. To estimate the validity of peer assessment, we computed Spearman’s rho correlation coefficients for total scores between expert and peer assessors as well as for scores given for each assessment criterion between expert and peer assessors. Another set of Spearman’s rho correlation coefficients were computed for total scores and scores for each assessment criterion between the two different peer assessors who were assigned the same pedagogical scenario. This second correlational analysis concentrated on the reliability of peer assessment. Differences in the characteristics of expert and peer feedback, including size (word count) of feedback, scores for each assessment criterion, number of items justifying scores, and number of changes proposed to peer
assesseees, were examined by means of Mann–Whitney Tests. Finally, we employed
tree modeling to investigate if performance badges would be significant determi-
nants for the selection of pedagogical scenarios by peer assesseees for developing
a lesson plan in integrated STEAM education. In this analysis, we used as inde-
pendent variables the following parameters: Participants’ gender, whether they had
been granted a scenario badge and/or an assessment badge, total expert assessor
score in the first and second round of expert assessment, the difference in total
scores between the first and second round of expert assessment, total peer asses-
sor scores, and the absolute value of the difference in total scores between peer
assessors.

6.3 Results

6.3.1 Pre-service Teacher Responsiveness to Expert Assessment

Average word count of pre-service teachers’ pedagogical scenarios increased from
the first to the second round of expert assessment from 107.28 to 160.12 words
(Wilcoxon Signed Ranks Test $Z = -3.58, p < 0.001$). This increase in the size of
scenarios was accompanied by an analogous increase in the average value of the
total score of the expert assessor from 5.88 (min = 4, max = 9; standard deviation
= 1.33), in the first round, to 7.32 (min = 4, max = 10; standard deviation = 1.60)
in the second round (Wilcoxon Signed Ranks Test $Z = -3.67, p < 0.001$). These
results suggest that pre-service teachers, overall, responded to the suggestions of
the expert assessor and were able to enrich the descriptions of their pedagogical
scenarios and improve their scores. Examining each assessment criterion sepa-
rately (Table 6.1), there was significant improvement of scenarios in three out of
four criteria (Criterion 1: The scenario refers explicitly to the STEAM subjects
involved, Wilcoxon Signed Ranks Test $Z = -2.71, p < 0.01$; Criterion 2: The
scenario describes a real-world problem to be solved through thinking critically
and creatively, Wilcoxon Signed Ranks Test $Z = -2.89, p < 0.01$; Criterion 4:
The scenario seeks to engage girls as much as boys, Wilcoxon Signed Ranks Test
$Z = -2.83, p < 0.01$). For problem-solving activities with the GINOBOT robot
(Criterion 3), improvement was not significant. In this case, there was probably a
ceiling effect, with the average expert score being already quite high in the first
round of expert assessment. We need to highlight the rather low average scores
for Criterion 4 (“The scenario seeks to engage girls as much as boys”). Despite
the improvement that was recorded, most scenarios failed to effectively address
female engagement after the first round of expert assessment.

6.3.2 Validity and Reliability of Peer Assessment

Spearman’s $\rho$ correlation coefficients between total expert scores and total peer
scores (global measure of the validity check for peer assessment) as well as
Table 6.1  Mean scores for pedagogical scenarios for each assessment criterion in the two rounds of expert assessment

<table>
<thead>
<tr>
<th>Criterion</th>
<th>First round</th>
<th>Second round</th>
<th>Wilcoxon Signed Ranks Test Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1: The scenario refers explicitly to the STEAM subjects involved</td>
<td>1.68 (0.63)</td>
<td>2.04 (0.54)</td>
<td>−2.71 **</td>
</tr>
<tr>
<td>Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively</td>
<td>1.28 (0.61)</td>
<td>1.84 (0.80)</td>
<td>−2.89 **</td>
</tr>
<tr>
<td>Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot</td>
<td>1.84 (0.80)</td>
<td>2.04 (0.68)</td>
<td>−1.51 ns</td>
</tr>
<tr>
<td>Criterion 4: The scenario seeks to engage girls as much as boys</td>
<td>1.08 (0.28)</td>
<td>1.40 (0.50)</td>
<td>−2.83 **</td>
</tr>
</tbody>
</table>

Note  Each criterion was scored by the expert assessor along a three-point Likert-scale (1 = not addressed at all; 2 = partially addressed; 3 = fully addressed); standard deviations are given in parentheses; ns = non-significant; *p < 0.05; **p < 0.01; ***p < 0.001

between total scores provided by different peer assessors (global measure of the reliability check for peer assessment) revealed that, overall, peer assessment was valid (Spearman’s rho correlation coefficient = 0.48, p < 0.001; N = 50) and reliable (Spearman’s rho correlation coefficient = 0.70, p < 0.001; N = 25). Spearman’s rho correlation coefficients for the validity and reliability check for each criterion separately are shown in Table 6.2. Peer assessment proved to be valid in three out of four assessment criteria (Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively, Spearman’s rho correlation coefficient = 0.47, p < 0.001; N = 50; Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot, Spearman’s rho correlation coefficient = 0.42, p < 0.01; N = 50; Criterion 4: The scenario seeks to engage girls as much as boys, Spearman’s rho correlation coefficient = 0.39, p < 0.01; N = 50). Reliability revealed somewhat worse results, with two out of the four assessment criteria having significant coefficients (Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively; Spearman’s rho correlation coefficient = 0.61, p < 0.01, N = 25; Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot; Spearman’s rho correlation coefficient = 0.87, p < 0.001, N = 25). All the above findings indicate that peer assessment did not succeed in providing valid and reliable quantitative feedback across all assessment criteria, despite the training session that pre-service teachers had attended.
Table 6.2  Spearman’s rho correlation coefficients for the validity and reliability check of peer assessment for each assessment criterion

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Validity check (between expert assessor and peer assessors; N = 50)</th>
<th>Reliability check (between first and second peer assessor, N = 25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1: The scenario refers explicitly to the STEAM subjects involved</td>
<td>0.14 ns</td>
<td>0.33 ns</td>
</tr>
<tr>
<td>Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively</td>
<td>0.47***</td>
<td>0.61**</td>
</tr>
<tr>
<td>Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot</td>
<td>0.42**</td>
<td>0.87***</td>
</tr>
<tr>
<td>Criterion 4: The scenario seeks to engage girls as much as boys</td>
<td>0.39**</td>
<td>0.45 ns</td>
</tr>
</tbody>
</table>

*Note* ns = non-significant; *p* < 0.05; **p* < 0.01; ***p* < 0.001

6.3.3 Comparison Between Expert and Peer Feedback

Average scores for each assessment criterion in expert and peer feedback are presented in Table 6.3. All scores in peer feedback were higher than expert assessor scores and in three out of four criteria these differences were found to be significant (Criterion 1: The scenario refers explicitly to the STEAM subjects involved, Mann–Whitney $Z = -2.84, p < 0.01$; Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively, Mann–Whitney $Z = -2.90, p < 0.01$; Criterion 4: The scenario seeks to engage girls as much as boys, Mann–Whitney $Z = -4.79, p < 0.001$). The fact that there was no significant difference for Criterion 3 (The scenario includes problem-solving activities with the GINOBOT robot) should be linked to the ceiling effect that was underlined for this criterion in the section on “Pre-service teacher responsiveness to expert assessment” above (see also Table 6.1, in this regard). Overall, the consistently higher average scores of peers as compared to expert scores may indicate some type of positive bias towards peers.

Differences in average scores (quantitative feedback) combined with difference in feedback size (word count) can help us trace and interpret further differences in the qualitative elements of expert and peer feedback, i.e., items provided for justification of scores and changes proposed to peer assessees for improving their pedagogical scenarios. The size of expert feedback (average word count = 168 words; standard deviation = 27 words) was significantly larger compared to the size of peer feedback (average word count = 91 words; standard deviation = 24 words) (Mann–Whitney $Z = -6.73, p < 0.001$). At the same time, the average number of items justifying scores (Table 6.4) as well as the average number of
Table 6.3 Average scores for each assessment criterion in expert and peer feedback

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Average scores in expert feedback</th>
<th>Average scores in peer feedback</th>
<th>Mann–Whitney Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1: The scenario refers explicitly to the STEAM subjects involved</td>
<td>2.04 (0.54)</td>
<td>2.46 (0.65)</td>
<td>−2.84**</td>
</tr>
<tr>
<td>Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively</td>
<td>1.84 (0.80)</td>
<td>2.42 (0.74)</td>
<td>−2.90**</td>
</tr>
<tr>
<td>Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot</td>
<td>2.04 (0.68)</td>
<td>2.46 (0.74)</td>
<td>−2.53 ns</td>
</tr>
<tr>
<td>Criterion 4: The scenario seeks to engage girls as much as boys</td>
<td>1.40 (0.50)</td>
<td>2.40 (0.79)</td>
<td>−4.79***</td>
</tr>
</tbody>
</table>

Each criterion was scored by the expert assessor and peer assessors along a three-point Likert-scale (1 = not addressed at all; 2 = partially addressed; 3 = fully addressed); standard deviations are given in parentheses; ns = non-significant; *p < 0.05; **p < 0.01; ***p < 0.001.

changes proposed to peer assessees (Table 6.5) were, for all assessment criteria, higher in expert feedback as compared to peer feedback. Although peer assessors were able to provide at least one item for justifying their quantitative scores for each assessment criterion, changes proposed to peer assessees were too few, with no change included in peer feedback for Criterion 3 (“The scenario includes problem-solving activities with the GINOBOT robot”). Taken together, the above findings imply that lower average scores across all assessment criteria in expert feedback were accompanied by more items to justify scores and more changes proposed to peer assessees, which led to a relatively increased word count of expert feedback.

Specifically, the average number of items justifying scores was significantly higher in expert feedback for Criterion 1 (“The scenario refers explicitly to the STEAM subjects involved”) (Table 6.4; Mann–Whitney Z = −3.34, p < 0.001), while the average number of changes proposed to peer assesses was significantly higher in expert feedback for Criteria 3 (“The scenario includes problem-solving activities with the GINOBOT robot”) (Table 6.5; Mann–Whitney Z = −4.12, p < 0.001) and 4 (“The scenario seeks to engage girls as much as boys”) (Table 6.5; Mann–Whitney Z = −3.27, p < 0.001). Another interesting finding was that word count in peer feedback tended to increase when peer assessors proposed changes to peer assessees related to female engagement (Criterion 4) (Spearman’s rho correlation coefficient = 0.37, p < 0.01). We computed a crosstabulation and ran
Table 6.4 Average number of items justifying scores in expert and peer feedback

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Average number of items justifying scores in expert feedback</th>
<th>Average number of items justifying scores in peer feedback</th>
<th>Mann–Whitney Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1: The scenario refers explicitly to the STEAM subjects involved</td>
<td>1.28 (0.46)</td>
<td>1.02 (0.14)</td>
<td>−3.34 ***</td>
</tr>
<tr>
<td>Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively</td>
<td>1.20 (0.50)</td>
<td>1.13 (0.33)</td>
<td>−0.47 ns</td>
</tr>
<tr>
<td>Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot</td>
<td>1.16 (0.37)</td>
<td>1.06 (0.24)</td>
<td>−1.33 ns</td>
</tr>
<tr>
<td>Criterion 4: The scenario seeks to engage girls as much as boys</td>
<td>1.20 (0.50)</td>
<td>1.04 (0.20)</td>
<td>−1.76 ns</td>
</tr>
</tbody>
</table>

Note: Standard deviations are given in parentheses; ns = non-significant; *p < 0.05; **p < 0.01; ***p < 0.001

a relevant Chi-Square analysis to examine if participants’ gender influenced the probability of proposing any changes to peer assesses for improving their scenarios in the criterion for female engagement (Criterion 4). We found that proposing changes for female engagement was neither associated with peer assessor gender nor with peer assessee gender.

6.3.4 Selection of Pedagogical Scenarios by Peer Assesseees for Developing a Lesson Plan in Integrated STEAM Education

After receiving expert and peer feedback, peer assesseees worked in groups to select one pedagogical scenario among those that group members had already delivered for assessment and process it further to develop a lesson plan in integrated STEAM education. There were three groups with three pre-service teachers and another four groups with four. We employed tree modeling to investigate the effect of several parameters on this selection, including pre-service teachers’ gender, whether they had been granted a scenario badge and/or an assessment badge, total expert assessor score in the first and second round of expert assessment, the difference
Table 6.5  Average number of changes proposed in expert and peer feedback for improving pedagogical scenarios

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Average number of changes proposed in expert feedback</th>
<th>Average number of changes proposed in peer feedback</th>
<th>Mann–Whitney Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1: The scenario refers explicitly to the STEAM subjects involved</td>
<td>0.16 (0.47)</td>
<td>0.08 (0.28)</td>
<td>−0.55 ns</td>
</tr>
<tr>
<td>Criterion 2: The scenario describes a real-world problem to be solved through thinking critically and creatively</td>
<td>0.48 (0.59)</td>
<td>0.19 (0.39)</td>
<td>−2.34 ns</td>
</tr>
<tr>
<td>Criterion 3: The scenario includes problem-solving activities with the GINOBOT robot</td>
<td>0.48 (0.77)</td>
<td>0.00 (0.00)</td>
<td>−4.12 ***</td>
</tr>
<tr>
<td>Criterion 4: The scenario seeks to engage girls as much as boys</td>
<td>0.44 (0.51)</td>
<td>0.10 (0.31)</td>
<td>−3.27 ***</td>
</tr>
</tbody>
</table>

Note: Standard deviations are given in parentheses; ns = non-significant; *p < 0.05; **p < 0.01; ***p < 0.001

in total scores between the first and second round of expert assessment, total peer assessor scores, and the absolute value of the difference in total scores between peer assessors.

Figure 6.2 presents the tree computed. At each split, the significant determinants of scenario selection are shown with the values which partitioned the sample at each branch (i.e., there is a left and a right branch in each split). The result of partitioning is depicted at nodes, where one can see the number of scenarios, which were selected or not (n), and the percentage of that number in the total sample. Partitioning is terminated at end nodes. Reading the tree from the top downwards, the first determinant in the first split is whether scenarios had been delivered by pre-service teachers who had been granted a scenario badge. If scenarios belonged to pre-service teachers who had not received such a badge, then these were most probably not selected for developing a lesson plan (first split, left branch, Node 1). Among scenarios delivered by pre-service teachers with a scenario badge (first split, right branch, Node 2), those selected were the ones with a clear improvement measured as difference in total expert assessor scores between the first and second round of expert assessment.
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6.4 Discussion

The significant correlations computed as global measures of validity (correlations between total scores of expert and peer assessors) and reliability (correlations between total scores of different peer assessors for the same pedagogical scenario) indicate that peer assessment can be employed in the case of pedagogical design of pre-service teachers in integrated STEAM education. Another strength of peer assessment in our study was that peer assessors were able to include in their feedback to peers at least one item for justifying their quantitative scores in each assessment criterion. The above findings corroborate the few studies available on peer assessment for pedagogical design, according to which, formative peer assessment can improve pedagogical design delivered by pre-service teachers (Fang et al., 2021; Lin, 2018; Ng, 2016; Tsai et al., 2002). There were, however, assessment criteria for which requirements for either validity (STEAM integration) or reliability (STEAM integration; female engagement) were not met. In the case of STEAM integration, there was also a significant difference in items for justifying scores between experts and peers, with the later presenting a lower average. It seems that peer assessors would need much more support and guidance in the training sessions preceding the enactment of peer assessment in order to secure
the validity and reliability of their quantitative scores for STEAM integration. This should refer to a concrete anchoring of STEAM disciplines in current curricula as well as a thorough exemplification of possible synergies between STEAM disciplines within the frame of educational robotics involving, for instance, engineering design, programming, and mathematics. Another concern for pre-service teacher training for peer assessment should concentrate on the use of mathematics in integrated STEAM education. As we have seen from an additional qualitative analysis of the pedagogical designs delivered by participants in our study, mathematics were embedded in their designs as simple mathematical operations and not as comprehensive mathematical thinking processes. Analogous weaknesses have been reported in recent research in integrated STEAM education for primary school teachers (Roehrig et al., 2021).

With regard to female engagement, it was quite interesting that reliability for this assessment criterion was not satisfactory despite the fact that a substantial majority of participants were women. This may imply that there was considerable heterogeneity among female participants in approaches on how to engage female students as well as in judging the effectiveness of these approaches. Female engagement seems to have been the criterion where participants confronted the most challenges in pedagogical design. This criterion had the lowest average expert score in both rounds of expert assessment, and presented the lowest score among criteria for peer assessors as well. Given these shortcomings of pedagogical design for female engagement, and given that there are urgent calls for addressing the gender gap in STEAM (Zacharia et al., 2020), much more attention should be paid for engaging girls as much as boys in pedagogical design for integrated STEAM education. Although several options have been suggested for initiating and sustaining girls’ interest in STEAM, such as spatial tools (Moè et al., 2018) and role models (Barabino et al., 2020), not all of them are readily compatible with educational robotics. What is more, the selection of robotic kits for constructing artefacts, which will be the organizing principles of pedagogical design, seems to be quite crucial. A major concern here is that the motive structures, according to which female students operate, do not always overlap with male motivation, especially with regard to speed, power and competition (Johnson, 2003). Although there do not seem to be differences in learning outcomes between boys and girls in educational robotics (Zhong & Xia, 2020), girls may be more committed to follow teacher instructions (Lindh & Holgersson, 2007; Shih et al., 2012), but for that to happen, girls should first be adequately motivated and engaged. More research will be needed in this direction to support female engagement in integrated STEAM education through pedagogical design.

Average scores for each assessment criterion provided by peers were higher than expert scores. Peer over-scoring is common in peer assessment in higher education (Lu & Chiu, 2021; Panadero et al., 2013). It may be enhanced in the case of female peers, who were the majority in our sample, and who may receive higher scores than male peers, not due to gender bias, but because female peers may be assumed to perform better than males (Baker, 2008; Falchikov & Magin, 1997; May & Gueldenzoph, 2006; Tucker, 2014). This positive bias needs
to be addressed in future training sessions, especially when implementing peer assessment in pedagogical design for integrated STEAM education, since it would detract from the opportunities for improvement, which peer assessment may introduce. Indeed, this was reflected in our study in the difference between expert and peer feedback in the number of changes suggested to peers for improving pedagogical scenarios. An option to address over-scoring may be anonymity of peer assessors and assessees, although it has not always delivered the expected outcomes (Yu & Sung, 2016). For pre-service teachers in primary education, the option of anonymity would probably not contribute to tackling the positive bias since females outnumber their male peers by a wide margin. Anonymity may result in more critical feedback including changes recommended to peers (Howard, 2010; Lin, 2018), but it may severely compromise genuine and constructive peer interaction (Rotsaert et al., 2018). Indeed, it has been found that peer collaboration, when combined with peer assessment, yielded better outcomes as compared to peer assessment alone (Fang et al., 2021). Moreover, training was found to counteract the negative effects of non-anonymous peer assessment (Li, 2017). An option could be to plan a transition from anonymous to non-anonymous peer assessment, which was reported to lead through iterations to equal feedback quality with anonymous peer assessment (Rotsaert et al., 2018). Furthermore, since the concentration on the implementation of specific assessment criteria has not been enough in our study, pre-service teacher training for peer assessment in pedagogical design needs to incorporate a stronger component of the interrelationship between the peer assessor and peer assessees role, e.g., what is expected from peer assessors and what is needed by peer assessees in peer feedback to improve their designs. Reflective focus group discussions among peers may foster this exchange.

The selection process by peer assessees after receiving peer feedback, where they collectively decided which pedagogical scenario to single out and fully develop into a lesson plan, was determined by recognition of excellence in pedagogical design (scenario badge) and improvement in pedagogical design between the two rounds of expert assessment. On the one hand, this finding would imply that pre-service teacher training may benefit from exploiting performance badges and letting pre-service teachers use these badges in their social media and networks. On the other hand, we need to highlight that no aspect of peer assessment was included among the determinants of the tree model, which may imply that peer scores and feedback may not be as valued as much as expert scores and feedback. Previous research showed that pre-service teachers, despite being familiarized through peer discussion and elaboration with peer assessment formats and assessment criteria, may be still dependent upon expert (teacher) advice for the use of assessment criteria (Ng, 2016) or they may still prefer instructor feedback over peer feedback (Seroussi et al., 2019). Such an attitude may have been exacerbated by the female majority of our sample, since female prospective teachers have been found to be more reluctant to give and receive peer feedback than their male peers (Evans & Waring, 2011; Peled et al., 2014). Overall, pre-service teachers may remain ambivalent as to how peer feedback could improve their pedagogical design as long as they lack confidence in their peers’ abilities to act as
competent assessors. Future research should focus on the potential contribution of peer assessment for empowering pre-service teachers in pedagogical design for integrated STEAM education. Consolidating pre-service teachers’ peer assessment skills would support teacher collaboration in formal and informal teacher networks and communities of practice as well as promote distributed leadership.
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Part III

Technological Contributions on Peer Learning

Stan van Ginkel and Bo Sichterman

7.1 Introduction

Within presentation research, presenting is frequently defined as “a combination of knowledge, skills, and attitudes needed to speak in public in order to inform, self-express, to relate and to persuade” (De Grez, 2009, p. 5). Following this definition, an important notion is the interrelatedness of the cognitive, behavioural and affective domains considering the concept of oral presentation competence, since students’ public speaking performance can be enhanced or inhibited by any or all of these competencies (Van Ginkel et al., 2015). Further, this competence is regarded as crucial for working in varying professional environments, career success and effective participation in the democratic society (e.g. De Grez et al., 2009; Van Ginkel et al., 2015; Van Konsky & Oliver, 2012). Therefore, teaching this competence is considered as a crucial objective in higher education (Van Ginkel et al., 2015).

Although the provision of curricula towards developing presentation skills remains crucial in higher education, several challenges appear for curriculum designers and teachers. First of all, developing presentation competence is widely regarded as a time-consuming activity (Van Ginkel et al., 2015). This perspective does not correspond to the current trend in education in which student numbers rise, while possibilities for teacher-student interactions diminish. Consequently, there is a pressure on curricula to integrate both effective as well as efficient
evidence-based approaches, including instructions, learning activities and feedback strategies, for teaching oral presentation competence. Second, this challenge is even strengthened given the fact that students should also develop several other academic, communication and domain-specific competencies in limited time frames during their educational lives, which even further increases the pressure on presentation curricula (Pittenger et al., 2004).

One of the crucial educational design principles for effective learning environments fostering students’ oral presentation competence is peer learning (Van Ginkel et al., 2015). Although previous studies addressed both the effectivity of peer feedback for encouraging public speaking performances in higher education as well as the efficiency by adopting peers in formative assessment processes, teachers outperformed peers in terms of the impact on students’ development of presentation competence. Follow-up studies experimented with VR technologies as an alternative feedback source in presentation courses and revealed significant effects on student learning comparable to teacher feedback. Recent developments regarding this innovative technology could potentially support peer and self-learning, since the VR systems can nowadays produce feedback messages on non-verbal communication aspects such as eye contact and use of voice that directly relate to the standards of high-quality feedback (Van Ginkel et al., 2019). However, it remains unclear how such messages should be formulated, how feedback messages are perceived by students in higher education and to what extent these messages, produced in VR systems, can be considered as effective for peer and self-learning.

This chapter synthesizes previous studies in presentation research with the aim to construct a research agenda on computer-mediated feedback in VR for peer learning fostering students’ oral presentation competence. In the first three sections, an overview is given of research focusing on the role, the effectiveness and the quality of peer feedback in presentation education. Subsequently, the following two sections discuss the potentials of VR, AI and computer-mediated feedback in such educational trajectories. Finally, a research agenda has been constructed focusing on computer-mediated feedback in VR and AI for improving peer learning in presentation education.

### 7.2 The Role of Peer Feedback in Presentation Research

A systematic review on the development of learning environments fostering oral presentation competence in higher education revealed that, besides principles relating to instruction, presentation tasks, behaviour modeling and the opportunity to practice, three out of the seven crucial educational design principles address the essence of feedback. Moreover, peer feedback can be considered as one of these seven crucial educational design principles (Van Ginkel et al., 2015). In specific, based on empirical research and arguments grounded in theory, it is concluded that feedback should be explicit, contextual, adequately timed and of suitable intensity in order to improve students’ oral presentation competence (Mitchell & Bakewell,
Moreover, it has been highlighted that involving peers in formative assessment processes supports students’ development in presentation competence and attitudes towards presenting.

Feedback provided by peers is frequently positioned within the process of formative assessment (e.g. Baker & Thompson, 2004; Carroll, 2006; Hattie & Timperley, 2007; Noroozi & Hatami, 2019; Noroozi & Mulder, 2017; Shaw, 2001). According to Falchikov (2005), formative assessment is intended to monitor and improve student learning through providing students with feedback. Regarding publications in presentation research, several scholars claim the need to triangulate multiple feedback sources, such as teachers, peers and the self, for guaranteeing that reflective learning takes place (e.g. Carroll, 2006). Additionally, others emphasize that the adoption of peers encourages a higher sense of feedback sensitivity (e.g. Econopouly et al., 2010), increases active learning (Shaw, 2001) and collaborative learning (Kolber, 2011). Another argument for peer feedback within formative assessment relates to the point that assessing other students’ presentations helps students to be more aware of the presentation criteria which encourages their own public speaking performances (De Grez et al., 2012). Finally, the perceived responsibility by peers in giving and receiving feedback enhances their willingness to speak in public which as a consequence impacts their presentation performances (Mitchell & Bakewell, 1995).

Moving from conceptual arguments for peer feedback to empirical evidence for the effectiveness of this feedback source for developing presentation competence, several researchers claim the impact of feedback from peers on students’ speaking skills (e.g. Chang & Warren, 2005). However, only a few studies based their claims on experimental study designs (Van Ginkel et al., 2015). One example of such an experimental study demonstrated the superiority of peer feedback when combined with tutor feedback over a condition with solely tutor feedback (Mitchell & Bakewell, 1995). Nevertheless, it remains questionable what the impact of the peer as feedback source actually was, since the quantity of the feedback was not taken into consideration. Further, empirical results showed a fragmented picture regarding the impact of peer feedback on students’ attitudes towards feedback. Although some studies address positive perceptions of students towards peer evaluations, other studies highlight that certain students do not prefer peer feedback if they feel incompetent considering the predefined assessment criteria for presenting (e.g. Cheng & Warren, 2005). This is an important reason why peers should be trained in providing and receiving feedback by making use of feedback instruments, such as rubrics, prior to formative assessment processes in classroom settings.

Concluding, conceptual arguments embedded in theory, encompassing reflective, active and collaborative learning, support the involvement of peers in feedback processes in presentation education (Hattie & Timperley, 2007; Van Ginkel et al., 2015). Empirical evidence is found in peer learning studies for increasing students’ oral presentation competence and students’ attitudes towards presenting (De Grez et al., 2009). However, high quality evidence for the effectiveness of peer feedback in presentation research and conditions under which this feedback source is successful demonstrated ambiguous results. Therefore, more empirical and, more
importantly, experimental study designs are needed to verify the effectiveness of peer feedback and the quality of peer feedback in presentation contexts. The following chapter focuses on the potential differential effectiveness of peer feedback and other commonly used feedback sources in higher education and their impact on students’ oral presentation competence.

### 7.3 The Differential Effectiveness of Feedback Sources

Over the last decades, the impact of peer feedback on students’ development of competence has received much attention in higher education research (see Latifi et al., 2020, 2021; Noroozi et al., 2012, 2018; Taghizadeh et al., 2022). These studies tended to focus solely on peer feedback or on the combination of peer feedback with other feedback sources, such as the teacher or the self. To illustrate, research has demonstrated that students’ knowledge about psychological concepts was improved when peer feedback was involved in the learning process (Kelly et al., 2010). Additionally, peer feedback improved the language skills and transferable skills of students (Tsaushu et al., 2012). Moreover, in regard to the combination of peer feedback with other feedback sources, studies demonstrated a positive effect on the development of scientific writing skills (Clarke et al., 2013).

While studies revealed a positive impact of peer feedback, as an individual feedback source or combined with other sources (such as the teacher), on the development of students’ cognition, skills and attitudes, it has been reported that different feedback sources, such as the peer or the teacher, potentially have a differential impact on learning (Hattie & Timperley, 2007). Moreover, empirical findings addressing this potential differential effect were lacking. Therefore, Van Ginkel et al. (2017a) aimed to investigate the impact of different feedback sources, that is the teacher, the peer, the peer guided by a tutor and the self, on the development of students’ oral presentation competence. In this study, a pre-test post-test quasi-experimental design was adopted and students’ presentation performances, in terms of cognition, behaviour and attitude towards presenting, were assessed using multiple-choice tests and a rubric. Results of this study showed a substantial overall progression in each of these components of students’ oral presentation competence. Interestingly, with respect to presentation behaviour, the impact of teacher feedback was significantly higher than the instructional conditions that involved the peer or the self. Moreover, the effect of self-assessment on students’ progression of presentation behaviour and attitude towards presenting was smaller compared to the other feedback sources.

The findings of the experimental study highlight the superiority of feedback provided by the teacher over peer feedback and peer feedback guided by a tutor. This, therefore, supports the idea of the differential impact of these different feedback sources on students’ learning. Results of this study are in line with literature that emphasizes the essence of the teacher, and their function as a role-model, for students’ learning within the context of higher education (Van Haaren & Van der
Moreover, it has been stated in research focusing on constructing educational design principles for peer feedback that the teacher fulfills an essential role as designer and facilitator within the peer feedback process (Van den Berg et al., 2006). Taken this together, although various studies revealed a positive impact of peer feedback on students’ development of competence, it is recommended to optimize the feedback of this source to make it as effective for learning as teacher approaches. However, this requires in-depth knowledge about underlying feedback processes, including the quality of feedback and differences in quality between the teacher and the peer.

### 7.4 Quality Criteria for Developing Effective Feedback Messages

Although the experimental field study focused on the impact of peer feedback in comparison to other commonly used feedback sources, such as the teacher, and students’ presentation performance, insights into the underlying feedback processes remain unclear. As such, it is questionable to what extent the quality of feedback differs between the teachers and peers. Regarding the gaps in the feedback and presentation literature, more knowledge is needed on how teachers, peers, and peers guided by tutors deliver their feedback. Additionally, more research needs to be carried out to determine the aspects of feedback they focus on and how feedback processes relate to theoretical and empirical insights considering feedback quality criteria (Boud & Molloy, 2013; Price et al., 2010). Therefore, a follow-up study focused on analyzing the feedback processes, since these are considered as essential in student learning (Asghar, 2010; Falchikov, 2005), and may influence students’ oral presentation performance. Specifically, the empirical study examined the feedback processes initiated directly after five minute pitches of 95 undergraduate students in realistic university presentation courses.

In order to analyze the feedback processes of teachers and peers, a coding scheme was composed that included crucial feedback quality criteria based on the literature. To illustrate, the earlier studies addressed both content as well as form-related characteristics of feedback that influence students’ learning and performance. To start with, feedback should be specifically related to pre-defined assessment criteria (Moreno, 2004). In the context of presentation skills development, the content of the presentation, the structure of the presentation, the interaction with the audience and the presentation delivery (i.e. use of voice, eye contact and posture and gestures) should be included in the feedback. Moreover, feedback should also include content-related arguments that directly relate to the assessment criteria (Topping, 1998). Further, the following three criteria relate directly to the directions of feedback that are emphasized by Hattie and Timperley (2007). Feedback should incorporate information about students’ actual performance, the ideal or desired level of performance and opportunities to bridge the gap between the actual and desired performance. Besides content-related characteristics, form-related criteria are especially essential in the delivery of feedback.
messages from the teacher or peer to the individual student. In line with this, feedback should be delivered in manageable units in order to prevent cognitive overload (Mayer & Moreno, 2002). Subsequently, these messages should be formulated in a positive and constructive manner to increase the likelihood that students will uptake their feedback and to persist in learning (Kluger & DeNisi, 1996).

The analyses revealed that on all seven quality feedback criteria significant differences existed between the teacher, peers and peers guided by tutor (Van Ginkel et al., 2017b). The teacher scored higher than peers on all quality criteria of feedback and the teacher performed better than peers guided by tutor on six out of the seven quality criteria. Further, peers guided by tutor scored higher than peer feedback only on the content-related criteria. Reflecting these results with the previous experimental study on the feedback source, it can be concluded the feedback quality could be argued as the essential explanation for the earlier identified differences in impact between the teacher and the peer in presentation education. Both feedback quality as well as teachers as experts are highly emphasized as valuable in formative assessment processes in the literature (e.g. Shute, 2008).

Taking a closer look at the gathered results of this empirical study, it should be noted that also significant differences exist between peers and peers guided by tutors purely related to the content-characteristics of feedback. This might be caused by the fact that a tutor (a student-assistant) was present to guide the feedback processes by questioning and intervening. However, it remains remarkable that the previous experimental study did not reveal any significant difference between the peers and peers guided by tutor conditions regarding their impact on students’ oral presentation performances. This might be explained by the crucial role of form-related characteristics, such as the stepwise manner in which the feedback is presented and formulated, as being conditional for delivering a message effectively. Although other factors, for example the authority of the feedback provider, are not taken into consideration in this study, the quality of the feedback can be considered as crucial for student learning in presentation education. However, peers should be explicitly trained before entering feedback processes in classrooms. And, as addressed in this chapter, innovative technologies might also be valuable in feedback processes. Regarding the delivery of computer-mediated feedback messages in the presentation context, both content- as well as form-related should be critically be incorporated in the construction and composition processes of these messages.

### 7.5 Virtual Reality as an Alternative Feedback Source for Peer Learning

Previous experimental studies revealed that peer feedback, when adopted as an individual feedback source, had a limited impact on students’ development of presentation competence. Moreover, a lack of quality in peer feedback has been established. Subsequently, it has been recommended that students should be educated in providing peer feedback. Additionally, the triangulation of feedback
sources was suggested to be potentially effective in enhancing reflective learning. Concerning the latter, it remained questionable whether innovative technologies, such as VR, might be a valuable contribution in peer feedback processes by delivering computer-mediated feedback aiming to foster students’ presentation skills. Recent studies in closely related fields revealed the potentials of integrating peer learning in VR-based technologies (e.g. Chang et al., 2020; Chien et al., 2020). In this study, we specifically focus on the field of presentation research.

As addressed in several domains, such as the medical, engineering, leisure and flight industry sectors, virtual learning environments are increasingly being adopted for practicing delicate surgeries for medical students, educating engineering students in spatial thinking skills, providing images of destinations for travelers and training pilots for real-life flying tasks (e.g. Coller & Scott, 2009; Hawkins, 1995; Merchant et al., 2014; Van Ginkel et al., 2019). However, it remained unclear whether learning environments adopting VR-based technologies can also be applied for developing academic and communication skills. These systems are potentially relevant, since they are able to imitate real-life situations and could deliver computer-mediated feedback from the VR system to the user (e.g. Boetje & Van Ginkel, 2021; LaViola et al., 2017; Van Ginkel et al., 2019).

Seeing the potentials of the VR technology, an experimental field study was conducted to examine to what extent there are significant differences in students’ presentation development between a VR and a traditional face-to-face condition. Additionally, this study intended to learn from perceptions of students regarding working with such an innovative tool as a potential replacement for a face-to-face presentation rehearsal in terms of practicing and receiving feedback (Van Ginkel et al., 2019). Therefore, in a realistic university presentation skill course, students were randomly assigned to one of the following conditions. In the first condition, students had to present a five-minute pitch to a VR audience and received quantitative feedback on eye contact, use of voice and posture and gestures traced by the VR system and explained by an expert. In the second condition, students had to present face-to-face and received feedback from a presentation teacher.

Within this experiment, comparable instruments were adopted for measuring students’ presentation skills, knowledge and attitude towards presenting as in an earlier described study in this chapter. Results showed that students’ developed these components of oral presentation competence significantly from pre-test to post-test without a difference between the VR and face-to-face condition. Further, the self-evaluation tests revealed that students in both conditions highly appreciated the feedback they received. However, the arguments they provided differ between the two groups. Students in the traditional setting who received feedback from the presentation trainer addressed the value of its feedback because of the positive and constructive comments, while students who presented in VR appreciated the—by experts—interpreted quantitative computer-mediated feedback regarding the detailed and analytical characteristics. More specifically, students who pitched in VR emphasized they never received such a detailed feedback on their skills.
in previous educational programs. Moreover, the objective character of the feedback, as perceived by students, was also highlighted as a valuable component for developing their presentation skills in a VR environment (Van Ginkel et al., 2019).

The lack of difference in impact between the conditions on developing students’ presentation competence might be explained by the opinions of students with regard to their rehearsal and feedback experiences in this experiment. Although arguments for their perceptions differed between students in the VR and face-to-face conditions, no differences in scores were found for two crucial educational design principles fostering presentation skills relating to both practicing as well as receiving feedback. The findings of this study, therefore, suggest that the incorporation of a VR-based presentation task in presentation education including computer-mediated feedback is effective for students’ development of presentation competence. However, based on this experiment, VR is not necessarily more efficient, since experts had to be involved in order to translate the quantitative feedback reports provided by the VR system to the students, and it remained questionable to what extent this alternative feedback source could contribute in peer learning. On the other hand, following technological developments, VR technologies also facilitate the delivery of immediate feedback during presentation performances in which the presence of an expert is not required. Moreover, even computer-mediated feedback, delivered after students’ presentations, is on the agenda of rapid transitions in educational technology (Van Ginkel et al., 2020).

7.6 Two Recent VR Experiments: Students’ Perceptions on Computer-Mediated Feedback

In order to verify to what extent VR feedback could be valuable for peer learning, two additional VR field experiments were conducted focusing on (1) the effects of immediate feedback in VR on presentation skills development (Van Ginkel et al., 2020) and (2) the perceptions of students regarding the value of qualitative computer-mediated delayed feedback in a VR presentation environment (Sichterman et al., 2021). The first study focused explicitly on the role of immediate feedback, since VR offers the opportunity to deliver feedback directly during presentations of students on aspects such as eye contact and use of voice. The second study explored the value of qualitative computer-mediated delayed feedback messages following students’ perceptions, since this factor can be considered as a crucial intermediate variable for encouraging or inhibiting students’ presentation competence development (Van Ginkel et al., 2015). Based on these insights, follow-up studies should be formulated focusing on the role of VR feedback for peer learning, which will be used to construct a future research agenda on peer and learning in the field of presentation education.

Regarding the first field experiment, the effects of immediate computer-mediated feedback in VR were tested by comparing the impact of immediate feedback on students’ presentation development with a control group of delayed expert-mediated feedback in a realistic presentation course setting. The target
aspects were eye contact and speech pace, since these components of non-verbal communication are frequently selected by students for formulating personal learning goals in secondary and higher education presentation curricula. Immediate feedback for eye contact was provided by making use of time icons, provided by the VR system, that appeared if the eye contact of the speaker began to linger. For example, if the presenter focused for more than five seconds on their slides, the icon, projected in VR, turned red, advising the student to re-focus their eye contact and to re-engage their audience members. For speech pace, a comparable icon was used to inform the speaker to slow down if their speech rate exceeded 160 words per minute. These timings are based on the validation of a presentation rubric in the scientific literature (Van Ginkel et al., 2017c). The results of the experiment revealed no difference in impact between the immediate feedback and expert feedback condition on presentation performance. Further, students characterized the VR environment as an effective and motivating platform for practicing presentation skills. Findings from this study facilitate the expansion of opportunities for students to use immediate feedback as an alternative form of feedback, for example in peer feedback, for their presentation skills development. Moreover, adopting such a type of feedback in education, without making use of experts, could result in less pressure on resources, including time and staffing (Van Ginkel et al., 2020).

Besides insights considering the value of immediate feedback in VR for students’ learning, recent technological and pedagogical developments allow for composing qualitative delayed feedback messages based on the earlier used quantitative feedback reports produced by the VR system in presentation education (see Van Ginkel et al., 2019). The conversion of quantitative feedback, which had to be interpreted by an expert, to qualitative feedback messages might suggest that there is no expert intervention needed anymore and that students could interpret the feedback messages individually or with their peers. Consequently, a preliminary study, in which 27 university students were involved, explored the perceived value of automated, qualitative feedback messages in a VR-system for developing students’ presentation skills development (Sichterman et al., 2021). In this experimental study, students’ perceptions on the qualitative automated feedback messages (i.e. the experimental condition) were compared with a situation in which quantitative feedback reports were produced by the VR system and interpreted by an expert (i.e. the control condition). The formulation of the feedback messages in the experimental condition was constructed by adopting (1) the seven feedback quality criteria as earlier explained in this chapter (Van Ginkel et al., 2017b) and (2) two crucial presentation criteria for non-verbal behaviour, relating to eye contact and use of voice, as emphasized in a previously validated rubric on oral presentation skills (Van Ginkel et al., 2017c).

Considering students’ perceptions of feedback within this VR experiment, the following groups of items were selected: (1) aspects regarding the value of feedback (such as the perceived relevance of feedback, sensitivity of feedback and quality of the feedback messages) and (2) aspects regarding students’ development of presentation skills after receiving computer-mediated delayed feedback
(such as perception of competence, presentation anxiety and attitude towards presenting). Starting with the perception of feedback, students highly appreciated the relevance of the feedback they received in both the experimental group ($M = 4.01, SD = 0.79$) as well as in the control group ($M = 4.00, SD = 0.80$). However, no differences between the conditions were found ($t(25) = 0.05, p = 0.96$). Further, students also perceived the feedback they received as constructive and non-confrontational, encompassing students’ feedback sensitivity, in both the experimental ($M = 4.03, SD = 0.58$) as well as the control condition ($M = 4.02, SD = 0.59$). Again, no significant differences were determined between the two groups ($t(25) = 0.06, p = 0.96$). Further, the quality of feedback was highly appreciated on six out of the seven quality criteria of feedback in both conditions without significant differences (see Table 7.1). However, only the feedback criterion relating to ‘opportunities to bridge the gap between the actual and desired performance’ was scored lower than ‘4.0’ in both conditions, which can therefore not be considered as ‘sufficient’ (Van Ginkel et al., 2017c). Despite of a lack of differences between the conditions, both in the qualitative VR feedback ($M = 3.00, SD = 1.23$) as well as in the quantitative VR feedback condition ($M = 3.64, SD = 1.12$) the scores on this feedback criterion were relatively lower. This might suggest that in follow-up experiments specific attention should be devoted not only on how feedback is provided to the actual presentation behaviour, but especially towards how feedback messages can be constructed in such a manner that they support strategies to develop presentation performances relating to the ideal or desired presentation behaviour.

Subsequently, students perceived their own development of presentation skills as more than sufficient, revealing the scores in the qualitative VR feedback condition ($M = 6.57, SD = 1.27$) and the quantitative VR condition ($M = 5.75, SD = 1.36$). Although no significant differences between these conditions were found on this perception of presentation skills ($t(25) = 1.61, p = 0.12$), interestingly, differences exist between the two groups for the component of presentation anxiety. Within the no intervention expert condition with qualitative feedback messages, students scored significantly lower on their perceived presentation anxiety ($t(25) = −2.24, p = 0.034$) after training in VR ($M = 2.37, SD = 0.69$) in comparison to the expert intervention condition with quantitative feedback reports ($M = 3.08, SD = 0.92$). This could be explained by the notion that students experience more pressure and perceive more stage fright after receiving feedback from a teacher. Therefore, these findings might suggest that training in VR, while receiving automated feedback without the intervention of an expert, can be considered as an effective strategy for reducing presentation anxiety in the stage of rehearsing speeches before presenting in front of real audiences and receiving feedback from experts. However, it remains questionable whether students experience similar levels of anxiety when peers are involved in the feedback process. Therefore, future studies will be undertaken in this area.

Another significant difference in this preliminary research was found between students of different domains regarding their attitude towards presenting ($F(3, 23)$
Table 7.1  Mean scores, SDs and N related to closed questions (5-point Likert scale) about perceptions of the feedback quality for students within the control condition (intervention expert) and the experimental condition (no intervention expert)

<table>
<thead>
<tr>
<th>Items</th>
<th>Control condition (+ expert)</th>
<th>Experimental condition (− expert)</th>
<th>Difference between conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The feedback I received after my presentation is related to the pre-defined assessment criteria of the presentation task</td>
<td>Mean 4.73</td>
<td>Mean 4.80</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>SD 0.47</td>
<td>SD 0.45</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>16</td>
</tr>
<tr>
<td>2. I received valuable content-related arguments about how to improve my non-verbal communication aspects during my presentation</td>
<td>Mean 4.55</td>
<td>Mean 4.20</td>
<td>−3.5</td>
</tr>
<tr>
<td></td>
<td>SD 0.69</td>
<td>SD 0.84</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>16</td>
</tr>
<tr>
<td>3. I received valuable feedback on my actual behaviour (e.g. non-verbal communication) that I have shown during my presentation</td>
<td>Mean 4.64</td>
<td>Mean 3.80</td>
<td>−0.84</td>
</tr>
<tr>
<td></td>
<td>SD 0.51</td>
<td>SD 1.30</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>16</td>
</tr>
<tr>
<td>4. I received valuable feedback about the behaviour (e.g. non-verbal communication) that I should have shown during my presentation</td>
<td>Mean 4.55</td>
<td>Mean 4.20</td>
<td>−0.35</td>
</tr>
<tr>
<td></td>
<td>SD 0.52</td>
<td>SD 1.10</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>1</td>
</tr>
<tr>
<td>5. The feedback contained valuable tips and tricks to improve my actual presentation behaviour to the type of behaviour I should have shown during my presentation</td>
<td>Mean 3.64</td>
<td>Mean 3.00</td>
<td>−0.64</td>
</tr>
<tr>
<td></td>
<td>SD 1.12</td>
<td>SD 1.23</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>1</td>
</tr>
<tr>
<td>6. The type of feedback (e.g. form and length) is usable to me</td>
<td>Mean 4.45</td>
<td>Mean 3.80</td>
<td>−0.66</td>
</tr>
<tr>
<td></td>
<td>SD 0.52</td>
<td>SD 0.84</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>1</td>
</tr>
<tr>
<td>7. The feedback is formulated positively and constructively</td>
<td>Mean 4.64</td>
<td>Mean 4.20</td>
<td>−0.44</td>
</tr>
<tr>
<td></td>
<td>SD 0.51</td>
<td>SD 1.30</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>N 11</td>
<td>N 5</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 7.2  Mean scores, SDs and N related to closed questions about students’ attitudes towards presenting for different educational domains

<table>
<thead>
<tr>
<th>Educational domain</th>
<th>M</th>
<th>SD</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICT</td>
<td>3.56</td>
<td>0.92</td>
<td>9</td>
</tr>
<tr>
<td>Education and pedagogy</td>
<td>4.52</td>
<td>0.33</td>
<td>10</td>
</tr>
<tr>
<td>Healthcare</td>
<td>3.73</td>
<td>0.60</td>
<td>6</td>
</tr>
<tr>
<td>Engineering</td>
<td>3.90</td>
<td>0.42</td>
<td>2</td>
</tr>
</tbody>
</table>

\[= 3.86, \ p = 0.022\], which includes the perception of students regarding the relevance to acquire presentation skills and their motivation to train these skills. A Tukey post hoc test revealed that students’ attitudes towards presenting were significantly lower for students within the ICT-domain \((M = 3.56, SD = 0.92)\) compared to students within the educational and pedagogy domains \((M = 3.73, SD = 0.60)\). The difference in self-perceived performance between the domains (see also Table 7.2) might refer to technical curricula focusing more on teaching domain-specific skills instead of integrating soft skills, such as presentation competencies, in their educational programs (e.g. Belboukhaddaoui & Van Ginkel, 2019). However, several recent studies in presentation research describe developing presentation skills in technical curricula (e.g. Mitrovic et al., 2017; Mohamed et al., 2015). Another argument for the lack of perceived presentation skills amongst technical students might relate to the idea that technical students naturally possess fewer communication competencies in comparison to students from non-technical curricula. Since there is a lack of evidence in empirical presentation studies regarding this issue, more research is needed towards (1) the integration of presentation environments in technical curricula and (2) the role of students’ traits, prior competencies and perceptions towards presenting in relation to presentation performances (see also Van Ginkel et al., 2015).

In retrospective, besides varying perceptions of students regarding their presentation anxiety and attitude towards presenting depending on conditions and/or domains, students appreciated the value and relevance of the feedback they received in both the non-expert as well as the expert intervention condition. In follow-up projects, insights from these studies are being used to compose and construct feedback messages for analyzing and evaluating ‘posture and gestures’ in presentation education, since this is regarded as another essential component of non-verbal communication in presentations (Van Ginkel et al., 2015). VR technologies can support the provision of feedback on eye contact and use of voice. However, for monitoring body language, Artificial Intelligence (AI) technologies are more suited to monitor detailed posture and gestures of presenters. Therefore, a current project focuses on constructing an application for the smartphone that supports students’ development in posture and gestures independently of time and place. By using AI technology, data about body language is converted into automatically generated feedback messages that supports students in their presentation development (see Fig. 7.1). Moreover, this application, entitled Honest Mirror, is aimed to meet design criteria regarding scalability, mobility, effectiveness and adoption in education. In order to guarantee the effectiveness of the app,
the lessons learned from the earlier discussed VR studies are used for composing automatically generated feedback messages. Therefore, validated effective and ineffective postures and gestures were selected from the presentation literature (Schneider et al., 2017). Further, criteria for effective feedback in presentation research were adopted for constructing effective feedback messages (Van Ginkel et al., 2017a, 2017b). An example of such a message is: “You used your hands during your presentation. If used effectively, this can reinforce the message. Still, in a subsequent presentation you could try not to put your hands in your pockets. This attitude can come across to the audience as casual and uninterested. Therefore, try to keep your hands relaxed next to the body or use supporting gestures to convey a message more powerfully. In that case, make sure you have open hands to make those gestures possible.” In order to encourage the adoption of this app in education as an alternative feedback source in peer learning, it will be published open source and the app will be connected to the previously constructed VR system, which is already adopted in higher education presentation curricula.

### 7.7 A Future Research Agenda on Computer-Mediated Feedback for Peer Learning in Presentation Research

After synthesizing varying review and empirical publications in the field of presentation competence development, it can be concluded that peer learning is considered as one of the crucial educational design principles for developing students’ public speaking performances in higher education. However, it is also stated
that peer feedback is not yet as effective as teacher feedback, due to a lack of feedback quality in peer learning within current presentation curricula. From an educational technological point of view, VR technologies are regarded as valuable alternative feedback sources, since they can provide effective feedback comparable to teacher or expert feedback. However, while adopting VR technologies in presentation education, the role of teachers in guiding students, while guaranteeing high levels of feedback quality, should not be underestimated. Nevertheless, recent VR studies reveal that immediate feedback, without any support of teachers, is as effective as delayed feedback explained by teachers. Further, other studies revealed that computer-mediated delayed feedback messages, provided within VR systems without the support of teachers, are perceived as constructive and valuable by higher education students.

From a scientific perspective, based on synthesizing literature in the field of presenting and feedback, insights from this chapter might further refine the educational design principle regarding peer learning for developing students’ oral presentation competence, since empirical evidence from recent studies emphasized the value of computer-mediated delayed feedback messages within VR regarding students’ perceptions. However, it remains questionable to what extent combining different forms of feedback, such as immediate and delayed feedback, and combining different forms of technologies, such as VR and AI, could further optimize the effectivity of peer learning for developing varying aspects of oral presentation competence. Especially combining VR and AI could support the provision of such feedback messages on the most crucial non-verbal communication aspects, such as eye contact, use of voice (both supported by VR) and posture and gestures (supported by AI).

From an educational practice perspective, developing, testing and optimizing computer-mediated feedback messages by making use of innovative technologies in presentation education might release the pressure on teachers’ tasks in providing effective and efficient presentation courses, since such feedback opportunities might increase the value of peer feedback while solely using teacher feedback in these stages of the learning process or for specific learning objectives of students when it is needed the most. In line with supporting students’ learning processes and even for educating teachers, UNESCO emphasized the adoption of VR and AI technologies as crucial in the light of the global teacher shortage (Adubra et al., 2019; Parmigiani et al., 2020). If learners are able to individually interpret feedback messages without the intervention of a teacher, it could enrich the quality of feedback in peer and self-learning and further increase students’ development in a wide range of academic, communication, digital literacy and domain-specific competencies.

However, several limitations still exist with regard to the earlier discussed studies, which should be taken critically into consideration while constructing a future research agenda on the topic of computer-mediated feedback in VR for improving peer learning in presentation research. First of all, although recent studies revealed positive perceptions of computer-mediated feedback messages with regard to the relevance and value of feedback for developing students’ learning processes, it
is questionable to what extent these feedback messages can also be considered as effective for developing presentation performances. Second, although previous studies revealed effects of innovative technologies for delivering feedback, such as VR or AI, on developing public speaking competencies, the N-values of these studies are relatively low. Experimental follow-up studies should therefore incorporate higher numbers of students in order to detect significant results in presentation developments or potential differences between VR or teacher intervention conditions. Third, most of the publications on feedback in VR contexts fostering presentation competencies report on relatively short-term experiments. In line with this, it remains questionable what the effects of peer or self-learning in VR contexts are on the long term when students have the opportunity to reheat their presentations several times in VR and also have the opportunity to develop themselves based on computer-mediated feedback messages in multiple occasions.

A future research agenda on computer-mediated feedback for peer learning in presentation research should incorporate the following studies. First, an experimental study should be conducted focusing on the effects of computer-mediated delayed feedback on developing students’ oral presentation competence. In such a study, the experimental condition should focus on the effects of students who individually interpret feedback messages without the support of teachers in VR, while the control condition consists of a situation in which students learn from feedback messages that are interpreted and provided by teachers. Such a study should reveal whether students do not only positively interpret earlier constructed feedback messages, as suggested in previous empirical studies, but to what extent these messages are also effective for developing their presentation competencies. Second, a follow-up study should concentrate on the effects of adopting computer-mediated feedback messages in peer learning in order to verify whether peer feedback can be optimized in terms of effects on developing students’ presentation competencies. Previous studies revealed that the quality of peer feedback is lacking in comparison to feedback provided by teachers and feedback quality standards. However, it remains questionable whether peer feedback, supported by VR and AI technologies, could help to optimize this learning environment characteristics in presentation education. Such a study should also incorporate procedures of peer assessment by taking into account the complexity of peer feedback processes through integrating specific feedback stages for combining face-to-face and computer-mediated feedback in formative assessment (e.g. Baartman & Gulikers, 2017). Third, another follow-up empirical study should follow students in their learning processes from a longitudinal perspective while rehearsing presentations in VR and/or with the support of AI, learning from interpreting feedback messages and formulating new learning objectives towards presenting. As such, results might reveal not only the possibilities of such technologies for peer and self-learning, but also provide insights about the sustainability of adopting AI technologies in higher education curricula in times when education is under pressure due to teachers shortages and in times of pandemics that force learners to optimize their learning processes by embracing online education.
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Web-Based Peer Assessment Platforms: What Educational Features Influence Learning, Feedback and Social Interaction?

José Carlos G. Ocampo and Ernesto Panadero

8.1 Introduction

The use of web-based peer assessment has exponentially increased in the last couple of decades due to its benefits for both instructors and students. Among these benefits, it is usually argued that web-based peer assessment lessens instructors’ workload by automatically managing peer assessment data (e.g., ratings, feedback) (Bouzidi & Jaillet, 2009), helps in conducting formative assessment (Søndergaard & Mulder, 2012), can help develop students’ motivation (Lai & Hwang, 2015), critical thinking (Wang et al., 2017), and positive affect (Chen, 2016). Nevertheless, there are also challenges to the implementation of web-based peer assessment. Some students perceive that web-based peer assessment is unfair (Kaufman & Schunn, 2011), academics find it challenging to create online learning environments (Adachi et al., 2018b), and some features of these web-based peer assessment platforms might limit the interpersonal and collaborative nature of peer assessment (Panadero, 2016; van Gennip et al., 2009) since some platforms are not capable of transmitting non-verbal cues needed for interaction (Phielix et al., 2010). Thus, as much as web-based peer assessment has great potentials, it also
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brings challenges and a key aspect for the success or failure in the implementation are the features offered in the web-based peer assessment platforms.

Because of this, our aim is to evaluate the characteristics and features of web-based peer assessment platforms to explore whether they facilitate students learning, feedback and social interaction. There are a number of reviews that have already compared and contrasted the different features and tools embedded in different web-based peer assessment platforms (e.g., Babik et al., 2016; Luxton-Reilly, 2009; Søndergaard & Mulder, 2012). However, we believe that there is a need to look at these platforms from an educational assessment lens, as previous reviews have reviewed the platforms from a computer science education or software engineering education lens. In doing this, we can determine its potential benefits and potential constraints in instruction and student interaction. With this in mind we used the peer assessment design elements framework (i.e., Adachi et al., 2018a) to determine how features of these platforms can affect three variables: students’ learning, the feedback provided through the platform, and the dynamics of student interaction online.

8.1.1 Web-Based Peer Assessment Platforms

The mode in which peer assessment is carried out is one of the most important decisions that teachers and instructors have to take if they want to implement peer assessment (Topping, 1998). One of the main decisions is whether to use a web-based platform or a more traditional paper-based approach. A recent meta-analysis that reviewed close to 60 studies found that web-based peer assessment shows larger effect size than paper-based peer assessment ($g = 0.452$ vs $g = 0.237$), which means that web-based may be preferable (Li et al., 2020). Similarly, web-based peer assessment was also deemed to be more convenient and flexible than paper-based peer assessment (Chen, 2016; Wen & Tsai, 2008) since it can be used synchronously or asynchronously with any web-connected device (e.g., computers, mobile devices, etc.) in different environments (e.g., classroom, or home) (Fu et al., 2019). Also, web-based peer assessment has specific features that might be too laborious to do in paper-based peer assessment, like allocating different grading weights at different stages of peer assessment to maintain reliability and validity of peer scores, algorithm-based pairing for assessors and asseesees, or maintaining double-blind anonymity during the peer assessment process (Cho & Schunn, 2007; Patchan et al., 2018), or just simply aggregating and managing peer scores and peer feedback data in big courses. Because of the variety of tools and features available in different peer assessment platforms, a number of articles have reviewed different computer-supported and/or web-based peer assessment platforms available in published literature or in the educational technology market. Next, we discussed the three most relevant of these reviews.

First, Luxton-Reilly (2009), looked at the common features as well as the differences of various peer assessment platforms in a systematic review. He compared web-based peer assessment platforms based on: rubric design (i.e., if it is fixed or
modifiable); rubric criteria (i.e., if it supports Boolean criteria like checkboxes; discrete choices; numeric scales; and, textual comments); possibility of discussion (i.e., dialogue between assessor and assessee); option to give backward feedback (i.e., if students and or instructors can assess the quality of feedback); flexibility of workflow (i.e., if the platform allows instructors to organise peer assessment workflow); and, evaluation (i.e., if there is a post evaluation performed in the study). Additionally, he categorized the platforms in three groups based on their context: generic, domain-specific, and context-specific systems. He grouped six peer assessment platforms under the “generic systems” where most features and activities in the platform can be configured by the instructor to cater to different disciplines and contexts. Seven platforms were grouped under “domain-specific systems” that were designed for specific disciplines (e.g., programming, essay writing). Finally, five platforms were grouped under “context-specific systems”, for platforms programmed solely for specific courses. Moreover, he expressed the need to further improve, or develop, web-based peer assessment platforms since the majority of the platforms he reviewed (13 of 18) were limited to computer science courses and settings. This review intended to serve as a helpful guide for developers in improving the design and features of existing and subsequent web-based peer assessment platforms.

Second, Søndergaard and Mulder (2012) evaluated peer assessment platforms based on four characteristics: (1) the ease of automation: automatic anonymisation and distribution of outputs and notification of instructors and students; (2) simplicity: convenience of the interface, ease of managing student data and integration with other learning management systems, and availability of resources for teachers and students; (3) customisability: flexibility to configure based on course needs; and, (4) accessibility: subscriptions and availability of a system online. They also analysed other features that might be essential to different contexts, like guidelines in pairing assessors and assessees, student assessor training/calibration, built-in plagiarism checks, and reporting tools to monitor the quality of feedback. Additionally, they categorised four web-based peer assessment platforms based on their focus, such as being training oriented, similarity checking oriented, customisation oriented, or writing skills oriented. This work provided an interesting framework for educators to evaluate if a web-based peer assessment platform is an appropriate formative and collaborative tool that support learning and student interaction, rather than a mere tool that collects peer scores or feedback.

Third and last, Babik et al. (2016) developed a peer-to-peer focused framework for evaluating the affordances and limitations of web-based peer assessment platforms based on an informal focused group discussion with instructors using web-based peer assessment in their courses and guided by the relevant practices of the peer assessment studies they reviewed from academic papers. Based on the categorized discussion of instructors’ practices, they listed five primary objectives for web-based peer assessment: (1) eliciting evaluation; (2) assessing achievement and generating learning analytics; (3) structuring automated peer assessment workflow; (4) reducing or controlling for evaluation biases; and (5) changing social
atmosphere of the learning community as the main objectives for the use of web-based peer assessment. They viewed these objectives as “system independent”, where instructors determine what they need for instruction outside of the platform. While the functions and design in the platforms are categorized under “system-dependent” features. This study is important because they looked at platforms from the point-of-view of individuals making decisions on how web-based peer assessment is implemented in various courses—the instructors.

Taken altogether, these three reviews of web-based peer assessment platforms were made to assist instructors in planning their lessons to integrate student-centred assessment practices such as peer assessment. Additionally, they provided an overview of the technological advances in implementing web-based peer assessment. Nonetheless, there is still a need to investigate web-based peer assessment platforms from the point-of-view of a peer assessment design elements perspective, since the reviews we just presented were construed from a computer science education or software engineering context. Moreover, there is an increase in the number of platforms developed and updated since the last review, which poses the need to further investigate and determine the current directions of web-based peer assessment platforms. In the next section, we will describe the framework we utilised in evaluating each platform.

8.1.2 Peer Assessment Design Elements Framework

Topping (1998) wrote one foundational study to clarify how peer assessment can be carefully carried out in classrooms and research. He proposed a typology including seventeen variables, which were: (1) curriculum area; (2) objectives; (3) focus; (4) product/output; (5) relation to staff assessment; (6) official weight; (7) directionality; (8) privacy; (9) contact; (10) year; (11) ability; (12) constellations assessors; (13) constellations assessees; (14) place; (15) time; (16) requirement; and, (17) reward. The typology gave way for instructors and assessment researchers to construe peer assessment in an organised and systematic manner even if, unfortunately, it is still under-used and under-reported (Panadero, 2016). Importantly, since the original typology by Topping, there has been a number of new proposals that reorganize or amplify the original categories. For instance, van den Berg et al. (2006), categorised Topping’s variables into four clusters to respond to their course context, while van Gennip et al. (2009) classified the variables into three clusters considering how social interactions occurs between students in peer assessment.

More recently, Adachi et al. (2018a) added an additional dimension to Gielen et al.’s (2011) five-cluster work that reviewed and organised earlier ideas on peer assessment, which covered: (1) the decisions concerning peer assessment use; (2) peer assessment’s link to other elements in the learning environment; (3) interaction between peers; (4) composition of assessment groups; (5) management of assessment procedures, and (6) contextual elements. This peer assessment design
elements framework is composed of 19 design elements that consider the diversity of peer assessment strategies, which were obtained from literature synthesis and their interview with academics from different disciplines. The design elements in this framework modified previous frameworks (e.g., Gielen et al., 2011; Topping, 1998) by collapsing, combining, and adding elements to form a unified one. For example, some elements were combined into one (i.e., requirement + reward into ‘formality and weighting’), while others were added into the framework (e.g., feedback utilisation). We have decided to use this framework as it covered design elements that are useful in future studies (i.e., Cluster VI: Contextual Elements).

In sum, the multiple iterations of peer assessment typologies suggest the idea that there is no “one size fits all” approach in implementing in the classroom and doing research in peer assessment. Also, it suggests that peer assessment is a complex process that requires further investigation due to rapid changes in the educational landscape. Therefore, there is a need to explore web-based peer assessment platform features to determine how it can affect students’ learning, the feedback that students provide and receive, and the dynamics of student interaction online. Examining the features of web-based peer assessment platforms that provide support to various interpersonal and intrapersonal factors that students go through during peer assessment is crucial since evidence has mentioned that it helps in promoting positive educational and affective outcomes (Chen, 2016; Lai & Hwang, 2015; Wang et al., 2017). Also, it is important to look at these interpersonal and intrapersonal factors because the interaction that occurs between students in web-based environments as a result of the features of web-based peer assessment may generate different social and human factors (i.e., thoughts, emotions, actions) that affect peer assessment outcomes (Panadero, 2016). Given that, there is a need to investigate the features of web-based peer assessment platforms from a peer assessment design elements framework to ascertain how these platforms can support peer assessment and student interaction online. Thus, we decided to perform a systematic review of platforms.

8.1.3 Search, Screening and Access to the Platforms, and Review Criteria

We used two approaches to identify the platforms. First, we extracted names of web-based peer assessment platforms from a parallel systematic review on intrapersonal and interpersonal variables in peer assessment. Second, a peer assessment expert was consulted for web-based peer assessment platform recommendations. In total, we identified 31 web-based platforms.

In screening the platforms, we visited each platform’s website to evaluate its availability. From this, 8 platforms were excluded (i.e., social media site, company tool, website in foreign language, website was unavailable or ceased to operate). Subsequently, the developers of the remaining platforms were contacted to request for complementary access to their platform if no free sign-up was available, as some required payment or licensing, or were offered exclusively for a
select number of institutions. From this, 6 platforms were excluded (i.e., developers did not grant access or were unresponsive, platform was made for a specific course/commercially unavailable).

Finally, 17 web-based peer assessment platforms were evaluated in this study, which are: Aropä (United Kingdom); Blackboard Learning Management System (United States); Canvas Learning Management System (United States); CATME (United States); CritViz (United States); Crowd Grader (United States); Eduflow (Denmark); Eli Review (United States); Expertiza (United States); Kritik (Canada); Mobius SLIP (United States); Moodle Learning Management System (Australia); Peerceptiv (United States); Peergrade (Denmark); PeerMark (United States); PeerScholar (Canada); and, TEAMMATES (Singapore).

In evaluating the features of each web-based peer assessment platform, we extracted nine peer assessment design elements from Adachi et al.’s (2018a) framework covering three different areas. First, we evaluated the features that might have a direct influence in students’ learning, since a number of studies have expressed that some features of computer-supported collaborative learning environments (e.g., web-based peer assessment platforms) affects learning and performance (Janssen et al., 2007; Phielix et al., 2010, 2011; Zheng et al. 2020). Second, we evaluated the features that influence the feedback that student provide and receive when peer assessing since feedback is an essential component of peer assessment for both assessors and assessees (Gielen & De Wever, 2015; Patchan et al., 2016; Voet et al., 2018). Third, we evaluated aspects of social interaction between students since peer assessment is essentially a social and interpersonal process (Panadero, 2016; van Gennip et al., 2009). Table 8.1 shows the peer assessment design elements we selected and corresponding descriptions.

We coded the relevant information from each platform to a standard data extraction template. In most web-based peer assessment platforms, we created a standard sample activity where peer assessment was the main focus. Then, we looked at the feature options available when designing the activity which would relate to a certain design element (e.g., choosing “enable self-evaluation?” would relate to design element number 8; choosing “enable anonymity?” would relate to design element 9). When the information about certain design elements was unclear, we used the search function in the help centre or search bar available in the platform. To assess the validity of the coding, an external researcher conducted an independent coding of three of the 17 platforms included in this study, which resulted to 91.2% agreement. In the next sections, we will examine how the features of the 17 web-based peer assessment platforms influences learning, feedback, and social interaction.

8.2 Web-Based Peer Assessment Features Influencing Student Learning

In this section, we will analyse features of the web-based peer assessment platforms in terms of how they might influence student learning based on the
<table>
<thead>
<tr>
<th>Categories</th>
<th>Cluster</th>
<th>Design Elements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student learning: Web-based peer assessment features that affects student learning</td>
<td>Cluster 1: Decisions concerning the use of peer assessment</td>
<td>(2) Intended learning outcomes (for students)</td>
<td>• What should students achieve through this activity? • Peer assessment/self-assessment/teamwork?</td>
</tr>
<tr>
<td></td>
<td>Cluster 2: Link between peer assessment and other elements in the learning environment</td>
<td>(8) Link to self-assessment</td>
<td>• Can students also do self-assessment at any stage?</td>
</tr>
<tr>
<td></td>
<td>Cluster 5: Management of assessment procedure</td>
<td>(15) Calibration and task scaffolding</td>
<td>• How are students oriented to standards prior to using them? • Is there a peer assessment training for students?</td>
</tr>
<tr>
<td>Feedback: Web-based peer assessment features that influences assessor’s and assessee’s feedback</td>
<td>Cluster 3: Interaction between peers</td>
<td>(10) Feedback information type</td>
<td>• Quantitative or qualitative; written, recorded? • Scores and/or comments? • Multimedia? Voice recorded? Video recorded?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(11) Feedback utilization</td>
<td>• How is the feedback information used by the peer? • Opportunity for resubmission?</td>
</tr>
<tr>
<td></td>
<td>Cluster 5: Management of assessment procedure</td>
<td>(16) Moderation of feedback</td>
<td>• Is feedback checked prior to communication? • Is there a way to examine the accuracy of scores or validity of feedback?</td>
</tr>
<tr>
<td>Social interaction: Web-based peer assessment features that affects student interaction</td>
<td>Cluster 3: Interaction between peers</td>
<td>(9) Anonymity</td>
<td>• Do students know who gave them feedback? • Single-blind-double-blind/non-anonymous?</td>
</tr>
<tr>
<td></td>
<td>Cluster 4: Composition of groups</td>
<td>(12) Peer configuration</td>
<td>• Individual or group assessments/submission?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(13) Peer matching</td>
<td>• How are students matched? • System generated matching or staff matching?</td>
</tr>
</tbody>
</table>

following design elements: intended learning outcomes (for students), link to self-assessment, and calibration and scaffolding.
8.2.1 Intended Learning Outcomes for Students

With regard to the intended learning outcomes for students, Adachi et al. (2018a) construed it as a range of possible outcomes (e.g., transferable skills) as a result of peer assessment. In this case, we regarded it as the possible assessment activities that can be paired with peer assessment in the web-based peer assessment platform. From the platforms we reviewed, it was possible for 8 (47%) of the platforms to combine peer assessment, self-assessment, and team member evaluation in the design of an activity (i.e., Blackboard; Eduflow; Expertiza; Kritik; Moodle; Peerceptiv; PeerMark; and, PeerScholar). On the other hand, 4 (23.5%) of the platforms allowed instructors to include both peer assessment and self-assessment when setting up an activity (i.e., Aropâ; Eli Review; Mobius SLIP; and, PeerGrade). Also, 3 (17.6%) platforms allowed teachers to arrange peer assessment of submitted outputs at the time of our data collection (i.e., Canvas, CritViz, and Crowd Grader), while 2 (11.8%) platforms were designed for team member evaluation in group works (i.e., CATME and TEAMMATES). Generally, the majority of the platforms can be used in a variety of educational fields and levels due to its flexible and modifiable nature. This flexibility allows the instructors to mix and match features that they wish to integrate in their class based on their intended learning outcomes for students. Such option is especially powerful given that instructors obviously play a central role in implementing new assessment designs in their courses, particularly peer assessment (Panadero & Brown, 2017).

8.2.2 Link to Self-assessment

Previous studies have acknowledged the benefits of the intertwined roles of peer assessment and self-assessment (Boud, 2013; Dochy et al., 1999; To & Panadero, 2019). Therefore, it was not surprising that the majority of the platforms had a self-assessment feature. To illustrate, there were 12 (70.6%) platforms where self-assessment (or self-critique, self-review; self-evaluation; self-check, etc.) was integrated in the design of the web-based peer assessment platform (i.e., Aropâ; Blackboard; CATME; Eduflow; Expertiza; Kritik; Mobius SLIP; Peerceptiv; PeerGrade; PeerMark; PeerScholar; and TEAMMATES). Also, 1 (5.9%) platform did not appear to have ‘self-assessment’ as a named feature, but it has a different feature (e.g., Revision Notes) which can be considered as self-assessment (i.e., Eli Review). There were also 2 (11.8%) platforms that facilitated self-assessment, but it required instructors to set it up in a different feature (e.g., plug-in installation; as a quiz or survey; adding questions) (i.e., Canvas; Moodle). Finally, 2 (11.8%) platforms did not appear to have a self-assessment feature when we extracted information (i.e., CritViz; Crowd Grader).

Therefore, it can be said that in most of the platforms instructors would just have to click a few options to enable students to self-assess. Other platforms on the other hand, require self-assessment to be in an external activity, which may
require a little work for instructors to set up. It is important to note that self-assessment was called with various terms in most of the platforms. Given that self-assessment has become an integral part of the platforms, it is important for instructors to carefully plan how self-assessment and peer assessment would be combined to reap the benefits of it. More than just simply making students rate the quality of their work or asking surface questions about students’ perception of their submission, it would be more powerful if students could assess their work against concrete standards and criteria to facilitate better reflection during self-assessment (Panadero et al., 2016).

### 8.2.3 Calibration and Task Scaffolding

In terms of calibration and task scaffolding, 4 (23.5%) platforms had a built-in training and/or practice feature that students had to go through before proceeding with the peer assessment exercise (i.e., CATME; Kritik; PeerScholar; and, Expertiza). Additionally, in three of these platforms students could practice their peer scoring skills on fictitious team members or sample outputs before proceeding with the actual peer assessment (i.e., CATME; Kritik; Expertiza). There is also an option in a platform where an instructor could embed “Microlearning Experience” videos about giving effective peer feedback and accurate peer scores before assessing peer’s outputs (i.e., PeerScholar). While external training may depend on the instructor in the rest of the platforms (e.g., setting up an additional practice assessment activity before the actual peer assessment activity), the majority of the platforms offered a support page in their website with materials about how to give helpful feedback or accurate scores to peers (e.g., YouTube videos, guide prompts; articles). In such instances, it may require some effort for the students to navigate around the website to find such resources. Therefore, it would be more helpful if web-based platform developers integrate features for scaffolding and training prior to the actual peer assessment activity since providing students with sufficient and proper scaffolding to perform peer assessment, through multiple training and practice sessions, improves their assessment skills (Double et al., 2020; Li et al., 2020).

### 8.3 Web-Based Peer Assessment Features Influencing Feedback

In this section, we will analyse how the features of web-based peer assessment platforms influenced the feedback that students give to each other, based on the following design elements: feedback information type, feedback utilization, and moderation of feedback.
8.3.1 Feedback Information Type

In terms of feedback information type, all the 17 (100%) platforms supported both quantitative (e.g., peer scores) and qualitative (e.g., peer feedback) peer assessment. It is also important to note that some platforms also allowed the provision of multimedia recorded feedback (via audio or video). Also, the platforms offered a flexible way for instructors to set up their rubrics for peer scoring and prompts for peer feedback. For instance, these platforms allowed instructors to upload or create their rubrics or write their prompts in the website, or to adapt existing rubrics or prompts. These are important features since having students give and receive both quantitative and qualitative feedback are obviously the central actions of peer assessment (Topping, 1998).

In relation to platforms that support multimedia recorded feedback, evidence has shown that such feedback delivery approach helps in promoting deeper learning for assessors and assesses (Filius et al., 2019). However, although evidence showed that students provided better quality peer feedback in audio recorded mode than in a written mode, students perceived that preparing audio recorded peer feedback was not efficient (Reynolds & Russell, 2008). Importantly, students still preferred receiving written peer feedback over audio recorded peer feedback in a writing task (Reynolds & Russell, 2008). Granting that listening to recorded peer feedback may appear to be beneficial, the additional preparation involved might bring more work for students. Also, it might present challenges for instructors to manage students’ multimedia feedback since they also have to keep track of, not just the peer feedback messages itself, but also each assessor’s non-verbal gestures for video feedback, or prosodic features for audio feedback (e.g., intonation, stress, rhythm, etc.). Nonetheless, multimedia recorded peer feedback is important since it overcomes the limitations of text-based communication (e.g., absence of non-verbal cues) (Phielix et al., 2010). Therefore, further studies should consider looking at how the features of these multimedia recorded feedback can influence the dynamics between assessors and assesses in a web-based peer assessment environment.

8.3.2 Feedback Utilization

The uptake or utilization of feedback that students receive from various sources (e.g., peer, self, instructor) has been one of the focus of many feedback models (see Lipnevich & Panadero, 2021 for a review). Many web-based peer assessment platforms materialize this by integrating a resubmit function in their platforms. For instance, 14 (82.35%) of the platforms allowed students to submit multiple revisions of their work after peer assessment (i.e., Aropä; Blackboard; Canvas; CritViz; Eduflow; Eli Review; Expertiza; Kritik; Mobius SLIP; Moodle; Peerceptiv; PeerGrade; PeerMark; and, PeerScholar), while 1 (5.9%) platform did not seem to have a resubmission feature, but instructors may set up another assignment to allow resubmission (i.e., Crowd Grader). On the other hand, resubmission
was not applicable for 2 (11.8%) platforms since it was developed to evaluate team members in a group task (i.e., CA TME and TEAMMATES). Allowing students to resubmit their output, whether in-class or online, after receiving feedback facilitates assessment for learning, which can be beneficial for students (Black & Wiliam, 1998; Panadero et al., 2016). This provides students multiple opportunities to improve their work, while it also gives instructors multiple indices to determine how students are learning.

8.3.3 Feedback Moderation

In terms of the moderation of feedback, 10 (59%) platforms had a built-in mechanism for assessee’s responses to assessor’s judgements, disputing the peer scores received, or complain about inappropriate feedback (i.e., Aropä; Crowd Grader; Eduflow; Eli Review; Kritik; Mobius SLIP; Moodle; Peerceptiv; PeerGrade; and, Peer Scholar). To illustrate, these platforms allowed assesses to rate assessor’s feedback based on a variety of criteria (e.g., helpfulness, motivating, etc.), which instructors may integrate in the final grade. Also, there are features where assesses can “return the feedback” (or back-evaluate/back-review) on assessors’ feedback by giving suggestions on how the feedback can be improved, engaging in anonymous collaboration to ask for further advice, or simply ask for clarification if assessors’ feedback was vague (i.e., Aropä; Crowd Grader; Eduflow; Eli Review; Peerceptiv; PeerGrade; and, Peer Scholar). Additionally, some platforms also allowed students to flag inappropriate feedback or inaccurate scores, where the instructor would have to mediate to settle differences (i.e., Kritik; Moodle; PeerGrade). Besides assessee’s ratings of each feedback, it was also possible to automatically compare an assessor’s rating based on several indices (e.g., against other assessors of the same output) (i.e., Mobius SLIP). On the other hand, there are 3 (17.6%) platforms where the instructor may choose to censor or rate a feedback if it is inappropriate or inaccurate (i.e., Blackboard; PeerMark; and, TEAMMATES). The other 4 (23.5%) platforms relied on instructor’s manual monitoring of the process to moderate peer assessment (i.e., Canvas; CATME; CritViz; and, Expertiza).

Since students generate various thoughts, feelings, and actions in peer assessment (Panadero, 2016; Topping, 2021), it is not surprising that students may be concerned about retaliation when giving peers a critical feedback or low score (Patchan et al., 2018). Therefore, promoting student accountability in peer assessment is vital given that most web-based peer assessment activities in the majority of the platforms are anonymous. Although this feature may facilitate a discussion between assessors and assesses by allowing them to interact during the feedback process, such as in back-evaluations, we believe that investing more time in training students’ assessment skills—whether in web-based or face-to-face settings—will be more fruitful than encouraging students to do well in peer assessments because their peers would rate the quality or accuracy of their feedback, or because their peer’s rating of their feedback would be part of their course grade.
Developing students’ assessment skills will enhance their evaluative judgement, which may be useful beyond schooling (Tai et al., 2018). Thus, finding the right balance between developing students’ assessment skills, and making them accountable for the feedback they give is an area that should be considered by instructors and platform developers.

8.4 Web-Based Peer Assessment Features Influencing Social Interactions

In this section, we will analyse how the features of the web-based peer assessment platforms affect interaction between students based on the following design elements: anonymity, peer configuration, and peer matching.

8.4.1 Anonymity

Implementing anonymity in peer assessment has been the subject of intensive discussion in recent years (see Panadero & Alqassab, 2019 for a review). Some studies suggest that anonymity is beneficial for students’ performance (Li, 2017; Lu & Bol, 2007) and their affect (Raes et al., 2015; Rotsaert et al., 2018; Vanderhoven et al., 2015), while others questioned its role in formative peer assessment activities since assessors and assesses are supposed to know each other to process feedback (Strijbos et al., 2009). In the web-based peer assessment platforms we reviewed, there were 15 (88.2%) platforms with a double-blind anonymity feature (e.g., completely unidentifiable, assignment of a number or pseudonym) and most of these platforms have options to remove the double-blind anonymity feature to make assessors and assessee identifiable (i.e., Aropä; Blackboard; Canvas; CritViz; Crowd Grader; Eduflow; Eli Review; Expertiza; Kritik; Mobius SLIP; Moodle; Peerceptiv; PeerGrade; PeerMark; and, PeerScholar). Finally, 2 (11.8%) platforms had a single-blind anonymity since it was designed for team member evaluation, where assessors know the identity of the assessee (typically their groupmate) they are assessing (i.e., CATME and TEAMMATES).

Since peer assessment is an interpersonal and social activity (Panadero, 2016; van Gennip et al., 2009), it is important to carefully plan the activities, so that students feel comfortable and safe. This was also noted in a previous web-based peer assessment platform review, which suggested to software developers to consider various institutional regulations in managing student privacy during peer assessment (Luxton-Reilly, 2009). The platforms we evaluated considered this aspect of peer assessment by integrating a number of flexible anonymity settings in their system. Then again, decisions lie with the instructors since there might be activities where peer assessment should be anonymised, and activities where putting off anonymity might be more beneficial for student interaction.
8.4.2 Peer Configuration

In terms of peer configuration, Gielen et al. (2011) notes that peer assessment can be done individually between students, between groups, or a combination of both. All of the 17 (100%) platforms we evaluated allowed a purely individual peer assessment between students (e.g., one assessor and one assessee). Additionally, there were 2 (11.8%) platforms designed for team member evaluation in group tasks (e.g., members of a group assess each other in terms of helpfulness, contributions, etc.) which may not require a group submission of an output (i.e., CATME and TEAMMATES). Since the majority of the platforms allowed group submission, one would assume that they also allowed inter-group peer assessment (e.g., one group would assess another group’s output). Of the 15 platforms that allow group submission, there were 8 (53.3%) platforms which allowed both individual submission and individual peer assessment, as well as group submission and inter-group peer assessment (i.e., Aropä; Canvas; Eduflow; Kritik; Mobius SLIP; Peerceptiv; PeerGrade; and, Peer Scholar). Finally, there were 7 (46.7%) platforms which supported individual submission and individual peer assessment, as well as group submission, but it was unclear if they also supported inter-group peer assessment during the period of our data extraction (i.e., Blackboard; CritViz; Crowd Grader; Eli Review; Expertiza; Moodle; and, PeerMark).

In a recent article, Topping (2021) noted that the constellation of assessors and assessees during peer assessment can be a complicated decision to make. For instance, instructors have to consider: how students (or groups) created the output to be assessed? If peer assessment is to be done individually, by pairs, or by groups? Will peer assessment be reciprocal? While these questions can be answered by the instructor’s objectives in performing peer assessment, the platforms we evaluated offered an array of options in configuring students to perform various peer assessment activities. Thus, choosing the right option to support better student interaction is crucial when planning peer assessment activities.

8.4.3 Peer Matching

With regards to how assessors and assessees are matched in the platforms we evaluated, 14 (82.4%) offered both system and instructor matching, where the platform allocated assessors and assesses based on its own algorithms for the prior, and a manual matching of assessors and assessees for the latter (i.e., Aropä; Blackboard; Canvas; CATME; CritViz; Eduflow; Eli Review; Expertiza; Mobius SLIP; Moodle; Peerceptiv; PeerGrade; PeerMark; and, Peer Scholar). The majority of these platforms also offered flexibility for instructor to set the minimum or maximum number of assessors per output. There were also platforms where the instructor may choose to keep the same matching of assessor and assessee per draft submission, or randomize the pairing every submission, or manually match students per submission (i.e., Peerceptiv). Apart from system and instructor matching, some
platform also offered students to self-select outputs they want to assess (i.e., PeerMark). There were also unique platforms where the students fill a survey based on several aspects (e.g., schedule, sex, race, etc.), and the instructor may choose to system match students based on survey result similarity or diversity (i.e., CATME). On the other hand, 1 (5.9%) platform used artificial intelligence to match students based on several factors (e.g., equal distribution of weak and strong assessors for an output; or matching students based on output similarity) (i.e., Kritik). Also, 1 (5.9%) platform gave students a choice if they wish to participate in the peer assessment process, where they may choose to decline review or request review in the platform (i.e., Crowd Grader). It is also important to note that students who wish to participate in those reviews were incentivised through grades. Finally, 1 (5.9%) platform only supported instructor matching since it was designed for team member rating, and it could happen that students had already formed the group outside the system (i.e., TEAMMATES).

The variety of new approaches in matching assessors and assessees in peer assessment provides the chance for instructors to match the students based on several parameters. This is particularly useful for courses with a high number of students. While instructor matching is a “time-tested approach” of matching students and system generated matching is a “newer approach” of matching students, future studies should explore how these two approaches affect student interaction in peer assessment outcomes.

### 8.5 Conclusions

In this chapter, we investigated the features of 17 web-based peer assessment platforms to determine how they can potentially affect learning, students’ feedback exchange, and the social interaction. We used nine peer assessment design elements from Adachi et al.’s (2018a) framework. Overall, we deem that the majority of the analyzed platforms offered features in support of students’ learning, to generate positive feedback exchange between assessors and assessees, and a productive social interaction between students, but all depend on the configuration chosen by the instructor. The question of whether some features are helpful or detrimental is beyond the scope of this study. However, we provided a set of categories that researchers and instructors may use to further examine platform features. Also, these features will be put to waste if students and instructors do not receive ample training on how to use and take advantage of the features embedded in these platforms along with training on peer assessment itself (Panadero et al., 2016; Panadero & Brown, 2017). Regarding the platforms and as we mentioned earlier, students should be trained on how to provide and process feedback, while instructors should also be onboarded on how to plan and properly harness the features embedded in the peer assessment platforms. In sum, there is large potential for web-based peer assessment platforms in having a significant impact on students’ peer assessment and academic performance, and on facilitating instructors’ implementation of peer assessment. Researchers, instructors,
educational technologists, and programmers should work together to seamlessly integrate web-based peer assessment platforms in more settings to cater to different courses and educational contexts.
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Feed-Back About the Collaboration Process from a Group Awareness Tool. Potential Boundary Conditions for Effective Regulation

Sebastian Strauß and Nikol Rummel

9.1 Introduction

Collaborating with peers can be an effective arrangement for learning, however, research has shown that we cannot expect all learners to collaborate effectively without further support (Rummel & Spada, 2005). Among the core challenges for collaborative learning are coordination and regulation of the group’s interaction. Research on computer-supported collaborative learning (CSCL) has investigated different means of scaffolding in order to support groups. In this chapter, we focus on social interaction in groups and present social group awareness tools as a means to support groups in regulating their interaction processes. We conceptualize group awareness tools as sources for feedback because they provide groups with information regarding the interaction between their members. Groups can then use this information (i.e., feedback) to adapt the interaction between their group members, that is, improve the future interaction in the group. While previous studies have accumulated evidence for the effectiveness of group awareness tools (Janssen & Bodemer, 2013), the mechanisms behind their effectiveness are not yet well-understood, and a framework of the respective mechanisms is lacking.

Unlike other means of collaboration support such as collaboration scripts (Kollar et al., 2018), group awareness tools provide groups with feedback on their past performance or interaction without explicitly suggesting potential regulatory
actions (i.e., feed-forward). Similar to using instructional feedback or peer feedback, students need to actively engage with the feedback from group awareness tools to benefit from it (Lipnevich & Panadero, 2021). In line with this assumption, Janssen et al. (2011) found that the amount of time that groups attended to the group awareness tool, affected the effect of the tool on the distribution of participation in the group. Other studies found that groups require additional help in interpreting the feedback by the group awareness tool (e.g., Jermann & Dillenbourg, 2008) or that some groups may require additional support in deriving effective regulatory actions (Dehler et al., 2009; Strauß & Rummel, 2021b). With this in mind, we seek to identify potential boundary conditions that may help or prevent groups from leveraging the feedback from group awareness tools. Afterwards, we review previous studies on group awareness tools and present two small-scale field experiments from our own research in which we explored the processes of feed-up, feedback and feed-forward. We conclude this chapter by discussing potential factors that may affect whether a group is motivated and is able to leverage the feedback provided by a group awareness tool effectively.

9.2 Supporting Collaboration with Group Awareness Tools

9.2.1 Feed-Back on Interaction: How Group Awareness Tools Guide Collaboration

Collaborative learning refers to “a situation in which two or more people learn or attempt to learn something together” (Dillenbourg, 1999, p. 1, emphasis in original), or more specifically “[…] a coordinated, synchronous activity that is the result of a continued attempt to construct and maintain a shared conception of a problem” (Roschelle & Teasley, 1995, p. 70). Years of research have shown the benefits of collaboration for domain-specific knowledge as well as for collaboration skills (Chen et al., 2018; Hattie, 2009; Jeong et al., 2019; Pai et al., 2015; Tenenbaum et al., 2020).

The effectiveness of collaboration for learning stems from productive interaction between the group members. This includes interactions that serve processing of information to solve the joint task (e.g., giving explanations, cognitive modeling, see King, 2007), processes that allow a group to monitor and regulate collaboration processes, as well as the group members’ motivation and affective states (Järvelä et al., 2016; Kirschner et al., 2015). Collaborating with others increases the demands for regulation because the members of a group not only need to regulate their own learning (self-regulated learning, SRL), but, in addition, the group members need to support each other during their regulation (co-regulation), and all members of the group explicitly need to align their perception and regulate as a group (socially-shared regulation) (Järvelä et al., 2016).

Soller et al. (2005) proposed a model of how groups regulate their collaboration and how technology can scaffold this regulation. Their proposed model draws on the cybernetic idea of homeostasis (Umpleby & Dent, 1999; Wiener, 1949) which
conceptualizes a group as a system that seeks to achieve an equilibrium. The group reacts to imbalance (disequilibrium), that is, a difference between the current state and a desired goal-state, with regulation. This regulation aims at returning the system to an equilibrium. According to the model by Soller et al. (2005), regulation of collaboration occurs in five phases. During the first phase, the group collects data on the current state of a relevant aspect of the system, such as information on the participation of the individual group members. In the second phase, the group develops a model of the interaction by aggregating the data into indicators that characterize the current state of the collaboration in terms of the desired aspect (e.g., the distribution of participation). In the third phase, the group uses these indicators to compare the current state with a desired goal-state (e.g., equitable participation). The desired goal-state can be set by the group itself (descriptive collaboration norm) or by an external agent such as a teacher (prescriptive collaboration norm). In the fourth phase, the group is expected to regulate if an imbalance had been detected, that is, if the current state and the desired state differ. For example, a group could redistribute tasks so that all group members participate. In the fifth and final phase, the group evaluates the success of the regulation, that is, if the regulatory action restored the equilibrium and the desired-goal state is achieved. If this is not the case, the group will repeat the cycle until it achieves an equilibrium.

Given the central role of interaction for the effectiveness of collaboration and collaborative learning it is important to note that fostering the regulating of the interaction can be a target of instructional support (see Meier et al., 2007; Rummel, 2018). Regulation on this social plane of collaboration requires information about past and current states of the interaction in the group (i.e., feed-back), for example information about the knowledge and skills of the other group members, or on who is currently working on which part of the joint task. Once gathered, this information (i.e., feed-back) can serve for the group as a basis to coordinate their interaction and improve the quality of their interaction. The notion of gathering information about the actions of the other team members can be found in the concept of group awareness (Schnaubert & Bodemer, 2022) which Dourish and Bellotti (1992) defined as “an understanding of the activities of others, which provides a context for [one’s] own activity” (Dourish & Bellotti, 1992, p. 107). If the intention of the information is to increase a teams’ performance, small group researchers refer to it as “team feed-back” while if the feed-back focuses on processes or psychological states in the team is termed “team mediator feed-back” (Handke et al., 2022).

The concept of group awareness has been introduced to the field of CSCL (Schnaubert & Bodemer, 2022) where it lead to the development of so-called group awareness tools (GATs) (Bodemer et al., 2018). These tools collect data from the collaboration environment (e.g., keystrokes, logged actions, self-reports) and visualize the data for the group (Buder, 2011). Research on CSCL has investigated different types of GATs. While cognitive group awareness tools visualize different aspects of the knowledge that is available in the group (e.g., Dehler et al., 2011; Engelmann & Hesse, 2011; Ollesch et al., 2021), social group awareness tools...
provide information about processes and states of group members such as participation (Bachour et al., 2010; Janssen et al., 2011; Ollesch et al., 2021; Strauß & Rummel, 2021b), how much information has been shared (Kimmerle & Cress, 2009) or how the members of a group perceive each other (Phielix et al., 2011). In this chapter, we focus on social group awareness tools. Specifically, group awareness tools that provide groups with information about the interaction within the group, for example by visualizing the distribution of participation (i.e., the result of individual participation during collaboration).

GATs provide groups with a visualization which can be characterized as team (mediator) feedback (Handke et al., 2022), that is, information regarding past performance or the current state of the collaboration. The group can utilize this feedback to improve the group’s performance, that is, the quality of the interaction in the group (Carless & Boud, 2018; Handke et al., 2022; Hattie & Timperley, 2007; Lipnevich & Panadero, 2021). The information provided by a GAT does not contain information about potential desired goal-states (feed-up), or guidance regarding potentially helpful strategies (feed-forward). In this regard, unlike other means of directive collaboration support such as collaboration scripts (Kollar et al., 2018), GATs provide “tacit guidance” (Bodemer, 2011). Based on research on students’ use of feedback for learning (Lipnevich & Panadero, 2021; Winstone et al., 2017), we assume that the learners of a group also need to take an active role and process the information from a GAT, in order to determine whether regulation is necessary and what actions may help them achieve a more desirable state.

Thus far, research on GATs has not provided a comprehensive framework that specifies how GATs support collaboration. Therefore, we will briefly summarize potential mechanisms that are mentioned throughout the GAT literature.

First, a GAT visualizes information for the group, such as the distribution of participation. This visualization makes a particular aspect of the collaboration more salient and thus draws the learners’ attention to it (Bachour et al., 2010; Carless & Boud, 2018; Pea, 2004). Thus, it is expected that the GAT increases the possibility that a group focuses its efforts on regulating this aspect. Second, group awareness information serves as negative feedback for a group (Jermann & Dillenbourg, 2008) which allows the group to assess whether and to which degree the current state of the collaboration deviates from a desired goal-state. A discrepancy between the current state of the collaboration and the desired goal-state may then lead to a reflection process within the group which can eventually trigger regulation. Especially continuous feedback can be expected to facilitate monitoring the progress towards the desired goal-state (e.g., Carless & Boud, 2018; Soller et al., 2005; Webb & de Bruin, 2020) which helps groups regulate their collaboration (Harkin et al., 2016; Webb & de Bruin, 2020).

Finally, a graphical representation of the group members’ behavior makes the individual group members more visible and increases individual accountability which has been shown to be an important predictor of effective collaboration (Handke et al., 2022; Johnson & Johnson, 2009). Feed-back regarding participation also reduces learners’ uncertainty about their peers’ activity and thus supports
trust (Robert, 2020; Walther & Bunz, 2005), may reduce social loafing (e.g., Johnson & Johnson, 2009; Price et al., 2006), and promote social comparison which motivates group members to contribute (Michinov & Primois, 2005). Despite a lack of a comprehensive framework that covers the mechanisms behind GATs, there are several studies that investigated their effects on collaboration which we will summarize in the following section.

9.2.2 Prior Research on Social Group Awareness Tools

Social GATs provide groups with information regarding the functioning of the group, that is, the behavior of the group members, their presence and their perception of the group (Bodemer & Dehler, 2011; Janssen & Bodemer, 2013). While previous studies did not find positive effects on group performance when a GAT visualized the distribution of participation (Janssen et al., 2007a, 2007b, 2011) (cf. Jongsawat & Premchaiswadi, 2009 for a contrary result), research found positive effects of GATs on the collaboration processes. For example, when receiving a GAT that visualized participation, group members authored longer dialogue acts (Janssen et al., 2007a, 2007b; Kimmerle & Cress, 2009; Kimmerle et al., 2007; Lin & Tsai, 2016) (cf. Jermann & Dillenbourg, 2008; Jongsawat & Premchaiswadi, 2009 for different results), showed more coordination of social activities (Janssen et al., 2007a, 2007b), or reported higher group cohesion (Leshed et al., 2009) than groups without the GAT. Interestingly, research did not find direct effects of GATs that provide information about the participation on the distribution of participation (Janssen et al., 2007a, 2007b, 2011; Strauß & Rummel, 2021b). Instead, this effect is mediated by the time that the students in the group have the GAT open (Janssen et al., 2011). Similarly, Bachour et al. (2010) found that groups achieved a more equal participation when the group members perceived equal participation as important. These results suggest that groups can leverage feed-back on their interaction and adapt their collaboration. However, as mentioned above, research on feed-back has shown that simply providing students with access to feedback does not guarantee positive effects (Lipnevich & Panadero, 2021; Winstone et al., 2017). In line with this circumstance, studies on social GATs suggest not all groups appear to benefit from a GAT (Dehler et al., 2009) and may require additional guidance (Clarebout & Elen, 2006; Janssen et al., 2011). In our own research, we therefore investigated whether additional explicit support helps groups activate adequate regulation strategies. We offered groups a combination of a GAT and adaptive collaboration prompts that both targeted regulating the distribution of participation in the group (Strauß & Rummel, 2021b). Our analyses revealed that the distribution of participation became more even over time but that groups that received the combination of a GAT and prompts did not achieve a significantly more even distribution of participation. Exploring students’ perceptions of the support further suggested that students rather used the GAT to regulate their own participation instead of discussing the distribution of participation with the group. In addition, students reported that the feed-back from the GAT was useful
but that it was difficult to regulate on a group’s level. These results lead us to the
general question of boundary conditions for social GATs. The results of our study
specifically highlighted two questions. The first question concerned, whether stu-
dents require a dedicated opportunity to process the information displayed by the
GAT with the goal to assess whether regulation is required and how this can be
achieved. Second, the results call into question whether using the number of words
to operationalize participation and using this metric for the GAT may fall short to
capture the phenomenon of participation. If the GAT does not provide groups with
a useful indicator, they may struggle with taking up the feedback and translating
it into productive interaction. To shed some light on these questions we conducted
two small-scale field experiments which we summarize below.

9.3 Our Research: Scaffolding Collaborative Reflection
and Using Self-reports to Assess Participation

In this section, we present two small-scale field experiments and summarize the
central findings. These two field experiments were based on findings from an
earlier study (Strauß & Rummel, 2021b) and explored two hypotheses concern-
ing potential boundary conditions for the effectiveness of a social GAT. The first
field experiment addressed the question whether groups benefit from additional
guidance for feedback take-up and reflection, the second experiment explored the
effects of two different data sources for the GAT, that is, a system-generated indi-
cator of participation (number of words) and a peer-generated indicator (self-report
of own participation).

A premise underlying our studies was that equal participation is crucial for
collaborative learning as the effectiveness of collaboration for learning and prob-
lem solving is based on interaction between the members of a group. Productive
interactions are less likely to occur if only a few group members actively partici-
pate in the collaboration. As a result, less active group members will benefit less
from the collaboration. As outlined earlier, effective collaboration requires inter-
action to serve goals such as achieving a shared understanding (Baker et al., 1999;
Clark & Brennan, 1991), pooling unshared information (Deiglmayr & Spada,
2011; Stasser & Titus, 1985) or regulating the interaction (Järvelä et al., 2016;
Panadero & Järvelä, 2015). If not all learners participate evenly in these processes,
a group may not achieve its goal, for example because not all group members
shared their information which were required for finding a good solution to the
joint problem. In addition, studies report that learners experience frustration when
not all members of their group are actively contributing to the joint task (Strauß &
Rummel, 2021a) as well as dissatisfaction with the collaboration the more the
participation is unevenly distributed in the group (Strauß & Rummel, 2021b).

Thus, we sought to support groups in regulating the distribution of participation.
With regard to facilitating monitoring and regulation of collaboration, GATs have
been used in the past, also for fostering the regulation of participation (Janssen
et al., 2011; Jermann & Dillenbourg, 2008; Strauß & Rummel, 2021b). The notion
underlying a GAT that visualizes the current distribution of participation to the group is that the group can take up this feedback and compare the current distribution of participation to a desired distribution. Previous research showed that an uneven distribution of participation is a source of frustration for students (for an overview see Strauß & Rummel, 2021a). Hence, it can be assumed that students aim to achieve an equal distribution of participation, thus trying to regulate their interaction in a way that all group members contribute equally. However, most studies did not find direct effects of a GAT that displays group members’ participation on the distribution of participation in the group. In a recent study we investigated whether groups may benefit from explicit guidance (i.e., adaptive prompts) in addition to the tacit guidance of a GAT (Strauß & Rummel, 2021b). The results of our study left open whether a combination of collaboration prompts and a GAT helps groups to regulate the distribution of participation. Exploratory analyses of students’ use and perception of the support indicated that groups may need additional support for leveraging the feedback provided by the GAT, instead of explicit guidance regarding which actions may be useful given an uneven distribution of participation. Further, while using the number of words as an indicator for participation in an online environment is widespread, we acknowledge Hrastinski’s (2008) argument that operationalizing participation solely as the number of words that each group member had contributed may be an incomplete view of what participation includes. Against this background, we derived two small field experiments that explored the effect of additional guidance that targets the process of taking up the information from the GAT and reflecting on them, and that explored the effect of a more holistic operationalization of participation.

Both experiments were conducted in an online course for university students that went over fourteen weeks. On the university’s Moodle, students could access the learning materials for each of the six course topics (two weeks per topic), such as a lecture video, literature, and a quiz. During each topic, students worked in small groups to solve a collaborative task and create a joint answer text. Groups used a private group forum on Moodle for coordination and a private wiki to formulate their answer to the collaborative task.

Both studies took place during one course topic (i.e., two weeks), during which the students collaborated in groups of four to solve a collaborative task. In total, 104 students enrolled in the course and 84 (80.8%) agreed to participate in the study for monetary reward. During collaboration, groups received a group awareness tool which was constantly available on every page of the learning environment (main page, group’s discussion forum, the group’s wiki) on the right-hand margin of the Moodle environment.

To engage students with the GAT we followed the guidelines offered by Wise (2014) and Wise and Vytasek (2017) on how to implement learning analytics interventions in learning settings. First, the analytics should be integrated into the course and students should understand the goal of the analytics. Specifically, students need to be aware of the pedagogical goal of the current learning activity, understand what is considered effective engagement in this activity, and learn how the analytics help them monitor productive activity. We offered this information to
the students in a familiarization message that explained the tool’s pedagogical intent, that is, that active and equal participation during collaborative assignments is important for successful problem solving. Further, we explained that the GAT provided an up-to-date visual representation of the current distribution of participation.

Second, learners should be free to interpret the analytics and choose regulatory behavior. Specifically, learners should be able to set goals individually and assess whether they were able to attain them. In our studies, we implemented a collaborative reflection activity (see below) which required students to set goals, monitor their progress towards these goals and decide whether regulation of the collaboration was necessary.

A third aspect that is expected to enhance learning analytics interventions is that students need a frame of reference that helps them interpret the analytics. In our studies, this frame of reference was created during the collaborative reflection activity, that is, the general instruction (i.e., being active and achieving equal participation) and by the goals set by the individual groups.

Finally, learners should have the freedom and opportunities to negotiate the analytics, either with the teacher or with peers. This was a core aspect in our studies as the students worked in groups and received feedback on their collaboration, which they could freely view and discuss.

9.4 Field Study 1: Collaborative Reflection to Scaffold Feed-Up, Feed-Back, and Feed-Forward

In the first small-scale field experiment, we implemented a GAT together with collaborative reflection activity as part of the regular group task, which was expected to help groups actively engage with the feedback from the GAT. To learn more about the effects of additional co-reflection, we compared groups that only received a GAT with groups that received the GAT and also collaboratively processed the information provided by the tool.

From a theoretical point of view, one important step during regulation is reflection (Butler & Winne, 1995). In collaborative settings, peers can serve as resources for critically questioning experiences and developing alternative perspectives (Kori et al., 2014). Yukawa (2006) defined of collaborative reflection (co-reflection) as “cognitive and affective interactions between two or more individuals who explore their experiences in order to reach new intersubjective understandings and appreciation” (Yukawa, 2006, p. 206). Gabelica et al. (2014) refer to this concept as “team reflexivity”. A reflective team exhibits three behaviors. First, the team uses feedback to evaluate the group’s past performance, for example by collectively discussing the performance on a joint task. Second, the team searches for alternative ways to perform such a task in the future, and eventually, the team arrives at a shared decision on which strategies should be enacted in the future (Gabelica et al., 2014).
Given that reflection has been conceptualized as a key process during regulation, as well as based on findings that emphasize that a designated phase for reflection benefit the collaboration, we expected that providing groups with a collaborative reflection activity helps groups make use of the feed-back from a GAT. For our studies, we adapted the co-reflection activity from Phielix et al. (2011) who designed their co-reflection activity by integrating the suggestions by Hattie and Timperley (2007). This activity tasked the groups to clarify their goals of the current activity (feed-up), decide whether progress is being made towards this goal (feed-back), and eventually decide which activities are needed to progress towards the goal (feed-forward).

9.4.1 Sample, Materials, Procedure, Measures

We conducted the field experiment in a university online course. In total, 104 students enrolled in the course, of which 84 (80.8%) agreed to participate in the study. The study took place during the fourth topic of the course (i.e., week six of the course). By the time of the data collection, 51 participants (58.6% of the initial sample; 64.7% female; age: M = 24.00; SD = 3.45) were still active in the course. During the collaborative task, students collaborated for two weeks in groups of four. All groups received a GAT that visualized the participation of each group member as a bar graph (see Fig. 9.1).

Each bar in the GAT represented the number of words that each group member had contributed (group’s forum and wiki) and was updated automatically whenever a student submitted a new contribution. A legend below the GAT identified the individual group members. On mouse-over, the GAT displayed the absolute number of words for each group member. Through a collapsible text box below the GAT students could access a brief explanation of the GAT like the one they had received in the familiarization email. In addition, students could view the deadline of the current task and set individual to-dos by clicking on the buttons above the bar graph.

For the experiment, the students were randomly assigned to one of two conditions. Twenty-six students (six groups) received only the GAT during collaboration, while the remaining 25 students (six groups) received the GAT during collaboration and additionally performed the co-reflection activity.

At the beginning of the study, students in both conditions received a familiarization message which informed them about the role of active participation and how the GAT can assist them achieving equal participation. Afterwards, students worked on the collaborative task for two weeks. At the end of the first week, half of the groups performed the collaborative reflection activity.

The reflection activity was designed similar to the one presented by Phielix et al. (2011). We implemented the process of feed-up, feed-back and feed-forward in the form of four questions that students answered in Moodle: (1) “In your opinion: How should participation be distributed during collaboration in a team like yours? Explain.” (feed-up, goal-setting) (2) “Take a look at the visualization: How
Fig. 9.1 Group awareness tool displaying the number of words of a fictitious group

well is the participation in your team currently distributed? Give a rating (scale 1 (bad) – 5 (good)) and explain your rating.” (feed-back, reflection) (3) “Examine the visualization again and post your rating of the current participation into the forum. Discuss together the ratings of the team members and agree on a rating.” (feed-back, reflection) (4) “Is it necessary to change the way you participate? Develop a plan and set specific goals for your team regarding the distribution of participation (Who? What? When?). Write down your plan in the Etherpad” (feed-forward, goal-setting). Students answered the first two questions individually to prepare for the following co-reflection and subsequently answered the last two questions collaboratively in the group’s discussion forum.

Over the weekend of the first week, the students in each group (1) individually set a goal for the distribution of participation in their group, and (2) individually reflected on the current distribution of participation as displayed by the GAT. At the beginning of the second week, the members of each group negotiated (3) whether
regulation was necessary, and (4) how they can regulate their collaboration in terms of the distribution of participation.

To assess the *distribution of participation*, we used two measures. First, we calculated the gini-coefficient based on the number of words that each group member had contributed to the group’s discussion forum and the group’s wiki where they created a text that included the solution to the collaborative problem. The gini-coefficient uses the number of words that each group member had contributed and returns a value that represents the distribution participation for this group. This coefficient represents the distribution of participation for each group as a value ranging from 0 (perfect balance) and 1 (perfect imbalance) (Dorfman, 1979).

Second, to acknowledge students’ perception of the participation, we assessed perceived social loafing by asking students to rate how the participation was distributed during the collaborative task (−5, only one group member contributed; +5, every group member contributed equally) (Aggarwal & O’Brien, 2008). As a proxy for *engagement with the GAT*, we asked students to indicate how frequently they had looked at the GAT on average during the two weeks of the collaborative task.

### 9.4.2 Results

Our manipulation check indicated that students complied with the co-reflection activity. Specifically, students who co-reflected contributed significantly more words to their group’s forum (M = 256.57; SD = 176.91) than students who only received a GAT (M = 79.76; SD = 68.85; U = 127.00, Z = −3.73, p < 0.05), and also reported that they used the GAT to regulate the collaboration more intensely (M = 3.00; SD = 1.18) than their counterparts (M = 1.82; SD = 0.81; U = 77.50, Z = −3.01, p < 0.05). However, against our assumptions, students who performed the co-reflection activity (M = 6.33; SD = 4.51) did not report having looked at the GAT more frequently than students in the GAT condition (M = 5.76; SD = 2.71; U = 176.00; Z = −0.07, p > 0.05).

We hypothesized that the additional co-reflection activity helps groups achieve a more even distribution of participation. Our analyses revealed tentative evidence for this hypothesis, as the 17 students in the GAT condition rated the distribution neither as unevenly distributed nor evenly distributed (M = 0.94; SD = 3.09), while the 21 students who performed the additional co-reflection reported that the participation was more evenly distributed, as indicated by a larger positive value (M = 1.81; SD = 2.94). While this difference in means pointed into the hypothesized direction, it was not statistically significant (U = 140.00, Z = −1.14, p > 0.05). Further, we analyzed the distribution of the number of words that the students had contributed. Since the gini-coefficient is calculated for each group (i.e., the level of analysis are the groups of students, not the individual students), the number of cases that enter the analysis decreases. Since the remaining sample of 12 groups does not allow for inferential statistics, we report descriptive statistics (see Table 9.1). Groups in the two conditions only differed slightly in terms of the
total number of words (i.e., contributions in the group’s wiki and forum combined). On average, groups in both conditions reached a rather even distribution of overall participation as indicated by gini-coefficients below 0.5.

Carefully inspecting the distribution of participation, we found that there were groups in both conditions that achieved an almost perfect balance of participation (i.e., minimal values close to 0), as well as groups that did not achieve an even distribution of participation (i.e., maximum values tending towards 1). One group achieved a gini-coefficient of 1 as only one group member had contributed. It is important to note that this group may have been an outlier as the group with the next lower value yielded a gini-coefficient of 0.64. In comparison, the least successful groups that performed the co-reflection achieved a more even distribution of participation. Overall, the groups in this condition reached lower minima and maxima which indicates a more even distribution of participation. In sum, our data indicate a trend that is congruent with our expectation that groups would benefit from a collaborative reflection, however, our results were not statistically significant.

In a subsequent step, we explored the answers that students provided during the individual goal-setting activity (step 1) of the co-reflection task to learn more about students’ collaboration norms. Therefore, we coded the answers regarding the optimal distribution of participation that the 25 students provided during the individual part of the co-reflection activity. During coding, we assigned a label to each response, grouped similar responses, and eventually aggregated them along overarching themes.

The individual answers revealed that students generally valued equal participation. However, we identified four nuances of this collaboration norm. We used representative quotes from the students to name these nuances. We termed the first nuance “The participation in a team should be evenly distributed”. Six students (24%) stated that all group members should contribute evenly to the joint task, however “minimal differences [in participation]” are still acceptable. One student reasoned that participation should be evenly distributed since the requirements for all students in the group are the same. Students mentioned no further boundary conditions or possible compromises.

We summarized the second nuance of this collaboration “It’s normal that not everyone contributes the exact same amount, but the proportions should be right”. Most students (n = 14; 56%) noted that the distribution of participation may differ

<table>
<thead>
<tr>
<th>Gini-coefficients</th>
<th>GAT (n = 6 groups)</th>
<th>GAT + Co-reflection (n = 6 groups)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M (SD)</td>
<td>Min</td>
</tr>
<tr>
<td>Total number of words</td>
<td>0.45 (0.28)</td>
<td>0.11</td>
</tr>
<tr>
<td>Word count group wiki</td>
<td>0.55 (0.23)</td>
<td>0.37</td>
</tr>
<tr>
<td>Word count group forum</td>
<td>0.53 (0.19)</td>
<td>0.32</td>
</tr>
</tbody>
</table>
among the members of the group. Unlike students from the first category, students in this category included qualifiers such as “roughly” or “if possible”. For example, one student proposed dividing the work equally by the number of group members: “Everyone should contribute a part to the task. We are four people so we should divide the workload roughly (!) by four and then look through the results together.”

The third nuance can be summarized as “Essentially, the distribution should be even, but...”. Students who fell into this category (n = 3; 12%) advocated equal participation but also specified boundary conditions. While “participation should be equal by default” and also “fair and just”, multiple factors affect how evenly participation should be distributed. Students mentioned that the task, group members’ capacities, inactive group members, as well as the remaining time until the deadline should be considered. In addition, group members should get the chance to work on tasks that they can excel at. Students argued that uneven participation would be acceptable if a group member signaled early enough that they will not be able to contribute their fair share. In this case, workload could be redistributed. Finally, students acknowledged that asynchronous tasks allow team members to work at their own pace which may lead to uneven participation during the process but should even out towards the deadline.

Finally, we termed the fourth nuance “[...] it should become visible that every team member at least tried to contribute to the final result”. So far, most of the responses focused on the amount of participation. However, one student argued that “while the number of words does not indicate quality, a basic level of participation is required”. Specifically, the student noted that “every participant should say something” and “while not everyone needs to perform exactly equally, or write, that is, it should become visible that every member of the team tries to participate and contribute to the final result,” and had “[looked] into the topic”. In other words, any visible participation by the group members is appreciated.

Discovering these nuances lead us to assume that not all groups may strive for an exact even distribution of participation. Further investigating students’ collaboration norms help us understand under which conditions groups initiate regulation and which goal-state they aim for. For example, these collaboration norms may serve as mediating or moderating variables for regulation and explain differences in the degree to which groups are motivated to achieve an even distribution of participation.

To summarize, we conducted this first small-scale field experiment based on the assumption that groups may require additional guidance on how to engage with the information provided by GAT, instead of actional suggestions for effective regulation. In this first small-scale field experiment we investigated whether a collaborative reflection activity supports groups in leveraging the information from a GAT (i.e., information regarding the interaction in the group). Contrary to our expectations the results of our field experiment indicate that triggering co-reflection (i.e., a sequence of feed-up, feed-back and feed-forward) does not significantly affect the distribution of participation during online-collaboration. While descriptive trends point into the hypothesized direction, the data reported above need to
be interpreted with great care due to the limited sample size. In addition to comparing means between two experimental conditions, we further identified different collaboration norms that students may hold about the distribution of participation. We hypothesize that these different collaboration norms affect under which circumstances and to which goal-state the members of a group will regulate the distribution of participation within the group.

9.5 Field Study 2: Contrasting System-Generated Feed-Back and Peer-Generated Feed-Back

The second question that arose from our field experiment (Strauß & Rummel, 2021b) concerned the operationalization of participation. As discussed above, using the number of words contributed by each group member only captures one dimension of participation (Hrastinski, 2008). We explored this question with a second field experiment that we conducted in the same online course. Based on the promising results of the first study, we carefully assumed that groups benefit from a co-reflection activity and thus required students to answer the four reflection questions outlined above. To address the question of the operationalization of participation during collaboration, we developed a second version of the GAT that asked students to provide their peers with information about their own participation (i.e., peer-generated feed-back).

9.5.1 Using Peer-Generated Feed-Back to Include a More Holistic Operationalization of Participation

One potential limitation of the design of our earlier study (Strauß & Rummel, 2021b) was that we used the number of words as an indicator for participation during web-based collaboration. While this operationalization is common in research on e-learning and computer-mediated collaboration, Hrastinski (2008) argues that participation can be viewed more holistically. In his review, he identified six concepts of online learner participation: (1) Participation as accessing the e-learning environment, (2) participation as writing, (3) participation as quality writing, (4) participation as writing and reading, (5) participation as actual and perceived writing (i.e., a student makes contributions that are perceived as useful), (6) participation as taking part and joining in a dialogue. Further, he acknowledges that participation may also occur off-system (i.e., offline), for example when students research and read material, or make notes outside the e-learning environment. Importantly, some of these dimensions can be captured by computer systems (e.g., access to the collaboration environment, contributing words) while the remaining dimensions either require more complex computations (e.g., assessing quality writing, having read a contribution) or occur off-system and thus cannot be assessed automatically. If the indicator that is being used in the GAT does not suit the needs of a group, the group may not be able to assess the need for regulation.
For example, the number of words provides information regarding the quantity of participation but does not capture the quality of the contributions which may stem from a group member investing a lot of their time into working through the learning materials.

Against the background of Hrastinski’s review, we explored the effect of incorporating a more holistic view of participation in the GAT. Since not all dimensions of participation can be captured through logged events from the learning management system Moodle, we decided to ask the members of the group to display their participation by filling in a short questionnaire on their participation during the collaborative task. Using self-reports as a data source for a GAT is more closely connected to the original idea of group members displaying important information to their peers in order to promote group awareness (Buder, 2011) and can be found to varying degrees in prior studies, for example as peer-assessment of social performance (Phielix et al., 2011), individual task perception (Hadwin et al., 2018) or meta-cognitive judgements (Schnaubert & Bodemer, 2019). Therefore, in this second field experiment, students provided the system with self-reports regarding their own participation which was then visualized in the GAT. Thus, the GAT included feed-back regarding the distribution of participation which consisted of students’ perception of their own behavior. In our field experiment, we contrasted this source of feed-back with providing groups with the number of words that each group member had contributed (i.e., system-generated feed-back). Again, we assumed that groups may use the feed-back regarding the distribution of participation to the current distribution of participation with a desired distribution (i.e., equal participation).

9.5.2 Sample, Procedure, and Materials

The study was conducted in the same course in which we conducted the first field-experiment. This second study began in week eight of the course. By then, 50 participants (59.5% of the initial sample; age: M = 23.96; SD = 3.48) who agreed to participate and were still active in the course. Again, the participants were randomly assigned to one of two conditions. Twenty-three students (six groups) received a GAT that displayed the number of words that each group member contributed (system-generated feed-back). The remaining 27 students (seven groups) were asked to provide information on their own participation through a short questionnaire. This information was then visualized in the GAT (peer-generated feed-back).

Depending on the condition, the bars in the GAT represented the number of words that each group member had contributed (group’s forum and wiki), or the results of the group members’ self-reports, respectively. The GAT that visualized system-generated feed-back was identical to the one used in the previous field study. The GATs that visualized peer-generated feed-back as well as the pop-up for the participation questionnaire are shown in Fig. 9.2.
The bars updated automatically whenever a student posted a new contribution, or when a student filled in the participation-questionnaire. The participation-questionnaire was presented as a pop-up window in Moodle and contained three questions that the students rated on a 5-point Likert scale: (1) “I have been reading the posts of my team mates”, (2) “I have been working on the team task by preparing contributions, reading or by thinking about the topics”, (3) “I have contributed (both online and offline) in a way that brought my team forward”. The participation-questionnaire was displayed every time a student logged into Moodle for the first time each day; and returned each time a student returned to the main course page. If a student had answered the questionnaire, it would not appear for the rest of the day. Students could always update their participation via a button on the GAT. As in the previous field experiment, groups performed the co-reflection activity after the first week of the collaborative task.
9.5.3 Results

The average distribution of the total number of words (gini-coefficient) within the six groups that received a GAT with system-generated feed-back was more equal ($M = 0.34; \ SD = 0.25$) than the distribution in groups that received peer-generated feed-back ($M = 0.46; \ SD = 0.16$). Again, due to the small sample size of six groups per condition and non-response at the questionnaires, we did not conduct inferential statistics.

From the 50 students who participated in this field experiment, sixteen students from each condition (32; 64%) responded to the questionnaire. The 16 students in the system-generated feed-back condition rated the distribution of participation as rather evenly distributed ($M = 3.13; \ SD = 1.54$), while 16 students who received the GAT based on peer-generated feed-back perceived the participation as significantly less evenly distributed, as indicated by a value closer to zero ($M = 1.94; \ SD = 1.88; \ U = 76.5; Z = −1.98, p < 0.05$).

We further compared students’ perception of the different GATs (Table 9.2). Students who worked in a group that received a GAT that visualized the number of words rated the information in the GAT significantly more helpful than students who worked in groups that received a visualization of self-reported participation ($U = 55.50; Z = -2.90; p < 0.05$). Similarly, students in the system-generated condition rated the visualization of participation as more realistic than students in the peer-generated condition ($U = 68.00; Z = -2.475; p < 0.05$).

Altogether, exploring the data of our study revealed a trend that system-generated feed-back led to a more even distribution of participation in contrast to peer-generated feed-back. Interestingly, the group members perceived the peer-generated feed-back as less helpful and as a less realistic representation of the distribution of participation. Again, caution is warranted when interpreting the results of the field trial due to the small sample size. Nonetheless, we identified trends that indicate a coherent picture, that is, that while participation may encompass more than simply providing a certain number of words, students perceive this metric as helpful and more realistic than their peers’ self-reports.

<table>
<thead>
<tr>
<th>Table 9.2 Mean ratings of perceived helpfulness and perceived realism</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>System-generated (n = 16)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Feed-back was helpful</td>
</tr>
<tr>
<td>Realistic representation of participation</td>
</tr>
</tbody>
</table>
9.6 Discussion: What Are Boundary Conditions for the Effective Use of Feed-Back Regarding Collaboration?

For collaborative learning to unfold its potential, groups need to monitor their collaboration and assess the interaction in their group. To this end, they collect feed-back. In this chapter we argued that group awareness tools support groups in collecting feed-back on their collaboration, monitoring their collaboration, and adapting their interaction. However, groups do not benefit from the mere presence of these tools, neither can we take for granted that groups possess effective strategies to make use of the support.

We conceptualized social GATs as a means for feedback, specifically, feedback regarding the interaction. Groups can take up this feedback to improve their collaborative interaction. It should be noted, however, that not all tools that have been characterized as GATs may be conceptualized as source for feedback, for example cognitive GATs that display the knowledge held by the group members (e.g., Engelmann & Hesse, 2011). Prior research suggests that boundary conditions exist which affect the effectiveness of these tools (e.g., Dehler et al., 2009; Janssen et al., 2011; Strauß & Rummel, 2021b). To shed light on potential boundary conditions, we presented two small-scale field experiments that explored different ways of promoting regulation of participation. These field experiments were designed to explore questions that arose from our field experiment (Strauß & Rummel, 2021b) and other studies (Dehler et al., 2009; Janssen et al., 2007a, 2007b, 2011). Specifically, we explored whether groups benefit from instruction for collaborative reflection, and whether an indicator for participation that goes beyond the number of words provides groups with more useful feedback for their regulation. The results of our studies indicate a trend that a collaborative reflection activity may help groups achieve a more even distribution of participation, however, the analyses lack statistical power. Analyzing students’ perceptions of an “optimal” distribution of participation showed that students prefer an even distribution of participation, however, different notions may exist. Finally, the results of our second field experiment suggest that students perceive self-reported participation as less valid than a system-generated visualization of the number of words.

A major limitation of the two small-scale field experiments reported above is the small sample size. Further, the items used to assess the individual group members’ participation during the self-reports should further validated in more details in futures studies. Thus, the results can only serve to develop hypotheses that can be tested in studies with a larger sample. During the remainder of this chapter we will tie together the results of the two field-experiments reported in this chapter as well as the results from our first field-experiment (Strauß & Rummel, 2021b) and point out factors that may influence that process of taking up and processing feedback regarding the current state of the interaction in the group. While we use our studies as examples, we assume that the boundary conditions will apply to other types of GATs and other sources of visual feedback on collaborative interaction. We organize these factors along the phases of the collaboration management cycle.
(Soller et al., 2005) and try to ground them in prior research. We hope that this overview can serve as a starting point for future studies that investigate the role of these factors during collaboration.

Figure 9.3 shows the collaboration management cycle (Soller et al., 2005). Like other cyclical models of self-regulation (e.g., Butler & Winne, 1995; Zimmerman, 2000) the collaboration management cycle is based on the cybernetic notion of a system that seeks to achieve an equilibrium between its current state and a desired goal-state. To reach this desired goal-state, the system (i.e., a group) uses its sensors (i.e., senses, collaboration support) to collect feedback on the current state of the system, and then processes this feedback to compare the current state with a set desired state. In case of a discrepancy, the system tries to transform the current state into the goal-state. The original model only contains the phases and examples of supporting technologies for each phase. In Fig. 9.3 we added factors that may affect whether groups will or can take up the feedback from a GAT, process it effectively and perform adequate regulatory actions. Specifically, we propose processes that appear to be potential blockades for continuing monitoring and regulation of collaboration. Additionally, we propose properties of the learning environment that affect whether and how groups will engage in active monitoring and regulation. Finally, the knowledge, perception and motivation of the individual group members affect monitoring and regulation.

Fig. 9.3. Collaboration management cycle (Soller et al., 2005) and potential boundary conditions for the effective use of feedback on the collaboration.
9.6.1 Phases 1 and 2: Collecting and Aggregating Data

The general competence to monitor and regulate the collaboration can be termed socio-metacognitive expertise (Borge & White, 2016). In the first and second phase of the collaboration management cycle, a group (i.e., its members) or a support system (e.g., a GAT) collects and aggregates information about the current state of the group. Being able to do this requires that the learners of a group to look for cues, that is, feedback. In the case of a GAT, this includes noticing the feedback and paying attention to it. In our previous field experiment (Strauß & Rummel, 2021b) as well as in the two small-scale field experiments reported in this chapter we found that students reported having paid attention to the GAT, however, the number of times that students reported having looked at the visualization did not affect the groups’ regulation (i.e., achieving a more even distribution of participation). In this regard, the results reported by Janssen et al. (2011) suggest that the duration of interaction with the GAT is a better predictor of regulation based on the GAT than the mere frequency of interaction with the GAT. Obviously, the mere time spent on the GAT is only a correlate of (socio)cognitive processes that occur within the (members of the) group. Instead, the way that students take up and process the feedback predicts the time spent on the feedback. Which processes may play a role during this will be discussed in the respective sections for the subsequent phases of the collaboration management cycle.

A further aspect that may affect whether a group engages with the feedback is the data and the indicators that are being used to assess the current state of the collaboration. We suggest that the indicators need to be a valid representation as well as compatible with students’ perceptions. During the analyses in the first field study we found evidence that group members hold different conceptualizations of what an optimal distribution of participation may look like in a group. If support-systems like GATs use indicators that do not align with the learners’ perceptions, needs or goals, the learners may ignore the information and not engage with the support any further. For example, a group may pay less attention to the number of words if the group conceptualizes participation based on a different indicator, or if the students perceive the indicator as an unrealistic representation of their behavior. This can be linked to research on cue-utilization (e.g., de Bruin et al., 2017) which has shown that learners regulation depends on whether the learners able to use inadequate cues in order to assess the need for regulation. In this regard, future research should explore groups’ needs in terms of group awareness (Schnaubert & Bodemer, 2022) and valid cues that are suited to foster the regulation of collaboration. One question that is worth investigating in this regard is the compatibility between a valid operationalization of an aspect of the interaction in the group (e.g., the distribution of participation) and group members’ perception of what indicator best represents the respective aspect of the collaboration.

Furthermore, the relationship between the operationalization of the aspect of the collaboration that is being displayed in the GAT, (i.e., feedback on the collaboration) and the intended pedagogical goal of the GAT should be taken into account as well. According to Rummel (2018), one can distinguish between the
goal of the collaboration support and the aspect of the learning or collaboration that is being targeted by the support in order to achieve this goal. In our field studies, we collected the number of words that each participant had contributed to the group’s forum and wiki. The total number of words from each group member was then visualized to present the group the distribution of participation in their group (i.e., the “target” of the GAT). The intended effect of this visualization was to trigger reflection processes in the group which we assumed groups to regulate the distribution of participation and achieve a more even distribution (the “goal” of the GAT). That groups would be motivated to engage in regulation of the distribution of participation was based on the finding that an uneven distribution of participation is a source for frustration (see Strauß & Rummel, 2021a for an overview). As the second field experiment reported above showed, students perceive an even distribution of participation as desirable. However, a question that remains open after our field studies and similar prior studies (e.g., Janssen et al., 2011; Janssen et al., 2007a, 2007b), is which indicators may help groups regulate their collaboration. One potential pitfall when using only behavioral indicators in a GAT is “becom[ing] what you measure” (Duval & Verbert, 2012, p. 3). For the case of our field studies this would mean that the group members would simply focus on producing words. While the results of our original field study (Strauß & Rummel, 2021b) and the content of students’ collaborative reflection reported in this chapter do not suggest that students simply contributed more words in order to appear more active in the group, we found evidence of social comparison between students, especially upwards comparison. The particular case of our field experiments underscores the question how participation can best be operationalized. While the number of words is used in many studies it may fall short to capture all aspects of participation. Therefore, we explored the use of self-reported participation in our second field experiment reported in this chapter. While the relationship between the degree of participation of the individual group members, their satisfaction with the collaboration, effective interaction and eventually group performance is complex (see Strauß & Rummel, 2021b for a discussion), building on the argumentation for our second field experiment, implementing a more holistic indicator for participation that combines behavioral data from the learning environment, sensor data, the content of students’ and contributions self-reports (i.e., multimodal learning analytics, Ochoa, 2017; Praharaj et al., 2021) may be worth exploring since the distribution of participation in a group is not only a source of dissatisfaction (Strauß & Rummel, 2021a) but also central for learning through interaction and the group’s success.

Another potential boundary concerns students’ competence to process the feedback. For instance, the degree to which learners can process visual information (e.g., a graph in a GAT) depends on the way that the information is presented. Given the limited working memory capacity, visual feedback should be presented in a way that allows for easy processing. Here, research on instructional psychology (e.g., learning with multimedia, Mayer & Moreno, 2003), human–computer interaction, and human-centered design (e.g., Brandenburger et al., 2020; Jacko, 2012) can inform the design process and facilitate information processing.
Finally, it should be considered whether learners perceive the source of feed-back as trustworthy. Research on feed-back has not yet systematically investigated the role the feed-back source (e.g., teacher/experts, peers, task, computer system, self) (Panadero & Lipnevich, 2022), however, for example, Winstone et al. (2017) posit that signals of credibility such as expertise or experience may affect whether and to which extent learners engage with the feed-back. Our results indicate that students prefer the number of words as an indicator for participation over peer-generated feed-back, although the number of words may fall short to cover all facets of participation. This finding points to a tension between trust in computer-systems and trust in peers, or between trust in data and validity of the feed-back.

9.6.2 Phase 3: Taking up Feed-Back and Comparing It to a Desired State

During the third phase of the collaboration management cycle a group compares the current state of the collaboration to a desired goal-state. This goal may be set by the group itself or externally, for example by the task or the teacher. To analyze the relevant processes in more detail, we propose to distinguish between the process of taking up the feed-back and comparing the current state of the collaboration with the goal-state. Thus, we split phase 3 into two parts (3a and 3b, Fig. 9.3).

In the first half of phase 3 (i.e., 3a), a group deliberately takes up the feed-back (Hattie & Timperley, 2007) with the goal of comparing it to the desired goal-state. We assume that monitoring and reflecting upon feed-back requires more deliberate processing than merely noticing and viewing the information (phases 1 and 2). The model of regulated learning (Butler & Winne, 1995) as well as research on monitoring (Harkin et al., 2016) describe monitoring as a process that precedes regulatory action. Receiving feed-back in the form of a visualization then requires the competence to process the information. This may include data literacy (Calzada Prado & Marzal, 2013) as well as feed-back literacy, that is, “[…] an understanding of what feed-back is and how it can be managed effectively; capacities and dispositions to make productive use of feed-back; and appreciation of the roles of teachers and themselves in these processes” (Carless & Boud, 2018, p. 1316). These competencies enable learners to become active agents who make sense of the feed-back information and adapt their behavior (Carless & Boud, 2018).

In the second part of the third phase (3b), a group compares the current state with a desired state and assesses whether regulation is required. In case of a discrepancy, the collaboration management cycle predicts that the group initiates a reflection process to identify potential reasons for the discrepancy (Boud et al., 1985; Gabelica et al., 2014; Kori et al., 2014; Soller et al., 2005). Hattie and Timperley (2007) refer to this as feed-back. One potential barrier here is learners’ motivation. Following Butler and Winne (1995), students’ motivation affects how much they invest in regulation. Also, if learners do not expect that their efforts will
be beneficial for the groups’ performance they are less likely to put in additional effort (e.g., collective effort model, Karau & Williams, 1993). When the group members compare the current state with a desired goal-state, their interpretation of the current state and their knowledge about effective goals (e.g., which degree of discrepancy requires regulation) are further potential boundary conditions for regulation (i.e., feed-up). In this regard, Butler and Winne (1995) stress that the configuration of the goal-state should be appropriate because otherwise regulation fails to lead to desired outcomes. For the context of our studies, the questions remain whether achieving an even distribution of words is an appropriate goal for a productive group, which degree of inequality represent an ineffective state of unequal participation, and which indicators may be the most helpful for a group to monitor and regulate their collaboration (see Strauß & Rummel, 2021b for an initial discussion of this point).

With respect to the desired goal-state, we acknowledge that the individual group members may hold different (and diverging) perspectives of effective interaction patterns and goal-states. For example, the students in the first field experiment described above held different ideas of the “optimal” distribution of participation during collaboration. This ranged from an exactly equal distribution of words to any meaningful contributions. Consequently, within a group, there may not exist a shared understanding regarding the desired goal state (Clark & Brennan, 1991; Hadwin et al., 2018). Given that goals play an important role for regulation as goals describe the desired state that should be achieved through regulation, we propose that a shared understanding of goals and (un)desired states is necessary to negotiate and coordinate potential regulatory actions. Given findings that a shared perception of the current task is an important factor for effective collaboration (Hadwin et al., 2018), we hypothesize that a diverging set of goals or collaboration norms may affect the motivation to regulate the collaboration. Besides having the competence to process (i.e., make sense of) the information (i.e., feed-back), the members of a group collectively need the competence to collectively negotiate about the current state of the collaboration and whether action is needed.

### 9.6.3 Phase 4: Regulating the Collaboration

In the fourth phase, a group enacts regulation strategies to transform the current state of the collaboration into the desired goal-state (i.e., feed forward). Whether individuals enact strategies or adapt their behavior depends on their self-efficacy, that is, their expectation that they are capable of achieving a goal and whether their actions will lead to the desired goal (outcome expectation) (Luszczyńska & Schwarzer, 2020). Since striving to meet a goal is a volitional process which requires effort, Webb and de Bruin (2020) propose that individuals only invest this effort if the goal is important to them.

Further, Butler and Winne (1995) acknowledge that students’ perceptions and beliefs affect whether and how students process feed-back and consequently regulate their learning. For instance, if learners hold the belief that learning progress
occurs quickly, they are more likely to employ superficial learning strategies (Butler & Winne, 1995). Whether relevant perceptions and beliefs exist is still not explored.

Once students engage in regulation, their success depends on students’ knowledge about appropriate strategies (Butler & Winne, 1995; Carless & Boud, 2018; Webb & de Bruin, 2020) as well as their competence to enact these strategies (see Flavell et al., 1966; Hübner et al., 2010 for stages of strategy acquisition, and Kollar et al., 2007; Kollar et al., 2018 for internal collaboration scripts). If the learners of a group do not possess adequate strategies or lack the expertise to use them, the group may struggle to achieve the desired goal-state. At this point during the regulation, adaptive technology may scaffold the regulation process by suggesting groups with effective strategies. When designing an adaptive system that offers groups explicit guidance (i.e., a guiding system, Soller et al., 2005), designers need to consider students’ internal collaboration scripts (Kollar et al., 2018) and which threshold values indicate a problematic state (i.e., what constitutes a “large” discrepancy between the current state and the desired goal state). This value does not necessarily have to be in line with students’ perceptions but still should motivate students to follow the prompted regulation strategy. If students do not agree with the system’s assessment of the current state or with the proposed strategy, they may be less compliant with the support. The challenge of compliance with instructional support has rarely been addressed by prior studies (some exceptions are Bannert et al., 2015; Daumiller & Dresel, 2019; Kwon et al., 2013). Again, students’ trust in the feedback may influence whether they engage with it or follow suggestions made by the collaboration support. The question of compliance may further depend on the pedagogical implementation of the support. Wise (2014), Wise and Vytasek (2017) suggest that learning analytics interventions need to be implemented carefully. Alternatively, instead of providing learners with agency to engage with feedback, computer support may also include coercion (Rummel, 2018) to achieve compliance. Previous studies (e.g., Kirschner et al., 2008) provide promising evidence that coercion benefits collaboration. However, the question remains whether students on all competence levels equally benefit from coerced support (over-scripting, Dillenbourg, 2002).

Another factor that plays a role are learners’ goals during collaboration. While working in a group, developing group awareness is only a secondary task for the group (Gutwin & Greenberg, 2001) while the primary goal usually encompasses solving a problem or creating a joint artifact such as a presentation. According to Borge et al. (2018), groups rarely invest effort in regulating the interaction, instead, they focus on solving the joint task. Thus, during collaboration, a group may not invest much effort in achieving an even distribution of participation. Students’ goals during collaboration further affect how students perceive and use collaboration environment. As a result, students may appropriate the support so that they can achieve their goals (Tchounikine, 2016, 2019). For example, students in our field experiment (Strauß & Rummel, 2021b) reported using the GAT to learn which group members can be trusted to be good collaborators. The observation
indicates that the original purpose of the GAT may not have covered students’ needs in terms of feed-back.

## 9.7 Conclusion

In this chapter, we conceptualized group awareness tools (GATs) from a feedback perspective and argued that groups may use this feedback to regulate their interaction. Improving the quality of the interaction in the group serves not only the performance of the group (e.g., successfully solving a problem) but also affects learning through interaction. As prior research on instructional feed-back and peer-feed-back has shown, there are several factors that affect whether and to which degrees students can benefit from feedback, and thus from GATs. While cybernetic models like the one proposed by Soller et al. (2005), Butler and Winne (1995) or Zimmerman (2000) are often used to describe the regulation processes, these models may falls short to model the intricate details of regulation, such as students’ goals, motivation, perceptions, or competencies, and thus may fall short to predict regulation processes.

Thus far, research on GATs has not presented a comprehensive framework regarding the mechanisms underlying their effectiveness. We became sensitive to this issue because implementing GATs into authentic learning settings did not yield the expected results and our explorative analysis lead to more questions than answers (Strauß & Rummel, 2021b).

Based on the results of prior research and our studies, we propose that leveraging feedback from GATs regarding the interaction of groups is demanding for students and that research still must identify the mechanisms and boundary conditions for this type of collaboration support. Bringing together evidence from different fields such as team feedback, instructional feedback, peer-feedback, and group awareness, we located different boundary conditions during the process of computer-supported monitoring and regulation of collaboration. Since our work is only a first step towards a systematic investigation of monitoring and regulation of interaction in groups and how groups may leverage feedback regarding the interaction, we warmly welcome future research on how groups can benefit from feedback on their collaboration.
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10.1 Introduction and Background

The acquisition of cross-curricular complex skills (such as collaboration, presentation and information skills) is important for students in secondary education, as they are often required in their future professional life. However, looking closer at daily practice in secondary schools, it shows that they struggle with how to organize the acquisition, guidance and supervision and (formative and summative) assessment of these skills. Both schools and teachers recognize the importance of teaching cross-curricular complex skills, nevertheless they are only practiced occasionally (Rusman et al., 2014; Thijs et al., 2014). The extent to which this happens also largely depends on efforts of individual teachers. Moreover, the SLO (Dutch national institute for curriculum planning and development) points...
out that the training of skills is often not organized in a methodical, structured, goal-oriented and substantiated manner (Thijs et al., 2014, p. 103). When schools support the acquisition of cross-curricular complex skills, it is often done through project-based education, using textual rubrics occasionally and incidentally and in a time-and paper consuming manner. Furthermore, to streamline both acquisition of these skills as well as supervision and guidance during practice, students and teachers need to develop a concrete and consistent mental model of skills. If students know to what skill performance level they work towards (feed-up) and where they stand with regard to this level (feedback), they can better regulate their practice (feed forward) to achieve these objectives (Hattie & Timperley, 2007).

An analytic assessment rubric describes skills’ mastery levels, usually textually, through a set of quality criteria and descriptions for the constituent skills of a specific skill (Andrade & Du, 2005). Thus, they can become a ‘mirror’ to determine one’s skills performance level. However, we expected that textual rubrics could still be improved, as many aspects of desired behavior can hardly be described into words. Therefore, we designed and developed a technology-enhanced and structured formative assessment method, called Viewbrics. Within the Viewbrics method, we alternatively proposed to use video-enhanced rubrics as a manner to counterbalance disadvantages of textual rubrics.

We were interested whether such a technology-enhanced structured formative assessment method, with either video-enhanced or textual analytic rubrics, could offer a more efficient and effective solution to teach, practice, achieve and formatively evaluate cross-curricular complex skills. Thus, the design-based research project Viewbrics was conceived (Rusman et al., 2019). In this chapter a (theory and practice-based) description of both the design and development as well as the characteristics of the Viewbrics technology-enhanced formative assessment method are described. Furthermore, overall results of two alternative pilot implementations of the Viewbrics method (video-enhanced or textual rubrics) on students’ mental models, feedback quality and skills’ performance levels regarding complex skills in two secondary schools are reported.

10.1.1 The Acquisition of Complex Skills, Formative Assessment and (Video-Enhanced) Rubrics

Complex skills consist of constituent subskills which concertation require high cognitive effort and concentration (Kirschner & Merriënboer, 2008; Van Merriënboer & Kirschner, 2017; Voogt & Pareja-Roblin, 2012). Complex generic (also ‘transversal’ or ‘twenty-first century’) skills are not specific for a domain, occupation or type of task, but important for all kinds of work, education and life in general. These skills are applicable in a broad range of situations and many subject domains (Bowman, 2010). To master a complex skill, it requires frequent, prolonged and repetitive practice, but also (timely) feedback on performances. Also modelling examples and variability in application contexts influence skills’ acquisition (Kirschner & Merriënboer, 2008; Van Merriënboer & Kirschner, 2017). One
of the instruments that can be used to support skills acquisition through structured feedback and reflection during practice are rubrics. Rubrics define the features of work that are considered quality, and can be either holistic or analytic. It is a mechanism for judging the quality of a students’ performance on a task (Arter & Chappuis, 2006; Sluijsmans et al., 2013). Analytic assessment rubrics describe a skill, their constituent subskills and a set of quality criteria (performance indicators) for the various mastery levels of a sub-skill (Andrade & Du, 2005) in text. Performance indicators specify aspects of variation in the complexity of a skill, constituent sub-skills and related performance levels (Rusman & Dirx, 2017). For example; the skills mastery (as displayed and visible behaviour) ranging from a novice to that of an expert. When students acquire insight in their performance compared to the targeted mastery level of a complex skill, they can better monitor their own learning activities and communicate with teachers (Panadero & Jons- son, 2013; Schildkamp et al., 2014). Thus, rubrics provide opportunities to jointly adjust the teaching–learning process through reflection. Furthermore, an analytic rubric provides the opportunity to structure teachers’ and peers’ timely and informative feedback, but also to clarify and make expectations about the strived-for mastery level(s) of a skill clear in advance (feed-up) to the learner. This helps learners at the start to envisage the targeted mastery level (Berry et al., 2007) and enables them to focus on the aspects of a skill that they didn’t master yet very well while practicing.

However, many aspects of complex skills mastery refer to motoric activities, time-consecutive operations and processes that are hardly captured in text (e.g. body posture or use of voice during a presentation) (De Grez et al., 2013; O’Donovan et al. 2004). Furthermore, the context in which a skill is practiced and behavior enacted is important. Contextual conditions and characteristics imply and generate implicit knowledge (tacit knowledge, ‘knowing how’/’knowing why’), which is interwoven with practical activities, operations and behavior in the physical world (Westera, 2011). Text supposedly also leaves more space for personal interpretation of performance indicators of a complex skill than video. Also, in educational practice it showed that textual analytic rubrics didn’t clarify the desired mastery level of a skill sufficiently and concrete enough for pupils, as students often asked questions like “What should I exactly do?” and “To what kind of things should I pay attention to?” (Rusman, 2015). Therefore, text-based analytic rubrics only have a restricted capacity to clarify the targeted mastery level of a skill and to assess shown behaviour, as they don’t provide information on visible behavioral aspects of mastering a skill (Berry et al., 2007). This could supposedly lead to incomplete and inconsistent mental models of students of the expected skill performance level.

However, these restrictions could might be overcome with video-enhanced rubrics. A video-enhanced rubric (VER) is the synthesis of video modelling examples and a text-based analytic rubric in a digital formative assessment format (Ackermans et al., 2017, 2019b). Video-enhanced rubrics could foster observational learning from desired behavior of a role model in (good/bad) video modelling examples (De Grez et al., 2013; Rohbanfard & Proteau, 2013; Van Gog
et al., 2014). They can also capture implicit contextual knowledge, as they show motoric, temporal and contextual information of a skill, which cannot be expressed in words (Ackermans et al., 2017; Westera, 2011). Van Gog et al. (2014) found an increased performance of task execution when a video-modelling example of an expert was shown and De Grez et al., (2013, 2014) found comparable results when learning presentation skills. Moreover, when teacher trainees compare their own performance with video-modelling examples they ‘overrate’ their own performance less during self-reflection than without these examples. Additionally, teacher trainees gained an improved insight in their performance compared to the targeted mastery level of a complex skill (Baecher et al., 2013). Therefore, we alternatively proposed to use video-enhanced rubrics within the Viewbrics method as a manner to counterbalance disadvantages of textual rubrics.

10.1.2 Technology-Enhanced Formative Assessment: Process Support for Goal Setting, Practice, Feedback, Reflection and Self-regulation

Formative assessment or ‘assessment for learning’ aims to support teaching and learning processes by providing developmental feedback to learners (and their teachers) on their understanding or skills during a period of practice and instruction (Black & William, 1998). Formative assessment differs from summative assessment in that it is a continuing process of feedback. In this continuing process information on learners’ performances is gathered continuously and mirrored against a set of predefined criteria or good practices. Information is also used to shape improvements and promote an individual’s learning, rather than serve as a final formal summary of learners’ achievements (Sluijsmans et al., 2013). Providing feedback during formative assessment is also one of the most effective ways to support learning processes (Hattie & Timperley, 2007). Feedback can be specified at different levels (e.g. looking at self-, task-, process-, or self-regulation aspects (Hattie & Timperley, 2007), and by means of different sources, such as self-, peer-, expert- or teacher feedback or via ‘built-in’ feedback in (technology-enhanced) educational materials (Sluijsmans et al., 2013). The aim is to gather information about (the gap between) the current and desired personal performance goal or mastery level and how this gap can be closed. For example, by carrying out specific learning activities, altering behaviour or (adapted) instruction. To learn new skills, learners first need support to form a clear mental model of the strived-for performance objectives (feed-up). Second, they need concrete, supportive and timely information (Shute, 2008) on their performance in relation to these objectives and instructions or guidelines on how further growth could be achieved by altering learners’ thinking or behaviour (feedback). Finally, learners need to reflect on the gained feedback so that they can specify new or adapted objectives and determine where their focus should be when practicing further (feed-forward) (Hattie & Timperley, 2007). The responsibility for learning is shared between both learners as teachers and eventually with their peers (McManus, 2008; Black & Williams,
They determine (jointly) where a learner is going (goals), where (s)he is now (how am I going?) and how a learner can get where (s)he wants (where to go next?) (Hattie & Timperley, 2007), thus forming a natural self-regulative cycle with a Forethought, Performance and Self-reflection phase (Zimmerman, 2008, p. 178). Peer assessment and feedback can play an important role in formative assessment, next to self and expert assessment (Filius, 2019). Both receiving peer feedback as well as providing peer feedback yield improved learning gains compared to only teacher feedback, such as improved presentation skills, critical thinking, self-regulation and reflection skills (Boud, 2001; Vincent-Wayne & Bakewell, 1995; Vincent-Wayne & Bakewell, 1995). Students also self-report that they learned more from providing peer feedback then receiving it (Filius, 2019). Additionally, providing peer feedback in a written form both force and facilitate students to analyze and think critically about a performance and also to phrase and express it in an understandable manner. With written peer feedback students experience extra time to think, reflect and express their feedback, compared to oral and (often) immediate feedback. Peer feedback also offers a practical merit, in that it can facilitate learning and development of students, with a reduction of teachers’ time and effort (Candy et al., 1994; Filius, 2019). However, in order to increase the effectiveness of peer feedback, it is important to instruct students in advance in providing (high quality) peer feedback (Nicol, 2010; Shute, 2008).

Furthermore, technology can offer different affordances that potentially facilitate and enhance formative assessment and feedback processes (Norman, 2013; Rusman et al., 2013). It improves access to practice and assessment by different actors (e.g. by peers, experts and teachers) anytime, anyplace and anywhere, enabling learners to measure their understanding when and how often they want and allow them more control of their learning. Feedback times can be shortened and this can help to change misconceptions rapidly, or feedback may be given from different perspectives, within a group or adapted to a learner. Thus, technology can affect feedback quality. Also, technology can track, trace, store, process and visualize learners’ results as well as actions (Looney & Siemens, 2011), which makes them visible and available for various learning purposes, such as individual or group reflection or to evaluate and visualize learners’ progress and growth. Technology can also affect teacher efficiency, as teachers can be supported with various tools helping to reduce assessment time and material (e.g. save ‘piles of paper’ and related work), thus saving time and costs that can be spent otherwise. Additionally, as technology enables rapid updating and combination of (recent) material and display of various formats (e.g. video, audio, annotation etc.), it can also contribute to more varied and authentic assessment designs (Rusman et al., 2013).
### 10.1.3 The Objectives and Outline of the Viewbrics Project

In the Viewbrics project we designed a technology-enhanced formative assessment method with (video-enhanced or text-based) analytic rubrics, to provide both teachers and learners with structured, feasible and convenient process support to formatively assess and provide high quality feedback while practicing skills and to monitor students’ skill performance growth. We aimed to fulfill the need for practical, implementable educational models, methods, assessment indicators and instruments, ICT-tools and guidelines to support the acquisition of complex (twenty-first century) skills. We also aimed to make the process of implementing learning activities and assessment practices for skills acquisition more straightforward (Rusman et al., 2014; Thijs et al., 2014). A valid, standardized, cyclic and repeatable technology-enhanced assessment process, in which (video-enhanced) rubrics are ‘set’ instruments to provide structured, timely, specific and relevant feedback, was desirable from that (practical and straightforward) stance. This could also help to overcome the use of analytic rubrics for summative assessment purposes only and embed formative assessment more regularly in daily educational practice. Additionally, we wanted to introduce a way to make behavior resembling the various mastery levels of a skill more visible as well as structurally support teachers and pupils in the process of providing and using feedback while practicing skills, for which we designed and developed (video-enhanced) rubrics.

Furthermore, we aimed to study effects of structured technology-enhanced process support for formative assessment, peer feedback and the use of (video-enhanced) rubrics for skills acquisition. More specifically, whether technology-enhanced formative assessment process support, peer feedback and video-enhanced rubrics resulted in a more complex (‘richer’) mental model of a complex skill; improved feedback quality and/or quantity and a significant growth in learners’ skills performance.

In this practice-and design based research project (Rusman et al., 2019), an interdisciplinary project team collaborated intensively with various stakeholders (teachers, students, school board, researchers and experts (educational, ICT, interface design)) in order to develop and investigate the Viewbrics method and accompanying digital tool. This was done for three complex (twenty-first century) skills, namely presentation, collaboration and information literacy skills. The project had two phases:

1. a cyclical design-oriented phase for the development of the (technology-enhanced) formative assessment method, the textual rubrics and the video-enhanced rubrics with stakeholders.
2. a (practice-based) research phase into the effects of implementing the method
In the first phase stakeholders met in a core development team, in order to develop the Viewbrics method and the (video-enhanced, VER) rubrics, both from theoretical as well as practical perspective. The core team met once every two weeks. Theory-informed proposals and prototypes for the development of the method and the video-enhanced rubrics (Ackermans et al., 2017, 2019; Mertler, 2001; Van Strien & Joosten-ten Brinke, 2016) were developed, discussed and adapted in line with the feedback of stakeholders: students, teachers and experts. Questions like “How many performance level descriptions will we use in the rubric?; What are the (dis)advantages of starting with the highest or lowest performance level descriptions at the left side of the rubrics? How can we foster a growth perspective of students on their skills development? What steps should the formative assessment method consist of and what/where could be the added value of technology? What should be the constituent subskills described within the rubrics? What behavior can we show in the video modeling example and how should it connect and relate to the performance level description of a subskill?” were discussed, both from a theoretical (based on scientific literature) as well as a practical stance and jointly decided upon. This resulted in a prototype of the technology-enhanced formative assessment process; three analytic text-based rubrics for presentation, collaboration (see Fig. 10.1) and information literacy skills and the design and development of video-enhanced rubrics in which video modelling examples were combined with textual rubrics in a digital formative assessment format (Ackermans et al., 2017, 2019b).

Once a first working technology-enhanced version of the Viewbrics method was ready, it was evaluated on its usability and usefulness with students and teachers in two secondary schools (Rusman et al., 2018) and further adapted, developed and evaluated, until stakeholders were satisfied with the Viewbrics method. In the second phase, the effect of using the Viewbrics technology-enhanced formative assessment method with video-enhanced rubrics and textual rubrics was investigated at two secondary, pre-university education schools for 24 weeks and compared with existing educational practice for skills acquisition (as a control group). This research took place within project-based education, with secondary school students and teachers in six classes (two classes with video-enhanced rubrics, two classes with textual rubrics and two classes as a control group).

We expected that video-enhanced rubrics and textual rubrics within the technology-enhanced formative assessment method, compared to the current educational practice, could lead to richer mental models and improved feedback quality for both students and teachers. As a result, we ultimately expected an increased mastery of skills by students. Additionally, we expected that video-enhanced rubrics compared to textual rubrics, used within the same technology-enhanced formative assessment method, would lead to richer mental models, improved
Fig. 10.1 Example of skill decomposition and developed rubric for 'collaborating' skill
feedback quality, and improved skill performance of students. This led to the following twofold research question, which was investigated for three cross-curricular complex skills (presentation, collaboration and information literacy skills):

1. Do rubrics, applied within a (technology-enhanced) formative assessment method, improve (i) the mental model of (ii) the feedback on, and (iii) the performance of a (cross-curricular) complex skill among secondary school pupils when compared to existing educational practice?
2. Do video-enhanced rubrics, applied within a (technology-enhanced) formative assessment method, improve (i) the mental model of (ii) the feedback on, and (iii) the performance of a (cross-curricular) complex skill among pupils in secondary education when compared to textual rubrics?

10.1.4 The Designed Intervention: The Viewbrics Technology-Enhanced Formative Assessment Method

In this section the Viewbrics technology-enhanced formative assessment method is described from the student-learner perspective. The overall formative assessment process supported by the Viewbrics method is visualized in Fig. 10.2 and consists of five main steps, that are described below and illustrated with main interfaces.

Step 1—Watch (video-enhanced) rubrics: Students look either at video-enhanced rubrics (VER) with video-modeling examples and information processing support (by means of a questioning mechanism (Ackermans et al., 2017, 2019b)) or text-based analytic rubrics in the digital tool, in order to form a mental model of a complex generic skill and the strived-for mastery level. This is done to facilitate mental model creation and goal-setting of learners. In the VER implementation of the Viewbrics-method, learners first watch the complete video-modelling example (holistic), then they process the video modeling example by

Fig. 10.2  Formative assessment process in the [Viewbrics] method from a student perspective
means of information processing questions, a modeling example of the highest mastery level of a constituent subskills and color codes which allow learners to link scenes in the video to the related constituent sub-skill in a rubric (Ackermans, 2019; Ackermans et al., 2017, 2019b; Rusman et al., 2019, p. 20) and then they watch fragments of the video-modelling examples, associated with and starting from a subskill (Fig. 10.3) and review the complete video. In the text-based rubric setting, students click through the skill-hierarchy and constituent subskills, and can read through the performance level descriptions related to each subskill.

Step 2—‘Practicing a skill’: Students go ‘into the real world’ in order to practice a skill in the educational scenario a teacher provided them with and with the impression of skilled behaviour they formed by looking at the (VER) rubric. In the Viewbrics project this was done in the context of project-based education. Peers and teacher provide feedback on the ‘live’ performance of a student in class through the use of digital devices (e.g. tablet, laptop), however students only received an overview of this feedback after they did a self-assessment of their performance. Additionally, students provide peer-feedback to the performances of their colleagues, in addition to the teacher (Rusman et al., 2019, p. 21).

Step 3—‘Self-assessment’: Based on their own experience with practicing skills, their perception of their own performance and the built-in support in the Viewbrics method [(video-enhanced) rubrics, analysis/comparison of performance through peer assessment and technology-enhanced process support] students self-assess their performance by means of the rubrics in the
digital tool (Rusman et al., 2019, p. 22 & 23). The self-assessment is designed comparable to the peer-assessment process, only the person and performance setting vary. Rubrics are organized in skills clusters and sub-skills (Fig. 10.4). Each sub-skill is described in a rubric with four performance level descriptors (Fig. 10.5). Only after completing the self-assessment, students can take a look at the 360-degree feedback of peers and the teacher (who assess students’ performances while practicing by scoring the rubrics on a digital device and providing additional tips and tops per skills’ cluster). This 360-degree feedback consists of a visualization and a summary of all tips and tops given by peers and teachers.
Fig. 10.6  Skill performance feedback wheel representing students’ performance scores

Step 4—‘Review and analysis of feedback’: The feedback provided by peers and teacher is visualized in a ‘skill performance wheel’ representing students’ performance score on subskills of a complex skill (Fig. 10.6) (Rusman et al., 2019, p. 23 & 24). Each ‘spoke’ of the wheel represents a constituent subskill of a complex skill and each ‘level’ on a spoke aligns with a rubric performance level description of this subskill. This visualization allows students (and teachers) to see at a glance on what skills they may still improve and what skills they performed well on, to direct their further and future practice. Performance growth or shrinkage between assessment moments through time are visualized in performance level color highlights (red for performance reduction, green for growth in performance, blue for stable performance) (Fig. 10.7) and the top three skills that went either well or less well during practice are presented below the wheel. Additionally, all provided textual tips and tops are summarized in a feedback report. Students analyze this information and determine what went well and what subskills may still need improvement.

Step 5—‘Determine (next) learning objectives’: Students describe their learning objectives in the digital tool based on their analysis of self-, peer- and teacher feedback in both the skills performance wheel and the tip/top summary report,
to determine where to focus on during their next practice session (Fig. 10.8). This information becomes part of their formative assessment report of one specific assessment moment (M1) in time, to be used and referred to for future practice and which can be compared to a latter practice session and performance.

**Fig. 10.7** Complex skill growth visualization on dashboard

**Fig. 10.8** Description of skills’ learning objectives for next skills practice session
10.2 Method

To determine the effect of using the Viewbrics technology-enhanced formative assessment method with video-enhanced or textual rubrics on the mental models, (perceived) feedback and skills performance of students, two secondary pre-university education schools used the method for 24 weeks (Ackermans, 2019; Rusman et al., 2019). This study took place within the context of project-based education, with students and teachers in six low-secondary school classes (two classes using video-enhanced rubrics, two classes using textual rubrics and two classes as a control group), to compare with existing educational practice for skills acquisition. A mixed method approach was chosen, in which both quantitative and qualitative data (interviews) were combined, using and combining results from various research instruments, such as concept maps (as a representation of a mental model), rubric scores, written tips and tops, questionnaires and (focus group) interviews. A time-series approach (Field, 2009) for data collection was adopted for detecting differences in the measurement of mental models and skill performance of students. Data were analyzed by means of a test for the practical equivalence of the development models of both experimental and control groups (Ackermans, 2019; Ackermans et al., 2019a, 2019b; Kruschke, 2018; Rusman et al., 2019).

10.2.1 Sample

This study was carried out in an ecological manner and therefore used a convenience sample. Each participating school had one class using video-enhanced rubrics, one using textual rubrics within the technology-enhanced formative assessment method and one control group (skills acquisition education as usual). Participating students were between 12 and 14 years old. In total 153 students and four teachers participated.

10.2.2 Instruments

The change in mental models of the three cross-curricular complex skills was measured via a quantification of the ‘richness’ of concept maps. A concept or mind map is an external graphic representation of a mental model, derived from the learner’s self-generated concepts (Ackermans et al., 2019a; Dhindsa et al., 2011). A rich mental model is rich in concepts (multitude of concepts), has a linear structure, contains hierarchies and a multitude of complex relationships (Besterfield-Sacre et al., 2004; Buzan, 2003; Novak & Gowin, 1985). We used the number of concepts in the concept map as an indicator for the width of the mental model, determined the depth of the mental model by looking at the structure of the concepts and the number of hierarchies and determined the strength of a mental model by counting the number of explained and unexplained relationships between concepts and different segments of the concept map (Ackermans et al.,
These indicators were part of the scoring instrument that we used for mental model richness (Evrekli et al., 2010; Van Beek-Sweep, 2018). The quality of the feedback was determined with a self-developed instrument. This instrument performs a quantitative analysis of (overlap in) word use between the feedback given (in tips and tops) and the text of the rubrics (Ackermans et al., 2021b; Hirschberg & Manning, 2015). Additionally, interviews were carried out with students. The mastery of a skill was determined via an average rubric score (self-, peer-, expert assessment) of a student’s performance on this skill (Ackermans et al., 2021a).

10.3 Results

The specific data and results were presented in the Dutch end report of the Viewbrics research project (Rusman et al., 2019) and in a PhD thesis (Ackermans, 2019). We here report and summarize the overall obtained research results. When using the technology-enhanced formative assessment method for the acquisition of cross-curricular complex skills for students in lower secondary education, we obtained the following results (Ackermans, 2019; Rusman et al., 2019):

- Students in both experimental groups performed significantly better in the three cross-curricular complex skills compared to the control group. This effect of the structured Viewbrics technology-enhanced formative assessment method with peer feedback is therefore independent of the modality of the rubrics (textual or video-enhanced) (Ackermans et al., 2021a).
- Students in the video-enhanced rubric settings developed a significantly richer mental model of collaboration and information skills compared to the control group (Ackermans et al., 2021b). This effect of the technology-enhanced formative assessment method is therefore dependent on the modality of the rubrics (video-enhanced). There was no significant difference in the mental model for presentation between the experimental and control groups. Possibly this could be due to the fact that the starting mastery level of students for this skill was initially already higher, so that less “growth” in mental models could be achieved.
- Compared to textual rubrics, applied within the technology-enhanced formative assessment method, the video-enhanced rubrics did not lead to a significant improvement of mental models and performance of collaboration, information literacy and presentation skills (Ackermans et al., 2019a).
- The video-enhanced rubrics, applied within the technology-enhanced formative assessment method, resulted in significantly higher feedback quantity of tips and tops, compared to textual rubrics (Ackermans et al., 2021b). However, feedback quality and consistency of the remarks within the tips and tops were not significantly improved.
10.4 Discussion

Based on various design principles, derived from educational theory on formative assessment, skills acquisition and (peer) feedback, we expected that the Viewbrics (technology-enhanced) formative assessment method would improve (i) the mental model of, (ii) the feedback on, and (iii) the performance on a (cross-curricular) complex skill among secondary school students when compared to existing educational practice. We also looked whether the format of the rubrics used within the method (video-enhanced or text-based) would affect learning outcomes and feedback. Looking at the effectiveness of the Viewbrics technology-enhanced formative assessment method, combining self-, peer- and expert assessment with analytic rubrics for the acquisition of complex generic skills, this study yielded affirmative research results. Based on previous studies on supporting formative assessment with written (self-, peer- and expert) feedback, we expected that the Viewbrics method would support students’ skills performance and growth, which it indeed did. This effect was independent of the rubric format. Furthermore, students in the video-enhanced rubric group developed richer mental models compared to existing educational practice, however this effect was insignificant compared to use of the Viewbrics method with text-based rubrics. It seems that mainly the use of the Viewbrics technology-enhanced formative assessment method with (self-, peer- and expert-) feedback by means of rubrics, independent of the format, supported students’ skills acquisition. Furthermore, feedback quality and consistency were also independent of rubric format (video-enhanced or text-based), although feedback quantity increased in the video-enhanced setting.

This study has a number of limitations: first, we have implemented the technology-enhanced formative assessment method at a limited number of secondary schools, with a limited number of students and teachers. This may have consequences for the applicability and the generalization of measured effects in other educational settings. Additionally, we had a limited time-frame for implementation (24 weeks, 16 effective lesson weeks) of the method. Perhaps if the method had been used for a longer period, with more (regular) practice moments in multiple classes, this study would have yielded different results. A final limitation is that the video modelling examples of the video-enhanced rubrics were developed only for the highest skill performance level. Perhaps several video modeling examples for different skill levels or multiple examples for one performance level description would have had a different effect. Furthermore, the development of video-enhanced rubrics is time-and cost intensive, which has to be considered. However, looking at previous studies, one might expect that a video-enhanced rubric, combining video modeling examples with a text-based analytic rubric, can have an added value for learning skills, compared to a text-based rubric only (Rohbanfard & Proteau, 2013; Van Gog et al., 2014). Therefore, it is still worthwhile to explore effects of alternative implementations on students’ complex skills acquisition in future research.

Although there is research available on (technology-enhanced) formative assessment, the use of rubrics, modelling examples and the use of multimedia for
learning respectively, research on the combination of these concepts to learn complex skills and design specific process support is rare. This study contributed both by the design of video-enhanced rubrics, as by exploring its effects. Moreover, Dutch secondary education is in the process of a transformation, where generic complex skills receive more emphasis and are integrated with learning and applying domain-specific knowledge. The Viewbrics technology-enhanced formative assessment method could be one of the instruments providing teachers with structure to deal with this change in their daily educational practice.

10.4.1 Implications for Practice

This project yielded, in addition to jointly (with stakeholders) developed scientific and practical knowledge about the use of video-enhanced rubrics with video (modelling) examples within a technology-enhanced formative assessment method for the development of skills, a technology-enhanced formative assessment method that has proven to be effective in educational practice in secondary schools, supported with the digital Viewbrics tool. This digital formative assessment tool, with standardized and structured 360-degree feedback and reflection process support, was evaluated (by stakeholders) as effective, usable and user-friendly. It can save time, but also paper, when using rubrics in formative assessments. Moreover, ecologically validated (textual and video-enhanced) rubrics and video-modeling examples were developed for three skills (collaboration, presentation, information literacy skills), which are reusable for other secondary schools. Instruction and workshop material, manuals and various information videos were also developed.

10.5 Conclusion

Based on this study, we can conclude that the structured Viewbrics technology-enhanced formative assessment method with (self-, peer- and expert-) feedback supported via analytic rubrics led to richer mental models and increased skill performance, independent of a video-enhanced or textual rubric format. Moreover, video-enhanced rubrics led to more feedback quantity (tips/tops), however feedback quality (concreteness/consistency) was not improved. In this study, it seems that the technology-enhanced structured ‘step-by-step’ process support for formative assessment and feedback with rubrics caused the mayor impact on skills acquisition of students, not the format of the rubrics. However, compared to the control group, video-enhanced rubrics did make a difference in the mental model formation (richness of model) for two skills, probably dependent on the initial performance level before practice was started.

Therefore, further and future research is needed to determine whether alternative formats would alter the effectiveness of video-enhanced rubrics within the technology-enhanced formative assessment method (e.g. with video-modeling examples available for more than one performance level description within a
rubric, or alternative examples at each subskill), compared to textual rubrics. Moreover, further research is needed to determine whether and how this technology-enhanced formative assessment method impacts students’ skills acquisition at different educational levels and contexts, and for various types of skills. Design-based research is needed to see whether theory-and practice informed adaptations to the method are necessary, to make learning skills even more effective, efficient (e.g. impact on teachers’ guidance and support time) and attractive in various educational practices.

**Acknowledgements** We would like to gratefully acknowledge the contribution of the Viewbrics-project, officially called ‘Formative assessment of complex skills with video-enhanced rubrics in secondary education’, a three year research and development project funded by the Netherlands Initiative for Education Research (NRO), project number 405-15-550. Furthermore, we would like to thank the involved teachers and students of the three secondary schools and the members of the core development team, for their ideas, enthusiasm and dedication.

**References**


Bowman, K. (2010). *Background paper for the AQF council on generic skills*. Canberra, Australia.


McManus, S. (2008). *Attributes of effective formative assessment. CCSSO.*


Norman, D. (2013). *The design of everyday things.* Ingram Publisher Services US.


Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
Part IV

Empirical Contributions on Peer Learning
PeerTeach: Teaching Learners to Do Learner-Centered Teaching

Soren Rosier

11.1 Introduction: Prior Studies, Research Questions, and Significance

The potential of peer tutoring is boundless if peer tutors have the content mastery and tutoring skills to even remotely resemble effective adult tutors. High-dosage tutoring with trained adult tutors is consistently identified as the most productive learning intervention, including among students with low socio-economic status (Dietrichson et al., 2017; Fryer, 2017). Unfortunately, to date, there is little evidence that K-12 students can be quickly trained to teach well (Berghmans et al., 2013).

Studies consistently find that tutors tend to do much more explaining than tutees (King, 1997), place minimal demand on tutees when questioning (Graesser et al., 1995), and rarely stimulate deep-level reasoning or monitor the understanding of tutees (Graesser et al., 1995; Roscoe & Chi, 2007). In short, tutors tend to adopt stereotypical, didactic teaching practices, cutting off opportunities for tutees to actively engage with ideas, sometimes severely hampering their learning. Drawing from in-depth observations of peer helping in middle school classrooms, Webb and Mastergeorge (2003) found that receiving highly didactic help actually predicted poorer content understanding than being left alone to struggle. I have come to label these the common sins of the Default Didact. Thus, while recent meta-analyses have found that peer tutoring does significantly increase learning for both tutors and tutees (Bowman-Perrott et al., 2013; Kobayashi, 2019; Leung, 2015), the efficacy
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of this learning arrangement is limited by our ability to effectively train peer tutors (Topping et al., 2017).

Few prior studies have attempted to train students to overcome these common sins of the Default Didact, and with minimal success. King’s (1998) model, ASK to THINK—TEL WHY, is an example of a program that trains students to ask questions. This is a reciprocal model where students take turns as the “questioner” or “explainer” following a whole-class lesson. Questioners ask a series of five types of questions using a card with question prompts. Emblematic of this under-researched area, the one experimental study of this model was underpowered, with three groups of just ten dyads. It found suggestive evidence that students using this structured inquiry model improved their ability to make inferences based on class content, but they did not comprehend class content better.

In this article, we define learner-centered peer tutoring similarly to learner-centered teaching, which emphasizes learners actively participating and constructing their own knowledge, as opposed to passive knowledge transmission (Yeh & Swinehart, 2017). Berghmans et al. (2013) attempted to train advanced college math students to adopt learner-centered peer tutoring strategies. Their training lasted 90 minutes, incorporating an overview on facilitative strategies (mainly questioning and hinting) and opportunity for tutoring roleplay with feedback. They then analyzed the instructional moves used by tutors in an introductory math class and interviewed them to better understand the rationales for their decisions. They rigorously evaluated the impact of their training and found that it did not meaningfully shift the behaviors of peer tutors. In line with past findings and despite the preparation to be more facilitative, tutors inevitably inclined toward directive strategies and “knowledge-telling,” and their questioning was “low level and shallow” (p. 717). The authors concluded that novice tutors require extensive training on deep-level questioning, working with tutees of varying levels, and reshaping beliefs about learning.

To address this persistent challenge, I designed a study to test the efficacy of two different interactive online training approaches to increase tutors’ use of learner-centered teaching behaviors and promote tutee learning. One approach was prescriptive, telling subjects the exact learner-centered pedagogical behaviors to use then prompting practice in identifying and executing them; the other approach assumed that students inherently possess productive pedagogical notions that must be strategically unearthed and committed to in writing. This comparison intentionally mirrored the classic tension between direct instruction and constructivist approaches to learning new skills. Specifically, this study asked:

1. can short, interactive, online modules prescribing key learner-centered pedagogical strategies shift middle schoolers’ tutoring behaviors?
2. can short, interactive, online modules embedded with social psychological intervention strategies unearth dormant learner-centered pedagogical inclinations and shift middle schoolers’ tutoring behaviors?
3. can increased adoption of learner-centered tutoring behaviors through either intervention approach increase learning for tutees?
Structures for group learning and Peer Assisted Learning (PAL), which includes peer tutoring, have been studied extensively by numerous researchers, perhaps most prominently by Slavin (2006), who co-developed three common structures: Student Teams-Activity Division, Teams-Games-Tournaments, and Cooperative Integrated Reading and Composition. Despite myriad structures and ample scholarship on their implementation and efficacy, there are few evidence-based models for training K-12 students on how to effectively communicate during group learning. Training for peer tutoring—the most obvious and common form of PAL (Topping & Ehly, 2001) where one student actively supports the academic learning of a peer—should be informed by the mass of accumulated knowledge on teacher professional development, but these connections are rarely made. This research project attempted to bridge this gap by transposing the framework of learner-centered teaching onto peer tutoring, and testing the viability of effective training through a web application.

The results of these studies provide strong evidence for the prevalence of the Default Didact and the realistic possibility of tutors becoming what I call Emergent Elicitors. The Default Didact, though often well-meaning, treats teaching and helping opportunities as opportunities to lecture and demonstrate competence, embodying and mirroring years of being spoken at by teachers. As Lortie postulated about novice teachers, this default didact too is a product of the “apprenticeship-of-observation” (1975, p. 67). These studies suggest, however, that this default state is not as sticky for peer tutors as its prevalence among adult teachers might imply.

11.2 Prescriptive Intervention Design to Promote Three Learner-Centered Tutoring Strategies

This study aimed to discover ways to quickly train students to be learner-centered tutors capable of eliciting, probing, and guiding the thinking of peers in much the same way that effective teachers do. The hope was that, after just 40 minutes interacting with either PeerTeach training—a short enough duration to fit within one class period—students would be able to more effectively teach their peers. While the goal of both trainings was to promote learner-centered tutoring, their structures were distinct, testing the comparative affordances of a prescriptive training approach versus a more constructivist one. The Talk Moves training provides students with proven teaching strategies then offers an online environment in which to practice identifying and using them.

Talk moves (at times called “talk tools” or “accountable talk”) are the result of three decades of research aimed at identifying the speaking choices of teachers who are skillful at orchestrating equitable and productive classroom discourse (Godfrey & O’Connor, 1995; O’Connor, 2001; O’Connor & Michaels, 1993, 2015). Among the teacher professional development efforts to increase and improve teacher questioning, this approach is among the most specific, practical, and easy to grasp.
From the teacher talk moves described in this literature, a subset of moves were identified that are ideal for peer tutoring as they are conceptually simple, broadly applicable, and intended for one-on-one interactions. These include (1) eliciting questions that encourage students to express their ideas (e.g., “Say more about that”), (2) probing questions that dig into why students think what they think (e.g., “Why do you think that?”), and (3) revoicing moves where tutors state what they think the learner is saying (e.g., “I hear you saying ______”).

There are two main ways that these three talk moves promote learning. First, eliciting and probing moves encourage tutees to talk, which forces them to make sense of their thoughts in order to verbalize them. It is common for this alone to help learners work through ideas and develop solutions on their own (King, 1998; Webb & Mastergeorge, 2003). At minimum, eliciting and probing push students to take stock of what they do or do not know at any given moment and make them active participants in knowledge creation. Second, all three talk moves enable tutors to better understand their peers, helping them to identify misconceptions, gaps in knowledge, and errors in reasoning, preparing them to scaffold learning more effectively.

In their study of the Talk Science intervention, Michaels and O’Connor (2015) found that their training quadrupled the frequency that nine teachers used language that video-coders perceived to be “helping students deepen their reasoning” (p. 343). This success in uptake of moves is likely a product of talk moves being “easy to remember and easy to pull out with a bit of practice” (p. 336), making them practical and realistic tutoring techniques for children. Thus, it stands to reason that preparing children to use eliciting, probing, and revoicing talk moves could be an effective way to shift students from what is typical didactic tutoring to more elicitive strategies that promote better dialogue and deeper learning.

11.2.1 Design

The first PeerTeach intervention focuses on Talk Moves and uses Sherin and Van Es’s (2005) video-based noticing framework as a vehicle for promoting their uptake. That framework asserts that those who teach must attend to important teaching moments, relate them to useful pedagogical frameworks, and act based on pedagogically sound reasoning. PeerTeach creates such experiences when students watch animated tutoring interactions and practice noticing and tagging effective talk moves (see Fig. 11.1 for an example of this type of PeerTeach level). The theory driving this intervention is that if students are trained to notice and identify effective talk moves, they might internalize and use them in real-world tutoring interactions.

Figure 11.1 shows the intersection of a curated set of talk moves with the first two elements of Sherin’s (2005) Noticing Framework for professional development: attending to important teaching moments and relating them to useful pedagogical frameworks. To accomplish the third and final element of that framework—acting based on pedagogically sound reasoning—PeerTeach has students
practice making teaching decisions. Within the application, students engage in virtual tutoring sessions where they practice selecting the most strategic utterance (of three) to propel a virtual student forward. After selecting an utterance, students receive two forms of feedback: (1) the virtual learner responds verbally, revealing the impact of the selected utterance, and (2) the learn-o-meter, an indicator of the virtual student’s thinking, goes up or down. See Fig. 11.2 for an example of this type of level.

Great tutoring, like great teaching, involves a complicated set of processes. While some peer tutoring models restrict tutors to solely asking questions (King, 1998), this training simply encourages their inclusion.

### 11.3 Constructivist Intervention Design to Unearth Learner-Centered Tutoring Strategies

The first intervention was driven by the theory that students (1) lack useful pedagogical intuitions, (2) should be directly told what constitutes effective teaching, and (3) need practice using those learner-centered techniques. The second intervention was premised on the idea that students intuitively possess productive notions of learner-centered teaching—that students believe, either innately or through experience as learners, that learning happens best when the learner is engaged, actively verbalizing thoughts, and in a dialogic back-and-forth with a responsive, question-asking guide. This intervention gives students mild priming to make salient their existing conceptions of learner-centered teaching, then prompts them to describe the helper they want to be in a letter to themselves. It is modeled after “wise” interventions from the social psychological literature, in particular, the Saying is Believing intervention strategy (Aronson et al., 2002). This particular intervention technique has proven very effective in prompting psychological
shifting in other areas: to believe intelligence is malleable (Aronson et al., 2002) and to believe they belong in college (Walton & Cohen, 2011) to name two of many.

Aronson argues that people want to be consistent. If they are prompted to write that learner-centered teaching behaviors are key to good tutoring, they can only maintain consistency and avoid feeling hypocritical if they tutor accordingly. Thus, this intervention works by priming subjects to write down that they believe good tutoring is about asking questions, understanding the other person, and encouraging that person to do the thinking work. In this way, the Wise intervention approach more closely resembles discovery learning, which assumes and calls forth prior knowledge as a central component of learning.

11.3.1 Design

Through the PeerTeach web application, students who engage with this intervention take notes while watching a series of videos. The first two videos (each approximately one minute long) show a compilation of interview clips where experienced peer-tutors discuss the lessons they have learned (shown in Fig. 11.3). These clips are curated to reinforce specific messages: tutees need to be actively problem solving and tutors need to be asking questions and probing the other students’ thinking. Those brief videos are followed by videos of example tutoring sessions, illustrated by Fig. 11.4. While they are not marked “good” and “bad,” it is clear from extensive user testing that students intuitively pick up on one tutor
Fig. 11.3 Priming interviews on PeerTeach. *Note.* Peer tutors discuss lessons learned, focusing on learner-centered strategies.

dominating the conversation and explaining too much while a different tutor asks questions that help the other student think through a problem. Pilot testing showed that students make this discovery themselves; past research has shown that learning can be longer lasting when students make discoveries themselves, even through computer simulations (De Jong & Van Joolingen, 1998). After watching videos and taking notes, students write a letter to themselves about the kind of helper they want to be, tacitly committing to enacting those behaviors in the real world.

### 11.4 Methods

These studies took place in a Northern California middle school in partnership with one sixth and one seventh grade teacher. They were conducted with 198 sixth and seventh graders in regular, non-advanced math classes. The students were 53% Latino and 42% White at a school where 33% of students are eligible for free or reduced-price lunch.

#### 11.4.1 Round One Implementation Sequence

In both rounds of data collection, which were separated by five months, students first engaged in training to become effective helpers, then employed their new skills in real teaching interactions with peers. Students in each of seven classrooms were randomly assigned to one of three conditions: the wise psychological
intervention, the Talk Moves (TM) Training, and the control condition. To minimize classroom effects, randomization occurred within each classroom. Students received the same training in both studies, so round two can be considered a re-dosing of treatment.

The first round of data collection was underpowered for detecting learning differences by tutee condition, since only half of the students were tutees. The main aim was to validate that the interventions could successfully shift students’ online tutoring inclinations from didactic knowledge-telling to more learner-centered approaches. Significant learning differences following in-person tutoring, by condition, was an aspirational outcome, not an expected one.

11.4.1.1 Day 1—Determining Baseline Content Understanding and Tutoring Inclinations

To measure students’ a priori inclinations toward didactic helping versus elicitive helping, all students in this study—those in both treatment conditions, along with the control students—began their intervention experience making teaching decisions in an online game. On this level, each student individually controlled a virtual peer tutor helping a virtual cartoon learner. For each of four scenarios, students were presented with three speech options: one learner-centered teaching move and two didactic (or overly directive) options that shut down opportunities for the virtual learner to think. Many of these overly directive speech options were cloaked in questions (e.g., “Would you like me to show you how to solve this?”) so that students could not “game” the system by just picking questions.
All students were taught a lesson on ratios then given an assessment to determine how well they learned the content. The top half of student performers were designated as tutors. To increase the likelihood that tutors in each condition would have similar tutoring ability at baseline, tutors were ranked by score on their baseline tutoring decision-making then sorted into conditions through blocked sampling (i.e., the tutors with the top 3 scores were randomly assigned into each condition, then the next three were assigned, etc.). The same blocked sampling strategy was used to assign tutees to conditions. Lastly, tutors and tutees within conditions were paired randomly.

11.4.1.2 Day 2—Training and then Tutoring

Students completed their assigned training silently on laptops sitting at desks that were spaced out in their classrooms. Following the intervention, students played a similar game with 4 new scenarios to reveal any shifts in their online teaching inclinations.

Tutoring pairs were given worksheets with practice problems. Tutors were instructed, “You can do whatever you think is best to help the other student learn.” Tutoring occurred for 10 min then all students took a final assessment on ratios the following day. That assessment was scored using an adaptation of the “Representing and Solving the Task” portion of the Mathematics Problem Solving Official Scoring Guide used by the Oregon Department of Education Office of Assessment and Evaluation (2011). See Appendix A. Each of four problems was scored on a rubric of 1–4 to allow us to distinguish between degrees of mathematical understanding. The author and a research assistant scored the assessments, achieving an interrater reliability of 87.5% on 20% of the data.

11.4.1.3 Control Group

The aim in designing the control was to mimic every contextual feature of the intervention experience without actually shifting how students thought about peer tutoring. It was hoped that controls would (1) believe they were being trained as effective helpers, but (2) teach in the natural way they would have without any training. To accomplish this, controls were treated identically by facilitators, partnered with a student in the same group, and completed their training through PeerTeach. In order to avoid changing how they conceptualized peer tutoring, leaving intact their natural inclinations, this training focused on the importance of tutors understanding math. A prior survey revealed this belief to be nearly universal among middle school students, making it appropriate for the control “training.” Thus, controls spent their training time engaged in solving math problems accessed through PeerTeach as preparation for future peer tutoring.
11.4.2 Round Two Implementation Sequence

The second round of data collection took place five months after the first, with the same group of students. It focused on two main questions: (1) do shifting pedagogical mindsets translate into measurably different teaching behaviors in real-life, particularly more learner-centered moves? and (2) do these shifts in tutoring style produce more learning for tutees? Fig. 11.5 illustrates the study design.

11.4.2.1 Day 1—Sorting by Condition and Training

Students completed the same assigned training as before through the PeerTeach website sitting next to a new randomly assigned partner in the same experimental group. The three experimental groups were clustered together with an assigned facilitator (one of two researchers or the teacher) facing away from the middle of the classroom to maintain the facade that all students were engaged in the same training. By and large, students only paid attention to their own training, minimizing the cross-pollination of ideas between treatment conditions. Only one student appeared to notice that each cluster was advancing through a different training.

While Round One showed promising training results without interaction between participants, past studies on the learning benefits of collaboration suggested that these interventions might be even more powerful if children could talk through their thinking with one another. As just one of many examples, Bamiro (2015) demonstrated that teachers could produce significant learning gains.

![Fig. 11.5 Implementation flow of round 2](image)
in chemistry classrooms simply by adding in think-pair-shares. As such, facilitators in Round two encouraged partner pairs to discuss the training ideas to better understand them.

The PeerTeach interventions were administered consistently, largely because students’ experiences were facilitated by a computer program. To ensure that facilitators acted predictably, we collaborated to develop a facilitation script that included what we would say before students opened their laptops, along with three acceptable prompts to encourage collaboration between partners. To account for slight differences that could emerge from the presence of one facilitator instead of another, facilitators rotated between experimental groups each class period.

11.4.2.2 Day 2—Learning Different Math Content
Each class was split in half to learn different content, either comparing means and medians (taught by the researcher) or comparing rates (taught by the teacher). Partner pairs from Day 1 were split and randomly assigned to these different content groups. These topics were selected through negotiation with the two teachers. These topics—ideal for peer tutoring because they are conceptually rich with multiple solution paths—were on the pacing guide for the 6th grade teacher and were deemed important, challenging, and worth re-teaching by the 7th grade teacher. In this way, the study was built into the fabric of a legitimate learning sequence, aiming to both answer important research questions and serve the learners within the context of their classrooms. Following the Day 2 lessons, quizzes were administered to enable later examination of the relationship between tutors’ content knowledge and how well their tutees learn.

11.4.2.3 Day 3—Peer Tutoring and Post Assessing
Students taught partners the content they learned the prior day. After 20 min of peer tutoring, each student wrote a reflection describing the teaching of their partner, then took an assessment to measure their learning. That assessment, like the one used in Study 1, was later scored by the author and a research assistant using an adapted version of a rubric focused on “Mathematics Problem Solving” (Oregon Department of Education, 2011). Again, problems were scored 1—4 and an interrater reliability of 83.5% was achieved on 20% of the data.

11.4.3 Measures
After both rounds of data collection, the three conditions were compared on a number of variables: the frequency that students chose elicitive teaching moves in online scenarios, tutees’ assessment scores, and in Round Two, also the frequency of tutees describing particular tutoring behaviors in real life. To account for classroom differences, linear mixed-effects models were implemented from the lme4 package (Bates et al., 2015) in the statistical software R (Version 3.0.3. R Development Core Team. 2008). The primary comparisons were treated as fixed
effects while the classroom was treated as a random effect. Each dependent variable was regressed using orthogonal contrasts to test two comparisons: whether treatment conditions combined (coded as +1/3 each) produced more effective outcomes than the control condition (coded as −2/3) and whether one treatment was more effective than the other (coded as −1/2 and +1/2). Only one outlier was excluded.

One key difference between Round One and Round Two was that tutor and tutee sample sizes were doubled in Round Two because all students served as tutors, not just the top half of performers on the pre-assessment. To determine appropriate sample sizes, the most reliable method is to identify prior studies with near-identical measures to make a priori power estimates. Unfortunately, no substantive body of research exists measuring learning impacts of training K-12 peer tutors. Instead, past studies measuring the learning impacts of teacher professional development and teacher questioning were selected as the nearest analogue. Hattie (2012, p. 252) estimates the effect size of teacher questioning on student learning to be 0.48 and the effect size of teacher professional development to be 0.51. With an effect size of approximately 0.5, alpha of 0.05, and a power score of 0.80, samples should have 50 participants to perform a well-powered one-sided t-test. For this study, after removing students who were absent during any day of the study, the three samples had, on average, 52 students each. Thus, if the effects on student learning resembled prior success levels training adult teachers, this study was adequately powered to detect statistical differences.

11.4.3.1 Qualitative Measures of Tutoring Behavior

To gauge differences in tutoring behaviors post-intervention, an open-ended survey was administered immediately after peer tutoring occurred. It asked, “What was the most helpful thing your classmate did or said when teaching you? Give as much detail as you can.” The author and a research assistant applied emergent codes to these responses to unearth patterns in the ways that students taught each other (and what their peers considered their best teaching moves). A codebook was developed with 13 main codes (e.g., “Asked questions” or “Checked work/understanding”) and 29 sub-codes (e.g., “Asked probing questions” or “Used yes or no checks for understanding”). Codes were applied to descriptions without names or experimental conditions visible to ensure unbiased coding. The frequency of applied codes is shown in Appendix B.

To ensure accuracy, two procedures were employed, as described by Saldaña (2021, p. 27–28): a check for intercoder reliability and consensus coding on the full corpus of data. After every response was coded by both the author and a research assistant using NVIVO 11 software, a check for reliability revealed 86% overlap in applied codes, which is above the 80% threshold as recommended by Miles and Huberman (1994). Next, to ensure the accuracy of final codes, the 14% of cases with disagreement were discussed until consensus was reached. Combined, these two procedures ensured that the codebook was reliably employed and that final codes were accurate representations of the data.
11.5 Results

11.5.1 Students Default to Didactic Teaching Online, but Shift with Training

Past studies have shown that peer tutors tend to explain more than they should (King, 1997). To measure students’ inclinations toward over-explaining versus more learner-centered behaviors, students made decisions in online scenarios before and after their intervention experiences. Unsurprisingly, before receiving the training, students across conditions tended to choose didactic speech options (e.g., “The first thing you need to do is…”). More surprising was the extent to which students avoided trying to elicit the virtual student’s thinking. Out of four scenarios, students selected the more elicitive move only 1.04 times, on average, markedly lower than by chance. See Fig. 11.6 for an example of one scenario and the frequency with which students selected utterances.

When given a similar scenario-based game post-intervention, as predicted, students in both the wise intervention group (labeled “WISE Training” in plots) and the Talk Moves training (“TM Training”) became more elicitive online helpers than controls \((p < 0.001)\), as illustrated in Fig. 11.7. This analysis was executed using planned orthogonal contrasts to compare combined treatment groups with controls. Students in the Talk Moves Training chose elicitive moves most often, likely because their training incorporated practice making decisions in similar online scenarios, but their performance was not significantly different from students in the wise intervention condition. Compared to controls, the Cohen’s D effect size was 0.95 for the Talk Moves Training and 0.63 for the Wise Training.

Fig. 11.6 Example teaching scenario with frequency of selected moves (pre-intervention)
11.5.2 Learning Gains in Round 1 of Data Collection

More elicitive decision-making in online scenarios was not, however, the ultimate goal. This was an intermediate measure. The true test of the efficacy of these training approaches was how well students’ training experiences translated into effective real-world teaching. As stated prior, it seemed unlikely that differential learning effects would be detected with such underpowered samples (since only half of students were tutors) and relatively short, 10-min tutoring experiences. Despite those constraints, tutees in treatment conditions did appear to learn more than controls. Using planned orthogonal contrasts to compare student groups, we find that tutees taught by tutors in treatment conditions did indeed have higher post-assessment scores than controls. To account for possible differences by teacher, a linear mixed effects model was utilized where tutee scores are treated as fixed effects while teacher was treated as a random effect. To confirm that post-assessments were not influenced by differing content mastery between intervention groups, pre-assessments were compared across groups and were not significantly different.

Post-assessment analysis suggests that treatment group tutors (combined) were more effective than controls \(F(1, 71) = 1.91, p = 0.009\). The results were not significantly different between treatment groups \(F(1, 48) = 0.38, p = 0.398\). Table 11.1 summarizes scores by condition. Given that the variance was significantly different between control and treatment conditions, and that the variance of controls is more likely to reflect the true non-treated population variance, Glass’s Delta could be a more accurate measure of effect size than the more commonly used Cohen’s D, which is also provided (Fritz et al., 2012).
Table 11.1  Treatment tutors produce tutees with higher assessment scores

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>SD</th>
<th>Cohen’s D</th>
<th>Glass’s delta</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>5.09</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM training</td>
<td>6.41</td>
<td>2.75</td>
<td>0.74</td>
<td>1.34</td>
<td>0.009</td>
</tr>
<tr>
<td>Wise training</td>
<td>7.34</td>
<td>4.05</td>
<td>0.58</td>
<td>0.78</td>
<td>0.029</td>
</tr>
</tbody>
</table>

11.5.3 Round Two: Peer Instructional Behaviors Shift to Make Room for Peers to Think

Before examining tutee learning, let’s consider how tutors taught. Several key patterns emerged: while behaviors related to explaining were common across groups, tutees in treatment groups described their tutors as asking questions and promoting active learning (i.e., “helping when needed” and “letting them try to solve the problem”). In Table 11.2 below, the percentages represent how often tutees mentioned these teaching moves, along with the other major categories mentioned, as the “most helpful thing” their tutor said or did.

These percentages are likely low estimates of how often these teaching practices occurred, as students were not specifically asked about each teaching practice, but rather given a general prompt to recall the “most helpful thing” the tutor did. That said, even though these data are not precise indicators of how often each of these teaching practices occurred, they do draw striking distinctions between treatment students and controls. While control group tutors were almost never described as asking questions, helping when needed, or letting their tutees try to solve problems, these were common descriptions of treatment group tutors. Here are several illustrative examples of tutee descriptions of treatment group tutors:

Table 11.2  Frequency of “most helpful” teaching moves as recalled by tutee

<table>
<thead>
<tr>
<th>Most salient codes</th>
<th>Control (n = 49) (%)</th>
<th>WISE training (n = 55) (%)</th>
<th>TM training (n = 51) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explanation</td>
<td>37</td>
<td>31</td>
<td>41</td>
</tr>
<tr>
<td>Asked questions</td>
<td>0</td>
<td>13**</td>
<td>12*</td>
</tr>
<tr>
<td>Promoted active learning</td>
<td>4</td>
<td>20*</td>
<td>24**</td>
</tr>
<tr>
<td>Scaffolded the problem</td>
<td>10</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>Checked my work</td>
<td>12</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Tutor was unhelpful</td>
<td>14</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Note. To determine significant differences between conditions, a linear mixed effects model was used where teaching moves (represented by codes) were treated as fixed effects while teacher was treated as a random effect. *p < 0.05, **p < 0.01, compared to controls
• “He kept trying to get my thinking and he did that so he could explain the parts of the problem I did not know.”
• “She gave me time to think. She also helped me with the problem when I needed it.”
• “He asked me very helpful questions.”
• “The most helpful thing was when they let me try the problem without trying to quickly correct my mistakes.”

11.5.4 Tutoring Improves with Training and Content Mastery

While shifting teaching behaviors is an important intermediary goal, a successful intervention would additionally result in increased learning. Tutee assessment data suggest that both the wise intervention and Talk Moves Training were effective tools for improving peer tutoring quality, particularly when tutors first mastered the content.

Using orthogonal contrasts to compare the effect of tutors’ training on tutee assessment scores, we find that being in either treatment group rather than control had a significant effect on tutee scores \[F(1, 152) = 8.65, p = 0.004\]. Neither treatment produced significantly different results than the other \[F(1, 105) = 0.07, p = 0.79\]. The mean score for tutees taught by control tutors (M = 39.9, SD = 14.5) was far below tutees taught by Wise Intervention (M = 50.3, SD = 21.1) and Talk Moves tutors (M = 49.2, SD = 21.3). The Cohen’s D effect size was 0.58 and 0.51 for the Wise Intervention and Talk Moves training, respectively, compared to controls. Using the Glass’s Delta formula, which substitutes the control SD for the pooled SD in cases where variance differs significantly by condition, the effect size was 0.72 for the Wise Intervention and 0.65 for the Talk Moves training, compared to controls.

To determine how much variance in tutee scores can be explained by tutors’ content knowledge and treatment condition when controlling for each, a multiple regression analysis was conducted. In order to better understand the relationship between tutors’ pre-assessment scores (indicating their content knowledge) and tutees’ scores after being tutored, both sets of scores were converted into standardized Z scores where their mean is 0 and their standard deviation is 1. As shown in Table 11.3, analysis revealed significant effects for both tutor knowledge (i.e., tutor pre-assessment scores) and tutor training on tutees’ scores following tutoring. Treatment condition and tutors’ pre-test scores were not significantly associated with one another.
Table 11.3  Treatment and pre-test both have significant independent association with tutee learning

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Estimate</th>
<th>Std. Error</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−0.029</td>
<td>0.084</td>
<td>−0.349</td>
<td>0.727</td>
</tr>
<tr>
<td>Standardized treatment versus control</td>
<td>0.501</td>
<td>0.185</td>
<td>2.705</td>
<td>0.008</td>
</tr>
<tr>
<td>Standardized pre-test</td>
<td>0.266</td>
<td>0.085</td>
<td>3.138</td>
<td>0.002</td>
</tr>
<tr>
<td>Treatment: pre-test</td>
<td>0.091</td>
<td>0.192</td>
<td>0.474</td>
<td>0.636</td>
</tr>
</tbody>
</table>

*Note.* The dependent variable was tutee assessment scores. Orthogonal contrasts were employed to combine treatment conditions.

### 11.5.5 Combining Data from Both Studies Highlights Need for Mastery and Training

Given the similar data collection designs of Round 1 and Round 2, an even more robust statistical analysis is made possible. By standardizing tutee assessment scores and tutor pre-test scores (i.e., calculating z scores for each value where the mean score is 0 and the SD is 1), regressions were enabled for a combined dataset. Multiple regression with this data, which includes all students who participated in the entirety of either study (n = 204), reveals large training effects and large pre-test effects, both of which occurred independently of the other, as shown in Table 11.4. The Cohen's D effect sizes were 0.65 and 0.62 for the wise and talk moves trainings, respectively, compared to controls. The Glass's Delta effect sizes, which use controls' variance as their basis, were 0.92 and 0.78 for the wise and talk moves trainings, respectively.

To visualize the combined effects of tutors' content knowledge and treatment condition on tutees' post assessment scores, the data was broken down by pre-teaching quiz score bands. About a third of tutors fit in each of three categories: tutors who scored lowest, middling, or highest on the pre-test. After separating all tutors into pre-teaching quiz score bands in Fig. 11.8, we find that: (1) trained tutors are more effective helpers within every content knowledge band, and (2) tutors with strong mastery of the math content before teaching who received the PeerTeach training were much more effective helpers than every other group.

Table 11.4  Treatment versus control and tutor pre-test are both independently associated with tutee learning

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Estimate</th>
<th>Std. Error</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>−0.024</td>
<td>0.066</td>
<td>−0.363</td>
<td>0.717</td>
</tr>
<tr>
<td>Treatment versus control</td>
<td>0.540</td>
<td>0.145</td>
<td>3.716</td>
<td>0.0003</td>
</tr>
<tr>
<td>Standardized pre-test</td>
<td>0.226</td>
<td>0.067</td>
<td>3.391</td>
<td>0.0008</td>
</tr>
<tr>
<td>Treatment: pre-test</td>
<td>0.103</td>
<td>0.146</td>
<td>0.703</td>
<td>0.483</td>
</tr>
</tbody>
</table>

*Note.* The dependent variable was tutee assessment scores. Orthogonal contrasts were employed to combine treatment conditions.
Combining both rounds of data, tutor pre-test scores and condition both predict tutee learning. Note. Data was combined from both rounds of data collection by first converting tutee assessment scores and tutor pre-test scores into standardized z-scores. Dots represent means. Lines represent 95% confidence limits for the population mean obtained through nonparametric bootstrapping of the data.

suggests that peer tutoring should occur when helping students have both strong content understanding and training on learner-centered teaching practices. Both pieces appear critical.

11.6 Discussion

As Paul and Elder (2019) write, “The history of education is also the history of educational panaceas, the comings and goings of quick fixes for deep-seated educational problems.” The human tutor is not a novel innovation of the twenty-first century, but its efficacy is unparalleled by modern “panaceas.” Instead of maintaining the churn of new innovations, identifying ways to expand and improve this millennia-old instructional strategy could pay more dividends.

Enlisting students to teach one another is a clear way to expand access to individualized coaching. The limiting factor is students’ ability to teach as past studies have repeatedly documented their inclinations toward over-explaining and shallow questioning (Roscoe & Chi, 2007), which generally hinder learning. This investigation offers promising solutions. The two PeerTeach interventions increased the frequency of students using elicitive teaching techniques in both virtual and real-life tutoring scenarios, which translated into significant learning gains for tutees. While content mastery was a strong predictor of tutoring success, the combination of math knowledge with PeerTeach training produced more learning at every level of math proficiency. Given the seeming importance of both mastery and training,
it seems likely that activity structures that do not yet tutor mastery—for instance, ASK to THINK—TEL WHY—will yield less learning.

The results of this study suggest that (1) both prescriptive and constructivist online training modules can successfully shift peer tutoring behaviors, and (2) when those behaviors shift, tutee learning can be greatly amplified. While one might imagine other ways of improving peer tutoring, these specific intervention approaches are promising. Educators aiming to train tutors should consider combining these evidence-based training techniques with their own strengths as trainers and knowledge of their students. When facilitating teaching between children, confirming the tutor’s mastery of content and monitoring their use of learner-centered teaching strategies will likely increase tutee learning.

The students of this study were split between two math teachers. One teacher’s tutors exhibited learner-centered teaching behaviors at a much higher rate and their tutees performed significantly higher. Consequently, one alternative explanation of the results is that the effect of tutor training relies on how well teachers model the kinds of learner-centered teaching behaviors that are central to the trainings. With only two teachers participating in this study and without systematic measures of their teaching behaviors, this analysis was not possible in this study. Exploring the link between teachers’ behaviors and student uptake of training ideas should be a priority in future studies.

The PeerTeach interventions are predicated on the consistent finding that tutors tend to explain too much, ask shallow questions, and fail to open up space for tutees to engage thoughtfully with content. To the degree this study underscored the potential for evidence-based training to cultivate Emergent Elicitors, it also highlighted the pervasiveness of the Default Didact. Before the intervention, students were less likely to select a learner-centered utterance out of three options than if selecting at random. When asked to report the most helpful thing their tutor did or said, tutees never described control tutors asking questions and only once described tutors helping when needed and letting them try to solve the problem. With this in mind, teachers who casually enlist students to help peers should heed this finding and take a more active role when facilitating peer helping. Indeed, as tutoring becomes a more integral feature for a broader swath of students in a Covid-impacted world, it is increasingly critical that non-expert tutors (peers or otherwise) learn to employ learner-centered pedagogy.

These interventions do not, however, advocate for a model of tutoring that is strictly question-based, like King (1998). There is a place for explanation, modeling, and many other non-questioning moves. Peer tutors should put together a toolbox of varied techniques to be applied when the situation is appropriate (MacDonald, 2000). In fact, backend data showed that tutors who selected learner-centered teaching moves 50–75% of the time (not 100%) helped tutees learn the most.
11.7 Limitations

These promising results are accompanied by several caveats. First, students’ decisions in four online tutoring scenarios were not identical reflections of how they would behave in real life. They were proxies that suggest where students likely fall on a spectrum between didactic and elicitive endpoints. In order to predict tutoring tendencies based on online behaviors, building a sizable bank of teaching decisions in varied tutoring contexts (e.g., with different types of tutees or problems) could offer a more nuanced and precise indication of students’ inclinations. The possibility of writing their own utterances could also lend further measurement precision. While providing added accuracy and nuance, these changes would also carry drawbacks. Drastically increasing the number of scenarios would be much more time-consuming for students and the inclusion of free responses would make data analysis and reporting more challenging. That said, future work should explore both mechanisms as tools for evaluating students’ teaching inclinations and tracking progress.

Students’ in-person teaching behaviors are also challenging to track. This investigation opted to measure them by asking tutees, “What was the most helpful thing your classmate did or said when teaching you? Give as much detail as you can.” While this technique provided useful insights into the behavioral differences by condition, a more precise or in-depth method would utilize video or audio recordings of tutoring interactions. That way, a permanent record could be transcribed and coded by researchers to pinpoint exactly what students did. While video data was collected and analyzed to better understand the interactional mechanics of about ten tutoring pairs, tutee-written records allowed more coverage for this analysis. With more researchers and resources, video-based measurement will hopefully be utilized more extensively in future iterations of this work.

11.8 Conclusion

Emerging from COVID’s devastating toll on learning, districts are turning to professional tutoring more than ever before. While there is solid evidence of the powerful impacts of high dosage tutoring (Dietrichson et al., 2017; Fryer, 2017)—often considered one-on-one instruction at least thrice weekly—it is logistically challenging to execute in schools (Allor & McCathren, 2004; Bryant et al., 2011) and expensive; even when scaled efficiently, costs are estimated between $2,500 and $3,800 annually per student (Ander et al., 2016). This study provides reason for optimism, suggesting that peer tutoring could be a viable alternative when coupled with the right training or effective assessment and matching systems. After just 40 min with both PeerTeach trainings, middle schoolers became demonstrably more effective tutors, particularly when they first mastered the math content. This finding was repeated in Round One and Round Two of data collection, offering a robust corpus of evidence.
This demonstration, though, is just a signal of how powerful peer tutoring can be when accompanied by research-based training. The next step in this line of research is to measure the impact of sustained peer tutoring that incorporates other elements of teacher professional development that can be applied to student tutors. For instance, as the Measures of Effective Teaching (MET) project evidenced, feedback from learners and instructional expert observers can be powerful tools for promoting teaching improvement (Rothstein & Mathis, 2013). Future studies could also measure students’ growth in teaching ability over time as they engage in different forms of training, practice, and reflection, offering more precise insights on how to support development. In situating peer tutoring as a classroom routine, there are also opportunities for identifying useful principles for determining which students should teach what content and when.

For decades, we have known that all children can learn more with individualized support (Bloom, 1984), but we forgo such investments in our children. Fortunately, though, the benefits of tutoring may be within every child’s grasp if we can harness the existing talent and ingenuity that abounds in every classroom. If we give students the responsibility of tutoring each other, though, we as educators must take on the responsibility of training children to teach effectively. This study suggests that—so long as students attain sufficient content mastery before tutoring—training them to use more learner-centered teaching strategies is an effective and realistic goal.

### Appendix A: Rubric for Study 1 and 2 Post-assessment

<table>
<thead>
<tr>
<th>Process dimensions</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
</table>
| **Representing and Solving the Task**<br>Use models, pictures, diagrams, and/or symbols to represent and solve the task situation and select an effective strategy to solve the task | The strategy selected and the representations used are:  
• Effective  
• Complete  
• Accurate  
• Logically explained | The strategy selected and the representations used are:  
• Mostly effective  
• Mostly complete  
• Correct, but lacking work or poorly explained | The strategy selected and representations used are:  
1. partially effective  
2. underdeveloped | The strategy selected and representations used are:  
• Minimal,  
• Not evident  
• Not useful |
Appendix B: Frequency of “Most Helpful” Teaching Moves as Recalled by Tutee

<table>
<thead>
<tr>
<th>Codes</th>
<th>Control (n = 49)</th>
<th>TM training (n = 51)</th>
<th>Wise training (n = 55)</th>
<th>Total (n = 155)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unhelpful</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was distracted</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Was rude</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Didn’t know how to help</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Did not talk</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Gave me the answer</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Asked questions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asked questions (nonspecific)</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Elicited my thinking</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Probe my thinking (why)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Revoiced my thinking</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Checked my work/understanding</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checked for understanding</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Checked my work</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Yes/no check for understanding</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>How well they explained</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explained the best they could</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Explained well</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Explained poorly</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>What they explained</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defined a term</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Explained (nonspecific)</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Explained the answer</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Explained the problem</td>
<td>4</td>
<td>9</td>
<td>8</td>
<td>21</td>
</tr>
<tr>
<td>Modeled a problem</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Codes</td>
<td>Control (n = 49)</td>
<td>TM training (n = 51)</td>
<td>Wise training (n = 55)</td>
<td>Total (n = 155)</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Knew the topic well</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td><strong>Promoted active learning</strong></td>
<td><strong>2</strong></td>
<td><strong>12</strong></td>
<td><strong>11</strong></td>
<td><strong>25</strong></td>
</tr>
<tr>
<td>Helped when needed</td>
<td>1</td>
<td>9</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>Let me try the problem</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td><strong>Scaffolded the problem</strong></td>
<td><strong>5</strong></td>
<td><strong>6</strong></td>
<td><strong>7</strong></td>
<td><strong>18</strong></td>
</tr>
<tr>
<td>Explained step by step</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Gave an example</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Gave a hint</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Guided through problem</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Simplified the problem</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total (Unique)</td>
<td>48</td>
<td>46</td>
<td>52</td>
<td>146</td>
</tr>
<tr>
<td><strong>Other codes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kept me focused</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Moved slowly/patiently</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Spoke clearly</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Positive or encouraging attitude</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Read the problem</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Answered questions</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
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A Thematic Analysis of Factors Influencing Student’s Peer-Feedback Orientation

Julia Kasch, Peter van Rosmalen, and Marco Kalz

12.1 Introduction

Providing students with personalized feedback is a challenging task for teachers in (open online) higher education (Carless & Boud, 2018). Courses with high student numbers require scalable teaching practices in order to serve the educational needs of students by providing formative feedback and interaction opportunities (Kasch et al., 2017). In an earlier study we identified (online) lectures, students’ self-assessment, peer-assessment and peer-feedback as scalable teaching practices (Kasch et al., 2021a, 2021b). Peer-feedback has a formative function and takes place between two (or more) students. It includes providing and receiving feedback with the goal of supporting the peer in his/her learning process (Topping, 2009). Due to innovation funding on peer-feedback, peer-feedback is more and more explored, implemented and analysed by Dutch universities and higher education institutes (SURF, 2020).
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Peer-feedback is a learning method in which students actively engage in so-called ‘assessment as learning’ activities either in a face-to-face or online-context. Building on previous definitions of feedback, Carless and Boud (2018) define feedback as a “process through which learners make sense of information from various sources and use it to enhance their work or learning strategies”. We refer to peer-feedback when students provide and receive formative feedback in the context of a learning activity (Huisman et al., 2019). During peer-feedback, both the provider as well as receiver learn with and from each other (Esterhazy & Damsa, 2019). Literature supports that students value both receiving as well as providing peer-feedback (Palmer & Major, 2008; Saito & Fujita, 2004) however, there are also studies reporting mixed results about students’ perceptions (Liu & Carless, 2006; McConlogue, 2015; Nicol et al., 2014; Wen & Tsai, 2006). Regardless of the perceived value, providing and receiving feedback requires student engagement and openness and is a valuable workplace competence (Boud & Molloy, 2013; Carless & Boud, 2018; Huisman et al., 2019). It is influenced by students’ previous peer-feedback experiences. Mulder et al. (2014) point out that students’ beliefs change over time and that the perceived value of peer-feedback decreases after having participated in a peer-feedback activity. Some state that peer-feedback responses and beliefs can be seen as an outcome of a peer-feedback process, meaning that negative experiences have led to negative beliefs and vice versa (Price et al., 2011; van Gennip et al., 2009). Therefore, it is vital to create positive and valuable peer-feedback experiences early on.

Given the educational benefits of peer-feedback and the need to support positive peer-learning experiences, this chapter focuses on personal factors that influence students’ openness to provide and receive peer-feedback (i.e. peer-feedback orientation). As teachers we can support students and increase peer-learning by being aware of personal factors that influence students’ peer-feedback thoughts and behaviour. But currently, there is a research gap regarding personal factors influencing students’ peer-feedback behaviour and a better understanding of individual differences (in higher education) of peer-feedback perception is missing (Dawson et al., 2019; Mulliner & Tucker, 2017; Srichanyachon, 2012; Strijbos et al., 2021; Taghizadeh et al., 2022). Overall research about beliefs and perceptions of feedback mainly focused on the feedback receiver (Alqassab et al., 2019) which is why we know less about the feedback provider (Winstone et al., 2017). Regarding students’ peer-feedback beliefs, Huisman et al. (2019) developed a ‘Beliefs about Peer-Feedback Questionnaire’ (BFPQ). They argue that student’s beliefs relate to the following four themes: (1) valuation of peer-feedback as an instructional method, (2) confidence in own peer-feedback quality, (3) confidence in quality of received peer-feedback and (4) valuation of peer-feedback as an important skill.

Outside educational settings, in the work field and performance management, we see more studies focusing on personal factors influencing feedback processes between employee and employer. In this context, the concept of ‘Feedback Orientation’ (London & Smither, 2002) was proposed which describes an “individuals’ overall receptivity to feedback, including comfort with feedback, tendency to seek feedback and process it mindfully, and the likelihood of acting on the feedback
### Table 12.1 Interview structure and questions

<table>
<thead>
<tr>
<th>Demographic and background information</th>
<th>Background relates to occupation and peer-feedback experience</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Introduction and open brainstorm</strong></td>
<td>Q1. Try to give as many as possible factors in which students differ with regard to how they perceive giving, receiving and using peer-feedback</td>
</tr>
</tbody>
</table>
| **2. Interviewer shows the 4 factors of FOS**| Q2. How would you understand the factors shown in relation to giving, receiving and using peer-feedback?  
Q3. To what degree are each of these factors relevant?  
Q4. Try to link the elements you mentioned in Q1 to the 4 factors shown |
| **3. Why is it relevant?**| Q5. Try to explain why these factors (the ones you mentioned) influence students’ openness to peer-feedback. Do you link them to students in general or to a specific type of students? |
| **4. Round up**| Q6. Do you believe that the factors discussed sufficiently cover students’ openness with regard to peer-feedback? If so, why? Would you like to add anything? |

The feedback orientation concept and its translation into four dimensions (FOS) inspired us to use and transfer it to a higher education peer-learning setting. We expect that the four dimensions of the FOS are relevant in a higher education peer-feedback context. Various aspects of these dimensions have been mentioned in earlier feedback related studies (Alqassab et al., 2019; Boud & Molloy, 2013; Carless & Boud, 2018; Hulleman et al., 2008; Latifi et al., 2020, 2021; Patchan & Schunn, 2015). However, scales related to FOS such as the ‘Feedback Environment Scale’ (Steelman & Snell, 2004) or the ‘Instructional Feedback Orientation Scale’ (IFOS) (King et al., 2009) suggest that the context in which feedback orientation is studied influences the factors that can be attributed to it. Given the context of this study, we expect a different interpretation of the dimensions. Therefore, the goal of this study is to investigate if and how the four feedback orientation dimensions (utility, accountability, social awareness and self-efficacy) fit in the context of (higher) education and peer-feedback and if additional dimensions are needed to describe students’ peer-feedback orientation.
Accordingly, the following research questions were investigated:

RQ1: Which personal factors are playing a role in students’ peer-feedback orientation (i.e. openness to provide and receive peer-feedback) according to higher education students, teachers and researchers?
RQ1a: How can these elements be mapped by the existing feedback orientation dimensions (utility, accountability, social awareness, self-efficacy)?
RQ1b: How are utility, accountability, social awareness and self-efficacy interpreted in the context of peer-feedback in higher education?
RQ1c: Are additional dimensions needed to map elements that play a role in students’ peer-feedback orientation?

12.2 Research Design and Method

This study is phase 1 of a 2-step-study design (exploratory sequential mixed methods). In a sequential exploratory mixed methods design, first, qualitative data is collected and analysed, followed by quantitative data collection and analysis. Data collection and analyses can take place separately, concurrently or sequentially (Creswell et al., 2011). In this study, data is collected sequentially which means that during the qualitative phase, interview data was collected and analysed to find elements which were used for the development of a quantitative instrument (‘Peer-Feedback Orientation Scale’). This chapter (Fig. 12.1) covers the qualitative data collection, analyses and results while the quantitative part (exploratory factor analysis) is presented in a separate paper (Kasch et al., 2021a, 2021b).

12.3 Qualitative Data Collection and Analysis

Semi-structured interviews were held individually and face-to-face with each participant. An interview protocol was developed and tested beforehand which included a demographics- and a content section. In the demographics section the occupation and peer-feedback experience of the participants were asked. The content section (Table 12.1) started with an open think-aloud phase in which participants were asked to list and explain personal elements that influence their peer-feedback orientation (i.e. openness to provide and receive peer-feedback). Next, participants were presented with the four feedback-orientation-dimensions by Linderbaum and Levy (2010). Without further explanation of their meaning, the participants had to describe and interpret each dimension in the context of peer-feedback. Additionally, we asked them to explain the relevance of the dimensions regarding peer-feedback orientation. Lastly, participants had to assign their previously listed elements to the four dimensions (utility, accountability, social awareness and self-efficacy) and were allowed to add new dimensions if needed. An interview took on average 1 h and was tape-recorded with the permission of the
participant. This study was approved by the ethical commission of our university and participation to the study was based on informed consent.

### 12.3.1 Participants

A sample (N = 13) of researchers, teachers and students from Dutch universities and higher education institutes participated in the semi-structured interviews. Using a purposeful sampling strategy enabled us to yield perspectives from individuals involved in a peer-feedback process (researchers, teachers and students). We approached teachers from seven research projects who had received a grant from the Dutch Ministry of Education to conduct peer-feedback related practice, four researchers on peer-feedback related research and four students with peer-feedback experience. A gift voucher was given for participation. The 13 semi-structured interviews (nine female and four male) were held within five universities and four universities of applied sciences. The data from five teachers (Amsterdam University, Delft University, Wageningen University, Saxion and HAN University of Applied Sciences), four university researchers and four students (Maastricht University, Open University of the Netherlands and Fontys University of Applied Sciences, Zuyd University of Applied Sciences) were included.
12.4 Data Analysis

The qualitative data analysis comprised multiple steps:

*Transcription of interviews:* The tape-recorded interviews were transcribed to prepare them for qualitative analysis by using GOM player ([https://www.gomlab.com/](https://www.gomlab.com/)). The interview transcripts were entered into N-Vivo 12 Pro for coding ([https://www.qsrinternational.com/nvivo/nvivo-products/nvivo-12-pro](https://www.qsrinternational.com/nvivo/nvivo-products/nvivo-12-pro)).

*Data coding:* The transcripts were then coded using an ‘In-Vivo’ coding method (Saldana 2016). The ‘In-Vivo’ coding method is recommended for studies with the goal to develop new theory about a phenomenon. It is also suitable for novices, since the actual words, phrases and/or sentences of the interviewee are used as codes (Saldana 2016).

*Construction of (sub-)themes:* The four dimensions of FOS (Linderbaum & Levy, 2010) were guiding during the interviews and the analysis process. However, due to the shift from feedback in a workplace to peer-feedback in an educational setting, this study revisited the interpretation and number of dimensions that play a role in students’ openness, within the perspective of both receiver and provider. The construction of (sub-)themes was done by the first two authors together. The result was presented to and discussed with the third author to produce a final version.

12.5 Findings

Research Question 1: Which personal factors are playing a role in students’ peer-feedback orientation (i.e. openness to provide and receive peer-feedback) according to higher education students, teachers and researchers?

As mentioned previously, the FOS (Linderbaum & Levy, 2010) and its four dimensions were used as basis for the investigation of students’ peer-feedback orientation. To get insight into the underlying personal factors that could play a role in students’ peer-feedback orientation (RQ1) an open think-aloud interview took place. The findings of this phase show that various personal factors can influence students’ peer-feedback orientation (see Appendix A for a translated list). All participants reported that the bond students have with their peer and the general atmosphere in the group has an influential factor for their orientation. Whilst a positive atmosphere in the group was seen as beneficial for the peer-feedback process, mixed responses were given about the influence of having a positive bond with their peers:

*If you like somebody you don’t want to run them into the ground and if you don’t like somebody at all then maybe you are more inclined to do so.*

Students’ confidence about their skills and knowledge were also seen as influential personal factors. The less confident, the more a student can struggle to provide as well as receive feedback. Another element highlighted was the idea of mutuality.
Peer-feedback is seen as a give-and-take process and students reported to feel more open if they have the feeling that the other person is putting effort into the provided feedback. However, mutuality seemed to be threatened by other factors such as the hierarchy between students. It was reported that students are more open to receive feedback from a knowledgeable peer than from a less knowledgeable one:

*I have groups of seven students and there are good and bad students in them and they all know each other. They know who the good ones are and they know who the bad ones are. And the good ones think, yes, the bad ones don’t matter to me, I’m not going to put any energy into them.*

*If you think that your peer is not as knowledgeable, you are less likely to accept his feedback.*

Additionally, students’ prior experience with peer-feedback was highlighted as a factor that can influence students’ orientation. Uncertainty about the procedure and unfamiliarity with the aim of peer-feedback were seen as elements that could negatively influence openness. Students’ feedback needs and readiness to provide and receive peer-feedback were also seen as relevant elements as well as the type of feedback (formative vs. summative) and the moment in which students provide and receive it. It was stated that students are more open to receive formative feedback compared to summative feedback because they are still able to use it for improvement.

*If you just started with the task and are not quite ready, receiving feedback can be too much. The receptivity for feedback will be positively influenced if you know what to expect and if you know that the feedback will be valuable for you.*

By revisiting the meaning of the FOS dimensions (utility, accountability, social awareness, self-efficacy), we found first of all, that participants were able to map their generated elements by the FOS dimensions (RQ1a) and secondly, that the dimensions were perceived as relevant in the context of students’ peer-feedback orientation.

**Research Question 1b: How are utility, accountability, social awareness and self-efficacy interpreted in the context of peer-feedback in higher education?**

Next, participants were presented with the four feedback orientation dimensions by Linderbaum and Levy (2010). Without further explanation of their meaning, the participants had to describe and interpret each dimension in the context of peer-feedback.

We found that the participants interpreted the FOS dimensions in a different way compared to Linderbaum and Levy (2010). Table 12.2 (right column) shows the different ways in which the FOS dimensions were interpreted when discussed in a peer-feedback setting versus a work-related setting (Linderbaum & Levy, 2010).

Transcribing and coding the responses regarding the meaning of the FOS dimensions resulted in a total of 562 codes. Two researchers clustered the 562 codes to meaningful subthemes within each feedback orientation dimension using
Table 12.2 Dimensions of the ‘Feedback Orientation Scale’ by Linderbaum and Levy (2010) and the ‘Peer-Feedback Orientation Scale’ by interviewees (N = 13)

<table>
<thead>
<tr>
<th>Dimensions Peer-Feedback Orientation Scale based on semi-structured interview data</th>
<th>Dimensions Feedback Orientation Scale (Linderbaum &amp; Levy, 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td>The personal added value a student perceives for their learning process by engaging in peer-feedback</td>
</tr>
<tr>
<td>Accountability</td>
<td>A student’s sense of responsibility for their own learning process and that of a fellow peer</td>
</tr>
<tr>
<td>Social awareness</td>
<td>A student’s social connection with the group and/or peer and seeing peer-feedback as a social process</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>A student’s confidence in their knowledge and skills to provide valuable feedback</td>
</tr>
</tbody>
</table>

The subthemes helped to get a better understanding of how the four dimensions were interpreted in the higher-education peer-feedback context (research question 1b). Additionally, the subthemes were needed for the item writing process for the ‘Peer-Feedback Orientation Scale’ in the quantitative part of this study (Kasch et al., 2021a, 2021b).

12.5.1 Utility

Utility plays an important role for students because they expect to improve from the feedback they receive. For them, utility mainly has to do with receiving new information, new perspectives and the way and the moment they receive the feedback. Formative feedback on draft versions is experienced as more useful than summative feedback on a finished piece where it is no longer possible to use the feedback. Extended feedback containing explanations, comments and discussions is experienced as clear and valuable. Additionally, classroom discussions ensure that students can learn from each other’s cases. It was indicated that students take peer feedback seriously and expect their peers to take it seriously, too. The reciprocity of peer-feedback was mentioned by several participants as well as the need to provide and receive useful feedback in a constructive way. The knowledge level...
<table>
<thead>
<tr>
<th>Themes</th>
<th>Utility</th>
<th>Accountability</th>
<th>Social Awareness</th>
<th>Self-efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-themes</td>
<td>– Teacher role</td>
<td>– Influence of the process on your accountability</td>
<td>– On a group level</td>
<td>– Your role as a giver</td>
</tr>
<tr>
<td></td>
<td>– Learning with feedback</td>
<td>– Things you hold the other accountable for</td>
<td>– Behaviour that contributes positively to social awareness</td>
<td>– Your role as a receiver</td>
</tr>
<tr>
<td></td>
<td>– Feedback is tailor-made</td>
<td>– Things you hold yourself accountable for</td>
<td>– Behaviour impairing social awareness</td>
<td>– Self-efficacy for giver and receiver</td>
</tr>
<tr>
<td></td>
<td>– Creating meaning</td>
<td></td>
<td></td>
<td>– Context prerequisites for self-efficacy</td>
</tr>
<tr>
<td></td>
<td>– Feedback moment</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 12.4  Participant quotes about the peer-feedback orientation themes

<table>
<thead>
<tr>
<th>Themes</th>
<th>Typical Quotes (translated from Dutch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td>“This is whether you think the feedback is useful for you.” [T4]</td>
</tr>
<tr>
<td></td>
<td>“The perceived usefulness influences the openness of a student. The following aspects play a role here: The quantity of the feedback: at various moments but not too much feedback. Moment of learning. Useful at the start but there must already be a basis.” [R1]</td>
</tr>
<tr>
<td></td>
<td>“Utility is really just about the product.” [S1]</td>
</tr>
<tr>
<td>Accountability</td>
<td>“Are you accountable, do you feel accountable. So it’s about, yes, when you provide feedback that you think ‘I am responsible for what I have written down’. “ [T4]</td>
</tr>
<tr>
<td></td>
<td>“I translate it as a kind of approachability.” [R4]</td>
</tr>
<tr>
<td></td>
<td>“That people can count on you.” [S3]</td>
</tr>
<tr>
<td>Social Awareness</td>
<td>“Social awareness, then I immediately think of whether you have sensitivity, the social sensitivity.” [T3]</td>
</tr>
<tr>
<td></td>
<td>“I would translate it as the social context in which the peer-feedback takes place.” [R4]</td>
</tr>
<tr>
<td></td>
<td>“Yes, here the group feeling and the hierarchy within the group play a role.” [S4]</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>“Self-efficacy is important for openness because if you feel that you cannot add valuable things you will be more reluctant to give feedback…” [T3]</td>
</tr>
<tr>
<td></td>
<td>“I can imagine that if people have that, they are more likely to be active in peer-feedback.” [R3]</td>
</tr>
<tr>
<td></td>
<td>“Self-efficacy, like accountability, is about the product and yourself..that you want to give good feedback which not necessarily has to be about the product.” [S1]</td>
</tr>
</tbody>
</table>

T = Teacher; R = Researcher; S = Student

of the student and of peers can also play a role. Insecurity about their knowledge, can result in less openness to provide feedback. The same applies for the timing of feedback and students’ readiness to receive. For example, students who are working on the structure of a piece will perceive feedback on the completeness of content less useful since it does not match their current phase and needs. Additionally, the role of the instructor can influence how students view and deal with feedback. By assessing peer-feedback, giving feedback themselves, or simply checking on the feedback process can influence students’ feedback perceptions and behaviour.

12.5.2 Accountability

Accountability was described as the sense of responsibility students have regarding their own learning process and that of someone else. Mutual commitment of both parties is important here. Familiarity, friendship and the setting (online or face-to-face) can influence the way students provide and perceive the received feedback. It was also mentioned that there is a difference between ‘good’ and ‘weak’ students.
and it was claimed that good students take it more seriously. All in all, peer-feedback was described as an unselfish process in which you, as a student, have the goal of being able to help someone else with your feedback.

### 12.5.3 Social Awareness

All interviewees agreed that peer feedback is a social process. It takes place in a social context between one or more students and is therefore influenced by a number of (social) elements such as the group feeling, the bond with the group, the position in the group/hierarchy in terms of knowledge but also ranking/popularity. If students feel that the other person is empathetic, yet able to give feedback in an objective way, their openness to receive peer-feedback increases. Being aware of the fact that different perspectives are valid and that in some cases there is no one correct answer, is something students have yet to learn. The instructor should have an advisory role in this regard and lead discussions about different perspectives, which can increase students’ sense of safety. Feeling safe in the way that it is OK to not know ‘the’ answer, to make mistakes, that there is room for discussions and for different perspectives was reported as important in peer-feedback. However, tactical play, favouritism, not being able to get along with each other, are social aspects that can stand in the way of students’ openness.

### 12.5.4 Self-efficacy

Participants who were familiar with the term described it as faith in your own abilities. Those who did not know it could identify with this description. Whether students believe in their ability/knowledge or not influences their openness to provide feedback. Participants reported that previous experiences with peer-feedback can influence self-efficacy. Additionally, individual elements such as a student’s self-image and self-confidence were also contributed to effect self-efficacy. The peer-feedback context and function (online vs. offline; formative vs. summative) can influence the degree to which students feel safe and thus influences their self-efficacy. To strengthen students’ self-efficacy, instructors need to provide clear expectations and instructions around the peer-feedback process, examples and transparency.

**Research Question 1c: Are additional dimensions needed to map elements that play a role in students’ peer-feedback orientation?**

Lastly, participants had to assign their previously listed elements to the four dimensions (utility, accountability, social awareness and self-efficacy) and were allowed to add new dimensions if needed.

A small number of participants proposed additional dimensions that could be considered when investigating students’ peer-feedback orientation. These were ‘psychological safety’ (n = 1), ‘personality traits’ (n = 3) and ‘socioeconomic
status’ (n = 1). Psychological safety was described as an overarching basic requirement for peer-feedback to be effective. Students need to feel safe in a sense that they know that there is nothing at stake and that others have to follow a code of conduct. A few participants mentioned that personality traits such as being an introvert or extrovert can play a role in students’ openness towards providing and receiving feedback.

12.6 Discussion and Conclusion

12.6.1 Discussion

An exploratory sequential mixed methods design was used to explore elements that influence students’ peer-feedback orientation and to investigate whether existing feedback orientation dimensions fit to the higher education peer-feedback context. The findings confirm our expectations, that the four feedback orientation dimensions identified by Linderbaum and Levy (2010) (utility, accountability, social awareness, self-efficacy) are seen as relevant in a peer-feedback context. Additionally, the findings confirm that the four feedback orientation dimensions have another, more broader meaning when applied in a peer-feedback context and that both receiving as well as providing feedback play a role in peer-feedback orientation. The wide range of elements reported by the participants suggests that student’s peer-feedback orientation is influenced by diverse elements such as students’ beliefs about what makes peer-feedback useful and fair. The findings also show that peer-feedback is a complex process and to cover all student elements that underlie students’ peer-feedback orientation is a difficult task.

Related research on students’ peer-feedback perceptions and beliefs, state that student engagement increases if the value of feedback is clear (Moore & Teather, 2013). The findings that students value personal, specific, objective and constructive feedback are also in line with the literature (Dawson et al., 2019; Li & De Luca, 2014). Being confident in their own peer-feedback quality and in the quality of the received peer-feedback was also found by Huisman et al. (2019).

Formative feedback was seen as more valuable for students as opposed to summative feedback since students still have the chance to use the formative feedback to improve their current work. The importance for students to receive timely feedback is shared with previous research on student perceptions (Carless, 2017; Dawson et al., 2019; Pearce et al., 2010). Being able to use feedback in order to improve, supports previous research by Price et al. (2010) who state that feedback on drafts is perceived as more helpful and valuable than feedback on an end product. During the interviews, it was also stated that discussing the received peer-feedback is valued by students and that it can increase their openness to receive and use it. Especially when it comes to written peer-feedback, miscommunication and difficulties with interpreting comments can result in students not using it, which was also reported in other studies (Carless, 2017; Price et al., 2010; Schillings et al., 2021). These barriers can be resolved through discussion
and reflection. Additionally, dialogues about feedback and discussing examples increases students’ perceived value of feedback (Price et al., 2010).

*Utility* was described as the added value of feedback in order to improve and to reaching goals, which is consistent with the study by Linderbaum and Levy (2010). In the workplace context, it was defined by variables regarding work success, skills development, performance improvement and goals reaching (Linderbaum & Levy, 2010). This was also reported by King et al. (2009) who found that in an educational context the perceived utility regarding teacher feedback was based on the motivational factors of teacher feedback, its importance for improvement and students´ tendency to listen to and reflect on teacher feedback.

In this current study, a broader range of variables was identified regarding utility in a peer-feedback context where both the feedback orientation of the receiver as well as the provider were included (e.g. learning with feedback, creating meaning, feedback being tailor made, the moment of receiving and providing feedback, gaining new perspectives, learning from receiving as well as providing). These findings match those of Nicol et al. (2009) who found that students value receiving feedback because it showed them other perspectives and spots for improvement. Similar to King et al. (2009) possible concerns regarding the usefulness of receiving feedback were expressed.

Linderbaum and Levy (2010) defined accountability as “an individual’s tendency to feel a sense of obligation to react to and follow up on feedback” (p. 1377). Although in line with this definition, the results of this study indicated that in peer-feedback, students not only feel responsible to act on the feedback they receive but also for the feedback they provide. Peer-feedback was described as a reciprocal and unselfish process in which students try to support their peers. However, it was also stated that some students may have concerns regarding the fairness and seriousness of their peers during the peer-feedback process. Good students were attributed to being more serious than weaker students. In the IFOS by King et al. (2009) accountability is not a separate dimension. A possible explanation might be that teacher feedback is not seen as optional remark on student performance but seen as compulsory expert feedback.

Contrary to the results of Linderbaum and Levy (2010), social awareness was not solely defined by others’ impressions about yourself and how you are perceived by others but rather by the social bond between students and the atmosphere in the group. In a peer-feedback context, social awareness was seen as a very relevant dimension, due to the co-dependency between students being both receiver as well as provider of feedback. Hierarchy between students resulting from differences in domain knowledge and social positioning in the group were stated as relevant factors for the social awareness dimension. In a face-to-face context, social awareness was reported as being higher as opposed to an online context due to the direct contact and relates with the accountability dimension. The IFOS does not contain a social awareness dimension, however their students’ ‘sensitivity’ dimension includes elements that are similar to the findings of this study (i.e. feeling threatened, hurt and stressed by corrective feedback from the teacher) (King et al., 2009). Compared to teacher feedback, peer-feedback makes students
co-dependent of each other, which can influence their (social) behaviour and the manner in which they provide feedback.

In the work environment, self-efficacy was defined as “an individual’s tendency to have confidence in dealing with feedback situations and feedback” (Linderbaum & Levy, 2010, pp. 1386). The underlying variables focus on the feedback receivers’ ability to handle, receive and respond to feedback. Again, compared to the FOS (Linderbaum & Levy, 2010), feedback orientation in a peer-feedback context focuses on both the provider as well as the receiver. This distinction is relevant since students’ self-efficacy can vary across tasks (providing vs. receiving) and topics (being more/less knowledgeable in a certain topic). Elements such as fear for criticism, fear of being vulnerable and negative experiences with peer-feedback can negatively influence students’ self-efficacy and thus their openness to receive. A student who is not able to receive feedback because of fear, will likely not see any value in it. Students fear of (corrective) feedback was also described by the feedback sensitivity dimension by King et al. (2009). Although self-efficacy is not a separate scale in the IFOS (King et al., 2009) elements were still included in the form of feedback retention (i.e. student ability to recall and remember teacher feedback).

The findings support the hypothesis that feedback orientation is a universal concept however its implementation is dependent on the context, the parties involved and the function of feedback. Therefore, further investigating the dimensions underlying students’ feedback orientation towards peer-feedback seems relevant and promising. Comparing the findings of this study with related feedback orientation scales (King et al., 2009; Linderbaum & Levy, 2010) appeared complex, given the differences in context (educational vs. work environment), stakeholders (student–student vs. teacher-student vs. employer-employee) and feedback function (mandatory formative peer-feedback vs. corrective teacher feedback vs. developmental feedback). As discussed, the findings of this study are both consistent as well as contrasting compared to the ‘Feedback Orientation Scale’ and the ‘Instructional Feedback Orientation Scale’.

12.7 Limitations of the Study and Recommendations for Future Research

The major limitation of the study was the small sample size of the participants involved in the research and the limitations to draw the sample only from a Dutch Higher Education context. This decision has been taken for practical reasons, but we might have identified some specific experiences or traits which are especially relevant in this context, but not in others. Future research will need to confirm the findings of this study and the follow-up study (Kasch et al., 2021a, 2021b) to be generalizable beyond the current context.

Additional research will be needed in terms of identifying meaningful differences in students with regard to peer-feedback orientation. While some individual
differences can be identified they do not need a differentiated approach for students. At the same time, specific dispositions may need actions which may help students to overcome for example a negative attitude or prior experience with peer-feedback.

12.8 Conclusions

This paper contributes to the theory development for peer feedback orientation and proposes a new conceptualisation of peer feedback orientation. Based on our findings, students’ peer-feedback orientation relates to providing as well as receiving feedback, the relationship students have with each other and their skills. The findings have been used as a source for the development and testing of a preliminary ‘Peer-Feedback Orientation Scale’, useful for getting insight into students’ dispositions or orientations/openness, towards receiving and providing peer-feedback (Kasch et al., 2021a, 2021b). Being aware and informed about students’ peer-feedback orientation, especially at the beginning of a learning activity, course or even semester can provide teachers with the opportunity to address issues around student perspectives and experiences regarding the utility of providing and receiving peer-feedback, feelings of accountability, social awareness and self-efficacy.

This chapter has provided a documentation of the first step of a 2-step-study exploratory sequential mixed method design with the goal to develop a reliable and valid instrument to measure peer-feedback orientation of students in higher education. The second step of this research has been published already (Kasch et al., 2021a, 2021b). The final goal of the research is to offer options for practitioners to react to individual differences in students regarding their preparedness for peer-feedback activities and to avoid negative experiences with peer-feedback.

Appendix A

List of (personal) elements that influence students’ openness to provide and receive peer-feedback provided by interviewees (N = 13) during think-aloud part of a semi-structured interview.

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Elements influencing students’ openness to provide and receive peer-feedback</th>
</tr>
</thead>
</table>
| Student 1   | • Feedback previously received from the teacher  
|             | • Amount of time invested in the task (on which you will receive feedback)  
|             | • Self-confidence  
|             | • Getting on well with the other students of the peer-feedback group  
|             | • Providing positive feedback to receive positive feedback as well |
| Student 2   | • Being afraid to hurt the other person  
|             | • Feeling unsecure to provide feedback  
|             | • Feeling unsecure to receive feedback  
<p>|             | • Providing feedback in an objective way |</p>
<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Elements influencing students’ openness to provide and receive peer-feedback</th>
</tr>
</thead>
</table>
| Student 3   | - Attitude of peer-feedback receiver  
- Group context/structure  
- Confidence  
- New feedback  
- The way you receive and provide feedback  
- Having specific moments were you provide and receive feedback  
- Mutual effort in providing feedback  
- Explaining feedback |
| Student 4   | - Own knowledge  
- Justified feedback  
- Knowledge level of feedback provider  
- Boosting participation score  
- Relationship with the other person  
- Confidence level of feedback provider |
| Teacher 1   | - Introvert  
- Experience with peer-feedback  
- Factual knowledge  
- Tactical game between students  
- Ratio of knowledge in the group  
- Atmosphere in the group |
| Teacher 2   | - Uncertainty about the procedure  
- Fear of criticism  
- Uncertainty over content knowledge |
| Teacher 3   | - Life experience/maturity  
- Self-confidence in providing and receiving peer-feedback  
- Previous experience with peer-feedback (in a formal and informal way)  
- Familiarity with the scientific process of peer-review  
- Social sensitivity (introvert/extrovert) |
| Teacher 4   | - Self-image  
- Self-confidence  
- Alleged knowledge in the field in question  
- Number of siblings  
- Position in the group/class  
- Emotional age/matureness  
- Experienced consequences of the peer-feedback activity  
- Sex  
- Language skills  
- Previous experience with peer-feedback  
- Mood  
- Cultural background  
- Extrovert/introvert |
<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Elements influencing students’ openness to provide and receive peer-feedback</th>
</tr>
</thead>
</table>
| Researcher 1 | • Familiarity with the peer  
• Position in the group  
• Being open-minded and receptive  
• Working one-on-one or in a group  
• Character from the peer  
• Culture  
• Safe environment  
• Expertise of the peer  
• Hierarchy  
• Mental state  
• Moment of the learning process  
• Feedback on the task vs. feedback on the process  
• Summative vs. formative feedback  
• Reliability of the feedback  
• Quality of the work one has to review  
• Added value for own learning  
• Amount of feedback one is receiving |
| Researcher 2 | • Self-awareness  
• Judgement of learning  
• Confidence  
• Positive attitude  
• Perseverance  
• Time to be spent on peer-feedback  
• Formative way  
• Personality (introvert/extrovert)  
• Curiosity/eagerness to learn  
• Trust in others  
• Knowledge level  
• Sex  
• Perfectionism |
| Researcher 3 | • Need for structure, expectations and a clear goal  
• Self-confidence  
• Unfamiliarity with the group  
• Negative association with peer-feedback  
• Previous experiences with peer-feedback  
• Motivation  
• Interactivity (social skills)  
• Content knowledge |
| Researcher 4 | • Previous experience, both positive and negative with peer-feedback  
• Whether the feedback meets your needs or not  
• Self-image about yourself as a human being  
• Self-image about your knowledge and skills  
• Your state of being/ current mood  
• Your strength  
• Your view of the other persons’ knowledge and skills  
• Your opinion about the other person |
### Themes, Subthemes and the Main Corresponding Codes (originally in Dutch and translated for publication)

<table>
<thead>
<tr>
<th>Theme: Utility</th>
<th>Theme: Accountability</th>
<th>Theme: Social Awareness</th>
<th>Theme: Self-efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtheme: Teacher role</strong>&lt;br&gt;Teacher control&lt;br&gt;Equivalency student and teacher feedback&lt;br&gt;Grading feedback</td>
<td><strong>Subtheme: Influence of the process on your accountability</strong>&lt;br&gt;Being approachable&lt;br&gt;Talking about feedback&lt;br&gt;Uncertainty about the feedback process&lt;br&gt;Teacher making students feel accountable</td>
<td><strong>Subtheme: On a group level</strong>&lt;br&gt;Higher in face-to-face&lt;br&gt;Trust in the feedback provider&lt;br&gt;Position in the group</td>
<td><strong>Subtheme: Your role as a giver</strong>&lt;br&gt;Feeling competent to add something&lt;br&gt;Time investment&lt;br&gt;Feedback on your feedback&lt;br&gt;The way you receive feedback</td>
</tr>
<tr>
<td><strong>Subtheme: Learning with feedback</strong>&lt;br&gt;Feedback on the process&lt;br&gt;Aimed at the receiver&lt;br&gt;Getting another perspective&lt;br&gt;Added value of feedback&lt;br&gt;Learning from each other</td>
<td><strong>Subtheme: Things you hold the other accountable for</strong>&lt;br&gt;Reciprocity&lt;br&gt;Benefitting from my feedback&lt;br&gt;Responsible for own learning process&lt;br&gt;Familiarity of the peer&lt;br&gt;Taking peer-feedback seriously</td>
<td><strong>Subtheme: Behaviour that contributes positively to social awareness</strong>&lt;br&gt;Empathise&lt;br&gt;Balance between tips and tops&lt;br&gt;Being open to different points of view&lt;br&gt;Psychological safety</td>
<td><strong>Subtheme: Your role as a receiver</strong>&lt;br&gt;Fear for criticism&lt;br&gt;Wanting to receive feedback&lt;br&gt;Previous experiences&lt;br&gt;Testing whether feedback is justified&lt;br&gt;There is no black and white answer&lt;br&gt;Being vulnerable&lt;br&gt;Being able to process feedback</td>
</tr>
<tr>
<td><strong>Subtheme: Feedback is tailor-made</strong>&lt;br&gt;Insecurity about own knowledge&lt;br&gt;Needs of receiver and provider&lt;br&gt;Being ready to receive&lt;br&gt;Receiving too much Content related and constructive feedback&lt;br&gt;Providing value&lt;br&gt;Being able to recognize value&lt;br&gt;What happens next?</td>
<td><strong>Subtheme: Things you hold yourself accountable for</strong>&lt;br&gt;Trust in your own abilities&lt;br&gt;Unselfish&lt;br&gt;Responsible for own learning process&lt;br&gt;Doing something with the feedback</td>
<td><strong>Subtheme: Behaviour impairing social awareness</strong>&lt;br&gt;If you can get along with the other person&lt;br&gt;Other person is benefiting from my work&lt;br&gt;Tactical moves&lt;br&gt;Anonymity</td>
<td><strong>Subtheme: Self-efficacy for giver and receiver</strong>&lt;br&gt;Having enough content knowledge&lt;br&gt;Self-image&lt;br&gt;Self-confidence</td>
</tr>
</tbody>
</table>
| **Subtheme: Creating meaning**<br>Same frame of reference<br>Familiarity with the scientific process<br>Explaining feedback<br>Small groups<br>Goal of feedback | **Subtheme: Feedback moment**<br>Feedback on completed work<br>Feedback on draft version<br>Time to use feedback<br>Several feedback moments | **Subtheme: Context prerequisites for self-efficacy**<br>Transparency of the process<br>Feedback as a skill<br>Training peer-feedback | **Subtheme: Context**

---

*Note: The table continues with more details pertaining to each theme and subtheme, including specific codes and their descriptions.*
Appendix C

Percentage distribution of all peer-feedback orientation themes.

Appendix D

Frequencies and percentages of the peer-feedback orientation themes and corresponding subthemes.

<table>
<thead>
<tr>
<th>Peer-Feedback Orientation (Sub-)Themes</th>
<th>Within a subtheme</th>
<th>Across all subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Relative Frequency</td>
</tr>
<tr>
<td><strong>Utility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definition</td>
<td>16</td>
<td>0.080</td>
</tr>
<tr>
<td>Subtheme 1 ‘Teacher role’</td>
<td>43</td>
<td>0.215</td>
</tr>
<tr>
<td>Subtheme 2 ‘Learning with feedback’</td>
<td>47</td>
<td>0.235</td>
</tr>
<tr>
<td>Subtheme 3 ‘Feedback is tailormade’</td>
<td>39</td>
<td>0.195</td>
</tr>
<tr>
<td>Subtheme 4 ‘Creating Meaning’</td>
<td>36</td>
<td>0.180</td>
</tr>
<tr>
<td>Subtheme 5 ‘Feedback Moment’</td>
<td>19</td>
<td>0.095</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>200</strong></td>
<td><strong>1.000</strong></td>
</tr>
<tr>
<td><strong>Accountability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Definition</td>
<td>17</td>
<td>0.163</td>
</tr>
<tr>
<td>Subtheme 1 ‘Influence of the process on your accountability’</td>
<td>19</td>
<td>0.183</td>
</tr>
<tr>
<td>Peer-Feedback Orientation (Sub-)Themes</td>
<td>Within a subtheme</td>
<td>Across all subthemes</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td></td>
<td>Frequency</td>
<td>Relative Frequency %</td>
</tr>
<tr>
<td>Subtheme 2 ‘Things you hold the other accountable for’</td>
<td>49</td>
<td>0.471</td>
</tr>
<tr>
<td>Subtheme 3 ‘Things you hold yourself accountable for’</td>
<td>19</td>
<td>0.183</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>104</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social Awareness</th>
<th>Within a subtheme</th>
<th>Across all subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Relative Frequency %</td>
</tr>
<tr>
<td>Definition</td>
<td>13</td>
<td>0.115</td>
</tr>
<tr>
<td>Subtheme 1 ‘On a group level’</td>
<td>41</td>
<td>0.363</td>
</tr>
<tr>
<td>Subtheme 2 ‘Behaviour that contributes positively to social awareness’</td>
<td>36</td>
<td>0.319</td>
</tr>
<tr>
<td>Subtheme 3 ‘Behaviour impairing social awareness’</td>
<td>23</td>
<td>0.204</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>113</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Self-efficacy</th>
<th>Within a subtheme</th>
<th>Across all subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency</td>
<td>Relative Frequency %</td>
</tr>
<tr>
<td>Definition</td>
<td>12</td>
<td>0.111</td>
</tr>
<tr>
<td>Subtheme 1 ‘Your role as a giver’</td>
<td>16</td>
<td>0.148</td>
</tr>
<tr>
<td>Subtheme 2 ‘Your role as a receiver’</td>
<td>30</td>
<td>0.278</td>
</tr>
<tr>
<td>Subtheme 3 ‘Self-efficacy for giver’</td>
<td>31</td>
<td>0.287</td>
</tr>
<tr>
<td>Subtheme 4 ‘Context/prerequisites for self-efficacy’</td>
<td>19</td>
<td>0.176</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>108</td>
<td>1.000</td>
</tr>
</tbody>
</table>

| Other                                 | 37       | 1.000               | 7.0%                  |
| **Total all**                         | 562      | 1.000               | 100.0%                |
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Giving Feedback to Peers in an Online Inquiry-Learning Environment

Natasha Dmoshinskaia and Hannie Gijlers

13.1 Introduction

Traditionally, feedback from peers has been used when teachers cannot provide proper feedback themselves, usually because of large class sizes (e.g., Falchikov & Goldfinch, 2000). This way of using peer assessment has not been fully adopted by teachers, due to its low reliability and validity (e.g., Liu & Carless, 2006). However, there has been a shift in goals, from using peer feedback as an assessment tool replacing teacher feedback, to using it for the benefits of learning, as a learning tool (e.g., Adachi et al., 2018; van Popta et al., 2017). As peer assessment consists of two processes—giving feedback and receiving feedback—both can (and do) contribute to learning (e.g., Li et al., 2020). However, several studies have indicated that giving feedback can lead to comparable or even greater learning than receiving feedback (e.g., Ion et al., 2019; Li & Grion, 2019; Phillips, 2016). Therefore, when used as a learning tool, giving feedback to peers can be a learning experience for feedback providers (or reviewers). Even though the contribution that giving feedback makes to learning has been shown, that part of the peer assessment process has been less studied than the receiving-feedback part.
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Separating these two parts and focusing only on giving feedback could lead to better understanding of the factors that might influence reviewers’ learning.

Such learning can be attributed to several factors. One is that while giving feedback to peers, students need to be cognitively involved with the material and the task. They need to compare the product to be reviewed with their own understanding and/or self-created product; this comparison leads to deeper thinking and thereby to learning (Nicol & McCallum, 2022). Another factor that can lead to learning is the process of thinking of and formulating appropriate feedback, which can again stimulate deeper thinking about the material (e.g., Lundstrom & Baker, 2009).

To maximize learning originating from giving feedback to peers, it is important first to study how the design of the feedback-giving procedure can influence its outcomes. And to do that, it is important to deconstruct this process to study each phase separately. We conceptualised the feedback-giving process using the model suggested by Sluijsmans (2002) that includes three steps: define assessment criteria, judge the performance of a peer, and provide feedback for future learning.

Usually a feedback-giving task is included in a course as separate activity that requires specially allocated time because it covers bigger scale products, such as essays, reports, or team projects. This also means that such an activity should be planned appropriately—there should be enough time given to it, so quite often it is set as homework or self-study. Teachers may be reluctant to include giving feedback to peers in their courses, as the feedback can be unreliable and too time-consuming for students (e.g., Liu & Carless, 2006). However, if giving feedback can fit into a regular 50-min class and have a formative nature, this would give students an opportunity to interact with the material at a meta-level and learn from it, and still proceed with the usual classroom activities. To achieve this goal, this activity must be designed so that the feedback-giving moment is not too long. Therefore, the reviewed products should be relatively small, so that giving feedback on them does not occupy too much time.

Using smaller scale products and a shorter feedback-giving interaction could also influence the learning of feedback providers. Therefore, studying what learning can be triggered by reviewing such products is valuable for practice. Below, the results of a series of (quasi-)experimental studies investigating the process of giving feedback on smaller products are presented. Each study focused on one particular design feature related to one of the steps of the feedback-giving model by Sluijsmans (2002) mentioned above: defining assessment criteria, judging the performance of a peer, and providing feedback for future learning. The following features of the feedback-giving process were studied: being provided with assessment criteria (Step 1); the quality and the type of reviewed product (Step 2); and the form of providing feedback (Step 3). The rationale for each study is described below.

Step 1: When faced with the task of giving feedback, students can either be provided with assessment criteria or come up with their own. There is no clear opinion as to which of these is more beneficial for learning. Some studies have indicated that thinking of their own assessment criteria leads to greater ownership
of learning for students and results in more involvement and, thus, more learning (e.g., Canty et al., 2017; Tsivitanidou et al., 2011). However, other studies have suggested that assessment criteria can guide students in the process of giving feedback and provide them with required structure (e.g., Gan & Hattie, 2014; Panadero et al., 2013). Therefore, the question about the role that the source of assessment criteria plays in reviewers’ learning is not clearly answered.

Step 2: The quality and type of a reviewed product can influence the quality and content of the feedback that reviewers provide and, as a result, the learning that arises from it (e.g., Patchan & Schunn, 2015). Some studies have shown that giving feedback on higher quality products can lead to more learning, as students see good examples and understand the material better (e.g., Alqassab et al., 2018a; Tsivitanidou et al., 2018). However, if the level of the reviewed product is too high, students may not be able to find mistakes and, thus, learn (e.g., Cho & Cho, 2011), which may mean that products of mediocre quality can stimulate learning more than those of high quality. Similarly, the type of product may affect learning. For example, students may find familiar and straightforward products, such as answers to open-ended questions, easy to review, as they understand the format and the expectations, and can find more mistakes. Some research has shown that identifying more mistakes in a reviewed product leads to more learning (e.g., Adams et al., 2019). However, reviewing a more challenging product such as a concept map may lead to more conceptual understanding and trigger more learning (e.g., Chen & Allen, 2017). This makes the effect of different levels and types of reviewed products on learning interesting to investigate.

Step 3: Giving feedback can be done in the form of comments or grades. Previous research has shown that providing cognitive feedback, that is, focusing on the task and not on the evaluation, and identifying mistakes in the reviewed products leads to learning for feedback providers (e.g., Lu & Law, 2012; Lu & Zhang, 2012; Wooley et al., 2008). However, it is not clear if the form of giving feedback will influence the learning when reviewing smaller scale products.

In all of the studies conducted, there was one factor that was considered thoroughly—students’ prior knowledge. Previous research has shown that reviewers’ prior knowledge can influence the way they interact with the material and the feedback they give (e.g., Alqassab, 2017; Patchan & Schunn, 2015). This is most obvious if we look at the quality of the reviewed product—the same product can be too difficult and not understandable for lower prior-knowledge students, and stimulating and inspiring for higher prior-knowledge students. This means that the first case would lead to less cognitive involvement and, thus, less learning, while the second case could trigger more cognitive engagement and, thus, more learning. Similar influences can be seen for the other steps of the feedback-giving process. Therefore, the level of prior knowledge of feedback providers was taken into account in the analyses.

Nowadays, giving feedback to peers is often done with the help of technologies—online platforms, apps, or specially developed tools—a plug-in in Canvas (an LMS), Eduflow, or PeerGrade, to name just a few. One distinguishing feature of using such products is the possibility for the teacher to adjust and adapt the
process of giving feedback to their current goals by changing several parameters: anonymous or not, synchronous or not, using specific assessment criteria or not, reciprocal peer feedback or not—the list of adjustable parameters goes on. Moreover, such settings can be applied to all students or to specific groups of students. Therefore, knowing what settings lead to more learning for a specific group of students or in a specific context can have a clear translation into practice. This makes investigating the feedback-giving process conducted with a technology-based tool quite topical, as we use established methods to study the feedback-giving process in a new context to enrich both theoretical knowledge about it and practical implementation procedures.

In the sections below, we present our research, the goal of which was to investigate the learning of feedback providers in an online environment and how to increase such learning by designing the feedback-giving process in a particular way. First, we describe the studies conducted and the unique features they had. Second, we introduce the findings and their meaning for classroom practice. Finally, we draw conclusions and indicate the limitations of the studies, as well as directions for future research.

### 13.1.1 Design of the Studies Conducted

#### 13.1.1.1 Common Features

The studies were conducted in an online inquiry-learning context, with each of the four studies focusing on one of the steps of the feedback-giving process:

- Comparing learning from giving feedback to peers while being provided with assessment criteria or not—Step 1;
- Investigating the effect of the level and type of reviewed products on reviewers’ learning—Step 2;
- Comparing reviewers’ learning when providing feedback in the form of comments and grades—Step 3.

In all studies, students gave feedback using an online tool. According to a meta-analysis by H. Li et al. (2020), computer-facilitated methods of giving feedback had positive effects on students’ learning, in some cases even more than paper-based methods. In our contexts, the choice of an online tool was also supported by several considerations. First, with the help of this tool, students could give feedback anonymously. Previous research has shown that interpersonal relationships can influence the process of giving feedback, and anonymity helps to eliminate possible negative influence (e.g., Rotsaert et al., 2018). Second, students could give feedback at their own pace, which not only makes it convenient, but could also increase their ownership of their learning (e.g., Rosa et al., 2016). Giving students an opportunity to work at their own pace can be especially welcome during a standard lesson, as it is not always easy to differentiate students’ work in this way.
Finally, the use of an online tool for giving feedback allowed smooth embedding in an inquiry-learning lesson.

Inquiry learning imitates the scientific research cycle and facilitates students’ following of this cycle. Inquiry learning with appropriate guidance can be beneficial for students’ cognitive development; for example, a meta-analysis by Furtak et al. (2012) reported an overall mean effect size of 0.5. Adding a feedback-giving activity in an inquiry-learning context makes the inquiry-learning cycle even closer to the real research cycle, as giving feedback on peers’ products (such as articles, presentations, proposals, etc.) is a natural part of scientists’ work. Critiquing peers’ learning products and providing suggestions for their improvement allow students to develop conceptual understanding of a topic and scientific reasoning skills (e.g., Dunbar, 2000; Friesen & Scott, 2013). Moreover, giving feedback on peers’ products provides students with another opportunity to reflect on and revise their own products, which may also stimulate learning. Therefore, studying the process and learning outcomes of giving feedback to peers in an inquiry-learning context might lead to better understanding of the different aspects involved in giving feedback than studying it in the context of traditional instruction.

Students gave feedback on concept maps in all four studies. This product was chosen for several reasons. First, as creating a concept map is a natural activity during the conceptualisation phase of an inquiry cycle, including this exercise did not break the flow of the lesson (e.g., Pedaste et al., 2015). Second, the product is quite compact, but at the same time requires understanding of the topic. Therefore, reviewing a concept map may be a relatively brief task, yet demonstrate a deeper level of understanding. Finally, research has shown that reviewing concept maps can add conceptual understanding compared to reviewing other products or just creating a concept map (e.g., Chen & Allen, 2017).

13.1.2 Participants

All studies were conducted with upper secondary-school students as participants, who are not the usual target group. Studies on peer feedback more often involve university students. There can be different reasons for that: researchers teaching at a university may have easier access to this audience, university students may seem to be more ready for feedback-giving activities, or university courses may seem more fit for such tasks than school lessons. The present series of studies allows for better understanding of the feedback-giving process in secondary school and the factors that influence the learning stimulated by it.

Participants were secondary school children (14–15 years old) from Dutch and Russian schools. They worked on a lesson on physics or chemistry from their curriculum in which a feedback-giving activity was included. For each study, students in each class were randomly assigned to the experimental conditions of that particular study. This was done to balance a possible difference between the classes.
13.1.3 Design and Procedure

The studies were experimental, using a pre-test post-test design. Participants worked individually in an online inquiry-learning environment that covered a topic from their physics or chemistry curriculum. The environment was built using the Go-Lab ecosystem (www.golabz.eu) and followed the stages of an inquiry cycle: orientation, conceptualisation, experimentation, conclusion and discussion (Pedaste et al., 2015). In each stage students were provided with some guidance for the inquiry process via specifically designed tools, but the learning process was still regulated by students themselves, as they could decide how to interact with the material and at what pace to move through it.

In the conceptualisation phase, students were asked to create a concept map with the key concepts of the topic they were studying. They made their concept maps using a special tool—Concept Mapper. The tool had some pre-defined concepts and link names, but also gave students an opportunity to add new concepts and link names. A view of the tool is given in Fig. 13.1.

In the investigation phase, students worked in an online lab checking the hypotheses they had created to answer the research question for the lesson. Figure 13.2 presents an example of an online lab.

In the discussion phase, students were asked to give feedback on two learning products (mainly concept maps; answers to open-ended questions were used in one

![Fig. 13.1 View of the concept Mapper tool (covering the topic of Study 3)](image-url)
condition in one study) by fictitious peers created by the researchers. To make the context more realistic, students were told that these concept maps came from students from a different class or a different school. Creating the concept maps was done in collaboration with the teachers of participating classes. One reason for that was to ensure that the products were similar to ones created by students and fit the learning material. The other reason was to make the products to be reviewed have a specific level of quality. In particular, all learning products (concept maps and answers to open-ended questions) included some misconceptions and had some room for improvement. Students were guided through the feedback-giving process by the assessment criteria (apart from one condition in one study) formulated in the form of questions and aimed at indicating the desired features of the product. Such prompts have been shown to be helpful for the feedback-giving process (e.g., Gan & Hattie, 2014). The whole process of giving feedback was done in a special peer-assessment tool. This tool allowed students to see the reviewed product and the assessment criteria, and to provide their comments about the product. An example of a fictitious-peer concept map (covering the topic of Study 3) with assessment criteria is given in Fig. 13.3.

After providing feedback on peers’ products, students were encouraged but not obliged to revisit their own concept map and change it based on their newly acquired knowledge.

The design of the studies and their target group create a unique combination that allows us to see in what ways giving feedback to peers can be used in less-usual settings (such as an online inquiry environment), and what lessons can be learned for more general usage. This contributes to knowledge about and understanding of the feedback-giving process.
13.1.4 Results and Recommendations for Practice

For each study, this section presents a rationale based on the existing research, a brief description of the specific details distinguishing it from other studies, results obtained and our recommendations based on the results obtained.

13.1.5 The Role of Assessment Criteria

The first step of the feedback-giving model used in the studies is to define assessment criteria (Sluijsmans, 2002). The literature presents two opposite approaches.
According to several studies, assessment criteria can support and guide students in the evaluation process, as they indicate the desired characteristics of the reviewed products; students need such guidance, as providing meaningful feedback can be a challenging task (e.g., Gan & Hattie, 2014; Gielen & De Wever, 2015; Panadero et al., 2013). One approach, therefore, takes providing assessment criteria as necessary for better learning results. The other approach points out that using students’ own criteria might be easier for them than understanding ones that are given, especially for complex subjects (e.g., Jones & Alcock, 2014; Orsmond et al., 2000). And if students cannot interpret criteria that are given because these criteria are too difficult or abstract for their level of knowledge, they cannot provide feedback and learn from that process.

Previous research has not led to a clear conclusion about the contribution that being provided with assessment criteria makes to reviewers’ learning, and our study did not clarify the situation. In the study investigating that aspect, one group of students (n = 49) gave feedback on concept maps using provided assessment criteria. These assessment criteria were not topic-dependent, but focused on the important features of concept maps instead (see Fig. 13.3 for a view of assessment criteria). The other group of students (n = 44) had to come up with their own assessment criteria to review the same concept maps. We found no statistically significant difference in post-test scores (controlling for prior knowledge) between the participants who had been provided with assessment criteria and those who had not. However, the results indicated that students could still give meaningful and content-related feedback even if they were not supported by assessment criteria. These findings are in line with previous research suggesting that secondary school students do not necessarily have to be given assessment criteria to provide usable feedback to peers (e.g., Tsivitanidou et al., 2011).

These results are important for designing a feedback-giving activity in a real classroom. As there was no difference found in learning between two conditions, we can say that in our case, not providing students with assessment criteria did not lead to less learning. In other words, this may suggest that teachers can choose whether to give assessment criteria or not, depending on the situation. For small-scale products, not giving assessment criteria may even be more time-efficient, as teachers and students do not spend time on explaining and understanding the criteria. Teachers may instead focus their effort on explaining to students the benefits of giving feedback or discussing what helpful feedback can look like.

13.1.6 The Role of the Quality and Type of Reviewed Products

The second step of the feedback-giving model concerns judging a peer’s performance or product. Two studies were conducted to investigate this step.

The first study zoomed in on reviewing products of different quality. According to Hattie and Timperley (2007), evaluating peers’ products includes several cognitive activities, such as analysing the existing state of a product, comparing it against assessment criteria, and thinking of directions for improvement based on
identified problems or mistakes. These activities can definitely be influenced by the quality of the products under review. Low- and high-quality products not only have a different number of mistakes, but the mistakes (or areas for improvement) are different and may require different types of analysis and solutions. In other words, they may require different thinking processes from a reviewer and different content in the feedback provided. To fully interact with products of different levels, students should have enough knowledge and understanding to give meaningful feedback (e.g., Alqassab et al., 2018b), which may mean that reviewers’ prior knowledge can play a role in the reviewing process and its outcomes. The same product may be challenging yet understandable for a student with higher prior knowledge, and beyond understanding for a student with lower prior knowledge. In such a case, the former student may learn a lot by analysing the product and thinking of possible improvements, while the latter may be overwhelmed and quit the process. However, finding mistakes and providing recommendations is not the only way of learning by reviewing. Students can learn when reviewing good examples, as they can see successful strategies for completing the task and may implement them later (Alqassab et al., 2018a; Tsivitanidou et al., 2018).

In our study about the level of reviewed products, students had to review one of three pairs of concept maps: two low-quality concept maps (29 students), two high-quality concept maps (25 students) or a mixed-quality set (23 students). The results showed that students reviewing a lower quality set had higher post-test scores (controlling for prior knowledge) than students reviewing a higher quality set \(p = 0.048; M_{LOW} = 6.39, SE = 0.50, M_{HIGH} = 5.01, SE = 0.47\). In addition, the quality of the feedback provided by these students was also higher than in the other two conditions, with a statistically significant difference between groups reviewing low-quality and mixed-quality concept maps \(p = 0.033; M_{LOW} = 2.43, SD = 1.07, M_{MIXED} = 1.82, SD = 0.90\).

A similar rationale led to studying learning from reviewing different types of products—the contribution to the reviewer’s learning could differ. In this study, one group of students was asked to give feedback on concept maps \((n = 66)\), while the other group reviewed answers to open-ended questions \((n = 61)\). On the one hand, concept maps can stimulate deeper thinking because of their nature. Giving feedback on a product that visualises connections between key concepts for the topic may lead to deeper understanding and, thus, to greater conceptual learning (e.g., Chen & Allen, 2017). On the other hand, identifying mistakes or misconceptions in such a complex product as a concept map can be more (or too) challenging than in a more straightforward and familiar product such as answers to opened-ended questions. As the ability to spot mistakes and provide suggestions is connected to learning (e.g., Adams et al., 2019), reviewing a more complex product (concept map) could lead to less learning than reviewing a less complex one (answers to test questions).

The study did not show a statistically significant difference in mean post-test scores (controlling for prior knowledge) between the conditions reviewing concept maps and answers to open-ended questions. However, it is noteworthy that the quality of the feedback provided was found to predict post-test scores for both
conditions \(F(2, 122) = 7.95, p < 0.01, R^2 = 0.12\], with a regression coefficient of 0.57. And this quality was higher in the condition reviewing answers to tests questions than in the condition reviewing concept maps \(t(123) = -2.37, p = 0.019; M_{\text{TEST}} = 3.18, SD = 1.90, M_{\text{CONCEPT}} = 2.53, SD = 1.14\].

These findings could suggest that students felt more comfortable with and, as a result, were better at giving feedback on lower quality and more familiar and straightforward products than on higher quality and more complex ones, as they could see more mistakes and make more suggestions. Being able to give better feedback led to better learning outcomes.

There are several implications for practice based on these results. First, as the quality of the feedback given predicted reviewers’ learning, it is important to encourage students to give feedback thoughtfully. Second, the type of product to review does not seem to influence learning as long as students give high-quality feedback. There is no known universal way to increase the quality of feedback provided by students. Apart from explaining to students the benefits of giving feedback, teachers may introduce elements of evaluative judgement into a classroom routine as a way to practice this. In this way, students may develop their assessment skills without being specifically trained for peer assessment. Finally, to maximise reviewers’ learning, they should be providing feedback on products of the same or lower level of quality than their own current level of performance. This means that if teachers use fictitious-peer work for reviewing, they need to find pieces at the average or below-average level. And if they implement a full peer-assessment process, their matching strategy should assign students of approximately the same level to give feedback to each other.

13.1.7 The Way of Giving Feedback

The third step of the model is to provide feedback for future learning. The form this feedback takes can influence the learning arising from it. In our study, one group of students gave feedback in the form of comments \((n = 46)\), while the other group provided feedback with grades using smileys \((n = 47)\). In both conditions, students were supported by assessment criteria, which were formulated as questions for the comment condition and as statements for the smiley condition.

Several studies have shown that commenting leads to more learning by reviewers than grading (e.g., Wooley et al., 2008; Xiao & Lucking, 2008). This body of research suggests that commenting triggers more learning, as students are more cognitively involved with the material for a longer time than while grading, as they not only had to evaluate their peer’s work and identify areas of improvement, but also had to think of solutions. However, with smaller scale products, the difference in time (and probably effort) between reviewing by commenting and by grading might be not so obvious as with a larger scale product. Therefore, checking if these findings still stand for small-scale products can enrich our understanding of the feedback-giving process.
Our study confirmed the existing point of view—students in the commenting condition had higher post-test scores (controlling for prior knowledge) than students who graded peers’ concept maps with smileys \( F(1, 87) = 5.84, p = 0.018, \eta_p^2 = 0.06; M_{\text{COMMENT}} = 5.23, SD = 0.33; M_{\text{SMILEY}} = 4.09, SD = 0.34 \). Moreover, a differential effect of commenting for different prior knowledge groups was found, with low-prior-knowledge students benefiting from commenting the most \( F(2, 87) = 4.19, p = 0.018, \eta_p^2 = 0.09 \). This backs up our idea that prior knowledge can be an influential factor in the learning of feedback providers. Obviously, students need to be knowledgeable enough to provide meaningful feedback (e.g., Alqassab et al., 2018b; van Zundert et al., 2012), but apparently commenting helped even low-prior-knowledge students to get cognitively involved with the concept maps. The fact that they could see some mistakes and comment on them was most likely enough to trigger their learning. These findings support our belief that students with any level of prior knowledge can benefit from giving feedback if this process is properly designed.

These results can be used as a basis for recommendations on incorporating the feedback-giving process into classroom practice. First, teachers should be aware of the fact that students may learn differently from giving feedback depending on their prior knowledge. When organising a feedback-giving activity in an online platform, this can be taken into account by using different settings for different groups of students. And second, as commenting was shown to contribute to reviewers’ learning more than grading, students should be given an opportunity to write comments when asked to provide feedback. Reviewing small-scale products is a brief activity that can fit within the usual classroom routine, but still confer all of the benefits of reviewing for students’ learning.

### 13.2 Conclusion

When properly organized, giving feedback to peers can be a learning experience for a feedback provider even when reviewing a small-scale product. This makes giving peer feedback more applicable in a real classroom situation, as teachers do not have to change a lot in the lesson to include a feedback-giving activity for a smaller product. This may allow students not only to be cognitively involved with the material, but also to be involved at a meta-level, as evaluating a peer’s product with given or self-created assessment criteria and providing appropriate feedback may require higher order thinking than just completing a task. Peer feedback can also be a valuable addition to an inquiry-learning lesson, as it allows students to reflect on their exploration process and in that way to deepen it.

Using online platforms (such as www.golabz.eu) can make giving feedback more natural and easier than in traditional instruction, due to the ability to configure parameters of the feedback-giving process according to the learning goals. Although research on this topic is ongoing, peer assessment should be implemented in secondary schools more often, with a view to benefiting feedback providers.
There are several limitations or considerations regarding the studies conducted. First, the studies isolated the feedback-giving part of the peer-assessment process, while in a real-life situation students usually fulfil both roles: feedback provider and feedback recipient. In a real classroom, teachers have two choices: they can either follow the experimental settings and ask students to give feedback only (for example, on learning products from previous cohorts), or they can use a full peer-assessment process with the idea that at least the feedback-giving part could stimulate learning. Moreover, an interesting direction for further research in this area can be checking the findings of these studies in the situation of a reciprocal peer-assessment process.

Second, the experimental studies used fictitious products. The limitation associated with this is that even though the products to be reviewed were created in cooperation with teachers, they might still have differed from those created by students. Therefore, an interesting follow-up of this series of studies could be an experiment comparing students’ feedback given on fictitious and real peers’ products. This will help to explore if the students’ responses differ and in what way. If teachers would like to use the results of the conducted studies and control the quality of reviewed products in a real classroom, they can do so by using pieces of work by students from previous cohorts, for example.

Third, the instruments used to measure students’ learning were researcher-developed, and differed in different studies. As our intention was to study the process of giving feedback to peers in as natural an environment as possible, we always developed lessons based on the curriculum used by the participating classes. Using different STEM topics covered in secondary school supports the idea that our approach can be implemented for different domains. However, the drawback of this approach was that we could not use the same testing instruments and they had to be developed specifically to address the learning of the content in an isolated lesson or a series of lessons used for the studies. It could be interesting to validate these instruments by conducting a larger scale study; however, it could also be quite challenging in practice.

Finally, due to the scarce number of studies conducted with secondary schoolchildren as a target group, we sometimes used findings obtained for university students to set the expectations for our studies. The differences between these target groups may pose risks to the external validity of the studies conducted. This means that more experimental studies should be carried out in the field of peer assessment aiming at different target groups and domains to enrich our knowledge about this process.

At a more general level, further research on the feedback-giving process can take several directions. First, as higher quality feedback provided by students was associated with higher learning gains for them, it is important to investigate factors that lead to giving poor-quality feedback. Knowing this may help with developing ways to increase the quality of feedback given. Second, as the inquiry-learning context could have provided a unique and quite natural context for giving feedback, it could be interesting to check whether the results obtained in these studies hold for giving feedback on other products in an inquiry context. Finally, several studies
indicated a positive effect of training students in giving feedback, but these studies targeted a quite elaborate procedure of giving feedback on bigger scale products, such as an essay, a report, or even a thesis. With complex and elaborated products training seems like an important contributor to learning, but it is worth studying whether training is equally important when feedback is given on smaller scale products and what the desired format for such training could be.
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14 Peer Interaction Types for Social and Academic Integration and Institutional Attachment in First Year Undergraduates
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14.1 Introduction

The educational agenda is more than ever dominated by heightened demands on student attraction, retention and graduation (Vossensteyn et al., 2015). Newly entering students increasingly struggle with issues related to their transition and adjustment to university education (Berger et al., 2012; Hagedorn, 2006; Tinto, 2003, 2010). The lack of opportunities for safe and frequent social interaction hinders newcomers’ socialisation and learning (Lowe & Cook, 2003; Wu, 2013). This is particularly true for those who commute to university, work and/or attend part-time (Gillies & Mifsud, 2016).

Higher education institutions internationally are increasingly implementing various peer tutoring and peer mentoring strategies to support newly enrolled students’ transition into university, aiming to reduce drop-out and improve persistence. More
and more studies report significant outcomes from such initiatives in student integration, commitment or persistence (e.g., Andrews & Clark, 2009; Pleschová & McAlpine, 2015). However, it has been relatively rare for different systems to be directly compared within the same institution.

This chapter investigates the impact of different strategies on opportunities for social development and academic learning in the first year of higher education in one university. Student-to-student interactions were developed face-to-face and technology was used to increase students’ initial and continued participation. The aim was twofold: (1) to examine and compare the effects of peer mentoring and peer tutoring on students’ perceptions of their social integration, academic integration and persistence; (2) to explore which aspects of each intervention students considered successful or otherwise, and explore suggestions for improving effectiveness.

### 14.2 Previous Research

Studies show that the more students are academically and socially involved, the more likely they are to persist and graduate (Tinto & Pusser, 2006). Fostering students’ integration has become an important educational objective, certainly since adequate academic integration is often considered to deepen learning and is correlated with more active cognitive processing, better understanding and improved performance (Torenbeek, et al., 2010; Zepke, et al., 2006).

Also emphasized in research is the role of student support and needs-based aid for university students’ social and academic integration, particularly in the first year of study (Astin, 1993; Carter, et al., 2013; Tinto, 2003) and achievement (Crosier, et al., 2007; Dukakis, et al., 2007). The literature contains many recommendations of strategies and initiatives that support students in becoming more active participants in all facets of university life (Tinto & Pusser, 2006). Researchers recently suggested that peer tutoring and mentoring are effective and relatively simple ways for students to become more active members of the university community (Rayle & Chung, 2008; Torenbeek, et al., 2010; Wilcox, et al., 2005).

As a working definition, we adopt that of Topping et al. (2017), i.e., peer tutoring is “people from similar social groupings who are not professional teachers helping each other to learn and learning themselves by teaching” (p. 10). It is characterized by specific role-taking and high focus on curriculum content. By contrast, Topping’s definition of peer mentoring is “an encouraging and supportive one-to-one relationship with a more experienced worker (who is not a line manager) in a joint area of interest, characterized by positive role modelling, promoting raised aspirations, positive reinforcement, open-ended counselling and joint problem-solving” (Topping & Ehly, 1998, p. 9). It engages with broader issues than curriculum content. Both students benefit when they are able to help each other (Copeland, et al., 2002).
Previous research provides empirical support for the positive effects of peer tutoring in diverse instructional settings with outcomes ranging from cognitive and meta-cognitive gains to affective and social-motivational benefits for both peer tutors and tutees (Falchikov, 2001; Topping, 2005). Peer tutoring participants demonstrate better performance and higher academic achievement (Bronstein, 2008; Fayowski & MacMillan, 2008; Ning & Downing, 2010; Peterfreund et al., 2007). These often come from improved understanding of content (Dobbie & Joyce, 2008; Smith et al., 2007; van der Meer & Scott, 2009), critical thinking (Stigmar, 2016), transfer and autonomy of learning (Stigmar, 2016), profound knowledge-construction after applying deeper and strategic learning strategies (Dobbie & Joyce, 2008; Smith et al., 2007; van der Meer & Scott, 2009) and development of transferable academic skills (Court & Molesworth, 2008; Ning & Downing, 2010). Students perceive peer tutoring settings as safe learning environments that stimulate tutors’ and tutees’ self-confidence (Ford, et al., 2015), heighten their wellbeing (Bronstein, 2008), and lower any uncertainty (Court & Molesworth, 2008).

Additionally, peer tutoring appears to result in higher motivation (Stigmar, 2016) and connectedness (Dobbie & Joyce, 2008; Smith et al., 2007; van der Meer & Scott, 2009), as well as increased academic satisfaction (Robinson et al., 2005). Peer tutoring participants further report social benefits (Court & Molesworth, 2008) and improved communication behaviour (Ford et al., 2015). Although positive effects on students’ retention are reported (Bronstein, 2008; Peterfreund et al., 2007), these cannot always be confirmed in other studies (e.g., Carr et al., 2016). By contrast, research clearly confirms students’ appreciation of peer tutoring, both when providing and when receiving academic help (Ginsburg-Block, et al., 2006; Griffin & Griffin, 1998; Topping et al., 1997).

During the last decade, educational research has also provided empirical support for the positive effects of peer mentoring in higher education settings, including performance, intellectual and skills gains but also emotional benefits and other non-cognitive results for both peer mentors and mentees (Outhred & Chester, 2010). Peer mentoring participants demonstrate better performance (Amaral & Vala, 2009; Fox, et al., 2010; Goff, 2011; Smith, 2009) and higher academic knowledge (Bullen et al., 2010). By providing positive role models for the students (Lahman, 1999; Twomey, 1991), peer mentoring is often related to increased development of values and skills (Bullen et al., 2010; Hall & Jaugietis, 2010), as well as more profound listening skills (Lee et al., 2010). As a result of working and socializing with peers, students’ participation in classes and extra-curricular activities is higher (Bittich & Rongen, 2007; Copeland, et al., 2002) and they are academically and socially more integrated (Elster, 2014; Pascarella & Terenzini, 2005).

What sort of tasks provided the context for peer interaction? In peer tutoring the tasks were determined by the tutee but drawn from the curriculum context set by the instructors, and in that sense were more aligned to the instructional design literature (Biggs, 1996). In peer mentoring the tasks were those the mentee chose to raise according to the extent to which they were concerning, and in this
sense related more to constructivist learning theory (Biggs, 1996), a family of theories all having in common the centrality of the learner’s activities in creating meaning. Biggs’s notion of “constructive alignment” sought to marry the two thrusts of instructional design and constructivism. Likewise, Wenger invented and then explored the concept of “community of practice” (Farnsworth et al., 2016), conceptualising identity and participation in order to develop a social theory of learning in which power and boundaries are inherent. This clearly relates to a context in which peers form communities in which interaction with each other regarding social and academic objectives and problems is regarded as natural.

As peer interaction strategies became more widespread and popular (Duron, et al., 2006), more diverse programmes and formats appeared, as well as new lines of research (Maheady & Gard, 2010; Maheady, et al., 2006; Roscoe & Chi, 2007). Peer interaction is becoming increasingly significant (Aljohani, 2016; James, et al., 2010; Muldoon & Wijeyewardene, 2012), and has become key for both the acquisition of innovation and creativity (Johansson, 2004) and interdisciplinary thinking (Johansson, 2004). Spontaneous forms of peer interaction might have potential that seem to be underestimated or underused. By taking a focus on peer interaction in informal learning environments and outside-class contexts, particularly during the first semester at university, in this study we contribute to current research.

In the literature, the concept of student integration is mostly discussed via environmental and (symbolic) interactional theories of social and academic integrative learning (Tinto, 1993). In contrast to the notions of cognitive development (e.g., Piaget, 1987), learning is conceived of as a collective process of matura
tion (Burgess, 2016). People are perceived as active agents and contributors to social life, with the ability to negotiate, share and create a distinct peer culture in collusion with other ‘more experienced’ others (Corsaro, 2005) to absorb the norms and values of the surrounding society (Burgess, 2016). “The more students are academically and socially engaged, the more likely they are to succeed. Such engagements lead not only to social affiliations and the social and emotional support they provide, but also to greater involvement in learning activities and the learning they produce. Both lead to success in the classroom” (Tinto, 2006).

Integrative learning, as recently formulated by Tinto (2012), focuses attention on the integration and translation of academic spheres and divergent domains of knowledge, culture, and social practice. According to Tinto (2015) “academic integration is the extent to which students adapt to the academic way-of-life.” (Tinto, 1993). Academically well-integrated students have the willingness to belong to a group and the ability to belong to one (Severiens & Wolff, 2008). Social integration is the degree to which students adapt to and familiarize themselves with the social university environment (Rienties et al., 2012). Successful socially-integrated students have many friends at university, feel at home, take part in extra-curricular activities and feel connected to fellow students and teachers (Bittich & Rongen, 2007; Severiens & Wolff, 2008).

Consequently, while the present study will discuss both academic and social integration in university, the main focus will be on social integration and its cross-over effects on academic integration.
14.3 Method

14.3.1 Design

The study used a sequential, mixed-methods design (Creswell & Clark, 2011), which was intended to maximise participation and triangulate findings. Quantitative and qualitative data were collected throughout the years with students registered for the first-time in the first year of a bachelor programme at the Faculty of Psychology and Educational Sciences, at a Dutch-speaking university in a large city in the north of Belgium, in three consecutive academic years. A clear control design could not be used due to ethical considerations. Therefore, a non-randomised control group of non-participants was formed for all comparisons. The design was thus quasi-experimental.

14.3.2 Sample

We invited all 842 students to volunteer to participate in the survey, and of these 731 (87%) eventually completed the survey. From these 731 students, students who had been studying for more than one year in the faculty (n = 285) were removed from the student population because they did not meet the inclusion criteria. In the end, a sample size of 446 (61%) unique students were included. The sample population of first-year students were 26% in the Department of Educational Sciences (N = 115) and 74% in the Department of Psychology (N = 360). The majority (65%) were registered for the first time in a bachelor degree programme in higher education (N = 291). There were four times as many female students (81%; N = 360) as male students (19%; N = 86).

Participants were recruited via a snowball technique which relied heavily on email and text messages. First students were invited face-to-face to complete the survey. Then we asked them by email and via the e-learning platform. After three weeks, the students received a reminder. After six weeks, the students who did not fill in the survey were personally reminded by email. After nine weeks, the students who still did not fill in the survey were personally reminded by mobile phone text message. This was followed-up with invitations to a Facebook group. In this way, students who would not have noticed traditional messaging participated, and the number of participants was close to the total numbers in these departments.

For the qualitative follow-up semi-structured interviews, participants were 39 self-selected volunteers stratified from each of the peer interaction initiatives. Of the 39 respondents, 23 (59%) were students who participated in peer mentoring, and 20 (51%) were students who participated in peer tutoring. Academic disciplines were almost equally divided between psychology (49%; N = 19) and educational science (51%; N = 20). There were three times as many female students (74%; N = 29) as male students (26%; N = 10).
14.3.3 Measures

In the quantitative part, data collection involved the development, delivery and collection of online questionnaires using the Qualtrics software. Surveys were administered at the start of the second year to investigate newcomers’ perceptions after one year of experience of higher education. In the qualitative part, individual in-depth interviews with first-year students who participated in peer mentoring or peer tutoring or both were conducted in order to obtain a deeper understanding of their experiences.

The online questionnaire incorporated measures of social integration, academic integration, academic commitment, commitment attitude and institutional attachment. Three instruments of known reliability were administered: the Social Adjustment, Academic Adjustment and Institutional Attachment subscales of the Adaptation to College Questionnaire (Baker & Siryk, 1989); the Commitment subscale of the Revised Academic Hardiness Scale (Benishek, et al., 2005); and the Commitment Attitude Scale (Solinger, et al., 2015). A seven-point Likert scale, on a continuum ranging from 1 (does not apply to me at all) to 7 (applies to me very well) was used. The subsequent reliability of these measures (Cronbach’s Alpha) was high for Social Integration and Social Adjustment (0.90), Social Engagement (0.83) and Institutional Attachment (0.82), but less so for Academic Integration and Motivation (0.74), Academic Application (0.75) and Academic Performance (0.80).

Interviews were based on the three stages of Appreciative Inquiry (AI): Discovery, Dream and Design (Barrett, 1995; Cooperrider, et al., 2003; Whitney & Trosten-Bloom, 2010). AI is an innovative participative research approach (Czarniawska-Joerges, 1996) that differs from other current research methodologies (Cooperrider & Srivastva, 1987) by its affordance of a positive, holistic and appreciative lens. It “involves a wondering that can touch the soul” (Kung, et al., 2014). Through its focus on successes and their potential influences in co-creating desired futures, it opens participants’ experiences in a generative manner towards ongoing and deepening reflections and move deficit discourse towards deep engagement and contemplative insight within oneself and with others (Kung, et al., 2014). As a form of social constructivist evaluation, AI aims to enable those involved in evaluation to make sense of educational change through dialogue, reflection and interaction.

The interview instrument included only open-ended questions. The first questions to be posed (discovery) asked the participants to focus on their stories of best practice, positive moments, greatest learning and successful processes related to their experiences with one of the activities in which they participated. They were then asked to ‘dream’ about how those kinds of support systems could be even better (Watkins & Mohr, 2001). Particular attention was paid to asking reflective AI questions related to the question ‘when’: “the first four weeks”, “after one month” and “in the last four weeks”. The researcher in the first phase (‘discovery’) asked the participants to focus on particular experiences that they would describe as being positive and life-centric in nature and to share the essence of
their stories as a means of remembering specific practices, events, processes. In the second phase (dream), she asked them to ‘dream’ about how it could be even better (Watkins & Mohr, 2001) and imagine an ideal future. In order to determine the strategies to assist them in realising common needs, during the last phase (‘design’) the researcher encouraged the participants to think about their expectations related to actions and decision in order to make the vision become reality, in the form of an action plan for future practice.

14.3.4 Analysis

The questionnaire data were summarised in SPSS and subjected to analyses seeking to determine whether the responses were statistically different from a random distribution. All interviews were audio-recorded and transcribed by one researcher. Verbatim quotes of frequently occurring issues were documented with hand-written notes by the interviewer throughout the interview process. To help reduce socially desirable answers, each AI phase began with a one-minute independent writing activity in which individual responses related to the open-ended questions were documented with hand-written notes by each participant. The interviews lasted 20–30 min and each question lasted around 3 min. A combined inductive-deductive content-analysis technique was coupled with a thematic analysis technique. One coder reviewed all the interviews twice. MAXQDA 11 was used to analyse the data. In the results we indicate frequency of response themes, providing illuminative quotations.

Analysis of interviews was based on the transcripts, hand-written detailed reports of the researchers and the handwritten one-minute preparations of the students. The transcripts were all conjointly analysed by two researchers using thematic analysis technique, identifying “powerful” themes (van Manen, 1990) in relation to the participants’ life-centric experiences using MAXQDATA. This programme had the advantage of making the process of axial coding easier by ordering, dividing and clustering codes into categories, and recognizing structures or patterns. The phases were analysed separately. Inter-rater reliability exceeded 90% (Miles et al., 2018), and informal discussions ensured consensus. We used Hycner’s (1985, 1999) systematic procedures to identify essential features and relationships: repeatedly reading each interview, identifying statements of research phenomena, grouping units of meaning to identify significant topics or central themes, checking back with the data to ensure the content had been correctly captured, summarising the transcript of interview, and identifying “themes common to most or all of the interviews as well as the individual variations” (Hycner, 1999), and writing a composite summary.
14.3.5 Technology

Quite apart from the extensive use of technology in the sampling process, it tended to be less important at the beginning when students lacked self-esteem. However, as peer interaction activities developed, technology became more and more important. Later, social media (especially Facebook) played an important role. Indeed, social networking media became indispensable for some. Not only were they used to build friendships and maintain social relations, they were also used to process subject matter and exchange summaries. It was striking that the fear of feelings of loneliness and anxiety were very prominent among certain students.

Technology also had a role in academic integration. Learning did not exclusively take place during particular activities (e.g., revising for an exam) or in particular environments (e.g., the classroom), but was embodied in social environments and everyday life. Higher-year students could, for instance, help with administrative tasks, system navigation or educational knowledge later in the year (e.g., for examinations), by delivering relevant information in consolidated timely bursts via text messages, Facebook groups and emails. Students were involved in a range of community groups, physical places, virtual spaces and social networks in relation to their personal interests. These networks were individually selected by students, shaped and re-negotiated, and spread across physical spaces, friends and peer groups, as well as virtual spaces and online learning platforms.

Thus, there was no direction regarding which applications to use for maintaining contact, and indeed no way in which the institution could sensibly control this. Fashionable applications for exchanging messages change quite quickly, and the students needed to use those for which they were motivated and with which they were familiar. There was no way the institution could keep up with this, and issues of digital ethics could not be policed. Indeed, the fact that such applications clearly belonged to the students and were not part of the institution probably added to the sense of “community of practice”. Of course, this may raise issues of privacy, equality and responsibility.

14.4 Results

14.4.1 Quantitative

Peer mentoring participants reported a significantly higher level of social adjustment and social engagement than nonparticipants ($t = -2.480$, $df = 425$, $p < 0.05$). Mentoring participation had a moderate effect on social adjustment (Effect Size $d = 0.370$) and had a small effect on the difference in social engagement (Effect Size $d = 0.315$). There were also clear differences between participant and non-participant group scores on peer tutoring, with participants achieving a higher average level of social adjustment and social engagement than non-participants, but this difference did not reach statistical significance. For academic integration, there was a slight difference in the level of academic motivation,
academic application and academic performance between participants and non-participants of peer mentoring, but none of these was significant. An independent samples t-test showed that for students who participated in peer tutoring, academic application scores appeared to indicate a marginal significance for the difference between the participation groups \( t = -1.715, \ df = 429, \ p < 0.1 \). Participation in peer tutoring thus had a small effect on academic application (Effect Size \( d = 0.306 \)). The differences in average institutional attachment scores between participants and non-participants in peer mentoring were not significant. Although peer tutoring students showed a higher level of institutional attachment compared to non-participants, the differences were not significant.

Thus, as far as the survey data could tell us, peer mentoring appeared better for social integration, peer tutoring appeared better for academic integration, and neither appeared to affect institutional attachment.

### 14.4.2 Qualitative

Taking peer mentoring first, almost two-thirds of the respondents who participated in peer mentoring claimed that they had a connection with a higher-year student, and more than one-quarter indicated that they had built up friendships. Over half of respondents saw speed dating as very valuable. They claimed that such activities were fundamental contact-making mechanisms between new students which could become sustainable. Over half of respondents claimed that due to peer mentoring they had a connection with the student community and believed that a certain level of similar interests in psychology and human development, together with taking the same courses and/or study/life path, was what bound students together. This is clear in this quote:

I’m always coming back to the same conclusion: to get connected with the right people. Those students who have the same effort and energy or willingness as you have. (Student 164: woman, first-time, regular student, large group learning context - LGLC).

The speed-dating activities were reported as an effective strategy for networking and searching for a mentor. Less than half of the respondents commented that this was due to the possibility of meeting different students at different times and in a structured manner. One respondent clearly describes this:

It was good to keep some activities simply cosy: so that people can have simply a talk with each other, enjoying their time, and having fun is paramount. This breaking-the ice is almost everything. So that is also very important. (Student 185: woman, first-time, regular student, small group learning context - SGLC).

Almost two-thirds of the respondents were satisfied with peer mentoring because they were given the opportunity to get in touch with higher year students as well as students of the same year and the same study programme. They
saw this as a unique opportunity to build trust and more personal relationships with those who were willing to share expertise and experiences with each other in common:

The peer mentoring walks to the centre of Brussels are very captivating because then you get to know each other better, build up a connection. The development of this bonding is important to gain trust in each other, and to enable you to share your problems or difficulties more easily and immediately, or to ask for help if you do not understand course contents. (Student 154: woman, first-time, regular student, SGLC).

For almost two-thirds of the respondents, connecting with higher-year students in their own department was the reason for valuing their experience with peer mentoring. This was also evident in this quotation:

If you are fretting for weeks, then you have someone you trust and you can call on, and you don’t have to think, for example, ‘who should I now badger again with my troubles? They shouldn’t have time for me,’ therefore. (Student 143: woman, first-time, regular student, LGLC).

Because students experienced pleasure and value with their mentors during peer mentoring, they often also spent their free time together. Almost two-thirds of the respondents claimed that such activities were necessary especially for those who were interested in getting involved in social life on campus and wanting to get in touch with peers with whom they could discover life on campus. Almost all mentioned that peer mentoring enabled them to experience the power of social interactions with experienced peers who had recently taken the same path:

This is imperative for me. Because if you are befriended with higher-year students, you are closer to them and you get more help. It makes you feel better about yourself, and feel safer and more relaxed if you have someone around. And in turn, you will also provide more help to others, which again increases your wellbeing. So yes, these relationships determine if I’m satisfied and experience a certain level of happiness or not, and this consequently predicts the extent to which I will be happy and satisfied with my study and study situation. (Student 185: woman, first-time, regular student, LGLC).

Turning to peer tutoring, nearly all the respondents asserted they connected with other classmates with whom they had the same social learning experience. Almost half of the respondents saw peer tutoring’s focus on courses such as ‘Logic’ and ‘Statistics’ as very valuable. They claimed that such focus on difficult courses was a fundamental binding mechanism between new students:

At the beginning of the year, you cannot really imagine how you will pass this course. Further experiences with fast-paced teaching professors and difficult, challenging courses just strengthened this first impression. In such a context, when the understanding of the content and the intent to persist fully becomes the responsibility of the student, peer tutoring makes a big difference when shared learning experiences were provided. (Student 127: man, first-time, regular student, SGLC).
A certain degree of willingness to be involved and persist in learning is what attracted students to peer tutoring and what bound them together, creating the sense of safety needed to start a conversation, to help each other, and to work together. Experiencing the effectiveness of social learning and collaborative colleague support was invariably appreciated by most respondents. The satisfaction that arose from getting the opportunity from the start of their study careers to make contact with their classmates who were open to share experiences was common: peer tutoring was of particular importance for first-year students to increase their social engagement in the faculty.

Experiences like those in peer tutoring enhance the willingness to interact and to share and to help other members of the faculty. As a student in the third year of the academic bachelor (programme), you can also experience difficulties. Peer tutoring is then also highly relevant. (Student 193: woman, first-time, regular student, LGLC).

Approximately one third of the respondents said that the way they experienced enjoyment with their classmates during the peer tutoring sessions led them to spend more time together to learn. Over two-thirds of the respondents reported that peer tutoring was particularly needed for those interested in the academic challenge of studying. The majority of the respondents indicated that typical, whole-class tutoring at many educational institutions could not match peer tutoring because the latter empowered learning and social integration:

When you enter university, you hardly know anybody. So, peer tutoring for Logic was great; I had just arrived and in no time at all everybody was helping each other. There were higher-year students who were engaged in facilitating the sessions and helping us with difficulties. We were searching for the correct answers together. This provided us with an opportunity to experience positive interactions with classmates and to build up relationships with more sustainable potential friendships. (Student 169: woman, first-time, regular student, LGLC).

That peer mentoring also had an impact on students’ institutional attachment was evident from the interviews. Almost invariably, peer mentoring was emphasized as crucial for the initial decision of students to study at university. The attachment to university that arose was common among many respondents:

It makes the university unique in this way. And, also, the competitive position with respect to other universities. They do not offer a support network of senior students of the faculty or where you can get a mentor scheme. Then you know in particular that you have a safety net. This was and is very important for me. And this is also the reason why students choose this university. (Student 154: woman, first-time, regular student, SGLC).

Respondents who participated in peer mentoring indicated that they now felt more attached to the university and were more motivated to remain enrolled. The role of peer mentoring in promoting counselling and finding informal expertise became clear:
The antisocial atmosphere and my roommates, they were the reason why I felt depressed. This period was really hard for me. Imagine, you come home from the lessons, but they do not interest you anymore. You cannot motivate yourself to study, and you are all alone, miserable. If my mentor was not with me, I think that would be the reason why I no longer lived in the dorms and why I left university. (Student 177: woman, first-time, regular student, LGLC, SA).

14.5 Discussion

14.5.1 Summary

Results indicated that peer mentoring (as compared to peer tutoring) was the most effective and efficient means to enhance social integration. Participants particularly mentioned that activities such as speed dating and mentoring days were important, since they brought them into contact with classmates and senior students and provided more opportunities for further social interaction. Participants mentioned the potential of such methods, since through this they could build up self-esteem, which stimulated students to ask questions of higher-year students and participate in other cross-age peer mentoring programmes. Although peer tutoring was not as effective in social integration, it was significantly important in relation to academic integration. However, participants emphasised the importance of class-based peer mentoring for social and academic integration, because classmates would experience the same study trajectory for the following three years. The availability of support over the longer term was seen as important. Using out-of-campus locations, appreciation-based narratives, and regular class-based social events were identified as examples of best practice.

14.5.2 Limitations

The use of a single cohort of psychology and educational students from one university inevitably raises limits on the transferability of the findings to other institutions and student groups. Nevertheless, triangulating data through questionnaires and interviews has provided rich descriptions and will raise the validity and credibility of the findings (Cresswell & Miller, 2000). Another important limitation is the absence of randomly selected controls for dealing with variables. The fact that we did not check for the multilevel effects of students being nested within the class groups is another limitation. A further limitation is that we did not enter covariates such as gender, age, socio-economic status or migration background to assess effects of variables other than contextual ones. Nor did we check the effects of implementation fidelity of the intervention as this was not the aim of the study. The dependent variables were only capturing self-reported data, sometimes recalled from previous integration experiences. Not all students can remember
events accurately or completely. Finally, the degree of differences between participants and non-participants could have originated from inter-individual differences at start. These differences might be the result of selection bias.

### 14.6 Relationship to Previous Research

Firstly, concerning peer mentoring, it was further evident from students’ comments that it was not primarily higher-year students who were responsible for creating the benefits for social integration, but it was particularly activities such as speed dating and mentoring days that helped bring them into contact with classmates and eased them into social integration. This is partly in line with Daloz and Holt’s (1988) suggestion that peer mentoring organisations need to set up social events for those participating in the programme, as these events provide opportunities for increased social interactions between mentors and mentees. The findings of this study showed that such events provide more opportunities for social interactions between mentors and mentees. Secondly, it was further evident that students who reported the most beneficial experiences with peer mentoring were mainly those who belonged to student organisations or lived nearby or close to their mentor (either on campus or at home). Since the development of social relationships is correlated with regular and frequent meetings between mentor and mentee, this finding is not surprising (Colvin, 2007; Cornelius, et al., 2016). Indeed, it reveals some of the factors related to the problems inherent in building Wenger’s “communities of practice” (Farnsworth, et al., 2016).

Secondly, results indicated that students’ social integration between those who participated in peer tutoring and those who did not were not significantly different. Some respondents stated it was relatively hard for first-year students to make connections and work collaboratively together when social connections were not promoted in initial phases. Students needed to make connections assertively and to try to find someone at a similar stage of progress and achievement level in order to get the most help out of these contacts and to experience collaborative learning positively. In this respect, firstly, it is suggested that it should help for facilitators to encourage students to spend a few moments socialising with each other before each session begins. Future research needs to clarify whether or not this makes any difference to social integration outcomes.

Thirdly, it is argued that the development of social relations can be fostered by making connections and making students’ needs or abilities apparent to peers: these needs and abilities being topics with which students need help, or for subjects where students want to provide help, for example. This finding fits in with recent research that peer tutoring activities must incorporate some means of ensuring that tutees and tutors are well matched (Evans & Cosnefroy, 2013). This closely relates to what Ito et al. (2013) recently described as connected learning, which aims to support interest-driven activities, whereby learning is driven through social interactions with other like-minded people. As such, peer tutoring is based on connected learning principles, because students can exchange experiences and make
friends—a promising approach to promoting both social and academic integration and learning in the first year of university (Rayle & Chung, 2008).

Our study confirms previous findings from Sosik and Godshalk (2000), which also suggested that age, gender, ethnicity, language preferences and education need to be taken into consideration. It also confirms findings from Bozeman and Feeney (2007), further suggesting that having similar backgrounds, interest and life experiences should be taken into consideration when pairing mentors and mentees.

14.7 Conclusion

This study extends prior research by exploring the potential influence of peer mentoring and peer tutoring on social integration, academic integration and institutional attachment with first year students. Using a mixed methods approach involving both quantitative and qualitative methods, the study compared the impact of both peer tutoring and peer mentoring approaches. Results indicated that friendship resulting from the accelerating integration was created in both groups of peer mentoring and peer tutoring participants. Both experienced informal learning in contrast to other non-participating students who did not create such friendships. However, peer mentoring seemed more powerful in terms of effects on social integration and peer tutoring was more powerful regarding academic integration. Another important conclusion of our study is that as spontaneously indicated by the students, both peer mentoring and peer tutoring increase self-esteem. There are thus evidence-based action implications for educational practice, policy-making and future researchers. It will be important in planning future strategies to enhance social and academic integration and institutional attachment that student opinions are firmly taken into account.
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15.1 Peer Feedback and Its Social Nature

15.1.1 The Benefits of Peer Feedback

How to foster student learning is a crucial question in educational research. Feedback—defined as “a process through which learners make sense of information from various sources and use it to enhance their work or learning strategies” (Carless & Boud, 2018, p. 1)—has been proposed as an important tool for student learning and numerous studies have confirmed this (e.g. Black & Wiliam, 1998; Hattie & Timperley, 2007). Indeed, in a recent meta-analysis of 435 studies, Wisniewski and his colleagues (2020) found that feedback has a moderate size effect ($d = 0.48$) on students’ learning.

A particularly effective kind of feedback is feedback from peers. Indeed, empirical evidence supports the value of peer feedback and suggests it can even be a more useful tool for learning than teacher feedback. Wisniewski et al. (2020) found
student-to-student feedback to be more efficient than teacher-to-student feedback. In another recent meta-analysis, Double and his colleagues (2020) addressed the effect of peer assessment (which sometimes, but not always include peer feedback). Based on 54 (quasi-) experimental studies, this meta-analysis concludes that peer assessment impacts student learning more positively than teacher assessment.

The value of peer feedback does not only lies in the fact it helps students to developed specific subject-related learning, it also pushes them to develop more general feedback skills (Carless et al., 2011). By giving opportunities for students to practice making judgements, peer feedback contributes, for example, to the development of evaluative judgment, which is defined as “the capacity to make decisions about the quality of work of self and others (Tai et al., 2018, p. 471)”. Evaluative judgement is a necessary skill for students to become independent lifelong learners, which should be a goal of higher education (Tai et al., 2018).

15.1.2 Students’ Concerns and How to Take Them into Account

Given that peer feedback can be a very beneficial activity for students’ learning, we could expect students to be eager to participate in peer assessment activities. However, this is only partly the case. Indeed, the majority of students report to like peer assessment and to find it useful (Hanrahan & Isaacs, 2001; Mulder et al., 2014). However, they also express a series of concerns. These concerns are various but have a common element: they emerge from the fact that peer assessment is a social experience (e.g. Hanrahan & Isaacs, 2001; Mulder et al., 2014; Wilson et al., 2015). Some students fear, for example, that their peers will be biased or will not put enough effort into their assessment, feel they lack the skills to evaluate their peers, find it difficult to be objective and feel uncomfortable evaluating their peers and being evaluated by them (Hanrahan & Isaacs, 2001; Mulder et al., 2014; Wilson et al., 2015). These concerns are not anecdotic: in Stanier (1997)’s study, 40% of the students found peer assessment to be an uncomfortable experience and in Mostert and Snowball (2013)’s study, 29% felt that their peers did not engage enough in the activity and 19% did not trust their peers as assessors.

The main suggestion in literature to overcome students’ concerns linked to the social nature of peer feedback is anonymity. In Yu and Liu (2009)’s study, for example, students preferred using a surname rather than their real name in a peer assessment activity and, in Vanderhoven et al. (2015)’s study, students experienced less peer pressure and fear of disapproval in an anonymous peer assessment activity compared to a non-anonymous one. Rotsaert et al. (2018) have found that, when peer feedback is used multiple times in a course, fading anonymity can be used as an instructional scaffold. When students first had the opportunity to experience peer feedback anonymously, they continue to provide feedback of the same quality and to feel safe when anonymity is removed and the importance they place on anonymity decreases.

However, expecting anonymity to relieve every tension created by peer assessment is unrealistic (Panadero & Alqassab, 2019). Panadero and Alqassab (2019)’s
literature review on the effects of anonymity in peer feedback shows mixed results, with only a slight positive tendency towards anonymity. Their main conclusions are that more research on the effects of anonymity is needed and that the instructional context and goals need to be considered (Panadero & Alqassab, 2019).

Moreover, anonymity is not always possible in peer feedback (e.g. feedback on an oral presentation), and, even when possible, it is not always desirable. Indeed, anonymity necessarily means that students can not interact with one another and discuss the feedback, which removed the richest part of feedback if we see it as a dialogical process (Ajjawi & Boud, 2017). Additionally, not all potential undesirable effects of the social nature of peer feedback can be cancelled out by the use of anonymity (e.g. the fear of not being able to provide valuable feedback). Therefore, it is necessary to find other ways to create an environment in which students feel safe and comfortable to participate in peer feedback activities.

To ease tensions linked to the social aspects of peer feedback, students could be trained on these aspects. In Li (2017)’s study, for example, students were assigned to three groups: identity group (the identity of assessors and assesses was revealed to each other), anonymity group (both assessors and assesses were anonymous), and the training group (the identities were known, but students followed a training, aimed at controlling the possible negative impact of having their identities revealed). Results indicated that both the training and the anonymity groups showed a larger improvement in their performance than the identity group. Moreover, regarding their perception, students in the training group valued peer assessment activities more and experienced less pressure from peers than the students in the two other groups. Thus, it seems that when anonymity is not feasible, training could counteract the negative impact of having students’ identities revealed.

15.1.3 Trust and Psychological Safety

Li (2017)’s study suggests that the provision of peer feedback training could be useful, but in her study, she focused on peer pressure, which is not the only important variable linked to the social nature of peer feedback. Based on the literature on collaborative learning and group work, van Gennip and her colleagues (2009; 2010) identified four variables that could be of importance in a peer assessment activity, namely:

1. Psychological safety: the belief shared by members of a group that they can take interpersonal risks in this group
2. Value congruency: the similarities of team members’ opinions about what the tasks, missions and goals of their team should be
3. Interdependence: the fact that everyone needs to participate actively in the assessment task because, if some students do not provide feedback it will have an impact on the students whose work they assessed
4. Trust: (1) the confidence that a student has in his/her own ability to assess their peers’ work—i.e., trust in oneself—and (2) the trust in their peers’ capacity to assess his/her work—i.e., trust in peer

Of these four variables, trust and psychological safety appear to be key to consider when implementing a peer feedback activity. Indeed, van Gennip and colleagues (2012) found that, in the context of secondary-vocational education, a high level of psychological safety and trust (in the self and the peer) had a positive impact on perceived learning. For value congruency and interdependence, the relationship with perceived learning was less clear. Panadero (2016) confirms this: the relevance of trust and psychological safety is more evident than that of value congruency and interdependence, as these two latter variables are relevant in contexts where students have shared goals, which is not necessarily the case in the context of peer feedback (e.g. with online anonymous peer feedback). Consequently, for the training, we focused upon trust and psychological safety.

Regarding the term ‘trust’, it is important to highlight its two facets: trust in oneself and trust in peers (van Gennip et al., 2010). A student can trust his or her ability but not the ability of his or her peers, or vice versa. In a study by Cheng and Tsai (2012), for example, the majority of students (74%) trusted their abilities to assess their peers. A smaller percentage of students (57%) also trusted their peers’ ability.

The notion of psychological safety originally came from organizational psychology where it can be defined as the “perceptions of the consequences of taking interpersonal risks in a particular context” (Edmondson & Lei, 2014, p. 24). Linked to its origin, the majority of research on psychological safety has been conducted in the working environment (e.g. Edmondson et al., 2007); however, even in the working environment, an emphasis was placed on learning behavior. When people feel psychologically safe, they are less afraid to take interpersonal risks, which means that they are more willing to express themselves without worrying about possible negative reactions from other members of their team. Therefore, in a psychologically safe environment, team members are more willing to carry out learning behavior like seeking feedback, asking for help or talking about errors (Edmondson, 1999). De Stobbeleir and colleagues (2019) confirmed this: when employees perceived their environment as psychologically safe, they seek more feedback from their peers.

In an educational context, Soares and Lopes (2020) have shown that psychological safety has a positive influence on academic performance. Psychological safety creates an environment where students feel comfortable discussing their performance and errors and asking for feedback, which has a positive impact on their learning. Hence, psychological safety is a requirement for peer feedback. In the context of peer assessment, psychological safety is defined by Panadero (2016, p. 251) as “the extent to which students feel safe to give sincere feedback as an assessor and do not fear inappropriate negative feedback as an assessee”.

15.1.4 Online Training

Online courses, such as MOOCs, have gained popularity over the last decade (Shah, 2020). For such MOOCs, it is challenging to exceed knowledge transfer and provide a real educational experience for students (Suen, 2014). To achieve this and keep the workload for teaching staff feasible, peer feedback is frequently used (Suen, 2014): it allows students to obtain feedback to enhance their learning. Yet, students’ concerns linked to the social nature of peer feedback may be amplified in MOOC settings. As Suen (2014) explains, peer feedback in MOOCs takes place in a context where there is, at best, few instructor mediation, supervision or guidance and where students have little incentive to take peer feedback activities seriously. In this context, students are often dissatisfied with the use of peer feedback and complain that their peers give them superficial or inconsistent feedback (Hew, 2018). Therefore, taking students’ concerns into account and training them before a peer feedback activity could be even more important in MOOCs than in traditional on-campus courses.

15.1.5 The Present Study

Although some leads exist on how to take into account the interpersonal context when designing peer feedback activities, only a few studies have been conducted (e.g. Rotsaert et al., 2018; Vanderhoven et al., 2015). It remains veiled how trust and psychological safety can be stimulated in an online setting. To fill this gap, we set out to design an online training targeting these two aspects, to optimize students’ learning from peer feedback.

The purpose of this chapter is to present the training and the rationale behind its different components. In the section “Training design”, we will explain how the literature was explored to find effective tools for training. Subsequently, in the section “Training procedure”, a detailed outline of the different stages of the training will be presented. Moreover, even though an evaluation of the training is beyond the scope of this article, we will give some elements on how the training was received by students in the section “Students’ perceptions of the training session”. Finally, we will discuss some limitations and perspectives.

It is important to specify that the training is conceived for peer feedback activities where the feedback are performance feedback, i.e. feedback on students’ performance, and not process feedback, i.e. feedback on the way students performed a task (Gabelica et al., 2012). Indeed the training is based on research done on performance feedback and its specific challenges, whose results cannot necessarily be generalized to process feedback (Gabelica et al., 2012).
15.2 Training Design

15.2.1 Training Objectives

Our purpose is to design a training to tackle students’ feelings of distrust and psychological unsafety before participating in a peer feedback activity. Given that it is recommended to train students on how to provide peer feedback (van Zundert et al., 2010), we also included a more general part to our training to help students provide effective feedback. Therefore, the training has six objectives:

1. to clarify for the students what the objectives and advantages of peer feedback are
2. to increase students’ skills for providing effective feedback
3. to address students’ concerns about peer feedback
4. to increase students’ feeling of psychological safety
5. to increase students’ trust in their ability to assess others
6. to increase students’ trust in their peers’ ability to assess them

For our two first objectives (objectives 1 and 2) the learning outcomes are knowledge and skills. The learning outcomes of the last four objectives (objectives 3–6) can be considered as attitudes, which are defined as “beliefs and opinions that support or inhibit behavior” (Oskamp, cited by Blanchard & Thacker, 2013, p. 37). Because the training mostly targets students’ attitudes, it must allow the active participation of students. Therefore, the training consisted mainly of role-plays and discussions, two effective methods to transform attitudes (Blanchard & Thacker, 2013).

15.2.2 Inspirations from Existing Training

As it is common to train students before a peer feedback activity and some training in other contexts than peer feedback may have targeted trust and psychological safety, we additionally explored this literature.

It has been shown that training students before a peer assessment activity improved the reliability of peer assessment, peer assessment skills and students’ attitudes towards peer assessment (van Zundert et al., 2010). Training can focus on various aspects, like how to decide what is important to assess, how to judge a performance or how to provide feedback for future learning (Sluijsmans et al., 2004). Their length may also vary, some of them being very comprehensive (e.g. Sluijsmans et al., 2002), while others are shorter but can still be effective, as shown by Alqassab and colleagues (2018). It is from the latter that we drew to design our training, which we want to keep short enough to fit it into already busy schedules: it seems unrealistic that more than one session will be dedicated to peer feedback training in a course where peer feedback is only a way to help students learn and not an objective in itself.
The training created by Alqassab et al. (2018) consisted of a general discussion on peer assessment, a lecture on Hattie and Timperley (2007)'s framework, group and individual exercises to integrate the theory and practice sessions. Alqassab and colleagues (2018) found that, for medium or high-achieving students, the training increased the proportion of self-regulation feedback, which are considered higher-level feedback and are more effective (Hattie & Timperley, 2007). The training did not affect low-achieving students.

In addition, Dusenberry and Robinson (2020) created a training session to increase students’ feeling of psychological safety before working in small groups. Their training lasted 50 min and was composed of a video lecture, a short discussion and a hands-on exercise. Contrary to their hypothesis, the level of psychological safety was not higher for the students who followed the training than for the students in the control group. They identified several limits in their training, which could explain this absence of a significant effect. A first limitation is that their training was not context-specific. The same training was given to a variety of students, working on various projects, and there was no direct link between the training and the teams’ projects. A second limitation is that the video lecture took up about half of the training time, which did not leave much time for more active learning methods. Consequently, if we want to make sure our training is effective, it seems important to avoid these pitfalls by making our training context-specific and by favouring active learning methods, as also recommended by Blanchard and Thacker (2013).

### 15.3 Training Procedure

We provided the peer feedback training to third-year university students in physical education following a seminar on acrobatic sports didactics. Forty-one students were enrolled in this mandatory seminar, but six students did not participate in either the training or the peer feedback activity (even though both were mandatory). During this seminar, students had to create an instruction sheet illustrating a gymnastic exercise, assess the instruction sheet of seven of their peers and improve their work based on the feedback they received. The training took place during the second seminar session. It was provided by a researcher (first author) in collaboration with the course’s professor (fourth author). The online training was composed of five stages (see Table 15.1): discovery of student’s representation, lecture on how to provide effective feedback, peer feedback practice, role-play and discussion in small groups, and summary of key learning points.

We conducted the training online, through the Microsoft-Teams platform. Like other videoconferencing applications (e.g. Zoom), Teams allows us to divide participants into break-out rooms, which was essential as most of the training time was spent in subgroups.

Doing the training online incited us to carefully plan it. As Bolinger and Stanton (2020) explained, it is possible to run synchronous online role-plays but the logistics are more difficult to manage. It is not possible, for example, to pass sheets
Table 15.1 Overview of the training session

<table>
<thead>
<tr>
<th>Stage</th>
<th>Students’ activities</th>
<th>Objectives</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovery of students’ representation</td>
<td>In the large group, students answer to a Wooclap (active)</td>
<td>To adapt the rest of the training To address students’ concerns about peer feedback (objective 3)</td>
<td>10 min</td>
</tr>
<tr>
<td>Lecture on how to provide effective feedback</td>
<td>In the large group, students listen to the lecture (passive)</td>
<td>To increase students’ skills for providing effective feedback (objective 2)</td>
<td>10 min</td>
</tr>
<tr>
<td>Peer feedback practice</td>
<td>Individually and then in pairs, students practice giving feedback and discuss it (active)</td>
<td>To increase students’ skills for providing effective feedback (objective 2)</td>
<td>30 min</td>
</tr>
<tr>
<td>Role-play and discussion in small groups</td>
<td>In small groups, students perform role-play and discuss in small-groups (active)</td>
<td>To increase students’ feeling of psychological safety (objective 4) To increase students’ trust in their ability to assess others (objective 5) To increase students’ trust in their peers’ ability to assess them (objective 6)</td>
<td>50 min</td>
</tr>
<tr>
<td>Summary of key learning points</td>
<td>In the large group, students listen to and contribute to the synthesis (passive)</td>
<td>To clarify the objectives and advantages of peer feedback (objective 1) To address students’ concerns about peer feedback (objective 3)</td>
<td>20 min</td>
</tr>
</tbody>
</table>

Note The first part (discovery of students’ representations) took place a week before the training session

around or to easily identify which students have questions once they are in the break-out rooms. To address these difficulties, we tried to make the instructions as explicit as possible (e.g. what students were expected to do, how much time they had...) and we gave them a very detailed roadmap for the role-plays. We also made sure that there were two instructors present online, which made it possible to visit all sub-groups to answer questions.

As mentioned above, it was challenging to find a balance between the importance of having comprehensive training and the necessity of keeping it time-efficient, so it can be relatively easily inserted into courses. Table 15.1 presents an overview of the training, with the timing devoted to each activity of this two-hour session. As recommended by Blanchard and Thacker (2013), we started by targeting the knowledge and skills before moving on to attitudes.
15.3.1 Stage 1. Discovery of Students’ Representations

A week before the training session, we asked students to answer some questions through an interactive platform (Wooclap). We asked them to write down in one word what peer feedback means to them, to write down the advantages and disadvantages of peer feedback and to tell us if they had any concerns or fear linked to the use of peer feedback. For the three first questions, students saw the responses of other students appear live and could like them. As an example, Fig. 15.1 is the word cloud generated by students’ answers regarding the disadvantages of peer feedback.

Discovering students’ representations allowed us to tailor the training to this specific group of students, which could enhance training efficiency (Dusenberry & Robinson, 2020). This group of students were concerned that their peers are not qualified enough to assess them, that their peers are not objective enough to assess them (more precisely they fear that they will be “too nice”) and that they themselves are not qualified enough to assess their peers. These results confirmed the relevance of providing a training targeting the notion of trust. Some aspects linked to psychological safety also emerged, although to a lesser extent (e.g. the fear of being judged as stupid).

15.3.2 Stage 2. Lecture on How to Provide Effective Feedback

At the start of the two-hour training, we explained the six objectives (see Table 15.1) and linked them to students’ concerns based on the Wooclap responses. Then we gave a short lecture on how to provide effective feedback based on the framework of Hattie and Timperley (2007). We explained to students that the purpose of feedback is to reduce the gap between actual and desired performance and it
should therefore contain an answer to the three following questions: Where am I going? How am I going? And Where to next? (Hattie & Timperley, 2007). We also described the four feedback levels (self, task, process and auto-regulation), explained why the former two were less effective and gave examples of feedback at each level. The lecture format allowed us to convey essential knowledge to students, but we kept it under 20 min as to not lose students’ attention (Blanchard & Thacker, 2013).

15.3.3 Stage 3. Peer Feedback Practice

For stage 3, students had the opportunity to practice giving feedback and to familiarize themselves with the rubric they will use afterwards for the real peer feedback activity. The day before the training session, students had to hand in an assignment (similar but not identical to the main assignment). During the training, we paired them in breakout rooms and randomly assigned them two assignments. Students had to individually assess the assignments with a rubric and then, in pairs, compare their assessments and discuss possible disagreements. After returning to the large group, time was set aside for them to ask questions. We also asked them to give examples of feedback they would provide and think together about how to make them as effective as possible.

15.3.4 Stage 4. Role-Play and Discussion in Small Groups

As explained by De Ketele et al. (2007), role-play is a training method in which participants interpret the role of different characters in a specific situation, to allow an analysis of the representations, feelings and attitudes related to this situation. What distinguishes role-play from other simulations is its emphasis on interpersonal interactions (Bolinger & Stanton, 2020), which makes it particularly relevant for training on trust (in others) and psychological safety.

To the best of our knowledge, there are no existing role-plays on trust and psychological safety in peer feedback described in the literature. Consequently, we designed them ourselves, following general guidelines provided by Bolinger and Stanton (2020). The role-plays’ scenarios were conceived to bring students to project themselves into peer feedback situations and to identify problems that may emerge in these situations. Based on the Wooclap responses (see stage 1), we selected the two most appropriate role-plays among several that we had created. The first role-play consisted of three friends who participated in a peer feedback activity but were all dissatisfied with the received written comments for different reasons (e.g. the feedback were only positive, without any suggestion for improvement). In the second role-play, students had to put themselves in the shoes of three students who had to decide what grade and feedback to give to peers who did a poor oral presentation.
Students were randomly divided into small groups, with each group performing the same role-play simultaneously (i.e. multiple role-plays, Blanchard & Thacker, 2013). This format allowed us to involve all students and to let various elements emerge for the discussion afterwards (given that the scenario will be played slightly different in every group) while taking much less time than if each group had played one after the other (Blanchard & Thacker, 2013).

Once split into groups of six, students received a detailed roadmap with two role-play scenarios and instructions on how to play and discuss them. For each role-play three students acted out the roles while the three others observed the role-play and took notes to inform the following discussion. Having two role-plays allowed each student to play one role, either in the first or second role-play.

After performing and discussing the two role-plays, they stayed in sub-groups to synthesize their discussions. More precisely, we asked them to identify the benefits and interpersonal risks of peer feedback, and what the professor and themselves as students can do to ensure that a peer feedback activity works well.

Participating in role-play simulations can bring discomfort to some students, especially if they are not used to role-playing in class (Bolinger & Stanton, 2020). Therefore, we tried to make the situation as comfortable as possible. Playing in small groups instead of in front of everyone should help students feel at ease. Moreover, by having two role-plays, students more reluctant to participate could observe the first one before actively participating in the second one. And finally, students could choose which role they wanted to play (some roles being more demanding than others).

15.3.5 Stage 5. Summary of Key Learning Points

The last training stage was an open discussion to synthesize all the sub-groups’ ideas in the large group. This method is used to generate participation, find out what participants think or have learned and stimulate recall of relevant knowledge (Blanchard & Thacker, 2013). We asked a student from each group to report the key points of their discussions and took live notes on our slideshow so students could see how the discussion progressed. We used this moment to explain and justify the choices made by the professor for the organization of the peer feedback activity and to link these choices to the elements discussed by students and with the literature on peer feedback. For example, when a student said that they would feel more confident if they were assessed by more than one peer, we explained that this feeling was coherent with the literature (e.g. Sung et al., 2010) according to which when the number of assessors is large enough, peer feedback is as reliable as teacher feedback and that is why they had to provide feedback to seven of their peers for this course (unlike what they did during the training). We also used this moment to address any remaining concerns.

Based on the discussion, we made a mind map (see Fig. 15.2) that we sent to students a few days after the training session. This mind map allows students to keep a record of the key ideas identified together during the training under a visual
and accessible format. We also provided them with the slideshow used during the training, for further detail.

### 15.4 Students’ Perceptions of the Training

A month after the training session, students answered a short questionnaire to assess it. At this point, students had had the opportunity to transfer knowledge into practice because they had already done the peer feedback activity. Of the 35 students who participated in the training and the peer feedback activity, 27 answered the questionnaire (response rate: 77%). At the end of the questionnaire, students could leave their contact information if they agreed to participate in an interview. We conducted semi-directed interviews with the five students who agreed to participate.
15.4.1 Questionnaire Conception and Interview Process

We constructed our questionnaire based on Grohmann and Kauffeld (2013)’s Questionnaire for professional training evaluation. This questionnaire is based on Kirkpatrick’s framework (Kirkpatrick & Kirkpatrick, cited by Grohmann & Kauffeld, 2013) which distinguishes four levels: reaction, learning, behavior and organizational impact. Grohmann and Kauffeld (2013) have divided the reaction and organizational impact levels into two sub-levels which gives them six subscales (each one composed of two items): satisfaction (reaction level), utility (reaction level), knowledge (learning level), application to practice (behavior level), individual organizational results (organizational level) and global organizational results (organizational level). As the two last subscales are not relevant to our context, we limited our questionnaire to the first four subscales. The eight items of these subscales were subsequently adapted to the higher education context (e.g. the item “In my everyday work, I often use the knowledge I gained in the training” was replaced by “In the peer feedback activity, I used the knowledge I gained in the training”) and translated to French.

In addition, we included four items from Holgado-Tello et al. (2006)’s training satisfaction rating scale, which measures participants’ general impression of the training.

Our questionnaire is therefore composed of 12 items divided into five subscales (see Table 15.2 for details). In line with Grohmann and Kauffeld (2013), we used an 11-points response scale. The responses range from 0 per cent to 100 per cent, with steps of 10 per cent. The general impression scale is reliable with a Cronbach’s alpha of 0.854. For the five other subscales, we calculate Spearman-Brown Coefficient, as it is recommended for two-item scales (Eisinga et al., 2013). All scales are reliable, with Spearman-Brown coefficients ranging between 0.752 and 0.929. At the end of the questionnaire, we allowed students to add a written comment.

The interviews were held using Teams and lasted approximately 30 min. We transcribed them and used N-Vivo (version 20.5) to code the data.

15.4.2 Insights from Questionnaire and Interview Data

As you can see in Fig. 15.3, students’ general impression is generally positive (M = 66.5, SD = 16.4), with the majority of students rating the training around 70%. The satisfaction is a bit lower (see Fig. 15.4), with very high variability (M = 59.3, SD = 20). The same pattern is present for perceived utility (MD = 49.6, SD = 22.5), perceived learning (MD = 53.7, SD = 18.3) and behavioral changes (MD = 55.4, SD = 24) as shown in Figs. 15.5, 15.6 and 15.7.

The most striking result is the high variability of students’ perceptions. For each scale (although to a lesser extent for the general impression), the standard deviation and range are wide, with some students who saw little value in the training (with
Table 15.2  Item examples, number of items and cronbachs’ α of each subscales

<table>
<thead>
<tr>
<th>Subscale</th>
<th>Adapted from</th>
<th>Example item</th>
<th>Number of items</th>
<th>Cronbach’s α</th>
<th>Spearman-Brown coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>General impression</td>
<td>Holgado-Tello et al. (2006)</td>
<td>The training merits a good overall rating</td>
<td>4</td>
<td>0.854</td>
<td>/</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Grohmann and Kauffeld (2013)</td>
<td>I enjoyed the training session very much</td>
<td>2</td>
<td>0.874</td>
<td>0.884</td>
</tr>
<tr>
<td>Perceived utility</td>
<td></td>
<td>Participation in this kind of training is very useful for me</td>
<td>2</td>
<td>0.850</td>
<td>0.861</td>
</tr>
<tr>
<td>Perceived learning</td>
<td></td>
<td>I learned a lot of new things in the training</td>
<td>2</td>
<td>0.747</td>
<td>0.752</td>
</tr>
<tr>
<td>Behavioral changes</td>
<td></td>
<td>I successfully manage to apply the training contents in the peer feedback activity</td>
<td>2</td>
<td>0.929</td>
<td>0.929</td>
</tr>
</tbody>
</table>

Fig. 15.3  Boxplot for the subscale general impression
some aspects evaluated at only 10%) and others who seem to have very positive perceptions of the training (with a score of 90 or 100%).
We see two main reasons for the diversity of students’ perceptions linked to the training. The first concerns variability in students’ needs as illustrated by quotes from *David* and *Robin*.¹

¹ Names have been changed to protect the participants’ confidentiality.
«I want to point out that I was already familiar with the principle of peer feedback because I saw it in Research methodology in Master1. That is why I haven’t learned as much as others, I think.» David (referring to a course in which the peer review process in research is explained; perceived learning: 55, perceived utility: 70).

«Before we had the course I clearly thought that I wasn’t going to be able to... to provide feedback [...] and then, with your course, I put this more into perspective, a lot more and I’ll say that I was... I wanted to try and assess my peers, and I could see where I had to go.» Robin (perceived learning: 90, perceived utility: 95).

The variability in students’ needs seems to stem from their previous experiences. While most students following this course were in their third year and only followed bachelor courses, some students, like David, were also taking some master courses (based on the number of ECTS they have acquired). Moreover, students also had different extracurricular experiences. Several physical education students had student jobs as sports instructors or coaches, for example, which enable them to develop assessment and feedback skills. Additionally, given that students practice various sports outside their courses, some students have a much higher level than others in acrobatic sports. This high level of expertise could lead them to overestimate their ability to easily provide feedback in this specific discipline. These factors could explain why some students expressed a strong need for guidance, while others felt they already had the necessary knowledge and skills before the training.

Another possible reason concerns the variability in students’ implications in the training session and the seminar more generally. While some students were genuinely interested in the seminar contents, others only followed it because it was mandatory. Given that it was an online session and that students had their cameras off (as not to saturate their wifi), it was more difficult to discern if they were truly paying attention, or if they were even there. In an interview, for example, a student explained that for another session of the course he let his computer with Teams turned on to appear present and went for a run. We tried to make the session as interactive as possible to avoid this, but it is still possible that we lost some students at times.

Moreover, an important part of the training took place in small groups and we observed that some groups worked better than others did in this online context. Indeed, it is well-known that the physical presence of an educator is important for student engagement (e.g. Hunter, cited by Bolinger & Stanton, 2020). The set-up made it difficult for us to know whether the students were taking the role-play seriously and to quickly identify which groups needed help. Although there were two instructors to visit each break-out room, students were just among themselves most of the time and, while most groups seemed to work efficiently, we felt others needed a little push to keep working seriously. This feeling was confirmed by some of the comments in the interviews.

«Well, in the group I was in [...] There was some misunderstanding in the group, and we botched the part where we were supposed to take the role.» Raphaël,
who liked the training (satisfaction score of 75), but did not feel that it was useful (perceived utility score of 30) or that he learned from it (perceived learning score of 20).

This variation in students’ engagement could explain why some students felt they learned less from the training or said they did not really apply the training content while doing the peer feedback activity.

15.5 Conclusion and Implications

Our goal was to create an online training to tackle students’ feelings of distrust and psychological unsafety before participating in a peer feedback activity. To this aim, we explored the literature to find effective learning methods. The training that we created was composed of five stages (discovery of students’ representations, theory, practice, role-plays and summary), which allowed students’ active participation. This training was implemented in the context of a physical education university seminar and we collected data on how students perceived it. Based on this, we can draw some conclusions, and stemming from them, implications for practice and perspectives for research.

When given the opportunity students express concerns linked to the social nature of peer feedback. Indeed, the gathered responses showed that, even though students saw various advantages to peer feedback, they also raised a series of concerns, like the fear of not being qualified enough or the fear that their peers will be “too nice” when assessing them. This confirms previous findings (e.g. Mostert & Snowball, 2013; Mulder et al., 2014; Wilson et al., 2015) and suggests that, when planning a peer feedback activity, it is essential to take time to let students express these concerns and to address them.

The literature on training methods (e.g. Blanchard & Thacker, 2013) and the studies we drew upon to create the training (e.g. Dusenberry & Robinson, 2020) converged on the idea that (inter)active learning methods are necessary. This training with active learning methods was delivered online, thus making it a potentially useful part of MOOCs (Suen, 2014). For other courses, while normally on campus, online alternatives had to be sought during the COVID-19 outbreak. Indeed, according to UNESCO (2021), more than 220 million tertiary students worldwide have been confronted with university closures and online courses. It is therefore important to conceive learning activities such as role-play that can take place online. In the present case, the group was small enough so we could quickly visit each online break-out room during the sub-groups activities, however, students are generally far more numerous in MOOCs. Future studies should investigate if the training is feasible with larger groups of students.

We obtained encouraging insights when asking students’ opinions about the training. About half the students were positive: they said that they learned from it, found it useful and that it influenced their behavior during the peer feedback activity. Other students valued the training less. Differences in students’ perceptions may be explained by factors like their prior knowledge or experience with
peer feedback or by their varying engagement with the training (due to the online context). These factors could be investigated in future studies. We expect students’ perceptions to be less variable if the training is delivered on campus, as physical presence incites engagement (Hunter, 2004, as cited in Bolinger & Stanton, 2020).

The overall positive impact of the training will have to be confirmed in future studies. Indeed, an evaluation study was beyond the scope of this chapter, in which we focused on students’ perceptions of the training. A quasi-experimental study, with a large sample and pre- and post-test should be conducted to verify whether the training has a positive impact on students’ perceived level of trust and psychological safety. In addition, given that the goal of peer feedback is to develop student learning and to incite them to be proactive recipients of feedback, such a study could investigate the impact of the training on students’ learning due to the peer feedback activity, as well as regarding their feedback literacy skills (Boud et al., 2022).

Now the training focuses predominantly on peer feedback provision; its objectives are to teach students how to provide effective feedback and to ensure they feel safe and confident while doing so. A perspective could be to redesign it so it also encompasses peer feedback processing. Indeed, no matter how good the received feedback is, students still need the support of an adequate learning context to efficiently use it to revise their work (Panadero & Lipnevich, 2022; Wichmann, 2018). Given that interpersonal factors—such as trust and psychological safety—play a role in feedback provision, but also in peer feedback processing (Aben et al., 2019), it would be interesting to create an intervention that explicitly considers the social aspects that play a role in peer feedback processing.

All in all, it seems that an online training with (inter)active methods such as role-plays is a promising way to address students’ concerns raised by the social nature of peer feedback.
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The Relationship Among Students’ Attitude Towards Peer Feedback, Peer Feedback Performance, and Uptake

Nafiseh Taghizadeh Kerman, Seyyed Kazem Banihashem, and Omid Noroozi

16.1 Introduction

The use of peer feedback in higher education, particularly in online classes with large size of students has been considerably growing (Latifi et al., 2021; Yang, 2016), especially in writing classes (e.g., Noroozi & Hatami, 2019; Shang, 2019). For example, in the context of argumentative essay writing, peer feedback is acknowledged as an active and effective learning activity since it involves students in a learning process where they deal with critical reading, critical reflection, and creating constructive knowledge that leads to enhancing peers’ argumentative essay writing competence (Noroozi, 2018, 2022; Noroozi & Hatami, 2019; Tian & Zhou, 2020).
According to previous studies, using peer feedback in higher education can improve students’ evaluation and judgment skills (Liu & Carless, 2006), self-regulation skills (Lin, 2018a, 2018b), communication, collaboration, and negotiation skills (e.g., Altunay, 2016; Bayat et al., 2022; Lai, 2016; Lai et al., 2020), critical thinking skills (e.g., Ekahitanond, 2013; Novakovich, 2016), engagement (e.g., Devon et al., 2015; Fan & Xu, 2020), motivation (e.g., Hsia et al., 2016; Zhang et al., 2014), and learning satisfaction (e.g., Donia et al., 2022; Zhang et al., 2014).

The success of peer feedback mainly depends on its quality (Carless et al. 2011; Er et al., 2021; Hattie & Timperley, 2007; Latifi et al., 2020; Taghizadeh et al., 2022; Shute, 2008). If students find the received feedback of high quality, they are more likely to uptake and implement it in their essays (Wu & Schunn, 2020). For the feedback to be effective, it should contain features such as affective statements (e.g., praise or compliment), a summary explanation of the work, identifications, and localization of the problem, and solutions and action plans to the identified problems and further improvements (Banihashem et al., 2022; Noroozi et al., 2012; Patchan et al., 2016; Wu & Schunn, 2021).

Empirical research has revealed a number of issues related to peer feedback (Latifi & Noroozi, 2021; Latifi et al., 2021; Noroozi et al., 2012, 2018; Panadero, 2016; Zhao, 2018; Zhu & Carless, 2018). One of the challenges is the perception of distrust in peers’ competence to provide high-quality feedback (Kaufman & Schunn, 2011; Liu & Carless, 2006; Zhu & Carless, 2018). Students are skeptical in terms of receiving high-quality feedback from peers as they perceive peers’ knowledge may not good enough to identify the problem or may not even their peers take it seriously to carefully read and provide constructive feedback (Hu, 2005; Panadero & Alonso-Tapia, 2013; Tsui & Ng, 2000; Vu & Dall’Alba, 2007). One reason is that students may have a different perceived level of domain knowledge and feedback proficiency that can cause a different impact on levels of contribution and motivation of students (Allen & Mills, 2016; Wu, 2019). For example, students with high feedback proficiency are demotivated because they have little faith in and perception of the quality of the feedback received from peers with low feedback proficiency (Jiang & Yu, 2014). Therefore, students’ performance and uptake of peer feedback can be influenced by their attitude towards peer feedback.

Attitude is defined as the psychological evaluations a person makes of people, objects, or events (Gagne et al., 2005). Attitude towards peer feedback means how students perceive peer feedback and what they feel about providing or receiving peer feedback. Attitude towards peer feedback includes multiple components. For example, perceived fairness (Lin, 2018a, 2018b), perceived usefulness (Kuo, 2017), perceived learning outcomes (Chan & Lin, 2019; Lin et al., 2016, 2018; Noroozi & Mulder, 2017), and perceived ease to use (Kuo, 2017; Ge, 2019). Although attitudes are largely internal and particular to each person, they are socially impacted and changed by how other people behave (Bordens and Horowitz, 2008). Many factors change attitudes, especially attitudes toward peer feedback. For example, defining peer feedback goals (Topping, 2017), training and
the required instruction and direction (Falchikov, 2005; Morra and Romano, 2008, 2009), providing argumentative peer feedback (Noroozi & Hatami, 2019), using the mobile peer feedback strategy (Kuo, 2017), online peer feedback with TQM (Lin, 2016), anonymous condition (Lin, 2018), guided peer feedback (Noroozi & Mulder, 2017), using the blogging (Rahmany et al., 2013), accurate and specific feedback (Wang et al., 2019) caused attitudinal change towards online peer feedback and learning.

Prior studies also have shown that students’ perceptions of peer feedback plays an influential role in their peer feedback performance and uptake (Chou, 2014; Collimore et al., 2014; Paré & Joordens, 2008; Prins et al., 2010; Wen & Tsai, 2006; Zou et al., 2017). If students have a positive attitude towards peer feedback, they are more likely to provide feedback and to take the received feedback more seriously into account, while a negative attitude towards peer feedback may not motivate them enough to actively participate in the peer feedback process (Azarnoosh, 2013; Lin et al., 2001). For example, Mishra et al. (2020) and Mulder et al. (2014) reported that students’ attitude towards peers’ competence in providing good feedback or even in a larger scope students’ perceptions about the usefulness of the peer feedback is one of the key factors that can influence students’ peer feedback performance and uptake. Because students who perceived peer feedback useful were more likely to accept it by acknowledging their mistakes, indicating that they want to change their material, and/or appreciating the effectiveness of the peer feedback (Misiejuk et al., 2021; Noroozi et al., 2016). Studies have shown that if students do not perceive peer feedback as a useful activity and if they do not perceive their peers as knowledgeable and reliable feedback providers, they are less likely to uptake feedback and implement it in their work (Harks et al., 2014; Noroozi & Mulder, 2017).

Although the evidence showed that students’ attitude towards peer feedback and peer feedback performance and uptake can influence each other (e.g., Alhomaidan, 2016; Kuyyogusuy, 2019; Noroozi et al., 2022), this has not been largely investigated in online learning environments in the context of argumentative essay writing. Little is known how students’ attitude towards peer feedback relates to students’ peer feedback performance and uptake, in the context of argumentative essay writing in an online mode of education (Alhomaidan, 2016; Kuyyogusuy, 2019). There is also little known about how the quality of the received peer feedback can influence students’ attitude towards peer feedback. For example, if students receive high-quality feedback from their peers can it improve students’ attitude towards peer feedback in the context of argumentative essay writing.
16.2 Purpose of the Present Study

Therefore, this study was conducted to further explore this by answering the following research questions.

1. To what extent does students’ attitude towards peer feedback predict peer feedback performance in the context of argumentative essay writing in online education?
2. To what extent does students’ attitude towards peer feedback predict the uptake of peer feedback in the context of argumentative essay writing in online education?
3. To what extent does the quality of the received peer feedback predict students’ attitude towards peer feedback in the context of argumentative essay writing in online education?

16.3 Method

16.3.1 Sample

In this study, 135 undergraduate students participated, however, only 101 students have completed the module. About 69% of participants were female (N = 70) and 31% of participants were male (N = 31). Out of 101 participants, 79 students completed the attitude towards peer feedback questionnaire. As a results, the sample size of 79 was analysis. To comply with ethical considerations, participants were informed about the research setup of the module. They were assured that no data can be linked to any individual participant. Furthermore, ethical approval from the Social Sciences Ethics Committee at Wageningen University and Research was obtained for this study.

16.4 Instrument

16.4.1 Students’ Argumentative Essay Performance

To measure the quality of students’ argumentative essay performance, a coding scheme adjusted based on Noroozi et al. (2016) instrument was used. This coding scheme was developed based on a high-quality argumentative essay structure which comprised of eight elements including (1) introduction on the topic, (2) taking a position on the topic, (3) arguments for the position, (4) justifications for arguments for the position, (5) arguments against the position, (6) justifications for arguments against the position, (7) response to counter-arguments, and (8) conclusion and implications. Each element is scored from 0 points (not mentioned at all) to 3 points (mentioned with the highest quality) (Table 16.1). All given points for these elements are summed up together and indicate the student’s total score.
for the quality of the written argumentative essay. This coding scheme was used in two phases. In the first phase, it was used to assess students’ first draft of the essay and in the second phase, it was used to assess students’ revised version of the essay. The quality of students’ argumentative essays was assessed based on the differences in their performances in the first draft and revised draft of the essay. Two coders with expertise in education contributed to the coding of the quality of written argumentative essays. Cohen’s kappa coefficient analysis was used to measure the inter-rater reliability between the coders and the results showed that there is a reliable agreement between the coders ($Kappa = 0.70, p < 0.001$). According to Landis and Koch (1977) and McHugh (2012) classification for Cohen’s Kappa coefficients, 0.70 is substantial.

### 16.4.2 Students’ Online Peer Feedback Performance

To measure the quality of students’ online peer feedback, a coding scheme was designed by the authors based on the review of related previous studies mainly (e.g., Nelson & Schunn, 2009; Patchan et al., 2016; Wu & Schunn, 2020). This coding scheme entails four main categories including affective, cognitive (description, identification, and justification), and constructive features feedback. The coding scheme was scored from 0 points (poor) to 2 points (good) for all the categories. All points were summed up and determined the quality of online peer feedback performance (Table 16.2). Since each student provided and received two sets of feedback, the mean score of both feedback was identified as the quality of online peer feedback for each student. Similar to the argumentative essay analysis, the same two coders participated in the coding process for peer feedback analysis, and Cohen’s kappa coefficient results for inter-rater reliability among coders were found to be significant ($Kappa = 0.60, p < 0.001$). According to Landis and Koch (1977) and McHugh (2012) classification for Cohen’s Kappa coefficients, 0.60 is moderate and acceptable.

### 16.4.3 Students’ Attitude Towards Peer Feedback

The authors developed a questionnaire with a 19-item to measure students’ attitude towards peer feedback. All items of this questionnaire were designed on a five-point Likert scale ranging “strongly disagree = 1,” “disagree = 2,” “neutral = 3,” “agree = 4”, and “strongly agree = 5.” This questionnaire entails four main sections including perceived usefulness of peer feedback, perceived motivation of peer feedback, perceived trustworthiness of peer feedback, and perceived fairness of peer feedback. The reliability coefficient was high for all four scales of this instrument ($Cronbach \alpha = 0.82, 0.80, 0.76,$ and $0.84$). Also, we did factor analysis with Lisrel software 8.80 for the students’ attitude towards peer feedback questionnaire. If the vast majority of the indexes indicate a good fit, then there is
Table 16.1 Coding scheme to analyze the quality of students’ argumentative essay writing

<table>
<thead>
<tr>
<th>Variables</th>
<th>Points</th>
<th>Labels</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction on the topic</td>
<td>0</td>
<td>Not mentioned at all</td>
<td>Introduction on the topic is not presented at all</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Just mentioned</td>
<td>Introduction on the topic is just presented, but not elaborated and justified</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mentioned and elaborated</td>
<td>Introduction on the topic is presented and elaborated, but not justified</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Mentioned, elaborated, and</td>
<td>Introduction on the topic is presented, elaborated, and justified</td>
</tr>
<tr>
<td></td>
<td></td>
<td>justified</td>
<td></td>
</tr>
<tr>
<td>Taking a position on the topic</td>
<td>0</td>
<td>Not mentioned at all</td>
<td>Position on the topic is not presented at all</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Just mentioned</td>
<td>Position on the topic is just presented, but not elaborated and justified</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mentioned and elaborated</td>
<td>Position on the topic is presented and elaborated, but not justified</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Mentioned, elaborated, and</td>
<td>Position on the topic is presented, elaborated, and justified</td>
</tr>
<tr>
<td></td>
<td></td>
<td>justified</td>
<td></td>
</tr>
<tr>
<td>Arguments for the position</td>
<td>0</td>
<td>Not mentioned at all</td>
<td>No argument in favour of the position is presented</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Mentioned to a small extent</td>
<td>Only one argument in favour of the position is presented</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mentioned to a moderate extent</td>
<td>Only two arguments in favour of the position are presented</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Mentioned to a great extent</td>
<td>More than two arguments in favour of the position are presented</td>
</tr>
<tr>
<td>Justifications for arguments for</td>
<td>0</td>
<td>Not justified at all</td>
<td>Justification for arguments for the position is not presented at all</td>
</tr>
<tr>
<td>the position</td>
<td>1</td>
<td>Justified to a small extent</td>
<td>Only one argument for the position is justified</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Justified to a moderate extent</td>
<td>Some but not all arguments for the position are justified</td>
</tr>
</tbody>
</table>

(continued)
Table 16.1 (continued)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Points</th>
<th>Labels</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arguments against the position (counter-arguments)</td>
<td>3</td>
<td>Justified to a great extent</td>
<td>All arguments for the position are justified</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>Not mentioned at all</td>
<td>No argument against the position is presented</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Mentioned to a small extent</td>
<td>Only one argument against the position is presented</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mentioned to a moderate extent</td>
<td>Only two arguments against the position are presented</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Mentioned to a great extent</td>
<td>More than two arguments against the position are presented</td>
</tr>
<tr>
<td>Justifications for arguments against the position</td>
<td>0</td>
<td>Not justified at all</td>
<td>Justification for arguments against the position is not presented at all</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Justified to a small extent</td>
<td>Only one argument against the position is justified</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Justified to a moderate extent</td>
<td>Some but not all arguments against the position are justified</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Justified to a great extent</td>
<td>All arguments against the position are justified</td>
</tr>
<tr>
<td>Response to counter-arguments</td>
<td>0</td>
<td>Not mentioned at all</td>
<td>Response to counter-arguments is not presented at all</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Just mentioned</td>
<td>Response to counter-arguments is just presented, but not elaborated and justified</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Mentioned and elaborated</td>
<td>Response to counter-arguments is presented and elaborated, but not justified</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Mentioned, elaborated, and justified</td>
<td>Response to counter-arguments is presented, elaborated, and justified</td>
</tr>
<tr>
<td>Conclusion and implications</td>
<td>0</td>
<td>Not mentioned at all</td>
<td>Conclusion and/or implications are not presented at all</td>
</tr>
</tbody>
</table>

(continued)
### Table 16.1 (continued)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Points</th>
<th>Labels</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Just mentioned</td>
<td>Conclusion and/or implications are just presented, but not elaborated and justified</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Mentioned and elaborated</td>
<td>Conclusion and/or implications are presented and elaborated, but not justified</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Mentioned, elaborated, and justified</td>
<td>Conclusion and/or implications are presented, elaborated, and justified</td>
<td></td>
</tr>
</tbody>
</table>

probably a good fit. Schreiber et al. (2006) suggested that for continuous data—\(\chi^2/df \leq 2\) or 3, CFI > 0.95, IFI > 0.95, GFI > 0.95, AGFI > 0.95, and RMSEA < 0.06 or 0.08. Our results revealed that standardized loading estimates of each element were greater than 0.70. Also, the result of Confirmatory Factor Analysis (CFA) for students’ attitude towards peer feedback questionnaire showed that the single-factor model provides good fit indices \(\chi^2 (2) = 5.43, p > 0.05, \chi^2/df = 2.71, \text{Comparative Fit Index (CFI)} = 0.99, \text{Incremental Fit Index (IFI)} = 0.99, \text{Goodness of Fit Index (GFI)} = 0.99, \text{Adjusted Goodness of Fit Index (AGFI)} = 0.94, \text{Root Mean Square Error of Approximation (RMSEA)} = 0.08.

### 16.4.4 Design

This study is a part of a bigger project that took place at Wageningen University and Research in the 2020–2021 academic year. As a part of a bigger project, one course from Environmental Science was selected for this study, and the module called the “Argumentative Essay Writing” was designed and embedded in the course at the Brightspace platform. The module was followed by the students in three consecutive weeks and for each week they were requested to complete a specific task. In the first week, students were asked to write an argumentative essay on one of the three provided controversial topics including (a) the long-term impacts of Covid-19 on the environment, (b) the role of private actors in funding local and global biodiversity, and (c) bans on the use of single-use plastics. The word limit for this argumentative essay is 600 to 800 words (excluding references). All students were requested to write their essays within the determined work limit. Since all students were the same, therefore, all students performed their essays in the same condition, the effects of word count is controlled. In the second week, students were invited to provide feedback on the argumentative essays of two peers based on specific given criteria. Each student provided and received two sets of feedback (30 to 50 words for each element) on peers’ essay performance based on
<table>
<thead>
<tr>
<th>Nature of feedback</th>
<th>Feedback features</th>
<th>Points</th>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affective</td>
<td></td>
<td>0</td>
<td>Poor—discouraging</td>
<td>The comment included discouraging and negative emotions such as anger or disappointment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Average—neutral/not mentioned</td>
<td>The comment did not include either negative or positive emotions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Good—encouraging</td>
<td>The comment included encouraging and positive emotions such as praise or compliments</td>
</tr>
<tr>
<td>Cognitive</td>
<td>Description</td>
<td>0</td>
<td>Poor—not mentioned</td>
<td>The comment did not include a summary statement such as the description of the content or the taken action</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Average—mentioned to a small extent</td>
<td>The comment included a summary statement such as the description of the content or the taken action but to a small extent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Good—mentioned to a large extent</td>
<td>The comment included a summary statement such as the description of the content or taken action to a large extent</td>
</tr>
<tr>
<td>Identification</td>
<td></td>
<td>0</td>
<td>Poor—not mentioned</td>
<td>The comment did not include explicit identification of the problem</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Average—mentioned but not localized</td>
<td>The comment included identification of problem without localization of identified problem</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Good—mentioned and localized</td>
<td>The comment included explicit and localized identification of the problem</td>
</tr>
</tbody>
</table>

(continued)
Table 16.2 (continued)

<table>
<thead>
<tr>
<th>Nature of feedback</th>
<th>Feedback features</th>
<th>Points</th>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Justification</td>
<td></td>
<td>0</td>
<td>Poor—not mentioned</td>
<td>The comment did not include elaborations\textsuperscript{a} and justifications\textsuperscript{b} of the identified problem</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Average—mentioned, elaborated, but not justified</td>
<td>The comment included elaborations but not justifications of the identified problem</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Good—mentioned, elaborated, and justified</td>
<td>The comment included elaborations and justifications of the identified problem</td>
</tr>
<tr>
<td>Constructive</td>
<td></td>
<td>0</td>
<td>Poor—not mentioned</td>
<td>The comment did not include any recommendations or action plans for further improvements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>Average—only recommendation is mentioned</td>
<td>The comment included recommendations but not action plans for further improvements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Good—both recommendation and action plan are mentioned</td>
<td>The comment included recommendations and action plans for further improvements</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Elaborations: refers to students’ explanations, reasons to support “why the identified problem” should be taken into account by the feedback receiver

\textsuperscript{b}Justifications: refers to the scientific facts, references, and reliable and valid examples to support elaborations

the criteria embedded in the FeedbackFruits app within the Brightspace platform. It should be noted that students did not receive more than two sets of feedback from their peers on their essays. In the third week, students were asked to revise their original argumentative essay based on the two received feedback sets provided by their peers. Students were informed that this module is a part of their course and it is necessary for them to complete all tasks offered within the proposed time and deadline. Students received an extra bonus for completing this module.

16.4.5 Analysis

In this study, descriptive analysis was used to show an overview of students’ attitude towards peer feedback in the context of argumentative essay writing in an
online learning environment. The Kolmogorov–Smirnov test was used to determine whether the distribution of the data was normal or not and it was found that data were normally distributed (p > 0.05). Also, collinearity effects were checked in regression models. If Variance Inflation Factor (VIF) value was lower than the cut-off score 10 and Tolerance value was lower than the cut-off score 1, an indication that is no multicollinearity problem (Miles, 2014). Tests to see if the data met the assumption of collinearity in this study indicated that multicollinearity was not a concern (perceived usefulness of peer feedback Tolerance = 0.37, VIF = 2.64; perceived motivation/enjoyment of peer feedback Tolerance = 0.70, VIF = 1.41; perceived trustworthiness of peer feedback Tolerance = 0.33, VIF = 2.97; perceived fairness of peer feedback Tolerance = 0.56, VIF = 1.76). Then, a multiple linear regression test was used to answer the research questions.

### 16.5 Results

An overview of students’ attitude towards peer feedback in the context of argumentative essay writing in an online learning environment is presented in Table 16.3. The percentages provided for each of the attitude components include perceived usefulness of peer feedback, perceived motivation/enjoyment of peer feedback, perceived trustworthiness of peer feedback, and perceived fairness of peer feedback. Almost 66% of students stated that they perceived feedback from peers as a useful learning activity. Almost 55% of students stated that peer feedback is motivational for them. About 60% of students stated that they trust feedback from peers. About 69% of students perceived peer feedback as fair as teacher feedback.

**RQ1: To what extent does students’ attitude towards peer feedback predict peer feedback performance in the context of argumentative essay writing in online education?**

The results showed that students’ attitude did not predict peer feedback performance (F(4, 73) = 1.21, p = 0.31) (Table 16.4). Students who had a better perception of peer feedback did not perform better in providing feedback to their peers.

**RQ2: To what extent does students’ attitude towards peer feedback predict the uptake of peer feedback in the context of argumentative essay writing in online education?**

The results showed that students’ attitude did not predict uptake of peer feedback (F(4, 74) = 1.54, p = 0.19). However, the perceived usefulness of peer feedback was a significant predictor for uptaking of peer feedback (Table 16.5). Students who perceived useful feedback from their peers significantly were more progress from pre-test to post-test in argumentative essay writing improvement.

**RQ3: To what extent does the quality of the received peer feedback predict students’ attitude towards peer feedback in the context of argumentative essay writing in online education?**

The results showed that the quality of the received peer feedback including justification and constructive features of feedback can predict students’ attitude
<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Item</th>
<th>Mean</th>
<th>SD</th>
<th>Agreement N. (%)</th>
<th>Disagreement N. (%)</th>
<th>Neutral N. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness of peer feedback</td>
<td>Peer feedback was helpful for argumentative essay writing</td>
<td>3.96</td>
<td>0.85</td>
<td>62 (78.48)</td>
<td>5 (6.32)</td>
<td>12 (15.18)</td>
</tr>
<tr>
<td></td>
<td>Peer feedback was as valuable as teacher’s feedback</td>
<td>3.12</td>
<td>0.92</td>
<td>32 (40.50)</td>
<td>22 (27.84)</td>
<td>26 (32.91)</td>
</tr>
<tr>
<td></td>
<td>Peer feedback helped me to better structure my argumentative essay</td>
<td>3.59</td>
<td>1.03</td>
<td>51 (64.55)</td>
<td>12 (15.18)</td>
<td>16 (20.25)</td>
</tr>
<tr>
<td></td>
<td>I learned when I provided feedback to my peers’ argumentative essays</td>
<td>3.83</td>
<td>0.74</td>
<td>60 (75.94)</td>
<td>5 (6.32)</td>
<td>14 (17.72)</td>
</tr>
<tr>
<td></td>
<td>I learned when I received feedback from my peers on my argumentative essay</td>
<td>3.72</td>
<td>0.86</td>
<td>56 (70.88)</td>
<td>7 (8.86)</td>
<td>16 (20.25)</td>
</tr>
<tr>
<td>Perceived motivation of peer feedback</td>
<td>I enjoyed giving feedback to my peers’ works</td>
<td>3.24</td>
<td>1.00</td>
<td>30 (37.97)</td>
<td>17 (21.51)</td>
<td>32 (40.50)</td>
</tr>
<tr>
<td></td>
<td>I enjoyed receiving feedback from my peers on my works</td>
<td>3.60</td>
<td>0.88</td>
<td>47 (59.49)</td>
<td>7 (8.86)</td>
<td>25 (31.64)</td>
</tr>
<tr>
<td></td>
<td>Peer feedback activities motivated me to engage in learning assignments</td>
<td>3.37</td>
<td>0.95</td>
<td>36 (45.56)</td>
<td>13 (16.45)</td>
<td>30 (37.97)</td>
</tr>
</tbody>
</table>

(continued)
Table 16.3 (continued)

<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Item</th>
<th>Mean</th>
<th>SD</th>
<th>Agreement N. (%)</th>
<th>Disagreement N. (%)</th>
<th>Neutral N. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I felt proud when I receive positive peer feedback on my works</td>
<td>3.88</td>
<td>0.84</td>
<td>56 (70.88)</td>
<td>5 (6.32)</td>
<td>18 (22.78)</td>
</tr>
<tr>
<td></td>
<td>I felt comfortable giving critical feedback to my peers’ works</td>
<td>3.62</td>
<td>1.01</td>
<td>49 (62.02)</td>
<td>14 (17.72)</td>
<td>16 (20.25)</td>
</tr>
<tr>
<td>Perceived trustworthiness of peer feedback</td>
<td>I think my peers had enough knowledge to provide reliable feedback on my argumentative essay</td>
<td>3.50</td>
<td>0.88</td>
<td>41 (51.89)</td>
<td>8 (10.12)</td>
<td>30 (37.97)</td>
</tr>
<tr>
<td></td>
<td>My peers evaluated my argumentative essay appropriately</td>
<td>3.75</td>
<td>0.78</td>
<td>57 (72.15)</td>
<td>7 (8.86)</td>
<td>15 (18.98)</td>
</tr>
<tr>
<td></td>
<td>I was willing to have my argumentative essay reviewed by learning peers</td>
<td>4.10</td>
<td>0.77</td>
<td>68 (86.07)</td>
<td>3 (3.79)</td>
<td>8 (10.12)</td>
</tr>
<tr>
<td></td>
<td>My learning peers were able to identify the mistakes and errors in my argumentative essay</td>
<td>3.65</td>
<td>0.86</td>
<td>52 (65.82)</td>
<td>7 (8.86)</td>
<td>20 (19.80)</td>
</tr>
<tr>
<td></td>
<td>I trusted my learning peers as much as teachers when it comes to feedback on my argumentative essay</td>
<td>3.80</td>
<td>0.97</td>
<td>20 (25.31)</td>
<td>31 (39.24)</td>
<td>28 (35.44)</td>
</tr>
</tbody>
</table>
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### Table 16.3 (continued)

<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Item</th>
<th>Mean</th>
<th>SD</th>
<th>Agreement N. (%)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Disagreement N. (%)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Neutral N. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived fairness of peer feedback</td>
<td>The feedback I received from my peers on my argumentative essay was fair</td>
<td>4.05</td>
<td>0.74</td>
<td>63 (79.74)</td>
<td>2 (2.53)</td>
<td>14 (17.72)</td>
</tr>
<tr>
<td></td>
<td>I deserved the feedback I received from my peers on my argumentative essay</td>
<td>3.94</td>
<td>0.65</td>
<td>64 (81.01)</td>
<td>2 (2.53)</td>
<td>13 (16.45)</td>
</tr>
<tr>
<td></td>
<td>The feedback I received from my peers was as fair as the teacher’s feedback</td>
<td>3.37</td>
<td>0.86</td>
<td>35 (44.30)</td>
<td>11 (13.92)</td>
<td>33 (41.77)</td>
</tr>
<tr>
<td></td>
<td>I am satisfied with the level of fairness of feedback I received from my peers</td>
<td>3.81</td>
<td>0.75</td>
<td>56 (70.88)</td>
<td>4 (5.06)</td>
<td>19 (24.05)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Based on a 5-point Likert scale (Strongly disagree, disagree, neutral, agree, and strongly agree)

<sup>b</sup>Agreement = Agree, and strongly agree

<sup>c</sup>Disagreement = Strongly disagree, disagree

### Table 16.4 Students’ attitude towards peer feedback and peer feedback performance in the context of argumentative essay writing in online education

<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Mean</th>
<th>SD</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness of peer feedback</td>
<td>3.63</td>
<td>0.67</td>
<td>( t = -0.08, p = 0.92 )</td>
</tr>
<tr>
<td>Perceived motivation of peer feedback</td>
<td>3.55</td>
<td>0.69</td>
<td>( t = 1.42, p = 0.15 )</td>
</tr>
<tr>
<td>Perceived trustworthiness of peer feedback</td>
<td>3.57</td>
<td>0.62</td>
<td>( t = -1.16, p = 0.24 )</td>
</tr>
<tr>
<td>Perceived fairness of peer feedback</td>
<td>3.80</td>
<td>0.63</td>
<td>( t = 1.44, p = 0.15 )</td>
</tr>
</tbody>
</table>

### Table 16.5 Students’ attitude towards peer feedback and peer feedback uptake in the argumentative essay writing in the context of argumentative essay writing in online education

<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Mean</th>
<th>SD</th>
<th>Results (* = Sig)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness of peer feedback</td>
<td>3.63</td>
<td>0.67</td>
<td>( t = 2.01, p &lt; 0.05^* )</td>
</tr>
<tr>
<td>Perceived motivation of peer feedback</td>
<td>3.55</td>
<td>0.69</td>
<td>( t = -1.57, p = 0.11 )</td>
</tr>
<tr>
<td>Perceived trustworthiness of peer feedback</td>
<td>3.57</td>
<td>0.62</td>
<td>( t = -0.79, p = 0.43 )</td>
</tr>
<tr>
<td>Perceived fairness of peer feedback</td>
<td>3.80</td>
<td>0.63</td>
<td>( t = -0.76, p = 0.44 )</td>
</tr>
</tbody>
</table>
The quality of the received peer feedback including constructive feature of feedback can predict students' perceived usefulness of peer feedback \( (F(5, 73) = 4.80, p < 0.01, R^2 = 0.25) \). The adjusted R square value indicated that 25% of the students’ perceived usefulness difference could be explained by these factors, but only one predictor (i.e. constructive features) was significant.

The results also showed that the quality of the received peer feedback cannot predict students’ perceived motivation of peer feedback \( (F(5, 73) = 1.29, p = 0.27) \).

However, it was found that the quality of the received peer feedback including justification and constructive features of feedback can predict students’ perceived trustworthiness of peer feedback \( (F(5, 73) = 2.35, p < 0.05, R^2 = 0.14) \). The adjusted R square value indicated that 14% of the students’ perceived trustworthiness difference could be explained by these factors, but only two predictors (i.e. justification and constructive features) were significant.

The results also showed that the quality of the received peer feedback including justification and constructive features of feedback can predict students’ perceived fairness of peer feedback \( (F(5, 73) = 3.00, p < 0.05, R^2 = 0.17) \). The adjusted R square value indicated that 17% of the students’ perceived fairness difference could be explained by these factors, but only two predictors (i.e. justification and constructive features) were significant (Table 16.6).

16.6 Discussion

16.6.1 Discussions for Findings of the RQ1

The findings revealed that students’ attitude towards peer feedback had no predictive impacts on peer feedback performance. This means that the quality of the feedback that students provided was not influenced by their attitude towards peer feedback. Even though students showed a positive attitude towards peer feedback (Table 16.3), this finding showed that this attitude did not significantly affect students’ peer feedback performance. To explain this finding, it can be argued that providing feedback is more a behavioral act and it is considered a skill that students should acquire through practice. Previous research has shown that practice is crucial for the development of peer feedback skills (Sluijsmans et al., 2002). Students who have more practice with peer feedback, the more likely are to develop expertise in making a critical evaluation of peers’ essays to provide constructive points for improvements (Panadero, 2016). Researchers indicated that when students have more opportunities to practice peer feedback during essay writing in classes, they improve their ability how to give and make use of feedback (Chang et al., 2015; Liang & Tsai, 2010; Tsai et al., 2002; Wen & Tsai, 2006). In other words, the more training and preparation students had, the better they appeared to participate
Table 16.6 The effects of quality of the received peer feedback on students’ attitude towards peer feedback in the argumentative essay writing

<table>
<thead>
<tr>
<th>Attitude towards peer feedback</th>
<th>Peer feedback feature</th>
<th>Mean</th>
<th>SD</th>
<th>Results (* = Sig)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students’ attitude towards peer feedback</td>
<td>Affective</td>
<td>1.64</td>
<td>0.16</td>
<td>t = 0.08, p = 0.92</td>
</tr>
<tr>
<td></td>
<td>Cognitive Description</td>
<td>1.35</td>
<td>0.33</td>
<td>t = 0.31, p = 0.75</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>0.65</td>
<td>0.31</td>
<td>t = −1.49, p = 0.14</td>
</tr>
<tr>
<td></td>
<td>Justification</td>
<td>0.04</td>
<td>0.06</td>
<td>t = 2.01, p &lt; 0.05**</td>
</tr>
<tr>
<td></td>
<td>Constructive</td>
<td>0.77</td>
<td>0.38</td>
<td>t = 3.31, p &lt; 0.01**</td>
</tr>
<tr>
<td>Students’ perceived usefulness of peer feedback</td>
<td>Affective</td>
<td>1.64</td>
<td>0.16</td>
<td>t = −1.44, p = 0.15</td>
</tr>
<tr>
<td></td>
<td>Cognitive Description</td>
<td>1.35</td>
<td>0.33</td>
<td>t = 0.76, p = 0.44</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>0.65</td>
<td>0.31</td>
<td>t = −0.72, p = 0.47</td>
</tr>
<tr>
<td></td>
<td>Justification</td>
<td>0.04</td>
<td>0.06</td>
<td>t = 1.26, p = 0.21</td>
</tr>
<tr>
<td></td>
<td>Constructive</td>
<td>0.77</td>
<td>0.38</td>
<td>t = 3.94, p &lt; 0.01**</td>
</tr>
<tr>
<td>Students’ perceived motivation/enjoyment of peer feedback</td>
<td>Affective</td>
<td>1.64</td>
<td>0.16</td>
<td>t = 0.72, p = 0.47</td>
</tr>
<tr>
<td></td>
<td>Cognitive Description</td>
<td>1.35</td>
<td>0.33</td>
<td>t = −0.01, p = 0.99</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>0.65</td>
<td>0.31</td>
<td>t = −1.36, p = 0.17</td>
</tr>
<tr>
<td></td>
<td>Justification</td>
<td>0.04</td>
<td>0.6</td>
<td>t = 1.10, p = 0.27</td>
</tr>
<tr>
<td></td>
<td>Constructive</td>
<td>0.77</td>
<td>0.38</td>
<td>t = 1.83, p = 0.07</td>
</tr>
<tr>
<td>Students’ perceived trustworthiness of peer feedback</td>
<td>Affective</td>
<td>1.64</td>
<td>0.16</td>
<td>t = −0.30, p = 0.76</td>
</tr>
<tr>
<td></td>
<td>Cognitive Description</td>
<td>1.35</td>
<td>0.33</td>
<td>t = 0.95, p = 0.34</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>0.65</td>
<td>0.31</td>
<td>t = −0.93, p = 0.35</td>
</tr>
<tr>
<td></td>
<td>Justification</td>
<td>0.04</td>
<td>0.6</td>
<td>t = 1.91, p &lt; 0.05**</td>
</tr>
</tbody>
</table>

(continued)
in the peer assessment activity. This suggests that students’ opinions toward their practice are influenced by this preparation (Hansen & Liu, 2005). Also, Liu and Lee (2013) showed that the students made valuable modifications to their work with the help of feedback from others, and most of the students had a positive impression of peer feedback after participating in multiple rounds of online peer assessment activities. Therefore, what can be said here is that the quality of provided feedback by peers depends more on their practices and experiences with peer feedback than their attitude towards peer feedback. Also, review publications showed that a number of the round of peer feedback (Chen et al., 2020; Liu & Lee, 2013), scripting (Noroozi et al., 2016), worked example and scripting (Latifi et al., 2020), collaborative team of reviewers (Mandala et al. 2018), structured peer feedback (Wang & Wu, 2008), anonymous (Basheti et al., 2010; Lane et al., 2018), synchronous discussion (Zheng et al., 2017), video annotation peer feedback (Lai, 2016), type of provided feedback (Noroozi et al., 2016), and peer feedback mode (peer ratings plus peer comments) (Chen et al., 2020; Hsia et al., 2016) affect on peer feedback performance. For example, Hsia et al., (2016) showed that the integration of both peer rating and peer comments is an effective approach that can meet the students’ expectations and help them improve peer-feedback quality, and peer-scoring correctness as well as their willingness to participate in online learning activities. And, Mandala et al. (2018) showed that a collaborative team of reviewers produced higher quality feedback than did individual reviewers. Collaboration improved student engagement in the process. Zheng et al., (2017) showed that synchronous discussion can significantly improve the quality of affective and metacognitive peer feedback messages. Also, Lin (2018a, 2018b) showed that students in the anonymous group provided significantly more cognitive feedback (i.e., vague suggestions, extension). As a result, based on previous research, it can

<table>
<thead>
<tr>
<th>Table 16.6 (continued)</th>
<th>Peer feedback feature</th>
<th>Mean</th>
<th>SD</th>
<th>Results (* = Sig)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constructive</strong></td>
<td></td>
<td>0.77</td>
<td>0.38</td>
<td>t = 2.28, p &lt; 0.01*</td>
</tr>
<tr>
<td><strong>Students’ perceived fairness of peer feedback</strong></td>
<td>Affective</td>
<td>1.64</td>
<td>0.16</td>
<td>t = 1.53, p = 0.12</td>
</tr>
<tr>
<td></td>
<td>Cognitive Description</td>
<td>1.35</td>
<td>0.33</td>
<td>t = −0.90, p = 0.37</td>
</tr>
<tr>
<td></td>
<td>Identification</td>
<td>0.65</td>
<td>0.31</td>
<td>t = −1.85, p = 0.06</td>
</tr>
<tr>
<td></td>
<td>Justification</td>
<td>0.04</td>
<td>0.6</td>
<td>t = 2.37, p &lt; 0.05*</td>
</tr>
<tr>
<td><strong>Constructive</strong></td>
<td></td>
<td>0.77</td>
<td>0.38</td>
<td>t = 2.58, p &lt; 0.05*</td>
</tr>
</tbody>
</table>
be said that improving peer feedback performance is more influenced by different educational mechanisms and approaches than students’ attitudes toward peer feedback.

16.6.2 Discussions for Findings of the RQ2

The findings revealed that in general students’ attitude towards peer feedback did not predict their feedback uptake in the context of argumentative essay writing in online education. However, the perceived usefulness of peer feedback was a significant predictor for uptaking of peer feedback in argumentative essay writing. This means that if students feel that the received peer feedback is useful to improve their argumentative essay writing, they are willing to implement the received feedback in their essays. This finding, in general, is consistent with the findings of Huisman et al. (2018), Kaufman and Schunn (2011), and Strijbos et al. (2010). In particular, this finding is consistent with the findings of Misiejuk et al. (2020) and Mulder et al. (2014) where a relationship was found between the perceived usefulness of peer feedback and uptake of peer feedback. One reason to explain why the perceived usefulness of peer feedback can predict uptake of peer feedback could be related to the fact that when students feel that the received peer feedback can truly improve the quality of their work, then they will be in favor of taking those feedback comments seriously (Harks et al., 2014). This is supported by Misiejuk et al. (2020) study where they reported that students who found the feedback useful tended to be more accepting by acknowledging their errors, intending to revise their text, and praising its usefulness, while students who found the feedback less useful tended to be more defensive by expressing that they were confused about its meaning, critical towards its form and focus, and in disagreement with the claims. In other words, Students who perceived peer feedback useful were more likely to accept it by acknowledging their mistakes, indicating that they want to change their material, and/or appreciating the effectiveness of the peer feedback (Misiejuk et al., 2021; Noroozi et al., 2016). Therefore, teachers need to use strategies and mechanisms in the classroom to help students provide useful feedback. Learner attributes such as knowledge of the activity’s goals, capacity to apply feedback criteria, and evaluation of the strengths and shortcomings of feedback (Sluijsmans et al., 2002) are all critical drivers of a peer feedback activity’s success or failure. Future research could explore the impact of peer feedback activities on the skills and characteristics of students.

16.6.3 Discussions for Findings of the RQ3

The findings revealed that the quality of the received peer feedback can influence students’ attitude towards peer feedback. This finding is consistent with the findings of Noroozi and Mulder (2017) and Wang et al. (2019). The findings showed that feedback that is justified by facts, example, various pieces of evidence as well
as suggestions for improvement, makes students more likely to trust that feedback and understand it more fairly. Students also find feedback that contains suggestions for improving work more useful. These findings are supported by Chen et al. (2009) and Lin (2018a, 2018b). One reason for such findings can be related to the fact that when students find the received feedback of high quality, they are more likely to uptake and use the received feedback in their essays (Noroozi et al., 2023; Wu & Schunn, 2020). Especially if the feedback is constructive and has suggestions for performance improvement (Valero-Haro et al., 2019a, b, 2022). If the received peer feedback is not constructive, and if peer feedback lacks quality features such as justification of problems in the essay and suggestions for improvement, students are more likely to ignore rather than accept and implement the feedback (Dominguez et al., 2012; Patchan et al., 2016). Because students did not perceive such feedback as useful. Geilen et al. (2010) found that students that have received justified recommendations outperformed in their revised work which is an indication for uptaking of received peer feedback. This depicts that if students explain and support their comments and feedback, their peers can better understand feedback and the issues raised in the feedback. This is in line with the prior studies that highlight the importance of high-quality features of feedback in the uptake of feedback (Winstone et al., 2016; Yuan & Kim, 2015).

16.7 Conclusion, Limitations, and Future Research

This study contributes to extending our knowledge on students’ attitude towards peer feedback, peer feedback performance, and uptake. This study provides insights into how students with different attitudes perform and uptake peer feedback and how students with different qualities of received feedback perceived peer feedback in the context of argumentative essay writing in online education. This study revealed that the nature and quality of the received feedback plays a critical role in students’ attitude towards peer feedback. This study suggests that for improving students’ attitude towards peer feedback, students should be encouraged to provide high-quality feedback including features such as cognitive and constructive feedback with justified elaborations.

Although in this study we explored what features of the received feedback can predict students’ attitude towards peer feedback in essay writing, we did not explore the role of provided feedback features in students’ argumentative essay writing. It would be interesting to explore this in future studies and compare the effectiveness of the received and provided feedback features on students’ attitude towards peer feedback. This can provide insights into the role of the assessor and assessee in the feedback process and its impacts on students’ attitude towards peer feedback in the context of essay writing in higher education.

Since peer feedback also contains an internal process where students reflect on their own mind by critically reading and reflecting on peers’ argumentative essay writing (Huisman et al., 2018), it is suggested that future research examine individual factors such as gender, culture, previous experiences and knowledge in relation
to students’ attitudes towards peer feedback. Also, more research on peer feedback perceptions and responses to various aspects of peer feedback implementation is required.

In this study, students’ prior knowledge and experiences regarding peer feedback and argumentative essay writing have not been investigated. The results of this study might have been influenced by this factor. Due to this reason, we should cautiously interpret the results of this study. For future studies, we suggest exploring the relationship between students’ peer feedback performance on argumentative essay writing, their background knowledge and experiences with peer feedback, and their attitudes toward peer feedback. Another of the limitations of this study is the workload needed to provide and utilize peer feedback, so student attitudes may also depend upon the "fatigue" which can be experienced by students in peer assessment arrangements and their perception of trade-offs between benefits envisaged or gained and costs.
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Assessment and feedback have traditionally been the provinces of teachers, but that approach is changing (Boud, 2014). In higher education, researchers have emphasized the need for students to actively participate in feedback processes (Carless & Boud, 2018; Dawson et al., 2019; Winstone et al., 2017). In secondary education, the same trend can be seen in the schools’ and researchers’ interest in self-assessment and peer assessment. However, the research on peer assessment has significant gaps. Studies have been largely concerned with its cognitive side (Panadero et al., 2018) and have paid little attention to sociocultural perspectives (Panadero, 2016; van Gennip et al., 2009). This is a serious gap, given that the social dimension is an elementary part of peer assessment (Panadero, 2016).

This study considers the social dimension of peer assessment by employing the notion of students’ agency. Agency can be defined as a “socioculturally mediated capacity to act” (Ahearn, 2001), which signifies that agency is considered as an interplay between individuals and their environment. Peer assessment promotes student agency by giving students the formal roles of assessor and assessee. However, assigning formal roles is only the beginning, since agency is coproduced in classroom environments as interplays between the teacher and students and among students themselves (Charteris & Thomas, 2016). According to research, students will not necessarily embrace their active roles. They may question their ability as assessors (Mok, 2011) or feel uncomfortable criticizing their peers’ work, even...
though criticism is officially sanctioned (Foley, 2013; Harris & Brown, 2013). Additionally, students may resist their peers’ feedback (Foley, 2013; Panadero, 2016), worry about the effects of peer assessment on their social relationships (Harris & Brown, 2013), and let relationships influence the feedback they provide (Panadero & Jonsson, 2013). The findings reveal that social and cultural features play roles in peer assessment and that students’ agency does not always take constructive forms but can be practiced in harmful ways (Harris et al., 2018).

In general, the literature on assessment and agency is in its infancy (Nieminen & Tuohilampi, 2020), particularly that focused on peer assessment and agency. Even though student agency is considered a necessary ingredient in formative assessment (Harris et al., 2018) and a rationale for using it includes the fact that it increases students’ active role in assessment and learning (Boud, 2014; Braund & DeLuca, 2018; Panadero, 2016; Topping, 2009), little is known about the forms of agency that students exercise during peer assessment. In the present study, we advance the understanding of the topic by exploring lower-secondary students’ forms of agency when formative peer assessment was repeatedly used in their science studies.

### 17.1.1 Formative Peer Assessment

Peer assessment has many variations. It can be used for summative or formative purposes, and it can be operationalized face to face or at a distance between individuals, pairs, or groups (Topping, 2013). This study only considered the formative purpose, which is the advancement of students’ learning; it did not focus on measurements of student learning, which is the purpose of the summative approach. According to Black and Wiliam (2009), the same assessment instruments (e.g., tests, projects, self-assessment, and peer assessment) can be used formatively and summatively, meaning the function of the assessment defines its type, not the assessment itself. Peer assessment is formative when its goal is helping students understand intentions and the criteria for success as well as activating them as instructional resources for one another (Black & Wiliam, 2009). Teachers are responsible for creating a learning environment, articulating that the aim of peer assessment is to advance learning, and delivering instructions that support that intention (Black & Wiliam, 2009). Topping (2013) defined peer assessment as “an arrangement for classmates to consider the level, value, or worth of the products or outcomes of learning of their equal-status peers” (p. 395), and argued that both receiving and providing feedback are beneficial. Hence, the strategy of activating students as instructional resources for each other (Black & Wiliam, 2009) entails two separate goals: guiding them to be instructional resources for others (assessor’s objective) and guiding them to use others as instructional resources (assesseee’s objective).

Researchers have reached the consensus that peer assessment requires training (Sluijsmans, 2002; Topping, 2009; van Zundert et al., 2010). Peer assessment
comprises several phases: developing original work, providing feedback, receiving feedback, and revising one’s own work. Acting as an assessor or assessee requires diverse skills that vary depending on the form of peer assessment. Assessors need to understand their responsible position as providers of feedback (Panadero, 2016), understand the assessment criteria, judge the performance of a peer, and formulate constructive feedback (Sluijsmans, 2002). Assessees need to be able to judge feedback, manage affect, and act on feedback (Carless & Boud, 2018). These skills are needed in peer assessment, and they can be further developed by practicing it (Ketonen et al., 2020a, 2020b).

### 17.1.2 Agency in Peer Assessment

Depending on the research tradition, the concept of agency has different definitions and emphases (Eteläpelto et al., 2013). In this section, we discuss three aspects of agency for which researchers’ views diverge, and we clarify our stance toward them. The first concerns the ontological dimension of agency—more precisely, the extent to which agency is considered an individual versus a social attribute. At one end of the spectrum, agency is construed as an individual’s autonomous, rational actions; at the other, it is construed as shaped by structural factors, even to the point that the existence of agency is questioned (Eteläpelto et al., 2013). We take a middle ground in this research, following Billett’s (2006) theorization of the “relational interdependence” between individual and social agency. Billett (2006) suggests that individuals practice agency by choosing which problems and social suggestions they engage in and by regulating their level of engagement when participating in these undertakings. Hence, individual agency has a social origin, but it is not socially determined. When considering schools, students’ levels of agency may vary even within a single classroom because there are various microenvironments for participation (e.g., the whole class, a small group, or pairs) and social roles (e.g., colleague, peer assessor, or friend) offering different kinds of social suggestions and problems to engage in.

Temporality is another aspect in which the views of agency diverge. Some approaches do not consider the temporal element of agency, whereas others do (Eteläpelto et al., 2013). In this study, as presented by Emirbayer and Mische (1998), we construe students’ agency as a composite of past, present, and future, which are all relevant when practicing peer assessment. First, students’ agency in the classroom builds on experience. Even the first time they engage in peer assessment, students bring their experiences of learning, being assessed, and correcting and advising others. Their former ways of participating have developed patterns of agency that create expectations for their participation (Gresalfi et al., 2009). Second, agency is derived from imagined outcomes of action. Students visualize the consequences of complimenting and criticizing their peers, and apart from how those choices’ influence learning, they weigh their influence on their relationships with their peers and teacher. Third, agency is enacted in the present, which is not necessarily a straightforward process. For example, the act of providing feedback...
during formative peer assessment might demand considerations of the assessed work, the assessment criteria, one’s own capacity as an assessor, the teacher’s expectations, and the social norms and relationships in the classroom.

The third aspect of agency that has different emphases in the literature is the requirement of transformation. Some researchers highlight the transformative nature of agency and define it as transcendence of established patterns (Kumpulainen et al., 2018; Matusov, 2011; for transformative agency see Sannino, 2015). Others suggest that exercising agency does not require bringing about a change (Biesta & Teddler, 2007); instead, adaptive behaviors, such as seeking help, self-regulating, and setting goals, are also forms of agency. From such a perspective, students never lack agency completely; rather, they can always exercise at least a minimal amount of agency via either compliance or resistance (Gresalfi et al., 2009). Furthermore, forms of agency cannot be categorized as good or bad. For example, resisting authorship (Matusov et al., 2016) is neither unambiguously right nor wrong but rather reflective of students’ interpretations of tasks, environments, and their positions within those environments. Students can use either compliance or resistance as a means to achieve their goals. For example, by working hard and utilizing feedback, students can pursue learning or good grades; conversely, by rejecting feedback and purposefully underperforming, they can protect the ego from criticism or manage an overwhelming workload (Harris et al., 2018). In this study, we take the stance that transformative behavior is not the only way of exercising agency; rather, agency can also be seen in adaptive behavior.

17.1.3 Study Objective

In this study, we explored students’ actions during formative peer assessment during science studies in a lower-secondary school. The objective was to advance understandings of students’ agency during peer assessment. The research questions are set out below.

1. What forms of agency do students exercise during formative peer assessment?
2. How do students exercise agency in different positions that peer assessment offers them with respect to other students?

17.2 Method

17.2.1 Participants and Procedure

This study was carried out in a standard classroom in a typical lower-secondary school in Finland; most of the students were born in Finland, and there was a roughly equal share of boys and girls. As to participants, we selected four seventh grade students (mean age: 13 years). The criteria for selection were that
they had participated in all the types of peer assessments and a majority of the peer assessment training sessions during the study and did not seem to struggle with motivation or have particular challenges with learning. All four students’ attitudes toward science learning and peer assessment appeared positive. We made the choice to examine the role of agency when students were willing to participate in peer assessment. If a student struggled significantly with learning, the potential reasons for that disengagement or misbehavior were wide ranging and thus not only related to peer assessment. In this exploratory study, we sought to exclude such factors.

Two participants, Rachel and Maggie, worked in the same group of four students, while Lucas and Nathan in another group of four students. Students studied physics for half their fall semester and chemistry for half their spring semester (Fig. 17.1). These were their first physics and chemistry courses and were taught by a subject teacher. Students first received training in peer assessment and then performed assessment three different ways, twice in physics and four times in chemistry.

The training included class discussions and written tasks. Over six weeks, there were seven 10- to 45-min sessions, which are further described in Table 17.1 and in (Ketonen, 2021). The overarching message of the training sessions was that peer assessment was for learning. The assessors’ goal was to help classmates progress, and the asessees’ goals were to respect peers’ assistance and use feedback if possible.

The peer assessments had different organizational forms and objectives, which are further explained in Table 17.2 and further in (Ketonen, 2021).

### 17.2.2 Research Design and Data

Since the goal of the study was to explore what happens in a classroom during peer assessment, a naturalistic study setting and a qualitative case study design were chosen. The data consisted of audio recordings of students’ classroom discussions, written peer feedback, written work, student interviews, and the researcher’s field notes. The first author observed the participants and made field notes during most of the 36 lessons of 1.5 h each. At the beginning of each lesson, she placed audio

![Timeline of the training sessions, peer assessments (here abbreviated to “PA”), and interviews](image-url)
Table 17.1  Peer assessment training activities

<table>
<thead>
<tr>
<th>Type of task</th>
<th>Task</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Individual reflection and class discussion</td>
<td>Understand the role of assessment at school</td>
<td>Understand and distinguish between different assessment aims</td>
</tr>
<tr>
<td>2. Individual reflection and class discussion</td>
<td>Understand what kind of assessments are helpful</td>
<td>Understand that (a) feedback is for learning and (b) the quality of feedback matters</td>
</tr>
<tr>
<td>3. Written task and class discussion</td>
<td>Create assessment criteria</td>
<td>Understand what constitutes good assessment criteria for inquiry tasks</td>
</tr>
<tr>
<td>4. Written task and class discussion</td>
<td>Assess the work of a fictional student using previously created assessment criteria</td>
<td>(a) Further understand what makes good assessment criteria and (b) practice comparing work to criteria</td>
</tr>
<tr>
<td>5. Self-assessment</td>
<td>Assess one’s own inquiry task</td>
<td>Practice comparing work to criteria</td>
</tr>
<tr>
<td>6. Class discussion and PA1</td>
<td>Understand the qualities of good feedback and peer assessment principles</td>
<td>(a) Learn what kind of feedback is helpful for others, (b) understand that peer assessment is for helping each other move forward, and (c) practice peer assessment</td>
</tr>
<tr>
<td>7. Class discussion</td>
<td>Understand how to react to feedback</td>
<td>(a) Learn to evaluate feedback and (b) acquire strategies to deal with it</td>
</tr>
</tbody>
</table>

recorders on the tables of each student pair. The recorders captured students’ conversations during the lessons. Students’ written work included original and revised versions of their peer-assessed work and written peer feedback. All students were individually interviewed after PA2 and PA3. In semi-structured interviews that took from 6 to 11 min, their original work, revised work, and received feedback were used as bases for the conversations. An average interview followed the chronology of the peer assessment: it started with questions about the student’s perception of their original work, turned to their consideration of the assessed work and the feedback they provided to others, continued to the feedback they had received, and the changes they were considering as a result of the peer assessment. If a student led the conversation to other topics, these were discussed, and this sometimes changed the order of the interview elements.

17.2.3 Analysis

The interviews and class discussions during peer assessments were transcribed, while written feedback and work were scanned, and each student’s data were compiled in chronological order. Peer feedback sheets described what kind of feedback
Table 17.2 The tasks and implementation of peer assessments

<table>
<thead>
<tr>
<th>Arrangement</th>
<th>Assessed task</th>
<th>Assessment criteria</th>
<th>After the peer assessment</th>
<th>Time used</th>
</tr>
</thead>
</table>
| PA1 Groups circulated through-out the class-room and assessed the other groups' plans | Technology project plan made by groups: planning and modeling a rover that moved on its own | Assessment criteria presented on a whiteboard. Feedback written on different color Post-it Notes | Groups were able to modify their plans right after the peer assessment and during the building of the rover | Task: 40 min  
Assessment: 30 min  
Revisions: 10 min |
| PA2 Each student assessed anonymously another's lab report (pairing planned by teacher and researcher) | Individually made inquiry report: defining the speed of a rover | Assessment criteria with a three-choice rubric and an opportunity to provide written comments for each criterion | Students had an opportunity to revise their report before returning it to the teacher for summative assessment | Task: 3 h  
Assessment: 45 min  
Revisions: 45 min |
| PA3.1 Working as “group members” in pairs or trios, students assessed each other's lab work | Chemistry inquiry conducted in pairs (four different inquiries and peer assessments, e.g., examining which substances dissolve in water) | Assessment criteria with a three-choice rubric and a requirement to provide at least one positive comment at the end | Students marked their agreement with the feedback by circling the most suitable of four options. The feedback sheets were returned to the teacher or the researcher | Task: 4 × 15–30 min  
Assessment: 4 × 2–10 min |
used to complement and explain the findings. The first researcher, who had taught at the school for some time, was responsible for the coding. She read the files carefully multiple times. Then she analyzed the data using a thematic analysis (Braun & Clarke, 2006). She marked data extracts containing information about students’ agency during peer assessment and labelled them with descriptive codes. Gresalfi et al.’s (2009) description of agency was used to identify extracts relevant to our study purpose: “An individual’s agency refers to the way in which he or she acts, or refrains from acting, and the way in which her or his action contributes to the joint action of the group in which he or she is participating” (p. 53). A unit of analysis was one student’s data in one peer assessment in one role, for example, all of Student 1’s data while they were an assessor during PA1. Since individual students’ ways of participating in certain peer assessments were intertwined and partly explained each other, the researcher first coded all students’ data from PA1 and proceeded chronologically through the remaining assessments.

After coding the whole data set, the researcher retrieved and examined data extracts and codes, developed preliminary categories of student forms of agency, and wrote descriptions for each. When developing the categories, she compared the codes to data extracts in each one to consider their internal consistency, and then she compared the categories with each other to examine their distinctiveness and coherence, which led to changes to the codes. After, she recoded the data set with new codes. To test, discuss, and develop the coding and to support the entire process, we used peer debriefing (Onwuegsbuzie & Leech, 2007). The second and third researchers, who were not involved in the field work, asked critical questions and explained their views of the first researcher’s codes and categories. The iterative process of coding, comparing codes and categories, and revising them continued until it did not produce any changes. Then the researcher named the categories and wrote the final category descriptions. The categories’ relationships were elaborated with a thematic map (Braun & Clarke, 2006). We noticed that the forms of agency were related to the positions of assessor, assessee, and group member (Fig. 17.2). Given that agency is a relational and context-dependent construct, this finding was significant. In the last phase, we examined individual students’ ways of exercising agency in each of these three positions, thus answering research question 2.

**Fig. 17.2** Students’ ways of exercising agency as group members

![Diagram of students' ways of exercising agency as group members](image)
17.3 Results

In this study, we explored the forms of agency that students exercised during formative peer assessment in different positions with respect to other students. We found 12 forms of agency that related to three positions. These are presented in Table 17.3. As group members, students were on an equal footing with their peers; as assessors, they were in an advisory position; and as assessees, they were in receiving position. In some cases, students worked in several positions concurrently, such as when they acted as assessors in a group. The finding revealed that students conducting peer assessment act in various positions in relation to each other and the way their agency presents itself depends on that position.

In the following three sections, we introduce and compare the forms of agency within the position in which each form was exercised.

17.3.1 Exercising Agency as a Group Member

As group members, students exercised agency by initiating or echoing ideas. In their respective groups, Nathan and Maggie echoed others’ ideas, while Lucas and Rachel were active in introducing original ideas, whether providing or receiving peer feedback (Fig. 17.2). Lucas and Rachel expressed their ideas without difficulty, whereas Nathan and Maggie hesitated to make suggestions even when they built on others’ ideas.

The following example of initiating is from PA1, in which Rachel and Maggie, and their two other groupmates, Mia and Tara, assessed another group’s work. The assessed task was a plan for a mobile rover that could be built with available resources (see Ketonen, 2021 for more information). Below, the exchange begins with the group’s first comment on the other group’s plan.¹

<table>
<thead>
<tr>
<th></th>
<th>Tara:</th>
<th>(Quoting other group’s plan) “Rubber band, catapult …</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td>tail end.</td>
</tr>
<tr>
<td>3</td>
<td>Rachel:</td>
<td>It does not say what [materials] they need there</td>
</tr>
<tr>
<td></td>
<td></td>
<td>. (Discussion unrelated to peer assessment and physics)</td>
</tr>
<tr>
<td>14</td>
<td>Tara:</td>
<td>Once nothing else is needed,</td>
</tr>
</tbody>
</table>

¹ Transcription notations are described immediately below.

( ) Description of context or nonverbal speech.
" " Reading text.
— Comment was interrupted.
… Words were cut out.
[ ] Clarifies the reference.

The line numbers are group specific and start from “1” after each transition (i.e., each change to new work [PA1] or a change in assessor and assessee [PA1, PA2]).
Right after seeing the other group’s plan, Rachel argued that they had not listed what material they would use to build their rover (2), and later, she proposed the need to draw the model from different angles (17, 19). At that point, she put forward two ideas that were echoed by other group members, thus practicing the initiating form of agency. Tara repeated Rachel’s first (14) and second (20) ideas and Maggie elaborated on Rachel’s second idea (21–22).

The difficulty of initiating new ideas became apparent when students assessed the next group’s work. Rachel—the former initiator—was concentrating on another issue, and the other three group members were left with the job of providing feedback. First, they took considerable time comparing Maggie’s handwriting to that of the assesses. When they turned to assessing, the conversation below took place.

| 15 | Rachel: | Yeah, they can write there what they need, and then they can draw it, like, from below— |
| 16 | Tara: | Like, from the bottom angle |
| 17 | Maggie: | And from above, |
| 18 | | not just from the side |

The students tried to provide feedback, but they either did not come up with any ideas or did not feel comfortable expressing them (37–39). After a while, Maggie raised Rachel’s previous idea of listing the required material (41). After Mia pointed out that the material were already listed (42), Maggie took a moment to rethink and suggested Rachel’s other previous idea about drawing the rover from different angles (44, 45). This was accepted (46) and written on a Post-it Note. This excerpt demonstrates that even when assessors are willing to provide...
Table 17.3 The forms of agency and the positions in which they were exercised

<table>
<thead>
<tr>
<th>Forms of agency</th>
<th>Role</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiating</td>
<td>Group member</td>
<td>This form entails participating in group discussions by introducing new ideas or opinions</td>
</tr>
<tr>
<td>Echoing</td>
<td>Group member</td>
<td>This form entails participating in group discussions by repeating or elaborating on other members’ ideas or opinions but not presenting ones’ own</td>
</tr>
<tr>
<td>Judging work</td>
<td>Assessor</td>
<td>This form entails analyzing other students’ work and performance and providing feedback that contains criticism and/or suggestions for improvement (the provision of positive comments is not included in this form, as providing superficial, positive feedback is a common way of avoiding engagement as an assessor)</td>
</tr>
<tr>
<td>Avoiding criticism</td>
<td>Assessor</td>
<td>Avoiding criticism is a concealed form of agency, as it cannot be observed by looking only at what students do but at what they do not do. Engaging in assessment but repetitively providing only positive feedback is considered as the avoidance of criticism</td>
</tr>
<tr>
<td>Seeking help</td>
<td>Assessor and Assessee</td>
<td>This form entails seeking help with assessor or assessee tasks</td>
</tr>
<tr>
<td>Appraising feedback</td>
<td>Assessee</td>
<td>This form entails examining feedback in order to judge its quality or validity and appreciating one’s own judgement</td>
</tr>
<tr>
<td>Rejecting feedback</td>
<td>Assessee</td>
<td>This form entails rejecting feedback after mentioning a reason for the rejection</td>
</tr>
<tr>
<td>Revising work</td>
<td>Assessee</td>
<td>This form entails revising one’s own work after assessing others and receiving feedback. It shows engagement with the task, but it does not necessarily lead to an improvement of the work</td>
</tr>
<tr>
<td>Avoiding revision</td>
<td>Assessee</td>
<td>This form entails receiving critical feedback and, while not rejecting it (i.e., mentioning a reason for not following feedback), not revising the work</td>
</tr>
</tbody>
</table>

feedback, new ideas may not be put forward, which constitutes a lack of initiation. Having an initiator in a group supported others in assessing their peers.

17.3.2 Exercising Agency as an Assessor

As the previous section showed that initiating ideas was challenging to some students, one may wonder how they exercised agency, when they were supposed
Fig. 17.3 Students’ ways of exercising agency as assessors

...to work as individual assessors during PA2. Students’ diverse ways of exercising agency are presented in Fig. 17.3. The assessed task was a lab report about determining the speed of the previously planned and built rover. The inquiry was conducted in groups, but the reports were individually written. Perhaps unsurprisingly, Rachel and Lucas—who, much like Rachel, had initiated ideas in his group—assessed their peers’ work without difficulty. They concentrated on assessing for a moderate amount of time and provided both confirming and correcting comments.

Maggie, who had echoed others’ ideas during PA1, accomplished the task by seeking help from peers and the teacher. At first, she spent time criticizing the assaysee’s handwriting. She interpreted handwriting with Tara, asked Rachel for help, and then asked the teacher for help. Since in our opinion, the handwriting looked rather clear, we interpreted her criticism of it as an excuse to avoid the task and seek help with assessing. The teacher came to Maggie, calmly read and discussed the work with her, and encouraged her to write down her thoughts. This helped Maggie complete half the criteria, after which she again criticized the handwriting and asked Rachel, the researcher, and the teacher for help. Maggie was persistent in her attempts to provide feedback, and after a considerable struggle, she provided one encouraging comment and one suggestion for improvement. Maggie’s struggles became even more evident later, and this is depicted in the extract below, in which she was assessing her friend Tara’s lab performance.

| 34 | Maggie: | Tara, sorry, I can’t mark |
| 35 |        | that you correctly used the burner |
| 36 | Tara:  | But I did |
| 37 | Maggie: | You blew on it |
| 38 | Rachel: | Yes, you did (laughs), |
| 39 |        | and you, like, blew it out |
| 40 | Tara:  | I’m sorry, but my fingers almost burned |
| 41 | Rachel: | I wouldn’t have (indistinguishable) shaken |
| 42 | Maggie: | “Your working was thoughtful and controlled.” |
| 43 | Tara:  | Really? |
| 44 | Rachel: | (Laughs) |
During the inquiry, Tara lit the gas burner and blew the match out in front of it, blowing the burner out as well. The gas kept leaking out, spreading its distinctive smell across the classroom, and this caused minor chaos. When assessing Tara’s work, Maggie, quite justifiably, commented that she could not rate Tara’s burner use as “excellent” but only “good” (34, 35). Notable is that even though the assessment was formative, Maggie felt uncomfortable rating Tara as “good,” and in addition to explaining her decision to her (34–35, 37) and being supported by Rachel (38–39), she asked the teacher for help. For Maggie, providing criticism was laborious, but she was persistent, and with other’s support, she managed to do it. It was evident that Maggie did not lack the attitude (she strove to give a solid judgement) or skills (she knew that Tara’s performance was less than excellent) but rather the agency to put her knowledge into action. By seeking second and third opinions, she gained agency that enabled her to provide feedback she considered justified.

Nathan was Lucas’ group member and had echoed his ideas during PA1. Nathan seemed to struggle with providing feedback too, but his solution was the opposite of Maggie’s. Assessing the lab report took Nathan a substantial amount of time. On the recording, the sound of Nathan writing and erasing can be heard long after Lucas was done. He wound up marking each criterion with the best option (“Everything is ok”) and provided only one written comment: “What you needed was clearly explained.” It is possible that Nathan did not notice any of the several shortcomings in the lab report, but this seems unlikely, as providing trivial feedback took him such a long time. We suggest that Nathan noticed some problems and spent time thinking about how to react to them. During the year of practicing peer assessment, Nathan consistently avoided criticizing others’ work and independently gave only the highest marks and compliments. During PA3, when pairs assessed each other’s lab work, Lucas even corrected Nathan several times for providing him with feedback that was too positive. Apparently, providing criticism was not a satisfactory option for Nathan. Unlike Maggie, he did not seek help with assessing but kept on providing overly positive feedback.
17.4 Exercising Agency as an Assessee

Students had diverse ways of exercising agency as assessees; these are presented in Fig. 17.4 and followed by examples.

Lucas, who initiated constructive ideas during PA1, was a rapid reviser. After receiving feedback about his lab report (PA2), he read the feedback, quickly judged it, rejected part of its useful aspects, and made small-scale improvements to his lab report. Rachel, who also initiated ideas during PA1, operated in a similar way, but she was more careful and did not reject useful feedback. It seemed that both Lucas and Rachel experienced both providing and receiving feedback as appropriate and uncomplicated.

Nathan, who echoed ideas during PA1, appeared generally open to feedback and committed to using it for improvement. In PA2 (revising own lab report), Nathan’s immediate reaction after receiving the feedback was to ask the teacher’s opinion: “Teacher! Should I revise this?” He waited until the teacher came to see him. Nathan wanted to know whether the feedback was valid, which the teacher confirmed. They discussed the issue for a considerable amount of time, and after, Nathan revised his work independently, managing to improve it.

Maggie, who also echoed ideas during PA1, took the opposite approach to a similar situation. In the excerpt below, she reacts to corrective feedback.

<table>
<thead>
<tr>
<th>35</th>
<th>Maggie:</th>
<th>Look, I made a few mistakes in the text</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td></td>
<td>It doesn’t matter. Small mistakes</td>
</tr>
<tr>
<td>37</td>
<td>Tara:</td>
<td>What mistakes do you mean?</td>
</tr>
<tr>
<td>38</td>
<td>Maggie:</td>
<td>That hypothesis was about the distance,</td>
</tr>
<tr>
<td>39</td>
<td></td>
<td>not speed</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>I guessed the distance here</td>
</tr>
<tr>
<td>41</td>
<td></td>
<td>and not the speed,</td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>how fast it moved</td>
</tr>
</tbody>
</table>

Fig. 17.4 Students’ ways of exercising agency as assessees
The feedback Maggie received—“the hypotheses was about distance, not speed”—could have been used to improve her work. She could have changed her hypotheses, or comment the mistake in her revisions. Maggie affirmed that she had made a mistake (35) but characterized it as a small one (36) that did not matter (36, 44) and instead concentrated on her general performance (45). She bypassed the criticism by congratulating herself, did not return to the topic, and did not revise her work. One could construe that she was unresponsive, but her explanation in an interview suggested otherwise.

**17.5 Discussion**

This study explored students’ actions during formative peer assessment and contributed to the literature by enhancing awareness of their agency during the exercise. We identified nine forms of agency (initiating, echoing, judging work, avoiding criticism, seeking help, appraising feedback, rejecting feedback, revising work, avoiding revision) in three roles that peer assessment provided (group member, assessor, assessee).

Closer investigation of students’ interaction revealed that peer assessment challenged the students unevenly. Throughout each assessment, Lucas and Rachel practiced the agencies of initiating, judging work, and appraising feedback without difficulty, while Nathan and Maggie exercised those agencies only when they received support. When working in groups, Nathan and Maggie participated only by echoing other students’ suggestions. When acting individually as an assessor, Nathan consistently avoided criticizing others by providing only positive feedback. Maggie was persistent in her aspiration to provide valid critical feedback, but she needed help to do so. By asking support from other students and the teacher, she gained the agency of judging other students’ work. As an individual assessee, Nathan needed help appraising feedback before he revised his work, whereas Maggie did not seek help and refrained from revising her work. The findings show that
even all students were placed in the same classroom, undertaking the same task of assessing their peers, their challenges were unequal. We explain this by referring to the notions that experience builds agency (Emirbayer & Mische, 1998) and that students’ previous actions create expectations for their participation (Gresalfi et al., 2009). For students who generally initiate ideas, are active, and advise others, the assessor role is more familiar and their feedback more likely to be accepted by classmates. For them, peer assessment is a straightforward task. For others, assessing may require acting outside their accustomed role.

The operationalization of peer assessment, especially whether it was conducted individually or in groups, influenced the social suggestions that were available for students (Billett, 2006) and thereby the agencies that students exercised. When assessing and receiving feedback in a group (PA1), the agencies of initiating and echoing were practiced. Working in a group allowed struggling students to receive subtle support when assessing and receiving feedback, as they were able to echo other students’ initiatives. Individual peer assessments (PA2, PA3) forced students to be responsible for themselves, which created the need to ask for and offer help and caused some students to avoid the task.

The findings are highly significant for the practice of peer assessment. The requirement of agency sheds light on the effects of students’ individual attributes on peer assessment, which is thus far an unexplored area (Panadero, 2016), and it addresses the need to ensure appropriate support for students’ agency when they are requested to exit their comfort zones as assessors and assessees. With an understanding of the requirements of agency, teachers can be better equipped to provide support. They can listen to, confirm, and endorse students’ thoughts, guide them to discuss the issue with their friends, or open the subject to a classroom discussion. The finding also highlights the need to be careful with the use of unsupported individual peer assessment, since it can be highly stressful for students who struggle with their agency. Moreover, if teachers are not aware of the requirement of agency, they may misinterpret students’ misbehavior or underperformance as stemming from a lack of skills or a negative attitude. If teachers respond by assisting students in the accomplishment of their peer assessment tasks instead of strengthening their agency, they can weaken that agency by indicating students are not capable of acting as assessors and assessees on their own.

The finding about the requirement of agency has implications for peer assessment training. Peer assessment provides a platform for students to exercise agency in assessment and learning by guiding them to act in various, and potentially new positions in relation to other students. Hence, peer assessment can advance democracy in the classroom not just between teachers and students (Gielen et al., 2010) but also by sharing among everyone the responsibility to help others. However, helping others, especially in the form of criticizing and advising, cannot be taken for granted. Nineteenth century German pedagogue Froebel (1887) argued that “the purpose of teaching and instruction is to bring ever more out of man rather than to put more and more into him” (p. 279, emphasis in the original). The quote applies to students’ agency by describing a new aspect of peer assessment training. We agree with the necessity of providing students with knowledge, such as
understanding the qualities of constructive feedback (Tasker & Herrenkohl, 2016), skills, such as judging received feedback (Carless & Boud, 2018), and attitudes, such as their sense of responsibility when assessing (Panadero, 2016). However, students’ agency also needs to be encouraged. As agency is seen as an interplay between an individual and their environment, training requires investing not just in individuals but also in their relationships and the culture of the classroom. We consider this a significant area for future research: how does peer assessment assist in transcending the classroom’s fixed patterns and strengthening students’ agency?

Technology can support the development of student agency (Marín et al., 2020). Technological environments are commonly used in peer assessment (see Fu et al., 2019). They are convenient for sharing work, matching students for peer assessment, and providing feedback, and they allow students to assess each other either anonymously or by name. The findings of this study suggest that the organization of peer assessment should be examined from the perspective of agency, which also concerns technological environments. First, how do different kinds of technological environments support students’ agency? Anonymity may provide students different kinds of social suggestions, a new role in which to operate, and hence a lower threshold at which to participate actively. Interaction has been suggested as an element that deepens the learning process of peer assessment, while anonymity is a feature that diminishes that interaction (Panadero, 2016). Technology allows students to interact anonymously, and the pros and cons of such arrangements for students’ agency are worth examination. Important aspect to consider is that students’ agency must be supported in technological environments, one way or another. Students should not be left alone with their devices but be allowed to interact with each other and the teacher and to seek help during peer assessment. Technological environments can be interactive and allow students to seek help (e.g. Tasker & Herrenkohl, 2017). We consider the diverse ways of supporting students’ agency during peer assessment—both face to face and online—to be an important topic for future research.

This was a case study of four students, two of whom appeared to struggle with their agency during peer assessment, whereas the other two did not. The finding was consistent throughout all types of peer assessment during the school year. The merit of our study is that it introduces and demonstrates the requirement of agency during peer assessment. However, by selecting students who did not have apparent cognitive or motivational challenges, we have dealt with only part of the spectrum of forms of agency during peer assessment, and further research about the topic is needed. For example, what role does students’ social position in class play alongside their subject skills or confidence in mastering them, and what kinds of environments support students’ agency? Potentially, different types of challenges with agency require different types of support.

Our study showed that the concept of agency is useful in unveiling and explaining peer assessment’s underlying dynamics. Awareness of how students’ agency plays a role in peer assessment is significant to educators and researchers. Students’ reluctance or inability to help their peers or accept help do not necessarily
stem from a lack of knowledge, skills, or attitude but can be suggestive of their difficulties in exercising agency.
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