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Introduction

The technology of self-driving cars is advancing fast. Soon, many vehicles will be on the road that are no longer directed by human beings. This development is not only technologically fascinating but also calls for ethical evaluation and legal regulation. The oft-fatal consequences of car accidents have often been caused by bad reactions of human drivers. These reactions were mostly very fast and affective rather than slow and deliberate. With the technological capabilities of self-driving cars, this is expected to change (e.g., Feldle, 2018, pp. 22–23). For the first time, it will be possible to determine the consequences of unavoidable accidents, because it is possible to program them in advance. The question then is how to program self-driving cars for such accidents.

In this paper, we focus on moral dilemmas, i.e., situations in which, according to all available options, comparable harm occurs, e.g., a group of two or three people is killed because it is not possible to prevent both scenarios (cf. Sinnott-Armstrong 2005), particularly situations in which the car’s action “decides” the fate of various humans involved in unavoidable accidents. While Germany took the lead in drafting the first comprehensive law on self-driving cars,¹ the regulation of moral dilemmas still remains ambiguous (for an overview, see Hilgendorf, 2021). The salience of the topic encouraged empirical studies on the moral preferences of individuals about how to handle moral dilemmas caused by self-driving vehicles. The so-called Moral Machine experiment (Awad et al., 2018) stands out due to its large databases of “40 million decisions in ten languages from millions of people in 233 countries and territories.” This interrogation of laypeople in order to make life and death decisions, however, stirred a heated debate (see, e.g., Harris, 2020).

In this contribution, we will first give an overview of the design and findings of the Moral Machine experiment (Section “Empirical Research on Moral Preferences in the Ethics of Self-Driving Cars: The Moral Machine Experiment”). On this basis, we will then highlight important methodological (Section “Methodological Criticism: Thought Experiments in Ethics and..."
Alternative Option”) as well as normative (Section “Normative Criticism: Law and Public Morality”) criticism. We will show how experimental design choices can (negatively) influence the findings and what is – for normative reasons – important to note when investigating the moral preferences of laypersons empirically. After pointing out the use and abuse of moral preferences in the ethics of self-driving cars, we conclude that, despite potentially misguided methodology and problematic normative issues, empirical moral philosophy has an important role to play when thinking about the regulation of moral dilemmas caused by self-driving cars.


In the large-scale Moral Machine experiment, Awad et al. gathered evidence about cultures’ or societies’ moral preferences about accidents involving self-driving cars. Subjects from all around the world were presented with scenarios in which deadly accidents with self-driving cars are unavoidable. The Moral Machine is an online platform, developed at the Massachusetts Institute of Technology, which has been openly available since 2016. Visitors to the platform decide in fictitious dilemma situations about what a self-driving vehicle should do. They must choose between two accident scenarios in which, as a result of their choice, a certain person or group of people (or animals) is killed. For example, imagine this situation: Three pedestrians, two women and a child, are crossing the road. A self-driving car is approaching fast and cannot stop before the pedestrians. If it stays on track, it will kill the child. If it swerves, it will kill the two women. It just cannot save all of them. Should the car stay on track or change course?

The conception of the dilemmas is based on the well-known trolley problem, the original formulation of which goes back to Philippa Foot (1967). It has since been discussed in numerous variations (for an overview, see Bruers & Braeckman, 2014). The Moral Machine experiment uses trolley-like dilemmas in order to derive moral preferences in various societies. Awad et al. (2018, p. 59) assume that the work of ethicists would be “useless” if their recommendations concerning the regulation of decisions about life and death were too different from those of laypersons, which are the eventual subject of the regulation.

In any round of the Moral Machine experiment, participants decide on 13 randomly selected dilemmas. Initially, Awad et al. presented participants with a static 2D rendering of a situation in which there are only two options: either the car kills person/group A or it kills person/group B. Based on certain information about A and B, participants have to decide if the car should kill A or B. From the choices of participants across the 13 randomly composed dilemmas, they distilled preferences into nine
categories: (1) how often people are saved compared to pets, (2) what role the “lane keeping” of the vehicle plays in the decision, (3) whether vehicle occupants or pedestrians are saved, (4) what role the law-abiding-ness of pedestrians plays (saving jaywalkers or the lawful), (5) whether as many lives as possible are saved, as well as preferences related to the categories of (6) age, (7) gender, (8) fitness, and (9) social status.

In each scenario, at least two of the nine factors are included. After having decided whom to kill and whom to spare, participants are asked to provide further information on their choices and to enter some personal information (age, gender, social status, religious background, and political views). The dataset of Awad et al. includes almost 40 million decisions in 10 languages from 233 countries or regions. These decisions come from 2.3 million participants.

The researchers identified nine global trends with regard to the above-mentioned factors in the participants’ decisions. For evaluating them, they calculated the average marginal component effect (AMCE) over all included decisions ($N = 35.2$ million), which is the difference between the probability of sparing characters with one attribute (for instance, elderly people) and the probability of sparing the characters with the “opposite” attribute (for instance, children), over the joint distribution of all other attributes. They highlighted three dominant preferences as relevant for a “universal machine ethic” (Awad et al., 2018, p. 63): (1) the tendency to save people before pets (AMCE=0.58, which means that the probability that people are saved is 0.58 higher than the probability that pets are saved), (2) the tendency to save as many lives as possible (0.51), and (3) the tendency to save younger before older lives (0.49).

In addition to these findings, they also observed the preference for sparing the lives of the lawful (0.35) as well as preferences concerning personal characteristics, such as the preference for sparing people with a higher social status (0.35), sparing the lives of fit before unfit people (0.16), and women before men (0.12). They observed (weak) preferences for saving pedestrians over passengers (0.1) and a preference for deciding against vehicle action through swerving (0.06). Finally, Awad et al. pointed out the four most spared characters: baby, little boy, little girl, and pregnant woman.

In addition, the authors investigated individual and cultural variations and correlations in the decision-making patterns using the participants’ extended data and geolocation. In the case of individual variations, Awad et al. found no decisive influence of the individual categories on the decision preferences. These variations were deemed negligible for the regulation of self-driving cars.

A different conclusion was drawn with regard to cultural variations. In the course of a cluster analysis of the location and decision data, Awad et al.
compiled three cultural clusters: (1) North America and many European countries (the “Western cluster”), (2) many far Eastern Countries (the “Eastern cluster”), and (3) Latin America and countries with French influence (the “Southern cluster”) (2018, p. 61). The authors found partly strong differences in preferences between the clusters in all nine categories. For example, subjects from the Eastern cluster attributed much less weight to sparing younger vs. older people than subjects from the other clusters. They also found correlations between the response behavior and certain cultural and socio-economic aspects such as economic inequality, individualism, rule of law, or gender inequality. For example, the level of social inequality (represented by the Gini coefficient) correlates with the preference to spare people due to their social status. As a conclusion of these findings, the authors argue that policymakers should be, “if not responsive, at least cognizant” of cultural and national differences in moral preferences to ensure acceptance by the respective populations (Awad et al., 2018, p. 61).

Methodological Criticism: Thought Experiments in Ethics and Alternative Options

The Moral Machine experiment has been criticized for methodological as well as for normative reasons (see, e.g., Furey & Hill, 2021; Kochupillai, Lütge, & Poszler, 2020; Nascimento et al., 2019). In this section, we will focus on the methodological criticism of the study before turning to the normative criticism in the next section.

Unfamiliar Thought Experiments

Much of the methodological criticism is actually not particular to the Moral Machine experiment. When the study is criticized for using an unrealistic or simplistic setup modeled after the trolley problem (Dubljević, 2020; Goodall, 2016; Himmelreich, 2018; Nyholm & Smids, 2016; Roff, 2018), this mirrors the general criticism of the use of thought experiments in philosophy. In ethics, thought experiments are often labeled “outlandish,” “far-fetched,” or “fanciful,” and intuitive responses to them are said to be of little or no epistemic value because they are “unfamiliar” (Fried, 2012; Wood, 2011). Designers of thought experiments often stipulate certain unrealistic features to hold in the relevant scenario; for instance, they stipulate that contextual information that in real life would change the moral complexion of tragic choices is irrelevant in the scenario or that the outcomes of all available choices are known with certainty ex-ante. If such unrealistic thought experiments are used to trigger moral intuitions, these seem to be epistemically unreliable because the
scenario differs too much from the learning environment that shaped these intuitions. Psychological research with trolley cases in particular seems to lack external validity (Bauman et al., 2014). It is thus argued that ethicists should stick to realistic cases (Wilkes, 1988).

Arguably, the most promising response to such objections against fanciful thought experiments such as the trolley cases draws on their pairwise or sequential use (Wilson, 2016). What is philosophically interesting about thought experiments – especially in ethics⁵ – is often not the individual intuitive response to a certain unrealistic scenario, but the contrasting responses to two or more similar yet distinct scenarios. The finding that calls for philosophical attention is that the contrasting responses are stable across large populations. For this kind of convergence of contrasting responses, the unrealistic character of the individual cases is irrelevant, or so it is argued (Greene, 2014; Kamm, 2009; critically Sauer, 2018, Chapter 6; Wood, 2011).

As the Moral Machine experiment used a sequence of unrealistic trolley-like scenarios, the study can be defended with this response, at least in principle. That is, in order for the contrasting-responses defense to work, it might be necessary to make minor changes to the design of the study. Whether or not the contrasting-responses defense (or another defense) ultimately is convincing is a question that concerns almost all uses of thought experiments in ethics. It is not a specific question for the Moral Machine experiment. For the purposes of this paper, this means that, as long as there is no clear answer to the general question regarding the contrasting-responses defense, there is no definitive reason to disregard empirical studies because they use unrealistic scenarios.

**Lack of a Third Option**

Turning to the Moral Machine experiment, a particularly intriguing methodological critique comes from Yochanan Bigman and Kurt Gray (2020). Their main idea is straightforward: Perhaps some of the results of the Moral Machine experiment are unintended consequences of a flaw in the design of the study. Recall that Awad et al. presented participants with situations with two exhaustive alternatives: either the car kills person/group A, or it kills person/group B. Based on certain information about A and B, the test persons had to decide whom the car should kill.

What that choice design lacks, Bigman and Gray suspected, is a third option, namely one that allows the test persons to treat the potential victims equally. Bigman and Gray tested whether participants’ responses differ from those in the Moral Machine experiment when one adds what they call an “equality option”: either the car kills person/group A, or it kills person/group B, or it treats the lives of person/group A and B equally.
As Bigman and Gray explain, this equality option can mean that the car simply ignores (or fails to detect) the personal features of A and B.

Bigman and Gray ran three online vignette studies on the ethics of self-driving cars. Of course, they had a much smaller sample size than the Moral Machine experiment. The first study (N = 2,352 (the USA and the UK)) tested what participants thought self-driving vehicles should be programmed. In the first step, the study successfully replicated some of the main findings of the Moral Machine experiment by using a study design similar to the Moral Machine. For example, they find that 96.1% prefer programming that saves children instead of elderly people (only 3.9% prefer to save the elderly instead of the young) and that almost all participants (99.6%) prefer to save more lives rather than fewer.

However, they discover discrepancies with the Moral Machine experiment when changing the study design so that the choice is no longer restricted to two bad options – killing one type of person (A) to save another (B) – but includes a third option (“equality allowed”), namely “having AVs programmed to treat both categories equally (e.g., ‘Treat the lives of men and women equally’)” (Bigman & Gray, 2020, supplementary material). Many participants seem to prefer this equality option over killing either A or B. For example, Bigman and Gray find that, with that additional option, the preference to save children drops to 22.2% (0.5% prefer to save the elderly), whereas 77.3% prefer the equality option. Similarly, the preference for saving more lives drops to 60.0% (strangely, 0.3% seem to prefer to save fewer people), whereas 39.7% choose the equality option (Bigman and Gray, 2020, see supplementary table 1).

This looks like a quite significant discrepancy with the findings of the Moral Machine experiment. However, Bigman and Gray’s first study likely suffers from an unintended influence of the wording of the equality option: it is the only option that does not mention “killing.” People might thus (implicitly) assume that choosing the equality option means that no one is killed.

In their second study (N = 843 (US)), Bigman and Gray use another formulation of the equality option, which avoids the potential framing problem. In this study, they find that 38.8% would prefer to save the young (over the elderly) and that only 61.1% would rather treat them equally, which indeed suggests that there was a framing effect in study 1. However, their results in favor of the equality option are nevertheless significant. Also, with the “killing” frame in study 2, 81.6% prefer to save more lives, and the preference for equality goes down to 17.9% (Bigman and Gray, 2020, supplementary table 2).

Summing up, Bigman and Gray find that participants largely prefer the equality option over killing either A or B (with only one exception, law-abidingness). From this, they conclude “that the current [Moral Machine] paradigm is relatively insensitive to preferences for equality” (2020, p. E2).
Response from Awad et al.

In their reply to Bigman and Gray, Awad et al. (2020) point to an unpublished part of the Moral Machine experiment. This part concerns an option in the study. Participants were asked if they want to correct their weighing of the nine preferences resulting from their decisions by moving a slider between the variables (e.g., between human and pet, female and male, etc.). For example, when one’s choices in the dilemmatic scenarios (with two options) amount to a preference for killing elderly people rather than children, the slider would be positioned closer to the right end of the scale (children) than to the left end (elderly people). Awad et al. hold that this option to correct one’s choices resembles the equality option in Bigman and Gray’s second study because test persons were able to correct their choice by moving the slider to the middle position between children and elderly people.

Awad et al. (2020, p. E4) report that, although more than 99% of participants (N = 585,531) who were offered the chance to correct their choices did in fact move the slider for at least one dimension, this made no significant difference for some preferences. The strong preferences revealed by the Moral Machine experiment (saving humans, saving more lives, saving younger lives, and saving the law-abiding) seem to remain strong. Participants did not move the slider to the middle position to express their preference for equality between children and elderly people, for example. Awad et al. also find that there are certain factors for which participants did move the slider to the middle position, thereby expressing a preference for equality. However, since these factors concern preferences the Moral Machine experiment identified as weak (for example, the preference for killing men rather than women), they take this as further evidence for their weakness.

Summing up, Awad et al. hold that – with one minor exception\(^\text{10}\) – the possibility to express a preference for equality (that was not available in the initial test scenarios with two options) has no significant effect on the results of the Moral Machine experiment.

Possible Understanding of the Equality Option

Focusing on the strong preferences revealed by the Moral Machine experiment (saving humans, saving more lives, saving younger lives, and saving the law-abiding), it is noteworthy that Awad et al. and Bigman and Gray do not find the exact same preferences. Consider the preference for saving more lives. This preference is very strong in the initial two-option scenarios of the Moral Machine experiment. When given the chance to correct this result, many use it to move the slider closer to the middle position, resulting in a somewhat weaker (but still strong) preference for saving more
lives. As reported above, Bigman and Gray (2020, supplementary table 2) also find that 81.6% prefer to save more lives, and that (17.9%) opt for equality. But consider the strong preference for saving children over elderly people found in the Moral Machine experiment. Again, when given the chance to correct this result, many use it to move the slider closer to the middle position, resulting in a somewhat weaker (but still strong) preference for saving children. In contrast, Bigman and Gray find that only 38.8% would prefer to save the young. Most test persons (61.1%) would rather treat them equally.

One possible explanation for these discrepancies is that Awad et al.’s results of the slider option might be influenced by a commitment and consistency bias. After all, participants might (implicitly) not want to correct or contradict their previous decisions. This is not so much a criticism of their study because the slider option was not designed as a tool for testing something similar to Bigman and Gray’s equality option. As Awad et al.’s reply to Bigman and Gray makes clear, they merely interpreted the data gathered with the slider in terms of an equality option. Nevertheless, the results of Bigman and Gray might indicate that what the Moral Machine experiment investigates really are somewhat forced preferences between killing A and killing B, while many participants might have preferred another alternative option.

Yet, the equality options offered by Awad et al. and Bigman and Gray respectively can be understood in quite different ways. For example, an equality option can be understood in terms of impartiality (on the notion of impartiality, see Jollimore, 2022). This would entail that each person counts the same, i.e., personal characteristics are disregarded. This, together with a general rule to stay on track rather than swerving, seems to be what Bigman and Gray had in mind. However, it is unclear if their participants had the same understanding. Another quite natural understanding of an equality option is the use of random choice. There are yet more possible understandings, of course, but impartiality and random choice seem to be the most obvious ones.

If further studies made transparent to participants that equality means randomization, say, they might well reveal that they in fact do not have a preference for equality thus understood. After all, this option would lead to many situations (roughly 50%) in which more people would be killed although the car could have killed fewer people. Remember that Bigman and Gray’s study suggests that almost no one has this preference: only 0.3% report a preference for saving fewer rather than more people (Bigman and Gray, 2020, see supplementary table 2).

It remains open how participants understood Bigman and Gray’s equality option and if Awad et al.’s slider really tracked something similar to it. Further research is needed to reveal if there is a preference for a third option
and if this is impartiality, randomization, or yet another understanding of equality. Eventually, it is also possible that participants would prefer an option that allows them not to make that kind of decision (and delegate it to experts, say).

Normative Criticism: Law and Public Morality

In this section, we will focus on the normative criticism of the study. As a pronounced critique of the Moral Machine experiment, the moral philosopher John Harris rejects any moral value of the Moral Machine, calling it a “useless” project of huge “naiveté” (2020, p. 73) and defaming Awad et al. as “Moral Machinists” throughout his paper. He considers the main problem of the experiment to be a large-scale trivialization of the relevant issues and accuses Awad et al. (2018) in several aspects for neglecting the required awareness of the relevant moral and legal aspects. Therefore, the experiment would – according to Harris – not contribute to the ethical debate and the foreseeable legal regulation of self-driving cars. While there are many critical perspectives on the Moral Machine experiment, in what follows we will take Harris’ critique as a reference point. We do so, because he offers some comprehensible criticism of the Moral Machine experiment, voicing various arguments and concerns in a pointed manner, especially concerning the danger of trivializing legal rights in democratic societies as well as of taking moral matters too lightheartedly. Nevertheless, his full rejection of the study for the below-mentioned reasons is not tenable. We will thus argue why, if carefully designed and executed, experiments like the Moral Machine can indeed inform ethical and legal debates about the regulation of self-driving cars.

The Moral Dimension of the Law

Harris criticizes the Moral Machine scientists for careless handling of the law. He illustrates his criticism by referring to two famous cases of the English legal system and states that moral decisions about the life and death of “innocent road users” could not be debated isolated from the law – “a cognizance of which the Moral Machinists show no evidence whatsoever!” (2020, p. 72). In the first historical landmark case (R v. Dudley and Stephens [1884] 14 QBD 273 DC), two shipwrecked sailors had killed and eaten their cabin boy who had fallen into a coma. Despite acting out of necessity to save their own and a third life, both were charged with murder. Harris blames Awad et al. for taking for granted the permission that a self-driving car could kill innocent people in the case of necessity while “it is not open to the drivers of driverless cars […] automatically to expose other innocent road users to injury or death when the alternative involves any risk to themselves or
their machines” (2020, p. 71). With the second example – the case of the separation of the Manchester conjoined twins, killing the weaker one (Re A [2001] 2 WLR 480) – Harris emphasizes the complexity of the legal process which is necessary to deal with life-and-death decisions. “What, absent consent, can be imposed on innocent citizens” is a complicated process in “mature democracies” that requires a broad discourse and inclusion of all relevant aspects. Therefore, to him, “to settle in advance the legal and ethical ramifications of any deaths resulting from the programming of the vehicles […] is naïveté of heroic proportions!” (2020, p. 73). In our view, Harris’ first major point, that moral preferences by laypersons must not violate the law, is problematic for several reasons.

First of all, the law is not static but open to changes orchestrated by a democratic law-making process. This process might well be informed by the preferences of the public; the democratic law-making process does not require specifically moral preferences. In principle, any preference supported by a majority might become law, if they are not unconstitutional. Most importantly, this means that, in constitutional democracies, new laws must not violate constitutionally guaranteed fundamental rights. This, however, is only the legal perspective.

A second point worth noting is that moral preferences must not necessarily match the law. While it might be moral to comply with the law, it is not automatically amoral or immoral to have preferences that violate the law. Similarly, asking for preferences is not amoral or immoral merely because the preferences one finds stand in conflict with the law. Just as there are laws that are amoral (e.g., traffic laws stipulating on which side of the road cars must drive), there are certainly also immoral laws, i.e., laws that are immoral but still count as law (think of some contemporary migration laws in contrast to particularly severe “Nazi laws” that arguably do not count as law). Thus, we need reasons as to why some preferences are immoral. Simply stipulating that they would be immoral because of a conflict with the law is not convincing. Without further reasons, it is furthermore circular to say that some preferences are immoral because they might violate the law. This is so because one could also say that laws in conflict with moral preferences should be changed.

Third, there are no good reasons for categorically stating that collecting preferences from laypersons for the sake of (legal) regulation would be meaningless. It is questionable whether this would be different if such preferences were not general preferences, but moral ones (and thus might be particularly sensitive in terms of the process of collecting preferences). In other words, where is the difference between finding the majority has a particular preference in contrast to the majority having a moral preference such as in cases of moral dilemmas for saving the young instead of the elderly?
Fourth, all the well-known arguments in favor of the conceptual separation of law and morality that basically aim at shielding the (process of) law (-making) from external influences (see, e.g., the classical essay by Hart, (1958); for an overview, Ratnapala, 2017, Chapter 8) can also be turned upside down in order to shield morality from the law. In this vein, any conceptual understanding as to what morality is should not be influenced by anything only the law might prescribe.

The Legal Notion of Necessity

The specific critique that even in the “shipwrecked sailors” case it was illegal to kill the innocent cabin boy in order to save the lives of three other shipwrecked sailors is also problematic. This is similarly true for the argument that in the “Manchester twins” case it was legal to separate the twins and thereby kill the weaker (in terms of survival chances after separation) twin in order to save the stronger twin only after a complicated and lengthy legal process of a mature democracy adhering to the rule of law. Relying on (English) legal terms, Harris states that there is no “defense of necessity to charges of murder” (2020, p. 72).

The example of the English law as a general argument against the necessity case is problematic. First, Harris’ general assessment is not entirely correct anymore, because the “Manchester twins” case somewhat departed from the long-standing precedent that there is no necessity defense against murder charges (just see Santoni de Sio, 2017, p. 416). Second, a slightly different image of the circumstances and potential arguments arises when we turn toward the German criminal law doctrine. Section 32 of the German Criminal Code (self-defense), which allows the killing of a person in order to save oneself, and Section 33 (excessive self-defense), allowing to kill a person in order to save someone else, both require an attack as self-defense according to Section 32 para 2 (“any defensive action which is necessary to avert a present unlawful attack on oneself or another”). Therefore, these sections will be rarely relevant in moral dilemmas with self-driving cars. There are, however, also Section 34 (necessity as justification) and Section 35 (necessity as defense). In emergency situations (in case two lives are in danger but none of the endangered persons engages in an illegal attack endangering the life of the other person), the sacrifice of human life is not justifiable. However, an act resulting in saving person A and killing person B might be – according to a progressive view – justifiable out of necessity or it might be excusable (cf. Hilgendorf, 2018, pp. 60–70). Consider the “Carneades” case, much like the case of the shipwrecked sailors, which is the classic example in German criminal law doctrine. This scenario goes back to the time of Carneades of Cyrene (2nd century BC): two shipwrecked sailors see a plank that can only carry one
of them. One of them reaches the plank first; when the other sailor also reaches the plank, he is about to drown. He pushes the first sailor off the plank, thus causing him to drown. Is the surviving sailor to blame or did he merely act in self-defense? Following the German doctrine, the action of the shipwrecked sailors killing the cabin boy in order to save themselves has to be excusable because if their behavior would be forbidden the law would command the sailors to sacrifice themselves. As this is too much to ask from individuals, in Germany such a behavior is, in legal terms, considered “excusable” – i.e., it remains illegal but goes unpunished (for a general overview, see Dreier, 2007).

The Difference Between Regulating Moral Emergencies and Moral Dilemmas

Here is another problem with Harris’ argument. Both cases referred to by Harris were such that individuals acted in situations of immediate emergency calling for rapid decisions. The regulation of self-driving cars is relevantly different. It does not concern an individual decision, but the general regulation of situations that very likely will occur once the technology of self-driving cars is sufficiently advanced.

It is thus important to distinguish the regulation of moral emergencies from moral dilemmas in traffic accidents involving self-driving cars. The technological innovation of self-driving cars and their computational capacity confront us with a new situation. Computational capacity outstrips human capacities in reacting during accidents, which offers new potential for regulation. So far, this potential was nonexistent due to the cognitive limitations of humans. In traffic accidents, humans mostly react fast and affectively instead of thinking through all possible options. While we might still also say that moral dilemmas of self-driving cars should be solved by given legal provisions, we might also acknowledge that this genuinely new situation asks for new regulation. Consider the example of sacrificing person/group B in order to save person/group A. According to a conservative opinion in German criminal law, such a sacrifice would only be excusable if the person whose life is at stake takes the decision to kill another person to save her life. For if we do not change the current legal situation (at least according to the prevailing conservative opinion in Germany, for instance), we must realize that we decide for letting A and B die (instead of killing one person/group and saving another person/group) for the sake of the law remaining “blameless.” This seems like a high price to pay because car traffic – in contrast to shipwrecked sailors – is a daily business.

Moreover, there is the duty of states according to the European Court of Human Rights to protect persons from (avoidable) dangers. With the introduction of the technology of self-driving cars, the number of traffic accidents is arguably reducible to a significant extent (Eisenberger, 2017,
This logic might be extended to the remaining accidents that are not avoidable. For these moral dilemmas, the obligation of states to protect lives might lead to the obligation to choose either to save A or to kill B instead of letting both, A and B, die (cf. Kirchmair forthcoming).

The Concept of Morality

The second major claim Harris makes in his paper is that the Moral Machine experiment lacks any sound concept of morality. The problem, Harris notes, is less the attempt of the “Moral Machinists” to take public morality as the foundation for legal and ethical frameworks, but mainly the reductionist image they draw of public morality, ignoring its embeddedness within a historical and cultural process. Public morality, Harris says, “has evolved over a lengthy period, often painfully; informed by history, art, literature, culture, personal experience, and much more” (2020, p. 76). In contrast, Awad et al. simply consider the participants’ preferences on the Moral Machine platform as expressions of public morality, or so he claims:

Majorities are not necessarily right; neither science nor ethics is produced by casting votes for particular ‘answers’; happy though such a possibility might seem to some! The Moral Machinists are proposing the moral equivalent of deciding whether the world is flat by finding out what people would prefer the answer to be.

(Harris, 2020, p. 74)

Following Harris, Awad et al. aim to replace a reflected discourse on complex and controversial ethical problems with simple yes-or-no questions to uninformed individuals. For Harris, this methodology is highly unreliable. “‘Public morality’, as they crudely and mistakenly understand it, requires only ill informed, unconsidered preferences, given instantly and thoughtlessly, as if playing a computer game!” (2020, p. 76). Therefore, he considers the experiment “amoral and indeed immoral” (2020, p. 78) by promoting a simplified and wrong impression of public morality that consequently eliminates the distinction between moral judgments and personal prejudices. As Bonnefon explains, the idea behind the Moral Machine experiment was not to decide what ought to be done, all things considered, by polling moral preferences. Referring to the German Ethics Commission, he writes: “there is nothing wrong with trusting well-informed specialists, but it is unfortunate that citizens were not given an opportunity to voice their preferences, especially when the specialists disagreed” (Bonnefon, 2021, p. 71).11

It is of course a grand question to ask what (public) morality is. The critique, however, that morality cannot be found with an experiment like the
Moral Machine experiment hinges as much upon answering this question as the experiment itself. Is morality only to be found in the “ivory tower” of ethical theory building or is it (also) connected to what (the majority of) laypersons consider(s) to be the right thing to do? If the latter has to play a role, the study design in order to find morally relevant preferences becomes crucial. While it is correct to ask for high methodological standards when investigating preferences, in particular moral preferences, it is too easy to wipe off any experiment aiming to shed light on public morality.

Similarly, the role of the majority in public morality is a complex issue. It seems that when avoiding cases in which the majority is directed against a specifiable minority (e.g., if a population with 70% elderly persons is asked whether either the elderly or the young should be saved and the vote goes in favor of the elderly), the judgment of the majority of a population as well has a decisive role to play in finding public morality, for if this would not be the case we could speak of the tyranny of the (moral) few. However, if the majority prefers sacrificing some minority for dubious reasons (let self-driving cars kill a specific minority group first), we need to be able to dismiss their preferences somehow.

Moreover, it does not suffice to stipulate the irrelevance of “what the people think” for what is morally right. Some political philosophers take this to be of high importance for questions of justice. David Miller, for instance, holds that any theory of justice is “to be tested, in part, by its correspondence with evidence concerning everyday beliefs about justice” (1999, p. 51). Also, neglecting this relevance might force one to endorse a version of metaethical universalism, i.e., the idea that there is a single true morality that applies to all individuals and groups. As Thomas Pölzler has recently argued, metaethical universalism is way more controversial than is commonly thought, and metaethical relativism is perhaps the more convincing position. In contrast to universalism, relativism holds that “the truth or falsity of moral judgments depends on the beliefs, traditions, practices, sentiments etc. of individuals or groups” (Pölzler, 2021, p. 834). Such a position would arguably be easier to combine with a certain normative relevance of public preferences. This seems also true for yet another position in the literature, according to which the actual moral preferences of the people are so diverse – and likely to remain so – that we should aim for a political solution rather than a moral one (Brändle & Schmidt, 2021; Himmelreich, 2018, pp. 675–676; Rodríguez-Alcázar, Bermejo-Luque, & Molina-Pérez, 2020).

Finally, saying that majorities don’t necessarily make morally right judgments, a point that Harris underlines with the example of the former popularity of a “certain ‘Bohemian corporal[]’” opinion, doesn’t show that they conversely most likely arrive at wrong moral judgments. Certainly, majorities are not a guarantee for morality but so aren’t judgments
of individuals, even those of moral philosophers. Harris seems to endorse a concept of morality that requires a person to possess a certain level of expertise or at least being informed in order to make moral judgments. He criticizes the Moral Machine experiment for considering “ill informed, unconsidered preferences” and throughout his paper avoids speaking of moral intuitions or moral preferences in the context of the Moral Machine experiment. Yet, recent empirical research on the moral intuitions of professional moral philosophers has challenged the idea that there is such a thing as moral expertise in the sense that the moral intuitions of moral philosophers are more reliable than those of laypersons (for an overview, see Horvath & Koch, 2020; Paulo, 2020, pp. 345–356). As Eric Schwitzgebel and Fiery Cushman put it in their well-known study of philosophical expertise,

“if there is a level of philosophical expertise that reduces the influence of factors such as order and frame upon one’s moral judgments, we have yet to find empirical evidence of it.”

(2015, 136)

Conclusion and Outlook

In this contribution, we have argued for the potential of empirical moral philosophy in the context of the regulation of self-driving cars. For this, we focused on the use and abuse of capturing the moral preferences of the public and including these into the regulatory process.

The Moral Machine experiment, probably the most prominent empirical study in this field due to its large dataset, was used as an example of a study that collected evidence on public moral preferences for the sake of programming self-driving vehicles. After a comprehensive presentation of the study’s aim and methodology, criticism of the study has been discussed and partly refuted.

On the one hand, critical points concerning the methodology (or the “right” way of investigating the public’s moral preferences) were discussed. We found that, while Awad et al.’s approach of using thought experiments for their experiment can be defended, there is some legitimate criticism that has to be taken seriously. As Bigman and Gray have shown with the introduction of a third option – the equality option – in their own studies, the Moral Machine experiment might suffer from the danger of distorting the results through the experimental setup, namely by forcing participants to decide between killing group A and group B. This limited choice in the Moral Machine experiment design might hamper capturing the real preferences of people in dilemma situations. Although rejected by Awad et al. by pointing to their own version of an equality option, this bug will have to be considered in new experiments if the point is to actually discover the
moral preferences of individuals (instead of forcing them to take political decisions of how to regulate dilemma situations). Also, it turned out that conceptual problems concerning the scope of interpreting the preference for equality in both studies point toward the necessity of further research on this option. The notion of equality simply is too broad in order to serve as an unambiguous third alternative without blurring the actual moral preferences of test persons.

On the other hand, we have shown that, whereas methodological criticisms concerning the Moral Machine experiment raise important questions, arguments for a total rejection of this (or a similar) study for normative reasons don’t hold. As a response to Harris’ *Immoral Machine*, we have argued that neither from a legal nor from an ethical perspective, there is a point of concern that convincingly undermines the raison d’être of the Moral Machine experiment. Still, it has indeed to be stressed that investigating public morality is a sensitive goal that requires critical evaluation of the methodological approaches throughout the process. Sensible ways of accounting for both public morality and traditional moral theory have been suggested (see, e.g., Savulescu, Gyngell, & Kahane, 2020; Paulo, 2023).

As a result, it can be stated that the findings of the Moral Machine experiment are an impressive collection of data that has indeed contributed to the ethical and legal debate of how to regulate moral dilemmas caused by self-driving cars. Future empirical research in the field can continue this course. While the methodological limits of the Moral Machine experiment have to be acknowledged, it is nevertheless important to consider public moral preferences in the ethics of self-driving cars.

Finally, it is important to consider the context when discussing the ethics of self-driving cars. While from today’s perspective, self-driving cars promise to save lives (as currently most of the lethal car accidents are caused by human errors), this strong gain in safety might decrease in the wake of time. Once self-driving cars will be “the new normal,” and human drivers the exception, the assessment standard will change. In the future, accidents due to human errors might be forgotten and the remaining causes of accidents will be the dominant issue. Pointedly expressed, what could be an acceptable and reserved programming for self-driving cars in 2023 might not be acceptable anymore in 2033. With this shift, moral preferences on how to regulate dilemma situations might also change. The likely changing ratio from a majority of human-driven cars in 2023 and a likely majority of self-driving cars in the mid-term future might thus also require different rules. While a mostly human-driven car environment might be best guided by currently dominant rules, an almost only self-driven car environment might work with a (almost) new set of rules, morally and legally. In other words, the ethics of self-driving cars are context dependent and cannot be considered isolated. Approaches of empirical moral philosophy working
on these moral questions should accompany this process by addressing pressing questions at hand. This means that empirical work on moral preferences should focus on the pressing challenges that are likely about to change considering the current state of affairs.
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Notes

* All authors of this chapter contributed equally
1 The provision on collision avoidance systems (and dilemma problems) in § 1e para. 2 No. 2 of the German “Gesetz zum autonomen Fahren” of July 2021 (Federal Law Gazette I 2021, p. 3089, 3108), reads as follows: Motor vehicles with an autonomous driving function must have an accident avoidance system that

   “(a) is designed to avoid and reduce harm, 
   (b) in the event of unavoidable alternative harm to different legal interests, takes into account the importance of the legal interests, with the protection of human life having the highest priority; and 
   (c) in the case of unavoidable alternative harm to human life, does not provide for further weighting on the basis of personal characteristics.” (Translation: Lando Kirchmair)

2 For more information on the setup and working of the Moral Machine, see Bonnefon (2021).
3 In addition, further categories were integrated that, according to Awad et al., cannot be assigned to one of the nine factors (e.g., pregnant women, doctors or criminals).
4 Others have defended the use of trolley cases in the debate concerning accidents of autonomous vehicles, see, e.g., Keeling (2020) and Wolkenstein (2018). For a detailed discussion of the actual philosophical trolley problem in the ethics of self-driving cars, see Kamm (2020).
5 On the types and functions of thought experiments in ethics, see Pölzler and Paulo (2021).
6 The third of these is not directly relevant for the purposes of this paper, which is why we only mention studies 1 and 2.
7 They call this the “forced inequality” condition, which is described as follows: “participants were given two options to choose from: killing one type of people to save another (e.g., “kill men and save women”) or vice versa (e.g., “kill women and save men”)” (Bigman & Gray, 2020, supplementary material).
8 As Bigman and Gray explain, “The procedure was identical to the ‘Equality Allowed’ condition from Study 1 with one change: The ‘Treat Equally’ option was framed ‘To decide who to kill and who to save without considering
whether it is XXX or YYY’. For example: ‘To decide who to kill and who to save without considering whether it is a man or a woman’” (2020, supplementary material).

9 In Bigman and Gray’s supplementary table 2, the numbers concerning fewer vs. many are inadvertently reversed, as Yochanan Bigman has confirmed to us in personal communication.

10 This exception concerns the social status of the potential victim. Whereas the responses to the dilemmatic scenarios revealed a preference for saving people with high social status, test persons largely corrected this result using the slider (Awad et al., 2020, p. E4).

11 He also posits that the Moral Machine experiment included controversial categories such as social status and bodily fitness in order to make clear that “people shouldn’t blindly follow our results when programming self-driving cars” (Bonnefon, 2021, p. 47).

References


Horvath, J., & Koch, S. (2020). Experimental philosophy and the method of cases. *Philo...
Gashi, E., Schoitsch, & F. Bitsch (Eds.), *Computer Safety, Reliability, and Security* (pp. 405–410). Cham, Switzerland: Springer.


