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Preface 

Martin Rees

This book is about our entire planet’s future. The stakes have never been 
higher. The Earth has existed for 45 million centuries, but this is the 
first century in which one dominant species—ours—can determine, 
for good or ill, the future of the entire biosphere. Over most of 
history, the benefits we garner from the natural world have seemed an 
inexhaustible resource; the worst terrors humans confronted—floods, 
earthquakes, and diseases—came from nature too. But we are now deep 
in the ‘Anthropocene’ era. The human population, now exceeding eight 
billion, makes collective demands on energy and resources that are not 
sustainable without new technology and threaten irreversible changes 
to the climate. Novel technologies—especially bio and cyber—are 
socially transformative, but open up the possibility of severe threats if 
misapplied. The worst threats to humanity are no longer ‘natural’ ones; 
they are caused (or at least aggravated) by us.  

Moreover, the world is far more interconnected by travel, the internet 
and supply chains; a disaster in one region will cascade globally.

Despite the concerns, there are some countervailing grounds for 
optimism. For most people in most nations, there has never been a 
better time to be alive, thanks to advances in health, agriculture, and 
communication, which have boosted the Global South as well as the 
northern world. Everyday life has been transformed in less than two 
decades by mobile phones, social media, and the internet; we would 
have been far less able to cope with recent shutdowns without these 
facilities. Computers double their power every two years. Gene-
sequencing is a million times cheaper than it was 20 years ago: spin-offs 
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viii The Era of Global Risk

from genetics could soon be as pervasive as those we’ve already seen 
from the microchip. 

And this optimism about science need not be eroded by COVID-19. 
Indeed, in dealing with this globe-spanning plague, science has been 
our salvation. The response has shown the scientific community’s 
strengths—a colossal worldwide effort to develop and deploy vaccines, 
combined with honest efforts to keep the public informed. The crucial 
role of the underlying science—and the ‘scenario planning’ needed to 
minimise the likelihood of bio- and cyber- catastrophes—are key themes 
of the present book.

The challenges to governance posed by COVID-19 were 
unprecedented (at least in peacetime) in their urgency, impact, and 
global scope; ‘experts’ had to engage with politicians and the wider 
public in order to overcome them. But the world would have coped far 
better had there been more planning and preparedness at international 
levels. And there are conjectural threats—engineered pandemics and 
massive cyber attacks, for instance—that could create at least equal 
devastation at any time. Indeed, their probability and potential severity 
is increasing. COVID-19 must act as a wake-up call, reminding us—and 
our governments—of our vulnerabilities. 

Looming over the world in this century is the threat of climate 
change. This is potentially a ‘global fever’, in some ways resembling a 
slow-motion version of COVID-19. For instance, both crises aggravate 
the level of inequality within and between nations. Those in megacities 
in the majority of the world can’t isolate from rogue viruses; medical 
care is minimal, and they are less likely to have access to vaccines. 
Likewise, it is those countries, and the poorest people in them, that will 
suffer most from global warming and the subsequent effects on food 
production and water supplies. Climate change and environmental 
degradation may well, later this century, have global consequences 
that are even graver than pandemics and could last longer (or, indeed, 
be irreversible). So too could the loss of biodiversity, leading to mass 
extinctions. Many, from Pope Francis downward, believe that the natural 
world’s diversity has value in its own right, quite apart from its crucial 
importance for us humans.  

But a potential slow-motion catastrophe doesn’t engage our public 
and politicians: our predicament resembles that of the proverbial boiling 
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frog, content in a warming tank until it’s too late to save itself. We fail to 
prioritise prevention and countermeasures, because their worst impact 
stretches beyond the time-horizon of political and investment decisions. 
Politicians recognise a duty to prepare for floods, terrorist acts, and other 
risks that are likely to materialise in the short term–-and are localised 
within their own domain. But unless there is a clamour from voters, 
they have minimal incentive to address longer-term threats that aren’t 
likely to occur while they’re still in office—and which are global rather 
than local.

And of course most of the challenges are global. Coping with 
COVID-19 is plainly a global challenge. Similarly, the threats of potential 
shortages of food, water, and natural resources—and  the challenge of 
transitioning to low carbon energy—can’t be overcome by each nation 
separately. Nor can the regulation of potentially threatening innovations, 
especially those spearheaded by globe-spanning conglomerates. Indeed, 
a key issue is to what extent, in a ‘new world order’, nations will need 
to yield more sovereignty to new organisations along the lines of the 
IAEA, WHO, etc. And how do we manage the tension between privacy, 
security, and freedom in a world where small groups (or even a malign 
individual) empowered by bio or cyber technology could cause global 
devastation?

Scientists have an obligation to promote beneficial applications of 
their work in meeting these global challenges. Their input is crucial in 
helping governments decide wisely which scary scenarios—ecothreats 
or risks from misapplied technology—can be dismissed as science 
fiction, and how best to avoid the serious ones. We also need the insights 
of social scientists to help us envisage how human society can flourish in 
a networked and AI-dominated world.

The case for intense study of these extreme threats is compelling. But, 
until recently, they received minimal attention—far less than has been 
devoted to ‘routine’ accidents. Unless voters speak up, governments 
won’t properly prioritise the study of mega-threats that could jeopardise 
the very survival of future generations. So scientists must enhance their 
leverage by involvement with NGOs, via blogging and journalism, and 
by enlisting charismatic individuals and the media to amplify their 
voices and change the public mindset. It is encouraging to witness the 
number of activists increasing, especially the young—who can hope 
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to live into the 22nd century. Their campaigning is welcome. Their 
commitment gives grounds for hope. 

 These areas of study, crucial to the world’s future, are still  
underprioritised in the world of academia and  policy studies.  I am 
glad that  my university, Cambridge, is one of a still-small number 
that  has  created a Centre for the Study of Existential Risks (CSER). 
Staffed by idealistic young researchers, with expertise spanning natural 
and social sciences,  the CSER  has helped to deepen and solidify our 
understanding of  this crucial agenda, and has thereby gained traction 
with policymakers.

This book, marking the 10th anniversary of CSER’s foundation—
and written in collaboration with experts from other centres—offers 
a perspective on the key topics, in a clear format and style which we 
hope will spread an informed awareness  of the epochal issues that it 
addresses. 

I am an astronomer, and would like to close with a cosmic perspective. 
Our Earth—this tiny ‘pale blue dot’ in the cosmos—is a special, maybe 
even unique, place. We are its stewards during an especially crucial era. 
That is an important message for us all. 

We need to think globally, we need to think rationally, we need to think 
long-term—we need to be ‘good ancestors’, empowered by 21st-century 
technology but guided by values that science alone cannot provide. This 
book should provide some grounding for these aspirations. 



Introduction

SJ Beard, Martin Rees, Catherine Richards, and 
Clarissa Rios Rojas

We are living in an era of global risk. While policymakers were once able 
to focus exclusively on the risks facing their particular constituency—be 
that a country, corporation, community, or institution—now, everybody 
must take account of the threats that endanger humanity as a whole. These 
come in many forms, from global-scale natural disasters (like volcanic 
super-eruptions) to anthropogenic environmental destabilisation (like 
climate change and loss of biosphere integrity), and from calamities 
that spread rapidly around our highly networked planet (like viruses 
and cyber threats) to the development of novel technologies with high 
destructive potential (such as artificial intelligence and biotechnologies). 
Reflecting this trend, the recent sixth edition of the United Nations 
Global Assessment Report on Disaster Risk Reduction, Our World at 
Risk, calls on member states for transformative governance that will 
lead to a resilient future, particularly given the increased occurrence 
and intensity of disasters. Similarly, the UN Secretary General’s report, 
‘Our Common Agenda’, seeks to centralise the initiatives needed for better 
management to major global risks within discussions of global policy 
and governance. 

One of the most prominent advocates for the importance of global 
risk has been the World Economic Forum, who defines a global risk 
as “the possibility of the occurrence of an event or condition that, if it 
occurs, could cause significant negative impact for several countries or 
industries”. Since 2006, the Forum’s annual Global Risk Report, based on a 
comprehensive risk perception survey of its members and stakeholders, 
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has provided something of a barometer showing which risks are of 
greatest concern. For instance, their inaugural report found that: 

The 2006 risk landscape is dominated by high impact headline risks, 
such as terrorism and an influenza pandemic, which top the global risk 
mitigation agenda and are increasingly well understood. Other risks, 
like climate change, whose cumulative impact will only be felt over the 
longer term, have begun to move to the centre of the policy debate and 
may offer the greatest challenges for global risk mitigation in the future.1 

However, by the time of its most recent 2022 edition, the focus of the 
report has shifted markedly, now finding that over the next five years, 
leaders are most concerned about societal risks (such as social cohesion, 
livelihood, and mental health) and environmental risks, but that 
“over a 10-year horizon, the health of the planet dominates concerns: 
environmental risks are perceived to be the five most critical long-
term threats to the world as well as the most potentially damaging to 
people and planet”.2 One trend that can be observed in this shift in 
risk perception is a long-term move away from concern about external 
threats we need to secure ourselves against (such as specific viruses or 
terrorism) and towards systemic risks that we, as human beings, are 
creating for ourselves, through poor governance, short-termism, and a 
too narrow focus on economic productivity.

Such a shift is very much in line with the developing understanding 
of global risk at the Centre for the Study of Existential Risk, located 
at the University of Cambridge. However, our concern is not simply 
to understand what risks decision-makers are most concerned by, but 
which ones they should be more concerned about, and what they need 
to do to mitigate those risks. There is an increasingly rich vocabulary 
for understanding global risks,3 and with this, it has become clear that 
not all risks are the same. Some are also ‘extreme’, both in the sense 
that they involve extreme amounts of harm and that they could push 
global systems outside of their ‘normal operating space’.4 Within this 
class, two further subcategories have received particular attention. 
Global catastrophic risks (GCRs) involve events with one or more of 
the following characteristics: (a) “sudden, extraordinary, widespread 
disaster beyond the collective capability of national and international 
governments and the private sector to control”;5 (b) significant harm 
at the global scale, such as a large and sudden reduction in the global 
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population,6 and/or (c) a failure of critical global systems,7 including 
the cluster of sociotechnological systems we sometimes call ‘human 
civilisation’. Finally, existential risks are those with the very worst 
potentialities, usually understood to involve either the extinction of 
humanity8 or “the permanent and drastic destruction of its potential for 
desirable future development” (according to some assumptions about 
what desirable futures might be).9 While these two are often conflated, 
it might be best to separate them into extinction risk and existential risk.10

There are many reasons why we should be especially concerned about 
extreme global risks, global catastrophic risks, and existential risks. 
Moral philosophers have argued that we have the strongest possible 
moral duty to mitigate these risks, whether on utilitarian,11 idealist,12 

agent-centred,13 or social-contract-based14 grounds. Psychologists have 
also shown how people are systemically biased towards downplaying 
and ignoring these risks, and thus we need to work hard if we are to 
overcome these biases and give the risks the attention they deserve.15 
However, increasingly, we can also see that paying attention to risks such 
as these has tremendous practical importance. It seems likely that the 
current level of these risks is such that they could significantly impact 
the lives and futures of many people who are alive today, as well as being 
a significant threat to the long-term goals of many kinds of institution, 
from governments and charities to investors and corporations. In this 
book, we will not pay much attention to the reasons why one should 
focus on extreme global risks. Instead, we simply note that, if given the 
choice, most people would unquestionably want to protect themselves 
and others from such risks, and thus focus on the dual questions of how 
to understand these risks and manage them effectively.

The following ten chapters set out a number of different approaches 
to thinking about global, extreme, global catastrophic, and existential 
risks. The first five focus on the emerging science of global risk itself 
and build the case for an open and creative approach to studying these 
risks, drawing on lessons from the past—from the rich interdisciplinary 
literature on social and ecological collapse, from the experiences of 
people working on the governance of science and technology, from 
discussions about global injustice, and from the diversity of human 
beings with an interest in safeguarding our collective future. The 
second set of chapters then go on to provide more detailed assessments 



xiv The Era of Global Risk

of different risk drivers (including natural disasters, environmental 
breakdown, biotechnology, the potential of transformative future 
artificial intelligence (AI) in general, and the military application of AI 
in particular); the peculiar challenges to studying and mitigating each 
of these; and how they compare. Most, but not all, of these chapters 
were written by researchers affiliated to, or associated with, the Centre 
for the Study of Existential Risk at the University of Cambridge, and 
the chapters aim to provide those researchers’ personal accounts of how 
best to think about this aspect of global risk while also engaging with, 
and surveying, a far broader range of literature and perspectives on the 
subject.

Our first chapter, ‘A Brief History of Existential Risk and the People 
Who Worked to Mitigate It’ by SJ Beard and Rachel Bronson, provides 
a historical account of our growing understanding of global risks and 
how scientists and others have worked to mitigate them. Looking back 
over the past 75 years, the chapter shows us how humanity has had to 
grapple with threats from nuclear weapons, environmental breakdown, 
and novel technologies to the political and technological forces that 
created them. However, it also surveys the many active scientific and 
political movements that have worked to avert disaster, as curious, 
compassionate, and courageous people have sought to understand 
these terrifying forces, bring them to wider public attention, and work 
to prevent human extinction and the collapse of civilisation. Using the 
iconic Doomsday Clock of the Bulletin of Atomic Scientists as a guide, 
it briefly tells the story of some of these people and organisations 
who sought to guide us safely through the 20th century and beyond. 
Understanding this history both helps us to understand the risks that 
continue to threaten humanity and offers opportunities to learn from 
the successes and failures of the past, rather than focusing only on 
whatever catastrophe is most immediate in our collective attention. 
In particular, the chapter highlights the importance of reinforcing key 
messages about risks, modelling extreme scenarios, managing the pace 
of scientific research, and placing its findings in the public domain—
messages which are echoed in subsequent chapters.

The second chapter, ‘Theories and Models: Understanding and 
Predicting Societal Collapse’ by Sabin Roman, looks at what those who 
study global risks can learn from efforts to understand and model the 
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process of societal and ecological collapse, which is a significant global 
risk in itself and also an example of the kind of extreme, non-linear, and 
potentially dangerous transition that is associated with extreme global 
risks more generally. Surveying the extensive and interdisciplinary 
literature on this subject, in some cases extending back several 
centuries, the chapter illustrates the ways in which many qualitative 
and quantitative modelling approaches can be applied to shed insight 
on the causes and nature of such collapses. Some of these approaches 
are primarily concerned with the exogenous causes of collapse, such as 
conflict or environmental catastrophes. However, other approaches view 
collapse as endogenous to societies themselves, originating in economic 
inequality or shifting societal dynamics, and it is argued that even in 
the presence of external causes we cannot fully understand collapse 
unless we take account of these endogenous effects that ultimately 
make societies vulnerable in the first place. Perhaps most promisingly, 
the chapter indicates how we can create constructive new approaches 
based around modelling a variety of feedback loops between different 
elements, and how these can be adapted to generate and test new 
hypotheses about social and ecological collapse (either past or future).

Chapter 3, ‘Existential Risk and Science Governance’ by Lalitha S.  
Sundaram, looks at how the governance of science might matter for 
the production and prevention of existential risk, and whether there 
are options for making science and technology less risky that are 
being ignored. In particular, it focuses on the ways in which scientific 
governance is conventionally framed within the global risk community—
as something extrinsic to be regulated, with either greater top-down 
control to promote safety, or greater libertarian freedom to promote 
innovation—and highlights the potential shortcomings of this approach. 
As an alternative, it proposes considering scientific governance more 
broadly as a constellation of socio-technical processes that shape and 
steer technology, and argues that research culture and self-governance 
within science need to be seen as central to how science and technology 
developments play out. This alternative framing highlights many new 
levers at our disposal for ensuring the safe and beneficial development 
of technologies; overlooking such possibilities could mean robbing 
humanity of some of our most effective tools for mitigating global risk. 
The chapter ends by proposing some areas where scientists and the 
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global risk community might together hope to influence those existing 
modalities, such as via education, professional bodies, two-way policy 
engagement, collective action, and public outreach.

Chapter 4, ‘Beyond “Error and Terror”: Global Justice and Global 
Catastrophic Risk’ by Natalie Jones, serves as an invitation to consider 
global political, economic, social, and legal systems (particularly in 
relation to global justice and inequality) when studying and addressing 
global catastrophic risks. While the previous chapter showed how our 
understanding of risk was hampered by too great a focus on top-down 
approaches to mitigation and governance, this chapter highlights a no 
less important blind spot in much of the thinking about global risk: the 
tendency to focus more on individuals and institutions as agents of 
risk, and neglect the importance of systems of extraction, oppression, 
marginalisation, and corruption. While individuals and institutions 
are undoubtedly important drivers of global risk, studying global risk 
while ignoring global injustice can distort our understanding of risk. In 
contrast, adding a global justice lens onto our existing strategies helps us 
see the nature of risks more clearly. Furthermore, as the case of climate 
change shows, strategies to reduce global catastrophic risk will be more 
effective if they take account of global justice considerations. It follows 
that policies to reduce global catastrophic risk can—and should—be 
designed to simultaneously mitigate risk and achieve justice.

Chapter 5, ‘We Have to Include Everyone: Enabling Humanity to 
Reduce Existential Risk’ by Sheri Wells-Jensen and SJ Beard, argues for 
the importance of considering diversity and inclusion as integral both to 
a flourishing science of global risk and to efforts to mitigate such risks. 
Given the scale and importance of global risk, it can be tempting to 
believe that only the most able would be able to understand and mitigate 
it effectively. However, the chapter argues that such thinking is clearly 
mistaken. Far from being merely vulnerable and unable to help, disabled 
people and others who are marginalised or excluded are the real experts 
in vulnerability, adaptation, and resilience, and have a lot to contribute 
to studying and managing risks, even on the global scale. Moreover, 
diversity and inclusion are vital sources of creativity and insight. This 
chapter explores the limitations and costs of standard narratives around 
diversity and inclusion in global risk, and shows how the global risk 
community would benefit from championing inclusive futures and 
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paying more attention to disabled people and other marginalised 
groups. It focuses on the benefits of diversity and inclusion across three 
case studies (foresight and horizon scanning, space colonisation, and 
bioethics) to highlight this point, while also considering the wider costs 
of marginalisation and exclusion to society as a whole.

Moving onto specific drivers of risk, Chapter 6, ‘Natural Global 
Catastrophic Risks’ by Lara Mani, Doug Erwin, and Lindley Johnson, 
considers risks from ‘natural’ disasters. It explores the dichotomies that 
are often neglected and left on the peripheries of discussions about such 
risks falling somewhere between hazard and vulnerability. The chapter 
shares a similar perspective to Chapter 2, that while the historical and 
geological record of such disasters can be used to study their impact, we 
need to consider more than just the rate of disasters as exogenous events 
and also take account of the factors that make societies and species more 
or less vulnerable to them if we are to understand the evolving nature of 
this risk. The chapter argues that, while humanity has lived with global-
scale natural threats (such as large magnitude volcanic eruptions and 
Near-Earth Object impacts) throughout history, the risk of such events is 
currently growing due to the increasing scale and complexity of human 
society. Thus, while the probability of potentially catastrophic natural 
hazards of this kind may be relatively low, it is certainly not negligible, 
and the societal and economic impacts are potentially vast; however, this 
type of hazard is frequently underestimated in the literature. The chapter 
surveys the state of current thinking around extreme natural risks and 
asks what can be learned from efforts to reduce some of these risks 
(such as Planetary Defense against near-Earth objects) for improving 
our resilience to natural global-scale catastrophes more generally.

Chapter 7, ‘Ecological Breakdown and Human Extinction’ by 
Luke Kemp, explores the catastrophic potential of anthropogenic 
environmental risks, and (in particular) climate change. The chapter 
considers both the scale and nature of global risk from climate change 
and the arguments for prioritising climate mitigation as a way of 
reducing global risk. Reviewing the available evidence, it notes the 
weaknesses of certain arguments that climate change is and is not a 
risk with global catastrophic and existential potential. However, while 
there are many plausible reasons to be concerned about the catastrophic 
potential of climate change, it finds that attempts to argue that we 
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should not consider climate change as being of the same severity as 
technological global risks often depend upon spurious notions of 
what a climate-induced catastrophe might involve. It then considers 
the appropriateness of using existing discourse around existential and 
global catastrophic risk to talk about climate change in the first place, 
given that this often frames risks in terms of their potential impact on 
long-term economic and technological growth, which is a questionable 
goal and one that (in many ways) assumes that possible ecological limits 
to human growth should be disregarded out of hand. Finally, however, 
in considering the case for climate mitigation as a global risk reduction 
strategy, the chapter makes the case that there is compelling evidence in 
favour of this, not only due to the direct impacts of climate mitigation 
but also the substantial co-benefits to human health and flourishing that 
many policies aimed at climate mitigation might provide. However, it 
also argues that many of the strategies proposed for climate mitigation 
at the global scale are problematic because they misidentify the root 
causes of the problem in identifying climate change as a ‘tragedy of the 
commons’ when it is actually a ‘tragedy of the elite’ where, as previously 
discussed in Chapter 4, systems of global injustice are empowering a 
small number of agents with the capacity to do large amounts of harm 
and also incentivising them to do so.

Chapter 8, ‘Biosecurity, Biosafety, and Dual Use: Will Humanity 
Minimise Potential Harms in the Age of Biotechnology?’ by Kelsey 
Lane Warmbrod, Kobi Leins, and Nancy Connell, discusses a number 
of recent advances in the life sciences that may serve to contribute to 
the current level of global risk (both positively and negatively), their 
convergence with developments in many other fields (such as AI and 
nanotech), and the harms that might be caused by their misuse. The 
chapter surveys recent developments across genomics, gain of function 
experiments, gene drives, synthetic biology, and AI-enabled biological 
research. It contrasts the rapid development and interdisciplinarity of 
these fields with the slow-moving pace of efforts to govern their use, 
often relying on the now decades-old Biological Weapons Convention. 
It thus emphasises the need for new approaches that fully embrace the 
power and flexibility of bottom-up science governance, as described 
in Chapter 3, and also the empowerment of communities who are 
often disproportionately affected by the quest for new technologies, 
as advocated for in Chapters 4 and 5. Grappling with the multiple 
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potentialities of new technologies requires careful thought, but it also 
requires researchers and practitioners to work collectively to address 
the challenges we currently face as biology marches towards a global 
bioeconomy. This is an achievable goal but will require action to be 
taken soon. Urgent actions include creating and conducting a robust 
risk assessment methodology and implementing appropriate biosafety 
measures; strengthening frameworks for obtaining and enforcing 
consent for research, including at the community level; and requiring 
higher standards of interpretability for algorithms and big datasets 
used in biological research and the development of biotechnologies (a 
problem also discussed in the next chapter).

Chapter 9, ‘From Turing’s Speculations to an Academic Discipline: A 
History of AI Existential Safety’ by John Burden, Sam Clarke, and Jess 
Whittlestone describes the development of thought related to artificial 
intelligence (AI) and existential risk. These risks are more likely to be 
realised by future AI systems with greater capabilities and generality 
than current systems; however, the field of AI is moving extremely 
swiftly and AI systems are becoming more ubiquitous in the daily lives of 
people around the world. Great care must, therefore, be taken to ensure 
these systems are safe. The chapter describes how the field of existential 
AI safety has matured from pure speculative concerns in the 20th century 
into a rigorous academic discipline of technical expertise. In particular, 
it focuses on the problem of alignment. An AI system is considered 
aligned if it behaves according to the values of a particular entity, such 
as a person, an institution, or humanity as a whole. There are many 
ways in which AI systems may become misaligned, or in which the need 
for different alignments may pull it in conflicting directions, and the 
problem could thus arise in a wide variety of contexts, with different 
but no less serious existential consequences in each of these. Just as 
important as our evolving understanding of the problems of AI safety, 
however, have been the development of new approaches to achieving AI 
safety and ensuring meaningful—and beneficial—human control over 
AI systems. Furthermore, despite the significant progress that has been 
made, the field remains surprisingly small, and its recent history only 
serves to highlight the many prospects for further development in the 
near future.

Finally, Chapter 10, ‘Military Artificial Intelligence as a Contributor to 
Global Catastrophic Risk’ by Matthijs M. Maas, Kayla Lucero-Matteucci, 
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and Di Cooke, focuses specifically on the uses of AI to increase humanity’s 
destructive capabilities within the military context. After reviewing past 
military GCR research and recent pertinent advancements in military 
AI, the chapter focuses on lethal autonomous weapons systems (LAWS) 
and the intersection between AI and nuclear weapons, both of which 
have received the most attention thus far. Regarding LAWS, it argues 
that, while the destructive capabilities of this technology are increasing, 
it is unlikely these will constitute a global catastrophic or existential risk 
in the near future, based primarily on current and anticipated costs and 
production trajectories. On the other hand, it argues that the application 
of AI to nuclear weapons has a significantly higher GCR potential. The 
chapter cites the danger of this within existing debates over when, where, 
and why nuclear weapons could lead to a GCR, as well as the recent 
geopolitical context, by identifying relevant converging global trends 
that may be raising the risks of nuclear warfare. The chapter turns its 
focus to the existing research on specific risks arising at the intersection 
of nuclear weapons and AI, and outlines six hypothetical areas where the 
use of AI systems in, around, or against nuclear weapons could increase 
the likelihood of nuclear escalation and result in global catastrophes. 
These systems include the automation of nuclear decision-making, the 
pressurisation of human decision-making, AI deployment in systems 
peripheral to nuclear weapons, AI as a threat to information security, 
AI as a threat to nuclear integrity, and broader impacts on strategic 
stability. The chapter concludes with suggestions for future directions 
of study, and sets the stage for a research agenda that can gain a more 
comprehensive and multidisciplinary understanding of the potential 
risks from military AI, both today and in the future.

While nowhere near fully comprehensive in scope, these chapters 
provide a snapshot of a rapidly evolving field: the scientific study of 
global risk as a phenomenon of urgent but tractable problems with 
global importance.16 It is a field that, although undergoing significant 
growth in recent years, still remains surprisingly small and neglected. 
Unfortunately, it is also a field that is already showing signs of 
disciplinary fracture (for instance, between researchers working 
primarily on environmental risks and those working primarily on 
technological risks) that desperately needs to be understood and 
addressed. This book represents the first interdisciplinary survey of 
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the topic to come out since Nick Bostrom and Milan Cirkovic’s Global 
Catastrophic Risks in 2008,17 and its intention is precisely to provide 
both a survey and prospectus for this science as a vibrant, open, and 
rigorous field of academic research. Each of these chapters presents a 
clear call for action and has been specially written with an educated 
lay audience in mind, although we submit that, given the range and 
nature of material being presented, they may not always be for the 
faint of heart. Nevertheless, we believe that, in this era where no one 
can ignore the threats that endanger all humanity, it is imperative that 
this science should be available to all, and that everyone should ask 
themselves: what is my role and how can I contribute to bringing the 
era of global risk to a close and move towards an era of global safety?
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1. A Brief History of Existential 
Risk and the People Who 

Worked to Mitigate It

SJ Beard and Rachel Bronson

Despite garnering significant academic, political, and public attention, 
the existential risks posed by nuclear weapons, environmental 
breakdown, and disruptive technologies continue to threaten human 
survival, and we may now be in a more perilous position than at any 
other time in history. For over 75 years we have been dragooned into 
unacceptable gambles by political and technological forces, and were 
lucky to survive thus far. However, this story has not just been about 
luck. Since the emergence of such risks, curious, compassionate, 
and courageous people (including many scientists) have sought to 
understand these terrifying forces, bring them to wider public attention, 
and work with every tool at their disposal to prevent human extinction 
and the collapse of civilisation. In this chapter, we seek to revisit the 
ups and downs of this perilous journey, using as our guide the shifting 
time of the Doomsday Clock, and to briefly tell the story of some of 
the people and organisations who sought to guide us safely through it. 
Understanding this history is vital, not only because these risks remain 
pressing, but also because it offers an opportunity for those currently 
working to reduce existential risk (and especially those in the nascent 
academic field of Existential Risk Studies) to learn from the successes and 
failures of the past. In particular, we show the importance of reinforcing 
key messages about risks and how to manage them, modelling extreme 
scenarios to understand them better, managing the pace of scientific 

© 2023 SJ Beard and Rachel Bronson, CC BY-NC 4.0  https://doi.org/10.11647/OBP.0336.01

https://doi.org/10.11647/OBP.0336.01


2 The Era of Global Risk

research, and placing its findings in the public domain. If we can learn 
these lessons and apply them rigorously, then history shows we can 
turn back the hands of the Doomsday Clock, and ensure that our future 
is no longer a hostage to our fortune. 

The origins of our understanding of Existential Risk

People have speculated about the ‘the end of the world’ since the dawn 
of history—indeed, the oldest story that has been passed down may well 
be the Mesopotamian deluge myth, which tells of a flood that wiped out 
all but a few humans, and is familiar to most in the west through the 
biblical story of Noah.1 However, such eschatological speculation has 
largely been bound up with religious beliefs and invariably ends with 
humanity continuing on Earth, in the afterlife, or via an eternal cosmic 
cycle of rebirth. Furthermore, as Martin Rees argued in his book Our 
Final Century: 

Throughout most of human history the worst disasters have been 
inflicted by environmental forces—floods, earthquakes, volcanos, and 
hurricanes—and by pestilence. But the greatest catastrophes of the 
twentieth century were directly induced by human agency.

Virtually everyone alive today is familiar (to some degree) with the 
anthropogenic risks that threaten global disaster, like nuclear war, 
climate change, and risks from disruptive technologies such as artificial 
intelligence (AI) and biotech. These risks are both naturalistic—in the 
sense that we understand how they could happen within the laws of 
nature—and absolute, in the sense that there may be no reprieve for 
humanity and no afterlife. 

In fact, the very idea that humanity was vulnerable to going extinct in 
this way may be a relatively recent invention. It arose from the scientific 
discovery of prehistoric fossils and its implication of a ‘deep past’ 
during which evidence of extinctions was incontrovertible, our growing 
awareness that there is no great difference in kind between humans 
and other species, the spread of secular atheism, and the acceleration of 
social, scientific, and technological change.2

Perhaps the first group to fully express this change in thinking were 
authors of speculative fiction. For instance, Mary Shelley, one of the 
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founders of science fiction, wrote The Last Man in 1826,3 which tells the 
story of Lionel, who witnesses the death of all other humans in the last 
few decades of the 21st century from a series of apocalyptic events, most 
notably a worldwide plague. The first mention of human extinction 
being caused by self-improving machines comes from Samuel Butler’s 
1863 Darwin Among the Machines, later reprinted as part of his novel 
Erewhon.4, 5 Similarly, the first discussion of the existential risk posed by 
atomic weaponry is arguably found in H.G. Wells’s The World Set Free,6 
while more recently, sci-fi authors have been among the first to explore 
how humanity may bring about its own demise through our harmful 
influence on planet Earth.7

Such writers not only captured the popular imagination but 
also directly influenced academic research. H.G. Wells’s 1901 book 
Anticipations of the Reaction of Mechanical and Scientific Progress Upon 
Human Life and Thought,8 for instance, is a foundational text for the 
academic discipline of Futures Studies, a subject of vital importance to 
our understanding of existential risk.9 Wells also wrote at least two non-
fiction, if not entirely serious, essays on the risk of human extinction, 
‘On Extinction’ and ‘The Extinction of Man’,10 while the first book-length 
non-fiction work to classify and explore the entire range of possible 
existential catastrophes was Isaac Asimov’s A Choice of Catastrophes.11

Yet, while they have a vital role in raising awareness and exploring 
different futures, science-fiction authors are often the first to argue 
for the importance of the hard science on which they draw. Thus, the 
true foundation of the study of existential risk belongs to a group of 
pioneering scientists and philosophers working during and shortly 
after World War II, who became concerned about several overlapping 
trends and developments with the potential to significantly threaten 
humanity’s future.

The threat of nuclear weapons

Worries about the risk of a global catastrophe first gained major scientific 
attention after World War II, with widespread concern about nuclear 
weapons and their potential to wipe humanity off the face of the Earth. 
The speed and violence with which nuclear technology evolved was 
breathtaking, even to those closely involved in its development.
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As early as 1939, world-renowned scientists Albert Einstein and Leo 
Szilard penned a letter to US President Franklin D. Roosevelt about a 
breakthrough in nuclear technology that was so powerful, and could 
have such tremendous battlefield consequences, that a single nuclear 
bomb, “carried by boat and exploded in a port, might very well destroy 
the whole port”, a possibility seen as too significant for the President 
to ignore. A mere six years later, one such bomb was used to destroy 
an entire city and its population, followed by another one. A few years 
after that, nuclear arsenals were capable of destroying civilisation as we 
know it.

The first scientific concern that nuclear weapons might have the 
potential to end humanity as a whole appears to have come from 
scientists involved in the first nuclear tests, and related to whether 
they might accidentally ignite the Earth’s atmosphere, although these 
concerns were quickly dismissed.12 

However, many who worked on the Manhattan Project continued 
to have severe reservations about the power of the weapons they 
helped to produce. After successfully performing the first controlled 
nuclear chain reaction at the University of Chicago in 1942, confirming 
its potential to release energy, the team of scientists working on the 
Manhattan Project dispersed, with some going off to Los Alamos and 
other research laboratories to develop nuclear weapons, while others 
stayed in Chicago to undertake their own research. Many of those 
who stayed were themselves immigrants to the United States and were 
keenly aware of the intertwining of science and politics. They, with the 
help of colleagues, began actively organising and engaging on how to 
keep the future of nuclear technology safe. For instance, they helped 
advance the Franck report in June 1945 that foreshadowed a dangerous 
and costly nuclear arms race, and argued against a surprise nuclear 
attack on Japan. This group went on to establish the Bulletin of the Atomic 
Scientists of Chicago (The Bulletin), whose first issue was published a 
mere four months after the atomic bombs were dropped on Hiroshima 
and Nagasaki. With support from the University of Chicago’s President, 
Robert Hutchins, and colleagues in international law, political science, 
and other related fields, they helped kick off and support a global 
citizen-scientist movement that had a powerful effect on the creation 
of the global nuclear order.13 Many of these same individuals were also 
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instrumental in establishing the Federation of Atomic (now American) 
Scientists, which was located in Washington DC to ensure proximity 
to key decision-makers whose views they hoped to sway. In contrast, 
The Bulletin’s headquarters in Chicago focused more on engaging 
and educating the public about the political and ethical challenges 
presented by the advancement of science, which they anticipated would 
only accelerate in the years to come. The founders believed that public 
pressure was key to political responsibility, and education was the best 
channel to ensure it.14

Two years after its founding, The Bulletin published Martyl 
Langsdorf’s now iconic ‘Doomsday Clock’ to serve as the first cover of 
its new magazine. Over time, the Clock became globally recognised, in 
part because of its simplicity and bluntness. Married to a Manhattan 
Project scientist, Martyl was an artist who understood the urgency and 
desperation her husband and colleagues felt about managing nuclear 
technology. She created the Clock to convey their deep concern, as 
well as to draw attention to their belief that responsible citizens could 
prevent catastrophe by mobilising and engaging. The message of the 
Clock is clear: humans can prevent this clock from striking midnight. In 
that, it provides both a challenge and some hope.

 In 1949 the USSR tested its first nuclear weapons, and in reaction to 
this, The Bulletin’s editor moved the hands of the Clock from seven to 
three minutes to midnight. In doing so, he activated the Clock, turning 
it from a static to a dynamic metaphor. The clock would evolve into a 
symbol that, according to Kennette Benedict, former Executive Director 
of The Bulletin:

[warns] the public about how close we are to destroying our world with 
dangerous technologies of our own making. It is a metaphor, a reminder 
of the perils we must address if we are to survive on the planet.15 

In 1953 the clock moved to two minutes to midnight, after the United 
States and USSR detonated the first thermonuclear weapons (H-bombs). 
This was the latest the clock was ever set in the 20th century (the furthest 
away it has been to midnight was 17 minutes in 1991, following the end 
of the Cold War). The Doomsday Clock, and its now annual setting, 
remains perhaps the most widely recognised and oft-cited symbol 
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of our existential predicament, as well as the most easily understood 
representation of our attempts to come to terms with it.

Another factor that increased both public and scientific concern about 
nuclear weapons was growing awareness of the risk that radioactive 
particles could contaminate the environment, with catastrophic effects. 
This theory was promoted by Hermann Muller, who discovered that 
radiation can induce genetic mutations and received the first post-war 
Nobel Prize in physiology for this work. Muller—along with Einstein, 
Bertrand Russell, and other prominent scientists of the day—later wrote 
the Russell-Einstein Manifesto in 1955, according to which:

No one knows how widely such lethal radioactive particles might be 
diffused, but the best authorities are unanimous in saying that a war 
with H-bombs might possibly put an end to the human race… sudden 
only for a minority, but for the majority a slow torture of disease and 
disintegration.16

An important consequence of this manifesto was the establishment of 
the Pugwash Conferences on Science and World Affairs, which were 
initiated in 1957 by Russell and Joseph Rotblat, a physicist who also 
worked on the Manhattan Project. The Pugwash Conferences were 
vital for establishing communication channels at a time when Cold War 
tensions were at their highest, and the Conferences undertook vital 
background work to establish key non-proliferation treaties such as the 
1963 Partial Test Ban Treaty, the 1968 Non-Proliferation Treaty, and the 
1972 Biological Weapons Convention. Joseph Rotblat and the Pugwash 
Conferences were awarded the 1995 Nobel Peace Prize for their “efforts 
to diminish the part played by nuclear arms in international politics 
and, in the longer run, to eliminate such arms”.17 To this day, Pugwash 
remains the existential risk organisation with the widest global reach.18

Alongside these efforts of scientists, popular protest and resistance 
to the development, creation, and use of nuclear weapons was also 
vitally important. This resistance has taken many forms. For instance, 
in the UK, Bertrand Russell helped to establish both the Campaign for 
Nuclear Disarmament, a large and conventional pressure group, and 
the Committee of 100, a group set up specifically to perform acts of civil 
disobedience. He explained the need for both groups as follows:
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The Campaign for Nuclear Disarmament has done and is doing valuable 
and very successful work to make known the facts, but the press is 
becoming used to its doings and beginning to doubt their news value. It 
has therefore seemed to some of us necessary to supplement its campaign 
by such actions as the press is sure to report. There is another, and perhaps 
more important reason for the practice of civil disobedience in this time 
of utmost peril. There is a very widespread feeling that however bad their 
policies may be, there is nothing that private people can do about it. This 
is a complete mistake. If all those who disapprove of government policy 
were to join massive demonstrations of civil disobedience they could 
render government folly impossible and compel the so-called statesmen 
to acquiesce in measures that would make human survival possible.19

In founding this group, Russell established a justification for civil 
disobedience in the face of existential risk that remains to this day, most 
prominently in the Extinction Rebellion protests. 

Russell was far from the only person to lead such a movement. Martin 
Luther King Jr and other civil rights leaders saw nuclear disarmament as 
essential and inextricably linked to the quest for social justice and racial 
equality. Many shared the view of Langston Hughes that American 
racism had played an important role in Harry Truman’s decision to use 
nuclear weapons aggressively against Japanese people, and feared that 
they would be used selectively against non-whites in future.20 There was 
also the argument that nuclear weapons were simply the latest, and most 
dangerous, manifestation of oppressive and destructive attitudes that 
marginalised groups had struggled against for centuries. As Dr King 
put it in his very final speech delivered at the Bishop Charles Mason 
Temple in Memphis on April 3rd 1968:

Another reason that I’m happy to live in this period is that we have 
been forced to a point where we’re going to have to grapple with the 
problems that men have been trying to grapple with through history, 
but the demands didn’t force them to do it. Survival demands that we 
grapple with them. Men, for years now, have been talking about war and 
peace. But now, no longer can they just talk about it. It is no longer a 
choice between violence and nonviolence in this world; it’s nonviolence 
or nonexistence.21

Also of great significance, but often overlooked, has been the resistance 
of indigenous peoples to nuclear colonialism. Indigenous lands and 
lives were often the first to be co-opted for the production of nuclear 
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weapons, from being displaced to make way for nuclear test sites to 
being hired at low wages to work in the mining and refining of uranium 
and other materials at significant costs to their own health.22

While concerned scientists and others did much to expose the risks 
from nuclear weapons as they developed, the nature of these risks 
meant that many people, including some of those who were responsible 
for creating these risks, were not aware of their immediacy. For instance, 
the 1963 Arkhipov incident, in which a Russian submarine commander 
wished to use nuclear weapons in retaliation for a perceived attack 
during the Cuban Missile Crisis before his junior officer overruled him, 
remained largely unknown until 2002.23

Policies can—and have—made a difference in reducing risk. For 
instance, Robert McNamara sent a memo to President John F. Kennedy 
in 1963 arguing that falling production costs made it realistic to expect 
at least eight new nuclear powers to emerge in the next ten years, while 
Kennedy himself predicted that perhaps 25 nuclear weapon states would 
emerge by the end of the 1970s.24 Yet nuclear powers have emerged at 
a far slower pace. By some estimates, up to 56 states may have, at one 
time or another, possessed the capability to develop a nuclear weapons 
programme, yet the vast majority of these either chose not to engage in 
nuclear weapons activity or voluntarily terminated their programmes, 
with only ten states ever having developed nuclear weapons of their 
own—one of which (South Africa) has since disarmed.25 In this, and 
other ways, the various initiatives we describe here have helped to 
make our world safer, though it remains far from safe. One 2013 study 
estimated the odds of a nuclear war having occurred between 1945 and 
2011 as 61%;26 however, in truth it is likely still too early to say what our 
chances really were and, indeed, we may never know.

Environmental breakdown and climate change

Concerns about risks to humanity from our own environmental 
impacts are nothing new. In The Epochs of Nature (1778), Georges-Louis 
Leclerc, the Comte de Buffon, wrote contemptuously of those who have 
“ravaged the land, starve it without making it fertile, destroy without 
building, use everything up without renewing anything”.27 In 1821, 
Charles Fourier wrote The Material Deterioration of the Planet, concerning 
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humanity’s negative impacts on our environment and the harmful 
consequences for ourselves. While his theories do not match with our 
modern understanding of the planetary system, his concern that “we 
bring the axe and destruction, and the result is landslides, the denuding 
of mountain-sides, and the deterioration of the climate” still rings true 
today.28 Similarly, Fredrich Engels noted how:

In relation to nature, as to society, the present mode of production is 
predominantly concerned only about the immediate, the most tangible 
result. Then surprise is expressed that the more remote effects of actions 
directed to this end turn out to be quite different, are mostly quite the 
opposite in character.29

In 1896 Svante Arrhenius was the first to uncover the basic principles of 
anthropogenic climate change. As he later explained his findings to a 
general audience: “any doubling of the percentage of carbon dioxide in 
the air would raise the temperature of the earth’s surface by 4°”, while 
“the slight percentage of carbonic acid in the atmosphere may, by the 
advances of industry, be changed to a noticeable degree in the course of 
a few centuries.”30

Yet prior to the mid-20th century, and the post-war ‘great acceleration’ 
of population, economic productivity, and environmental destruction, 
such concerns remained marginal. Some of the earliest general studies 
of the possibility for human extinction and the collapse of civilisation, 
including William Vogt’s Road to Survival31 and Fairfield Osborne’s 
Our Plundered Planet,32 linked this threat specifically to environmental 
harms such as soil erosion and pollution. Another pivotal early work 
was Rachel Carson’s Silent Spring,33 which not only echoed these earlier 
concerns, but increased their scientific rigour and added a crucial policy 
edge by raising public awareness about the danger from chemical 
pesticides, such as DDT. Carson was a marine biologist, nature writer, 
and pioneering conservationist who became concerned about the 
ecological effects of indiscriminate overuse of pesticides, which she 
called “biocides”. As she wrote in Silent Spring:

Along with the possibility of the extinction of mankind by nuclear 
war, the central problem of our age has ... become the contamination of 
man’s total environment with such substances of incredible potential for 
harm—substances that accumulate in the tissues of plants and animals 
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and even penetrate the germ cells to shatter or alter the very material of 
heredity upon which the shape of the future depends (Carson, 1962).

A further growth in public concern about environmental harms came 
in 1968, when two young biologists, Paul and Anne Ehrlich, were 
commissioned to write The Population Bomb,34 which received widespread 
attention in both the academic and popular press. It warned about the 
catastrophic impacts of overpopulation, which the Ehrlichs claimed 
could lead to “hundreds of millions” of deaths from starvation. Early 
manifestations of this concern included the founding of organisations 
such as Friends of the Earth and Greenpeace (both in 1969) and the first 
Earth Day (April 22nd 1970), which saw 20 million Americans march in 
cities across the country. In 1972, the Club of Rome—an organisation 
of scientists, economists, diplomats, government officials, and other 
influencers from around the world—published The Limits to Growth,35 
which developed the first global systems models to investigate the 
long-run impacts of trends in population, consumption, environmental 
degradation, and technology.36 Its conclusions were stark: “If the present 
growth trends in world population, industrialization, pollution, food 
production, and resource depletion continue unchanged, the limits to 
growth on this planet will be reached sometime within the next one 
hundred years”. By 1978, The Bulletin weighed in with a cover story 
asking Is Mankind Warming the Earth?—to which its author answered, 
“Yes.”37

One of the more optimistic pronouncements within the Limits to 
Growth report was that the advent of nuclear energy might mean that 
the atmospheric concentration of greenhouse gases may cease to rise, 
“one hopes before it has had any measurable ecological or climatological 
effect”. History has not borne this prediction out. Nor did it take long for 
scientists to confirm that humanity’s emission of greenhouse gases was 
already having deleterious climatic and ecological impacts, with grave 
implications for our future. Less than a decade later, James Hansen led 
a ground-breaking study in Science, showing that:

the anthropogenic carbon dioxide warming should emerge from the 
noise level of natural climate variability by the end of the century, and 
there is a high probability of warming in the 1980s. Potential effects on 
climate in the 21st century include the creation of drought-prone regions 
in North America and central Asia as part of a shifting of climatic zones, 
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erosion of the West Antarctic ice sheet with a consequent worldwide rise 
in sea level, and opening of the fabled Northwest Passage.38

Hansen would go on to greatly increase public awareness of the reality 
of climate change when he testified before the US Senate Committee 
on Energy and Natural Resources, although the fame of this event was 
as much due to attempts by the Office for Budgetary Responsibility to 
censor Hansen’s explanation of climate models and what they indicated.39 
However, while Hansen’s climate research from this period is especially 
well-known, he was only one part of a vast array of scientists arriving at 
the modern consensus about anthropogenic climate change, a consensus 
that was well-established by the 1980s and has only strengthened since.40

This consensus has helped us to achieve some impressive feats of 
global governance and policy change, including the formation of the 
Advisory Group on Greenhouse Gases in 1985, and its development 
into the Intergovernmental Panel on Climate Change in 1988, as 
well as the signing of the United Nations Framework Convention on 
Climate Change at the Earth Summit in Rio de Janeiro in 1992, and its 
subsequent amendments (such as the 1997 Kyoto Protocol and 2015 Paris 
Agreement). However, equally important have been the consistent efforts 
of a small number of vested interests to undermine this consensus and 
spread misinformation about climate change and other risks, limiting 
the impact of what might otherwise have been possible.41 As with 
nuclear weapons, however, this is not a gap that scientists can bridge on 
their own. Support for public efforts of advocacy and resistance is also 
needed if progress is to be made, especially those of the people who 
will be worst affected by climate change, such as poor, landlocked, small 
island nations and marginalised and indigenous communities around 
the world.42

As public awareness of, and concern about, environmental risks 
facing humanity has grown, people have increasingly come to talk 
about nuclear weapons and climate change in the same breath as equal 
threats to the future of humanity. For instance, in 2007 The Bulletin 
updated their framing of the Doomsday Clock to formally recognise 
climate change as a factor in setting it.43 Of course, the timescale of 
these risks remains quite different: a nuclear exchange could happen 
within minutes, while climate risk is slowly accumulating year after 
year. Similarly, responsibility for the world’s nuclear weapons lies in 
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the hands, or at the fingers, of only a few global decision-makers, while 
we are all engaged in climate change and environmental destruction, 
even if to a very unequal extent.44 However, the severity of these risks—
both in terms of their potential to cause global catastrophes and their 
likelihood of doing so—are undoubtedly comparable, and we should 
also assess both risks in terms of whether or not the current level of 
global action being taken to combat them is proportional to this severity 
and the rising urgency of reducing it.

The convergence of nuclear and environmental risks in 
the nuclear winter hypothesis

Yet, in at least one instance, concerns about environmental and nuclear 
risks have intertwined, and it is an event that warrants special attention 
as it may have been the occasion when scientific concern about 
existential risk most directly influenced global policy—the publication 
of the ‘nuclear winter’ hypothesis. By the early 1980s, some scientists 
had become worried that the greatest threat posed by nuclear conflict 
was not radioactivity but the massive firestorms that could inject soot 
into the stratosphere, blocking incoming solar radiation and causing 
global agricultural failures, environmental catastrophes, and maybe 
even human extinction. The result would be what the atmospheric 
scientist Richard Turco called “the nuclear winter”. This hypothesis 
arose at a time when nuclear tensions were increasing, with events 
such as stalled US-USSR nuclear negotiations, rising numbers of global 
conflicts, and the entry of India as a nuclear weapons state, causing the 
Doomsday Clock to tumble forward nine minutes in 12 years and reach 
three minutes to midnight by 1984.

This possibility was rendered more plausible because of a study 
published in 1980 by Luis and Walter Alvarez that hypothesised that the 
non-avian dinosaurs became extinct because an asteroid struck Earth.45 
This impact threw dust into the stratosphere, blocking out sunlight and 
compromising photosynthesis. This hypothesis threatened the then-
dominant paradigm that there is a ‘balance of nature’ that enforces 
gradual changes on life and protects the Earth from catastrophes, 
which had reigned for more than a century.46 When the hypothesis was 
subsequently corroborated by the discovery of the Chicxulub crater 
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on the Yucatan Peninsula, it prompted the scientific community to 
acknowledge that events in the past had caused globally catastrophic 
effects, and this raised the possibility that it might happen again, this 
time due to anthropogenic causes.47

One of the most prominent scientists who warned about nuclear 
winter was the cosmologist, planetary physicist, and exobiologist Carl 
Sagan. Sagan had gained significant scientific prominence through his 
research, especially in the search for extra-terrestrial life, and had a pre-
eminent reputation as a science communicator through his books and 
TV programmes such as Dragons in Eden and Cosmos.48 Sagan and four 
other scientists published an influential study modelling the possibility 
of nuclear winter in the journal Science.49 However, he also pre-empted 
this publication with more popular works and media appearances to 
increase the potential impact of the research on politicians and the public. 
For instance, Sagan wrote a cover story for the October 30th edition of 
the popular Sunday news supplement Parade magazine arguing that, 
should a nuclear conflict occur:

Many species of plants and animals would become extinct. Vast numbers 
of surviving humans would starve to death. The delicate ecological 
relations that bind together organisms on Earth in a fabric of mutual 
dependency would be torn, perhaps irreparably. There is little question 
that our global civilization would be destroyed. The human population 
would be reduced to prehistoric levels, or less. Life for any survivors 
would be extremely hard. And there seems to be a real possibility of the 
extinction of the human species.50

To further develop this point, Sagan joined forces with Paul Ehrlich to 
co-organise a two-day conference and co-author the 1984 book on the 
“long-term biological consequences of nuclear war,” The Cold and the 
Dark.51

Both the research behind the nuclear winter hypothesis and the 
strategy for its promotion were controversial. While the hypothesis 
itself was plausible in many respects, the modelling used to support 
it was seen as quite primitive, even at the time, and debate still rages 
about how significant a cooling effect a limited nuclear war might have. 
However, the greater controversy was about the scientists’ decisions 
to go public before their paper had been published, and harness the 
power of the media to get their idea across quickly. This may have been 
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inspired (in part) by Sagan’s health issues; he is said to have dictated a 
letter opposing Ronald Reagan’s Strategic Defense Initiative (popularly 
known as Star Wars) from his hospital bed while recovering from an 
operation. However, it may also have been influenced by the involvement 
of Ehrlich and his earlier popular successes. 

The article, along with others, certainly had an impact.52 The work 
of Sagan and his counterparts harnessed public attention and helped 
to spur opposition to the Strategic Defense Initiative, inspire a Soviet 
moratorium on nuclear weapons tests in 1985, and ensure both parties 
continued negotiating towards the Strategic Arms Reduction Treaty 
(START). Soviet Premier Mikhail Gorbachev told Ronald Reagan in 1988 
that Sagan was “a major influence on ending [nuclear] proliferation”.53 
This was brought about by a swathe of new arms control initiatives 
including the 1987 Intermediate-Range Nuclear Forces Treaty (which 
banned all Russian and US land-based ballistic missiles with ranges 
between 500 and 5,500 km and saw 2,692 nuclear missiles removed from 
service), the 1991 signing of START (which would eventually lead to 
the removal of around 80% of nuclear weapons), the 1991 Presidential 
Nuclear Directives (that removed the vast majority of nuclear weapons 
out of the European theatre), and the Nunn-Lugar Cooperative Threat 
Reduction program (which wound down and ended the USSR’s secret, 
illegal biological weapons programme).

These developments, together with political changes around the 
world at the end of the Cold War, saw a rapid improvement in humanity’s 
existential situation, as charted by a shift of the Doomsday Clock from 
three minutes to midnight in 1984 to 17 minutes to midnight in 1991, 
the safest we had been since the end of World War II. The work of so 
many people to understand and draw attention to existential risks over 
the 20th century had undoubtedly helped to bring about this favourable 
state. While political leaders may have driven these outcomes, scientists 
provided the technical foundation and helped support a global 
grassroots civic effort that improved the safety and security of what 
Sagan evocatively described as this “pale blue dot, the only home we’ve 
ever known”.54
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The road to 90 seconds to midnight: Growing risks, 
disruptive technologies, and the foundation of 

Existential Risk Studies

Yet this positive state of affairs was not to last. A mere 12 years later, in 
2003, the Doomsday Clock was back to where it began in 1947, at seven 
minutes to midnight. That same year, in his book Our Final Century, the 
British Astronomer Royal Martin Rees predicted that: “The odds are no 
better than fifty-fifty that our present civilization on earth will survive 
to the end of the present century.”55 Sadly, subsequent events have very 
much borne out such pessimism and the Doomsday Clock has continued 
its slide and today stands at 90 seconds to midnight, closer than it was 
even at the height of the Cold War. How has this happened?

One factor that has undoubtedly contributed to this massive decline 
in fortune has been the continued emergence of new kinds of threats. 
The pages of The Bulletin have long considered the challenges posed 
by new disruptive technologies, and these have recently been adopted 
as a third contributing factor when setting the Doomsday Clock.56 
Scientists first identified technological threats to human survival 
decades ago, including those associated with AI,57 biological weapons,58 
nanotechnology,59 and high-energy physics experiments.60, 61 As well 
as threats from specific technologies, many have also come to see that 
our future is increasingly imperilled by the convergence of disruptive 
technologies with existing nuclear and environmental threats. These 
discoveries in turn precipitated the gradual formation of a dedicated 
academic discipline for studying existential risk, such as the publication 
of Our Final Century and the establishment of new research institutes 
like the Future of Humanity Institute, the Future of Life Institute, the 
Global Catastrophic Risk Institute, and the Centre for the Study of 
Existential Risk.62 Many of these centres originated out of a view that 
transformative technologies were necessary precisely because they 
were required to help humanity reach a more safe and beneficial future, 
by giving us greater control over our environment, our societies, and 
ourselves, but that we could only achieve this if we could find out how 
to develop them safely. However, this original vision has now been 
joined by many other ways of understanding existential risks and how 
to manage them, such as by applying lessons from disaster studies63 and 
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security studies,64 viewing risks from a global systems perspective,65 
placing risk mitigation in a broader policy context,66 and identifying 
opportunities to increase global resilience.67 

As the number and variety of threats facing humanity has 
multiplied, so has the seriousness of the challenges posed by nuclear 
and environmental risks. By 2015 The Bulletin had moved its Doomsday 
Clock from five to three minutes to midnight. There were three key 
issues behind this move. Firstly, deteriorating relations between the US 
and Russia—who together possess 90% of the world’s nuclear arsenal—
and the actual and threatened dismantling of many of the Cold War 
instruments designed to keep those arsenals safe, such as the successor 
to the START treaty (New START).68 Secondly, every major nuclear 
state was investing massively in its nuclear weapons systems, including 
replacement, expansion, and modernisation.69 Finally, the global 
architecture needed to address climate threats was nowhere in sight.

In 2016 The Bulletin’s science and security board identified two 
possible bright spots, with the potential to reverse some of these negative 
trends: the Iran nuclear deal and the Paris climate agreement. However, 
they also noted that both agreements still had to be implemented, and 
in 2017 were forced to conclude that the situation had significantly 
worsened, with both of these bright spots being dimmed by changes in 
US domestic politics and growing evidence of a global disparagement 
of expertise and a recklessness about nuclear language and leadership. 
They thus moved the clock to two and a half minutes to midnight, and in 
2018 moved it further to two minutes to midnight due to the continuing 
deterioration of international diplomacy.

In 2020, The Bulletin moved the clock closer to midnight than it has 
ever been before, a decision also endorsed by researchers at the Centre 
for the Study of Existential Risk.70 Above all, the new time reflected 
the sheer instability of the current global situation, and the failure of 
international institutions to respond to the ticking clock of existential 
risk, including the collapse of the Intermediate Nuclear Forces Treaty 
that had marked the beginning of the end of the Cold War itself. We are 
back to a global political situation that is akin to what it was during the 
Cold War, and yet the risks we face now are so much more numerous 
and complex. If we are to turn back the Clock, we need a new wave of 
foresight, creativity, engagement, and education to study and manage 
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these risks. Sadly, recent events such as the COVID-19 pandemic and 
Russian invasion of Ukraine indicate that the scale of this challenge may 
only be growing, and this was recognised when, just a few days before 
this chapter went to press, The Bulletin moved the clock further forward 
to 90 seconds to midnight.

Learning from the pioneers of existential risk 

How can studying the history of existential risk help us succeed in 
mitigating it? For one thing, it helps those fighting for humanity to 
focus on our long-term goals and the need for lasting safety, rather 
than getting stuck passing from urgent crisis to urgent crisis with only 
transient respites (like the one experienced at the end of the Cold War). 

There are also more specific things we can learn from this history. 
First, certain key messages require constant reinforcement, such as 
that global catastrophes are a real possibility against which we have 
no fundamental protection. There have been times in the past, such as 
during the Cuban Missile Crisis, when politicians took these messages to 
heart, such as by frequently reiterating that “a nuclear war can never be 
won and must never be fought”, but evidence suggests that this does not 
last. Second, if we are to understand these catastrophes we will have to 
engage in some speculation and modelling, such as that which was used 
to develop the nuclear winter hypothesis, as it will be too costly to wait 
until we can observe disasters directly. Third, if we are to prevent these 
catastrophes then we need to place this science in the public domain and 
be willing to publicly advocate for it, even if that is (at times) difficult 
or controversial, and especially if it involves working across cultural, 
geographical, or political divides, as the Pugwash Conferences were 
able to. Fourth, scientists and their allies must be called on repeatedly 
to attest to the fact that our current pace of scientific and technological 
development carries risks as well as benefits. While we all sincerely wish 
for scientific advancement to be wholly beneficial, this rarely—if ever—
is the case. And yet, it is not in the province of scientists alone to ensure 
the benefits outweigh the risks. It requires diplomacy, governance, 
and public engagement. Finally, we need to build closer links between 
scientists and the public, and recognise that grassroots efforts (and 
even civil disobedience) may be essential components for managing 
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existential risk in the current geopolitical situation—what Nick Bostrom 
refers to as our “semi-anarchic default condition”.71

We need, therefore, to be both realistic and respectful in our 
evaluation of this pioneering work. Many of the theoretical frameworks 
within which scientists work tend to be useful only for linking 
discrete exogenous shocks with catastrophic effects; for instance, by 
considering a simple causal chain from nuclear conflict, to firestorms, 
to stratospheric soot injection, to famine. Questions about the exact size 
of such risks, or the timeframes within which they might be expected to 
occur, are not amenable to precise answers and, while understandable, 
the public’s demand for such answers has encouraged some to make 
claims that have not been borne out by the subsequent facts. How to 
handle such tensions responsibly is a challenge facing all who work on 
existential risk, and one we have heard few address with the directness 
it deserves. Furthermore, such studies are hard to reconcile with the 
need for a science of existential risk that can move beyond direct drivers 
of risk to embrace complexity and chaos in all its forms. This is one area 
where the integrated approaches to the study of existential risk that 
have emerged in the field of Existential Risk Studies may be especially 
valuable.72 However, even here, approaches will undoubtedly continue 
to be indebted to systems thinkers and complexity scientists.

The founding objectives of The Bulletin, which echo the hopes of 
many who have sought to work on existential risks, were two-fold: to 
make scientists aware of “the relationship between their own world 
of science and the national and international politics”, and to educate 
the public about the need to manage the “dangerous presents from 
Pandora’s box of modern science”.73 Focusing attention on threats 
to human existence is not for the faint of heart, and the founders of 
The Bulletin were well aware that their aims would only be realised by 
a long, sustained effort. Political solutions can appear inconsequential 
against such extreme outcomes. Technological advancement will bring, 
and has brought, such grand benefits that it is disquieting to advocate 
for ethical and political roadblocks to reduce potential—and sometimes 
merely theoretical—risks. While the concerned scientists who have 
helped to keep humanity safe and flourishing are often labelled as 
pessimistic, history shows us that this charge is unfair. To assume that 
scientific, social, and technological change only carries risks would 
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leave us unable to explain the indisputable benefits they have given to 
humanity, and their potential to do even more good in future. However, 
to focus only on these benefits could lead us to fatally ignore some of the 
very real challenges currently facing us. 

For the last 75 years, the Doomsday Clock has served as one of 
the few popular images that is able both to break through the global 
public discourse and to define such difficult trade-offs. Still, knowing 
the risks is never enough; we must also figure out the space of safe and 
beneficial scientific development and create the restraints necessary 
to govern it. These are hard problems. However, we can see from the 
history of existential risk that when talented scientists work together 
with committed politicians and motivated activists, it is possible to do 
more than simply cross our fingers and hope for the best. We can weigh 
the dice in our favour; we can turn back the hands of the Clock.
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2. Theories and Models: 
Understanding and Predicting 

Societal Collapse

Sabin Roman

There have been numerous arguments put forth to explain why 
societies collapse. In this chapter we consider different approaches to 
understanding the risk of societal collapse. According to Joseph Tainter, 
collapse is a rapid and significant loss of an established level of socio-
political complexity of a society.1 A complex society usually exhibits 
a degree of social stratification and differentiation; specialisation of 
economic functions and occupations at the individual, group, and 
territorial level; centralised control, i.e. elites that regulate and integrate 
economic and political activity; regimentation and behavioural control 
(e.g. rule of law); investment in cultural property (e.g. monumental 
architecture, literary, and artistic creation etc.); information flow 
between individuals (e.g. education), between economic and political 
groups, and between centralised structures and the periphery; 
trading and redistribution of resources; the general coordination and 
organisation of individuals and groups; and a single political unit which 
integrates an extended territory. Practically, collapse is signalled by (or 
has been associated with) the disappearance or significant decline in 
these indicators of complexity.

A simple example of quantitative reasoning that gives some insight 
into the long-term future of our society is the doomsday argument. In 
1964 the American cultural theorist Albert Goldman proposed ‘Lindy’s 
Law’ after spending time in Lindy’s delicatessen in New York listening 
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to comedians try to predict how long each other’s shows would run 
for. According to this law, “the life expectancy of a television comedian 
is proportional to the total amount of his exposure on the medium”, 
based on the observation that many comedians would overexpose 
themselves in ways that would ultimately prove unsustainable in the 
long run. This principle was later formalised by the mathematician 
Bernard Mandelbrot2 and then generalised by Nassim Taleb into the 
idea that non-perishable things (like human projects and ventures, up 
to and including human civilisations, but not people or artefacts) ‘age’ 
in reverse so that “every year that passes without extinction doubles the 
additional life expectancy” and “the robustness of an item is proportional 
to its life”.3 Of course, this does not mean we can predict when any given 
society will collapse, but it does allow us to gain some indication of how 
long societies in general can be expected to survive, and also potentially 
which aspects of any given society will outlast which others.

A similar kind of argument was developed by J. R. Gott to consider 
future prospects for our species.4 This is not based on assumptions 
about the way that things do or don’t age, but rather on a Bayesian 
argument about what we can infer from the fact that we ourselves have 
observed something existing. The idea is that, if an item can only be 
observed for a finite length of time (e.g. the period of time during which 
it exists) then, unless we have some prior belief that we are observing 
it at a special time in its life (e.g. we are actually observing its creation 
or demise) we should expect our observation of that thing to be located 
randomly within this period. Thus, we might reason that there is a 95% 
probability that we will not be observing it at either the first or last 2.5% 
of its life, and an equal chance that we are observing it in the second 
half of its lifespan as in the first. Gott goes on to evaluate this argument 
against his observations of different aspects of civilisation, including 
Stonehenge, the Berlin Wall, the USSR, and the journal Nature (in which 
he was publishing). He also applied this argument to our observation 
of the existence of humanity itself, concluding that we should have 
95% confidence that our species will survive between 5,100 years and 
7,800,000 years into the future.

Gott, and most other theorists of the subject, were actually more 
interested in further development of the doomsday argument, which 
depends not on the temporal location of our observation of the existence 
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of humanity, but rather on our own demographic location within the 
species itself. The argument is as follows: from a total of N humans 
that will be born, any one person is equally likely to find themselves at 
any position n of the total population N. So, the distribution of n/N is 
uniform over [0; 1]. There is a 95% chance that n/N is within [0.05; 1], 
so n/N > 0.05, which implies that N < 20n. This places an upper limit 
on the total expected number of people that will ever be born. With 
different assumptions on birth rates, we can then determine the total 
time that humanity has to exist. If 60 billion people have been born by 
now, then a total of 1.2 trillion people is to be expected overall. This 
argument has been analysed from various perspectives. However, it 
has too many moving parts to give a robust time horizon for the end 
of humanity. The total number of humans up to the present day needs 
to be estimated, as well as the fraction this constitutes of the total N, 
and the likely population levels and birth rates over time. For example, 
population levels for humanity have varied from a few million (for 
most of our history) to billions (after 1800). Hence, depending on 
these estimates, the time our species has left can vary from thousands 
to millions of years so that, irrespective of its validity, the argument is 
simply not that informative.

While Lindy’s Law and the temporal version of the doomsday 
argument have fewer moving parts, allowing timescales to be estimated 
with less uncertainty, the arguments still do not prove to be that 
informative, with the estimates for the future lifespan of our civilisation 
or species ranging over at least three orders of magnitude (similar to the 
demographic case). Nevertheless, the argument is not necessarily void, 
as the upper bound of its predictions are comparable with estimates of 
mammal species’ lifetimes.

What makes the doomsday argument informative is its use of the 
95% confidence interval, but this is not necessarily justified. Assuming 
that all the humans born up to the present moment (or the amount of 
time our species has existed for) amounts to 5% of the total is rather 
arbitrary. Nevertheless, since Sir Ronald Fisher introduced the 95% 
confidence interval, there has been a tyranny of the 5% in statistical 
testing.5 The 5% feels like a ‘safe’, modest quantity to reference and 
changing the doomsday argument to use more than 10% (which crosses 
a psychological boundary for a civilisation with a decimal system) 
would likely be viewed with suspicion and unease.
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Regardless of their potential value, however, Lindy’s Law and the 
doomsday argument offer us only one way to assess the likely future 
of our species, and their axioms are limited by being almost entirely 
neutral regarding evidence that might shed light on this question (apart 
from the date at which our species/civilisation first emerged and the 
total size of previous populations, both of which are highly contestable 
and hard to determine with any precision). At its core, the doomsday 
argument relies on the assumption that there is some natural regularity 
that governs the past and future lifespan of humanity and our projects, 
arguing that we have no reason to consider our current observations 
of them to be special in history. Given the rapid changes that have 
been experienced in recent decades—in everything from the global 
population to the pace of technological development—both of these 
assumptions appear highly questionable.

However, we do not, in fact, need to adopt such an evidence-neutral 
approach. There have been numerous studies that address societal 
collapse within the field of archaeology (see the work of Tainter’s 
The Collapse of Complex Societies and references therein)6 and from 
an ecological perspective.7 In the next sections, we review the main 
categories of theories put forward to explain societal collapse.

Exogenous factors and one-shot explanations

A popular reason that is proposed for the collapse of complex societies 
is the depletion of natural resources, which can take various forms, such 
as deforestation (as Jared Diamond has argued in the case of Easter 
Island)8 or degradation of soil quality for the Maya.9 This is a recurrent 
topic of concern for modern society, with emphasis ranging from 
water scarcity10 to phosphorus shortages,11 or, quite frequently, energy 
production.12 The problem is often phrased in terms of reaching peak 
production of a certain resource, such as metals13 or fossil fuels.14

The loss of resources can be gradual or rapid (such as in the case 
of a fast onset of environmental changes, with historic examples being 
the floods of the Nile river that favoured crop parasites in the Middle 
Kingdom of Egypt15 or droughts for the Maya).16 A contemporary 
example is climate change, which can lead to reduction in glacial cover 
and threaten freshwater supplies17 or loss of arable land due to changes 
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in temperature and precipitation.18 Disruption via the loss of resources 
can also take the form of a shift to a new resource base that can destabilise 
prior social order and contribute to collapse.19 A notable example for 
the modern world is the change to renewable energy resources and the 
move away from fossil fuels. A genuine transition to renewables is likely 
to be tumultuous.20

The general difficulty with natural resource arguments for the 
collapse of societies is that administrative structures, the allocation of 
labour, and numerous innovations are often developed and geared 
towards dealing with possible resource shortages and deteriorating 
environmental conditions.21 Thus, the scarcity of resources first leads 
to an increase of the complexity of a society, rather than its collapse. 
While this can be a contributing mechanism to collapse, by itself it is not 
enough to adequately explain collapse. Overall, theories of collapse that 
rest on the depletion or scarcity of natural resources propose an almost 
paradoxical hypothesis that societies collapse in conditions they have 
been adapting to and dealing with since their inception.

Another broad category of explanations for collapse is focused on 
competition between societies, which can also take multiple forms. 
Historical cases that have been included in this category are the demise 
of the Huari and Tiahuanaco.22 A common instance of competition is 
invasion from outsiders, which includes the Germanic invasion of the 
Roman Empire,23 or the invasion of the Hittite Empire by seafaring 
nomads,24 or contact with Europeans (in the case of Easter Island).25 In 
recent history, the possibility of collapse via this competitive route has 
notable examples, such as the collapse of the Soviet Union in competition 
with the US.26

While appealing in its simplicity and the identification of a ‘smoking 
gun’ for collapse, this class of arguments misses an important point. 
Throughout its history, any given society has likely encountered many 
external threats, such as competition with several other societies on 
economic terms or, more directly, as conflict and warfare. None of 
these instances led to its collapse, but rather to a further increase in its 
complexity. Thus, blaming collapse on a certain instance of competition 
with another society is a type of cherry-picking.

Catastrophes are also a frequently quoted cause of collapse, with 
examples including the volcanic eruptions and earthquakes for the 
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Minoan Civilisation,27 major epidemics for the Maya,28 or rat infestation 
for Easter Island.29 Catastrophes can be classified as extreme cases of 
contingent events, which form another class of explanations, where a 
sequence of detrimental events led to the collapse. The events need not 
be causally related, but represent a string of losses experienced by the 
society that weaken it and lead to its breakdown or collapse. Again, 
these types of arguments neglect the adaptive capacity a society has 
in managing shocks to its function. While a sizable catastrophe can 
effectively destroy an entire social system, such as with Pompeii,30 they 
rarely have the geographical reach to lead to widespread collapse.

A related theory of collapse considers societies to be vulnerable and 
incapable of adaptation, so they cannot provide adequate and sufficient 
responses to their challenges and circumstances, e.g. the Aztec and Inca 
Empires.31 If a society could not find and implement effective solutions 
to its problems, what prevented it from doing so? While these types of 
theories postulate the natural implication that if a society is not able to 
respond adequately to problems it will collapse, they do not account for 
the state of fragility. 

For modern society, there are several examples of catastrophes that 
are threatening: the case of a solar flare, or asteroid impact, or a series 
of volcanic eruptions. While these can prove damaging worldwide in 
various regards (demographically, economically) it is questionable 
if they would pass the necessary threshold to lead to global collapse. 
The critical features lie in social organisation and how we are using 
the environment that gets impacted. In the case of the dinosaurs, the 
asteroid hitting the planet led to the destruction of their ecological niches 
and thus to their extinction,32 but some species of mammals did survive. 
Thus, for the systems our society uses, our concern for their collapse 
does not necessarily stem from the gravity of any given catastrophe, but 
rather the high level of fragility we see they have. As with the ancient 
historical cases, to understand the vulnerability of the modern world 
in facing external threats, we need to account for its internal dynamics, 
which is of much higher complexity, and thus a greater challenge than 
any historical example. This is well exemplified by climate change, 
where the main driver of the phenomenon has been human activity 
since the start of the industrial revolution.
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Overall, arguments based on competition with other societies, 
intruders, or catastrophes neglect the fact that these types of events 
have previously been encountered by a given society but no collapse 
occurred, e.g. earthquakes in the Minoan civilisation, barbarian attacks 
on the Roman front, or competition between the Mayan centres. In 
addition, these theories have the added difficulty of placing the drivers 
of the collapse outside of the society in question, which is incomplete 
from an epistemological perspective without accounting for changes in 
social structure and dynamics.

Social structure and class conflict

Some of the earliest proposed causes for the collapse of civilisations 
have been the conflict between social classes and the mismanagement 
by elites. Compared to the arguments above, one of the strengths of this 
class of explanations lies in placing the mechanism of collapse within 
the society in question. However, these explanations are accompanied by 
some mystical (vague, unmeasurable) factors underlying the collapse, 
e.g. a loss of social unity or of civic virtue.

One early theory of societal decline and collapse was put forward 
by Ibn Khaldun in 1377, who proposed a cyclical model for the rise 
and fall of civilisations.33 Khaldun introduces the notion of ‘asabiyyah’, 
which roughly translates to social cohesion and unity. The theory can be 
summarised as follows: asabiyyah is strongly felt in the early stages of a 
society, but diminishes as the society grows and the leadership becomes 
too removed from the concerns of the majority of people. If a group at 
the periphery of the society enjoys a greater degree of social solidarity, 
it can grow in dominance and eventually lead to a change in the 
leadership. Then, a new cycle can start. One notable application of the 
theory has been to the Ottoman Empire to understand its development, 
which started at the periphery of the Byzantine Empire and grew to 
prominence.34

In the 18th century Edward Gibbon, in Decline and Fall of the Roman 
Empire, argued that the “virtue” of the citizens degraded, as they were less 
willing to protect their borders and outsourced their military defences 
to barbarian mercenaries.35 In addition, he stated that Christianity 
diminished the martial spirit of the Romans, and belief in the afterlife 
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made them reluctant to sacrifice themselves for the empire. We can 
observe that both Khaldun and Gibbon give explanations that rely on 
the loss of social cohesion—either due to the leadership or amongst the 
masses—and the subsequent invasion/replacement by an outside force.

As archaeology developed as a scientific field, the explanations based 
on class conflicts gained new popularity. A major systematic study, 
with a comprehensive review and integration of historical knowledge 
on societal development and collapse, was Arnold Toynbee’s A Study of 
History, published in 1961, with volumes IV-VI covering the ‘breakdown’ 
and ‘disintegration’ of civilisations.36 Toynbee does not consider 
environmental degradation or external invading forces as a root cause 
of the breakdown of a society. Rather, he argues that the mechanism 
behind the collapse is internal to the society and develops a theory of 
how this unfolds (as follows).

A “creative minority” is responsible for problem-solving within 
a society that leads to its growth and development, but eventually 
it ceases to be innovative, at which point it turns into a “dominant 
minority” which simply imposes rules and forces the majority into 
obedience. The majority is called the “proletariat” and is further divided 
into internal and external categories. The internal proletariat is under 
direct subjugation of the dominant minority, whereas the external one 
is left in poverty and disorganised. This state of affairs creates a tension 
that eventually leads to the disintegration of the social order. Toynbee 
applies the above theory to an extensive set of examples, including the 
Roman Empire, the Mayan civilisation, and the Old Egyptian Kingdom.

Recent applications of the class conflict hypothesis include Easter 
Island37 and the Maya.38 In the case of the modern world, we see 
a significant degree of social upheaval in the 18th and 19th century 
based on class conflict,39 which (in part) likely inspired this category 
of theories for societal collapse. The main difficulty with theories of 
internal conflict and elite mismanagement is that these types of tensions 
and inefficiencies always exist in societies.40 It is questionable that only 
at a certain point in a society’s history did these recurrent themes cause 
the social structure to break down completely.

Prior to collapse, a high degree of social conflict can be present, 
as was the case with certain Chinese dynasties,41 but direct causation 
cannot be inferred from this temporal succession. Similar to theories of 
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resource depletion, the class conflict arguments encounter the difficulty 
that these types of challenges are characteristic to the structuring and 
functioning of a society since its inception. Similar to arguments based 
on external threats, the occurrence of internal conflicts is so common 
that explaining collapse based on the social upheaval happening just 
before collapse amounts to cherry-picking of events. Arguably, there is 
a long chain of events, with both internal and external factors, which 
occur throughout a society’s history that are causally connected and can 
amount to its collapse. While the class conflict hypothesis highlights an 
important category of such contributing events, the causal structure is 
still short-sighted and the connection with other factors is neglected.

As seen above, most common theories of societal collapse either 
focus on factors that are not internal to the society in question or, in cases 
where the causes are intrinsic to the society, they refer to social conditions 
that have been characteristic to the society since its formation. The main 
difficulty in the explanations above is that they force the cause to be 
considered a single factor and posit the causal mechanism as a direct, 
linear process. Given the complexity of the systems involved, collapse 
is often a multi-faceted process that requires accounting for multiple 
interrelated factors. Simply listing the different contributing phenomena 
is insufficient to give us additional insight, but what can bridge the 
epistemological gaps is establishing the connection and causation 
between the different aspects affecting the operation of a society, such 
as its resource usage, its social organisation, main paradigms, norms, 
and institutions, and how it adapts to external threats. A consistent way 
to map these factors into one conceptual scheme is the identification of 
feedback mechanisms and the use of causal loop diagrams to illustrate 
the relationships that form and manifest over time.

The case of feedback mechanisms

A feedback mechanism is a multi-causal relationship between two or 
more variables. It can be represented by a causal loop diagram (CLD), 
where the different variables are listed and connections are illustrated 
with arrows. The variables are called stocks and represent quantities 
that change over time.
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Fig. 1. A causal loop diagram (CLD) illustrating the relationship between 
population and food availability posited by Malthusian theory (lower half). An 
increase in population leads to a decrease in availability of food due to larger 
consumption. An increase in available food spurs an increase in population due 
to the higher amount of resources. The feedback tends to stabilise: any increase 
in population comes with a decrease in available food, which leads to a lower 
population. Boserup considers technology as adding a positive feedback loop 
(upper half), wherein a greater population leads to more technological innovation 

which allows more food production.42

The influence of one stock on another is shown through an arrow 
with a + (plus) or - (minus) depending on the growth of the starting 
stock, which leads to increase (+) or decrease (-) in the target stock. 
A CLD of a process can highlight its non-linear nature, represent how 
multiple factors influence each other, clarify the conceptual model of 
the dynamics, and be a stepping stone to a quantitative description.43 
Numerous physical, biological, social, and technological processes can 
be described through CLDs,44 and they represent a natural explanatory 
framework for a process as complex as societal collapse.

An early example of a feedback mechanism applied to the 
sustainability of human society can be found in the 1798 work of Thomas 
Malthus, whose main argument can be summarised in the CLD of Fig. 
1 (lower half).45 The CLD can be understood as follows: an increase 
in population leads to a decrease in available food, while an increase 
in available food leads to an increase in population. The feedback 
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mechanism is balancing, meaning that an increase in population leads 
to a decrease in available food, which would imply a decrease in the 
population. Thus, the variables tend to stabilise to certain values, because 
significant growth in one then leads to a counter-acting response from 
the other. The CLD only illustrates the simplest instance of Malthusian 
ideas, but does convey the point that population overshoot implies a 
later, possibly sharp, population decline.

An additional aspect Malthus points out is that population grows 
in exponential fashion, whereas agricultural production can only 
grow linearly. As described above, the mismatch will cause population 
levels to return to sustainable levels. In addition to food scarcity, with 
increasing population density, the chance of war breaking out increases, 
diseases are more easily transmitted, and general livelihood become 
harsher, which makes the bearing and raising of children more difficult. 
From the economic viewpoint, we can interpret this as saying that the 
costs of sustaining the population are growing faster than the capacity 
to sustain them.

With the industrial revolution, it became increasingly clear that 
technology could help eliminate—or at least delay—the negative 
population pressure Malthus hypothesised. Eventually, an alternative 
theory appeared with E. Boserup’s The Conditions of Agricultural Growth: 
The Economics of Agrarian Change Under Population Pressure, which 
argued that, under conditions of rapid population growth and low land 
productivity, new, more intensive, agricultural technology would be 
developed to provide sufficient food.46 Behind Boserup’s thesis is the 
old tenet that ‘necessity is the mother of all invention’. For example, 
the Mayan civilisation employed intensive agricultural practices 
(field-raising, terrace-building, etc.) and better irrigation and water 
management systems (e.g. building reservoirs) to cope with rainfall 
variability (including droughts) and their growing population.47

In Fig. 1 (upper half) we can see the CLD associated with Boserup’s 
idea: an increase in population leads to an increase in technological 
development, that leads to an increase in food production. Thus, the 
decrease in food availability due to a large population growth can be 
compensated for through technological means. When conventional 
farming methods prove insufficient, the short-term response is likely the 
diversification and intensification of agricultural practice to compensate 
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for any likely shortfall in production. But, as the Mayan case illustrates, 
on much longer time scales, the (ultimately) finite carrying capacity of 
the environment would constrain population growth (assuming all other 
factors are unchanged).48 Thus, the theories of Malthus and Boserup 
can operate at different timescales, with a Malthusian catastrophe not 
necessarily avoided in the long term.

The question is then if technological innovation can continue to 
overcome environmental and production problems associated with the 
availability of food (and other necessary resources). Despite challenging 
Malthus by arguing that productivity per unit of land increases under 
intensification, Boserup argues that productivity per unit of labour 
actually decreases. Through factors such as preparation, fertilisation, 
and irrigation, human labour per unit of agricultural output increases 
but continues to be undertaken due to the growing population size. 
The work of Boserup received quantitative support through the data 
compiled by Clark and Haswell49 and Wilkinson,50 who show that the 
average and marginal return on agriculture does indeed decline with 
increasing labour.

Tainter generalises Boserup’s observation of declining productivity 
per unit of labour to all problem-solving endeavours, not just 
procurement of food.51 Specifically, Tainter posits that there are 
diminishing returns to investments in complexity (all activity geared 
towards problem-solving). In particular, this trend holds for technical 
innovation, e.g. to reach the same number of patent applications in 
1958 as in 1946, the US required twice as many scientists and engineers, 
and three times as much investment as 12 years before.52 Similar trends 
continue up to the present,53 with examples including the decreasing 
number of patents per inventor,54 the reduction in energy return 
on investment in oil production,55 Eroom’s law in pharmaceutical 
discoveries showing a decrease in R&D efficiency by a factor of 100 
from 1950 to 2010,56 and the rising economic and environmental costs 
of deep learning.57

The theories of Malthus, Boserup, and Tainter are not only applicable 
to modern society but also to past societies, and can (in part) account 
for historical cases of collapse, at least in cases relating to resource-
harvesting in a fragile environment, such as for Easter Island58 and the 
Classic Lowland Maya.59 The idea of diminishing returns to investments 
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in problem-solving is well exemplified by the Roman Empire,60 whose 
early conquests were very profitable and allowed for the elimination 
of taxes for the citizens. With the expanding territory, the military and 
administrative costs grew as well.

At a certain point, further conquests/conflicts proved less beneficial 
and even amounted to a loss of resources, like the wars with the Germanic 
tribes. Maintenance of the empire ended up having larger costs than 
revenue, and territory was gradually lost. The Roman currency, the 
denarius, was being debased to expand the money supply and cover the 
costs (at least temporarily).61 Throughout a period of 400 years, these 
negative returns manifested as a collapse. Similar arguments have been 
forwarded regarding the Chinese dynastic cycle,62 the Ottoman Empire,63 
and the Maya.64

More generally, as was the case with the Roman Empire, the 
maintenance of a complex socio-political system requires resources 
and energy in various forms. Each new problem leads to an increase in 
the system’s complexity due to the new institutions, more people, and 
different specialisations required to implement a solution. The increased 
complexity carries additional energy costs. The previously existing 
structures are not radically reformed but are expanded to incorporate 
new functionality, or additional ones are created.

So, the complexity tends to add increase with time, and hence, so 
do the costs of its maintenance. Furthermore, the benefits incurred in 
this enterprise suffer from the law of diminishing returns.65 As such, 
“investment in socio-political complexity as a problem-solving response 
reaches a point of declining marginal returns”.66 At an advanced stage of 
socio-political growth, a society uses up most of its energy to maintain 
all the previously implemented solutions, and has very low returns on 
solving new problems. Thus, it becomes increasingly sensitive to—and 
incapable of—tackling internal or external threats and perturbations. 
In these conditions, collapse is a likely outcome, irrespective of specific 
factors or circumstances.

Another theoretical framework that significantly extends Malthus’ 
work is structural demographic theory.67 Beyond the population, 
the theory considers the role played by state structures and elites in 
stabilising or destabilising social order and dynamics. Multiple feedback 
mechanisms are posited within the social hierarchy, and several causal 
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pathways are found for the emergence of political and wider social 
instability. The theory was developed by Peter Turchin and others to 
explain the emergence of rebellions and revolutions within a state, and it 
has led to numerous quantitative models that capture these phenomena 
in mathematical form.68

A theory of collapse built on feedback mechanisms describing social 
dynamics is consistent with the nature of a complex system, wherein 
multiple interacting factors are present, the evolution is non-linear, 
and causality cannot be assigned to singular aspects of the system. The 
frameworks outlined above are examples of influential theories on long-
term sustainability (and collapse) that can be formulated as feedback 
mechanisms. While bridging epistemological gaps found in prior 
types of arguments, we can ask if these theories can provide specific 
predictions or remain as explanatory frameworks with no clear time 
horizons for their insights.

Quantitative models

To achieve specific, reliable, and quantitative predictions, it is necessary 
to formulate mathematical models of societal dynamics and evolution, 
such as within structural demographic theory.69 Qualitatively describing 
the structure and dynamics of societies through feedback mechanisms 
is an important stepping stone towards the developments of realistic 
mathematical models.70 A mathematical model can encapsulate the 
non-linear features of the relationships and dynamics found within a 
social system, and quantify and predict the time evolution of relevant 
variables (such as population levels, resource usage, economic metrics, 
etc.).

There are several different modelling methodologies that are 
commonly employed, and they differ in their complexity and calibration. 
There are large-scale models that attempt to capture multiple socio-
environmental factors in a fine-grained fashion. These models fall into 
two broad classes: 

(a) agent-based models (ABMs), which represent individuals (or 
communities) as agents with set attributes and behavioural rules, such 
that a realistic rendering of relevant behaviour is desired with the aim of 
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obtaining larger scale emergent phenomena. Often, they also explicitly 
model the spatially extended features, such as terrain; and

(b) integrated world models, which employ a wide variety of 
modelling techniques (system dynamics, econometrics, etc.) and aim 
for an accurate, detailed representation of the system under study. They 
are complex models that use a large number of variables and parameters.

Early agent-based models were formulated and implemented in the 
1970s and 80s. One of these models which we will mention is Schelling’s 
model of racial segregation,71 the iterated prisoner’s dilemma,72 and Craig 
Reynolds’ “Boids” computer programme.73 In the 1990s, the method 
expanded significantly, and became widely applied to modelling social 
and economic phenomena. Of particular interest is the Sugarscape 
model that is built up gradually and grows increasingly complex, when 
more realistic phenomena start to emerge (like wealth inequality, trade 
relations, and conflict).74 This example is an excellent illustration of the 
general, non-trivial, and useful insights ABMs can provide by building 
social structure from the bottom-up.

There are several notable examples of agent-based models that 
address the dynamics of past societies and human activity (trade, 
migration, etc).75 Arguably, the first significant effort in this sense was 
by Dean et al.,76 Axtell et al.,77 and Gumerman et al.,78 who modelled 
the Kayenta Anasazi that lived in the Long House Valley in the Black 
Mesa area of north-eastern Arizona (US) from about 1800 BCE to 1300 
CE. Other agent-based models focus on the Mayan civilisation79 and 
the Bronze Age collapse,80 but beyond the cases listed, agent-based 
models that aim to reproduce the archaeological records of complex, 
past societies are scarce. Effort in this area is directed more towards 
understanding prehistoric social dynamics and organisation.81

Given the large number of parameters and the many specific 
modelling choices that have to be made when designing such a high-
resolution model, the problem of validating it is quite difficult. How 
many other parameter values and design decisions are compatible 
with the output of the model? To what extent are these possible 
models equivalent and insightful about the actual historical behaviour, 
decisions, and events? These questions cannot be answered in general, 
and despite the significant effort put into developing a realistic ABM, 
the whole endeavour can be at risk of becoming a very sophisticated 
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curve-fitting exercise that provides little historical insight. Still, a variety 
of empirical approaches have been applied to ABMs, and this has led to 
a continued debate regarding their validation.82

The first major examples of mathematical models developed to 
account for collapse have not been aimed at ancient societies, but rather 
at modern society. The first global integrated models were initiated after 
the sustainability movement of the 1960s, when the Club of Rome was 
established by a group of economists and scientists with the goal to 
pursue a holistic understanding of—and solutions to—the world’s major 
social and environmental problems.83 In the mid-1950s, Professor Jay 
Forrester at MIT developed system dynamics, a diagrammatic method 
to aid the development of large-scale models consisting of differential 
equations.84

At the request of the Club of Rome, Forrester developed the 
World1 and World2 models, which incorporate complex feedback that 
characterises modern industrial society.85 Eventually, the World3 model 
was developed, which led to the ‘Limits to Growth’ (LTG) study, led by 
Donella Meadows, that attempted to understand the development of 
society by taking into account a wide range of phenomena, including 
food production, pollution, economic wellbeing, population growth, 
and industrial output.86 ‘Limits to Growth’ is based on the World3 model, 
which consists of 16 state variables (e.g. population, pollution, arable 
land) and 80 fixed parameters. The timeframe of the model is 200 years, 
between 1900 and 2100. The study focused on three scenarios: a base 
case with parameters best fitted to historical data, an environmentally 
sustainable case, and a technologically driven, industry-intensive 
scenario.

The first and third scenarios led to a peak in industrial output in 
the 21st century and a subsequent decline in economic activity and 
demographic levels. The sustainable case manages to reach a steady 
state with little loss of life, but it requires parameter choices that, in 
the real world, would require drastic action to curtail pollution and 
population growth. Given its dire outlook, the LTG study has received 
harsh criticism from economists,87 but in recent years the standard run 
of the model has been found to match well with historical trajectories.88 
Since LTG was published, several other models have been developed, 
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which are aimed at integrating social, ecological, and technological 
factors into a coherent whole to provide policy recommendations.89

There is another category of models where low-dimensional 
dynamical systems are employed to represent the dynamics of the 
system in an aggregated way. The models generally fall into one of two 
methodological approaches: 

(a) economic-based models, in which individuals of the society 
are modelled as rational, utility-maximising agents. Typically, a utility 
function is chosen dependent on labour and land, and maximised under 
certain constraints. The relations that are obtained later inform the 
choice of dynamical system and parameters that influence the societal 
dynamics; and

(b) ecologically inspired models, which employ functional forms 
used in ecology to build the dynamical system and do not rely on neo-
classical assumptions of consumer behaviour. The choice of dynamical 
system in this case is made by attempting to match the model structure 
to a theoretical framework (sociological or archaeological), along with 
empirical observations and measurements.

A broader trend started in the late 1990s—developing simple 
dynamical systems to model societal evolution. Renewed interest in 
the mathematical modelling of societal development (and collapse) 
was sparked by the work of Brander and Taylor.90 Several papers that 
appeared following Brander and Taylor’s also employed the economic 
methodology and analysed how different factors—such as property 
rights, technology, or growth—could have impacted and possibly 
modified the outcome on Easter Island.

With regard to economic models of societal dynamics, we can 
identify three weaknesses: (i) the fundamental assumption of rational 
human behaviour is not justified empirically,91 (ii) the literature did not 
aim to improve the archaeological fit of the initial model by Brander and 
Taylor, and (iii) the models have increased in complexity over time with 
no discernible, testable features—e.g. more parameters were added or 
more complicated objective functions were proposed. Models which 
were developed on ecological and archaeological grounds, which we 
detail next, do not share these difficulties.

Some models do not employ an economic approach to modelling 
societies, but rather develop the dynamical systems more heuristically, 
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from either ecological considerations or society-specific features 
consistent with the archaeology. In mathematical ecology, similarly 
to economics, an adequate representation of a system by a model is 
achieved by following certain general modelling principles.92 But with 
regard to historical processes, there has not yet been a consensus on the 
appropriate modelling techniques. A new field called ‘cliodynamics’93 
seeks to provide such a common framework for modelling historical 
processes, but the field is still in its infancy.

Discussion

We have reviewed the main theories put forward to explain how 
societies collapse, starting with qualitative theories with a focus on 
single exogenous factors, such as resource depletion, competition 
and conflict with other societies, catastrophes, and contingent events. 
Then, we considered theories with an endogenous explanation of 
collapse, which focus predominantly on class structures and elite 
mismanagement. In this regard, the theories of Khaldun, Gibbon, and 
Toynbee were highlighted as notable examples throughout the history 
of the field. The theories considered up to this point posit that collapse 
occurs in conditions that have been recurrent throughout the history 
of societies. Hence, taking any one given event (e.g. resource shortage, 
war, rebellion, etc.) as being the cause of the collapse means ignoring 
similar historical precedents and not accounting for how the society 
became susceptible to collapse.

Then, we considered theories that can be formulated as feedback 
mechanisms operating within societies. Historically, Malthus’ theory 
provides an early example, upon which several refinements were made, 
notably by Boserup and Tainter, and later in structural demographic 
theory. These later theories provide frameworks compatible with the 
nature of a complex system (such as a society) and do not have the 
epistemological problems of previously mentioned theories, as they 
provide a mechanism and causal pathway for increased vulnerability to 
collapse. Furthermore, they provide a stepping stone to mathematical 
modelling of collapse, which moves beyond qualitative considerations 
and gives quantitative insight into the phenomenon.

Quantitative models of societal dynamics and collapse broadly fall 
into the following categories: agent-based models, integrated world 
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models, and low-dimensional dynamical models. Agent-based models 
offer a bottom-up approach to understanding a system’s structure and 
behaviour. The insight these models can provide is how basic building 
blocks of the system in question behave. The difficulty lies in matching 
underlying agent behaviour with large-scale features with the data, 
and discriminating between alternative assumptions regarding the 
agent’s characteristics. Integrated world models have a high degree of 
complexity (many variables, equations, mechanisms, and sub-models) 
that hinder understanding and communication. Nevertheless, due to 
their complexity and comprehensiveness they are also the most realistic 
models, and are used in policy-making.

Low-dimensional dynamical systems models have been widely used 
to capture societal mechanisms from a top-down perspective.94 The 
different schools of thought on the methodology of developing these 
models can be divided into either economically or ecologically focused; 
each one has different emphases and strengths. The advantage of low-
dimensional models is that they can capture a specific idea or theory 
on how societal evolution takes place. This, plus their smaller number 
of variables, allows for comparison with the archaeological record. The 
main shortcoming of these models is the potential over-simplifications 
they make in describing the systems under study. However, searching 
for models at a mesoscopic scale of intermediate complexity can be 
advantageous, as sufficient societal elements can be accounted for to 
reproduce known data, but the model can also be kept manageable, so 
that it can be understood analytically and communicated more easily.

Still, the topic of societal collapse has generally been approached 
from a mostly qualitative perspective, which presents arguments in a 
narrative form without a mathematical understanding of the underlying 
dynamics. In some cases, there even appears to be an aversion to 
quantitative models.95 Tainter argues that quantitative models are 
inadequate to capture the full scope of societal complexity and the 
underlying drivers of its evolution.96 Turchin disagrees, and argues that 
“a discipline usually matures only after it has developed mathematical 
theory” especially if the discipline deals with dynamical quantities.97 
Informal verbal models are appropriate if the underlying mechanisms 
are sufficiently simple (acting in a linear and additive manner), but 
generally misleading if the system exhibits non-linear feedback and 
time lags.98
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Casting hypotheses into quantitative models can help in illuminating 
uncertainties regarding the system, expose prevailing wisdom as 
incompatible with available data, guide data collection, or uncover 
new questions.99 Mathematical models can thus be “indispensable 
when we wish to rigorously connect the set of assumptions about 
the system to predictions about its dynamics behavior”.100 However, 
as with Lindy’s Law and the doomsday argument, there remains the 
general difficulty (as with any mathematical model) of choosing and 
calibrating its parameters. In addition, given the overall complexity of 
any given society, any proposed qualitative or quantitative description 
(feedback mechanism, models, etc.) can only aim to provide a partial 
description of societal dynamics and collapse. Establishing cause-effect 
relationships requires both empirical support and validated modelling, 
and remains subject to much debate. Applying this methodology to 
modern society comes with additional difficulties due to the system’s 
highly interconnected nature, but progress is being made with regard to 
threats such as climate change.101

The use of quantitative models to test the validity of hypotheses has 
not been common in social sciences historically, and a new field called 
‘cliodynamics’ has emerged to tackle this issue102, and provide historical 
and current insight into social processes and emerging instability.103 

Cliodynamics has the potential to follow in the footsteps of 
theoretical physics and mathematical biology in providing a robust, 
reliable modelling framework. The framework would be applicable to 
societal dynamics for ancient and modern cases. While the validation 
of any given model is difficult and debatable, by building a significant 
number of models with diverse features, a mathematical dictionary can 
be constructed that allows diverse social phenomena to be translated 
into equations or computational models. While economics provides one 
possible framework for modelling human behaviour, the models can be 
overly limiting in their underlying assumptions, whereas cliodynamics 
is more open to a diversity of assumptions from either an ecological or 
historical perspective.

Each term in an equation or rule in an agent-based model can form 
a foundation and a set of building blocks to obtaining certain emergent 
behaviours. For example, the law of mass action is a common functional 
term employed to model predator-prey interactions in population 
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biology or population interactions in epidemiology. Similarly, the 
relationships between state resource, population, and war;104 the impact 
of wealth on birth rates;105 population shifts between specialisations;106 
the territory conquered by an army;107 or transitions between a unified 
or turbulent period in history can be modelled through specific terms 
and equations proposed in the literature.108 If a common set of historical 
mechanisms can be found throughout multiple time periods and a 
modelling framework with a toolkit of different methodologies adaptive 
to different scenarios can be built, then the science-fiction discipline of 
psychodynamics that Asimov imagined would be within reach.
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3. Existential Risk and  
Science Governance

Lalitha S. Sundaram

The study of existential risk has, since its earliest days, been closely 
linked with scientists (both their work and their concerns).1 This is easily 
seen in key moments like the establishment of Pugwash and the creation 
of the Doomsday Clock, or in publications from prominent scientists in 
more recent years, such as Our Final Century.2 From nuclear weapons to 
AI arms races, environmental crises, and, yes, even pandemics, science 
and technology are deeply implicated in the scholarship of existential 
risk, whether they are viewed as causes, risk multipliers, or potential 
mitigating forces (or, indeed, as all three). 

In this chapter, I look at how the governance of science might matter 
for the production and prevention of existential risk in the context of 
what levers we, as a community, might be ignoring. In particular, I look 
at the ways in which scientific governance is conventionally framed—
seeing science as something extrinsic to be regulated stringently or to 
be left alone to proceed without interference—and point out some of 
the shortcomings of this view. Instead, I propose considering scientific 
governance more broadly as a constellation of socio-technical processes 
that shape and steer technology, and in doing so, argue that research 
culture and self-governance not only exist but are central to how science 
and technology developments play out. I then put forward that there are 
many more levers at our disposal for ensuring the safe development of 
potentially very beneficial technologies than narrow views of scientific 
governance might suggest, and that overlooking them could rob us of 
much of our arsenal against existential risk. Many of the levers involve 
self-governance in some way, and I explore how that manifests in 
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different disciplines and settings. I end the chapter by proposing some 
areas where scientists and the existential risk community might together 
hope to influence those existing modalities.

Is top-down governance the only way?

One prominent narrative that concerns the intertwining of science 
and technology with existential risk stems from a number of scientists 
themselves ‘raising the alarm’, particularly in the wake of the Manhattan 
Project and the development and proliferation of nuclear weapons 
technology following the Second World War. Well-known examples 
are, of course, Robert Oppenheimer, Leo Szilard, and Enrico Fermi, 
but other examples include thinkers who were less directly involved 
in the development of these weapons, but who raised the possibility of 
anthropogenic civilisational destruction as a subject for serious academic 
and policy discussion, like Albert Einstein and Bertrand Russell, or 
even Winston Churchill and H.G. Wells. For this cadre of intellectuals, 
naturally, given the historical moment through which they lived, the 
greatest risks emerged from the possibility of technologically enhanced 
war, with Russell noting in a letter to Einstein that: “although the H-bomb 
at the moment occupies the centre of attention, it does not exhaust the 
destructive possibilities of science, and it is probable that the dangers of 
bacteriological warfare may before long become just as great”.3 

One possible solution that was frequently discussed and advocated 
by such groups was the establishment of world government, both as a 
means of preventing future wars that might now prove fatal to humanity 
and as a way of accelerating the creation and adoption of solutions to 
pressing global problems. Bertrand Russell, for instance, argued that 
science was destabilising modern society in the same way that nuclear 
physicists had recently learnt to destabilise atoms. He argued that science 
was increasingly disturbing the physical, biological, and psychological 
basis for societies to the point where “we must accept vast upheavals and 
appalling suffering” unless four conditions could be established. These 
were: 1) a single world government with a monopoly on all military 
force, 2) enough economic equality to eradicate envy between people, 
3) a universally low birth rate to ensure a stable world population, and 
4) opportunities for everyone to develop individual initiative “in work 
and play” and to exercise the greatest level of power over themselves.4 
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It is worth noting, however, that Russell saw these conditions as built 
on one another (to some extent), such that world government is seen as 
the basis on which to establish equality, sustainability, and individual 
freedom—rather than the other way around.

It is important to note, however, that despite the strong leanings 
that Russell, Einstein, and others had towards strong top-down 
governance (at least on the global stage), the organisation that is 
(one of their) most significant legacies in the field of existential 
risk—Pugwash—decidedly does not operate under that model. The 
Pugwash Conferences that have been organised since the Russell-
Einstein Manifesto (see this volume’s chapter by Beard and Bronson) 
“eventually came to be hosted, almost all of them in places other than 
Pugwash, by national ‘Pugwash groups’ whose character, institutional 
affiliations (if any) and methods of work and fundraising varied from 
country to country”,5 with the Pugwash website itself noting its “rather 
decentralized organizational structure”.6 Moreover, as noted in the 
chapter by Beard and Bronson, Pugwash co-existed with several civil 
movements—such as the Campaign for Nuclear Disarmament and the 
Committee of 100, established by Russell himself—which justify civil 
disobedience as a means to give voice to popular fears about existential 
risks and dissatisfaction with government policy. 

Nevertheless, the view of top-down, formal oversight as the 
only way to achieve governance persists, especially when it comes to 
governance of existential risks stemming from science. In 2019, Nick 
Bostrom introduced the “Vulnerable World Hypothesis”,7 whereby 
technological advances are viewed as balls drawn from a large urn of 
infinite possibilities (possible technological ideas or advances, that 
is). The majority of these balls have thus far been beneficial (white) or 
not catastrophically damaging (grey). However, Bostrom posits, it is 
only a matter of time before we (human society) draw a “black ball”: 
a “technology that invariably or by default destroys the civilization 
that invents it”.8 Bostrom’s contention is that the primary reason for us 
not having done so yet is luck, rather than any kind of safeguarding 
mechanism or policy. In order not to continue relying on such luck 
(which must, to Bostrom’s mind, eventually run out), he describes 
one way out: that of exiting what he terms the “semi-anarchic default 
condition”.9 This condition—namely the world as it exists—is one to 
be overcome if we are to avoid drawing a black ball. The three main 
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features that Bostrom ascribes to it are a lack of preventative policing, a 
lack of global governance (in an obvious echo to Russell), and the fact 
that the actors involved have diverse motivations. Potential mitigations 
for some types of vulnerability that Bostrom proposes are options 
for technological curtailment, including differential technological 
development10 and preference modification. Here, technologies deemed 
to be potentially “black ball” can be delayed in their development, or 
the actors involved could be monitored and their efforts re-focused. 
Overall, therefore, for Bostrom, a key macro-strategy would involve the 
strengthening of surveillance, and a global governance super-structure 
capable of “decisive action”.11 To be clear, Bostrom’s argument is not that 
such a system is a desirable one (indeed, he is at pains to describe many 
of the potential downsides and concedes it may not be “desirable all 
things considered”12). Nevertheless, within the (hypothetical) context 
of the semi-anarchical condition of a “Vulnerable World”, it is one of the 
few solutions that Bostrom sees as workable.

All this suggests a dichotomy between models in which science is 
allowed to develop on its own within existing social institutions (which 
are viewed as insufficiently overseen, in which case science is presumed 
to be more dangerous), or else sustained centralised action needs to be 
taken to reshape these institutions in order to direct scientific research 
and technological development away from what is risky and make society 
fit for receiving the benefits of science without being harmed. One way 
to think about this trade-off is in economic terms: either science (and 
thus scientists) is left to its own devices participating in an unregulated, 
laissez-faire ‘market of ideas’ or governments and regulators need to 
establish beforehand which topics will be most beneficial and safe, and 
then direct scientists and technology developers to work on those and 
avoid everything else. This dichotomy “between dirigism and laissez-
faire”13 has been characterised in biotechnology policy in terms of which 
parts of the biotechnology landscape are likely to yield the most public 
good, and as the Nuffield Council on Bioethics puts it, we are relying 
on state intervention on the one hand and market forces on the other.14 
While these ends of the spectrum (and options in between) have usually 
been considered in terms of their impact on future biotechnologies as a 
matter of social value, it is not a stretch to see how this could be reframed 
as a question of risk and safety, and of preventing catastrophic (or even 
existential) harm. Thus: either risks are foreseen by an authority and 
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regulated against, or some notion of a market (largely informal, though 
this could be formalised as insurance)15 naturally self-adjusts to drive 
riskier areas of work and practice into abandonment. Plainly, this latter 
option cannot be of much use when it comes to existential risks, since 
even the most well-funded insurers could not hope to pay out after 
humanity has gone extinct, and we might say the same about many of 
the more severe forms of global catastrophe as well. Extreme risks may 
prove to be a market failure in every conceivable sense. 

A broader take on governance

Thinking about governance in this polarised way is very restrictive and 
ignores a great many realities about science and technology. For a start, 
science and technology do not exist as separate entities from human 
activity and society more broadly. Moreover, as an object of governance, 
they are neither distinct nor static. Science and technology are not 
monolithic either; their developments do not exist in a vacuum. They are 
enterprises engaged in by people, and so it matters a great deal who those 
people are. Not only that, it matters how they have been trained, not 
just in their professions but in how they approach the world and what 
responsibility they feel they have towards it. And these scientists—these 
people—do not act in isolation  from each other and their communities 
or from the institutions and wider systems within which they operate 
either. 

So, when it comes to ‘governing science’ in order to understand, 
prevent, and mitigate existential risks, instead of reaching immediately 
for some hegemonic form of extra-community governance, we need to 
better understand and learn how to shape these wider systems. Indeed, 
governance is best seen as ‘how technologies are shaped and steered’ 
rather than simply, as is too often the case, ‘how they are regulated’. We 
need to think about governance as the group of mechanisms, processes, 
and communities that structures, guides, and manages technology—
and this must include a consideration of systems and networks, as well 
as norms and culture. This is part of the view taken by Voeneky, who, 
while considering the legitimacy and efficacy of international law to 
govern global risk, describes “a multi-layer governance that consists of 
rules of international law, supranational and national law, private norm 
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setting, and hybrid forms that combine elements of international or 
national law and private norm setting”.16

There are two main failures of considering governance too narrowly 
(as a single law, policy, or other coercive measure to ensure scientists 
‘behave responsibly’). The first one is, as noted above, that it draws an 
artificial boundary around what ‘science and technology’ is: a boundary 
that tends to exclude the social and the political, seeing these instead as 
distinct realms into which technologies are injected or deployed. Instead, 
we need to acknowledge—and need our governance to acknowledge—
that what we are looking at are sociotechnical systems,17 where cross-
pollination exists at every stage. Understanding these different levels 
of scientific governance is of utmost importance when thinking about 
existential risks because addressing these types of risk will require a 
combination of rules, norms, scientific vision, and an appreciation of 
the ways in which ‘the social’ and ‘the scientific’ constantly influence 
each other. Second, a narrow framing of scientific governance—in part 
a result of a too-narrow framing of science and technology—positions 
it solely as a gatekeeper. Viewing governance instead as a mechanism 
for steering allows us to harness the best of scientific and technological 
advances, while remaining mindful of the potential risks. However, this 
is not an easy path to tread; in the remainder of this chapter, I explore 
some of the reasons why, and propose some ways forward. 

Responsibility for understanding and tackling existential risks is 
dispersed among a great many actors: how much of it is the responsibility 
of ‘the scientific community’? The way ‘the scientific community’ is 
organised and how it operates is obviously a vast subject of study in and 
of itself, and outside the remit of this volume. A simplified (but by no 
means simple) view is that it involves myriad actors and institutions: 
governments and funders, the academy, the various institutions that 
‘house’ the research, companies, industries and sectors, professional 
bodies that set standards and award qualifications, non-governmental 
organisations, international partnerships and coalitions and, of course, 
individual scientists and technology developers themselves. 

A canonical example of a community’s scientific self-governance is 
the Asilomar Conference on Recombinant DNA, which was prompted 
by a series of genetics experiments in the early 1970s. Experiments 
done in the laboratory of Paul Berg at Stanford demonstrated that DNA 
molecules could be ‘recombined’ using restriction enzymes to join them 
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together. Experiments by Stanley Cohen, also at Stanford, and Herbert 
Boyer at the University of California, San Francisco demonstrated that 
recombinant (artificially constructed) plasmids (circular molecules 
of DNA that can replicate independently of chromosomes) could be 
propagated in bacterial cells. Presentation of this work at a 1973 Gordon 
Conference, along with informal conversations between colleagues, 
then prompted the publication of a letter to the heads of the National 
Academies of Science and the National Academy of Medicine, published 
in the journal Science. This letter was written “on behalf of a number 
of scientists to communicate a matter of deep concern”,18 namely the 
newfound ability to recombine DNA from diverse genetic sources. 
The letter noted that: “Although no hazard has yet been established, 
prudence suggests that the potential hazard be seriously considered”,19 
and called upon the Academies to set up study committees and consider 
establishing guidelines. 

Berg led the publication of another letter in Science20 and PNAS21 
where he (along with colleagues from the nascent field) called for 
scientists to “voluntarily defer” some experiments (essentially to impose 
a moratorium) until such time as a conference could be convened. It is 
important to note that no actual harm had yet occurred; no potentially 
dangerous experiments had even been performed yet (indeed the 
possibility of direct harm was considered quite remote). In some ways, 
the actions taken by the researchers were textbook exemplars of the 
precautionary principle, with Berg’s later reflection and recollection of 
the events noting that “there were no concrete data concerning health 
risks attributable to recombinant DNA experimentation. Nevertheless, 
there were also no data absolving the planned experiments of any risk”.22 
The moratorium was—as far as it is possible to know—abided by, despite 
Berg’s own acknowledgement at the time that “adherence to [our] major 
recommendations will entail postponement or possibly abandonment 
of certain types of scientifically worthwhile experiments”.23, 24 The 
reasoning behind the moratorium was to allow time to organise an 
international conference where the issues could be hashed out and 
guidelines agreed upon: the now-famous International Conference on 
Recombinant DNA Molecules of 1975, held at the Asilomar Conference 
Centre.

Three days of discussions at the conference concluded with a 
consensus of broad guidelines, which were published as a summary 
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statement.25 The recommendations included matching “containment 
levels” under which work would be performed to the appropriate 
estimated risk assessment of particular experiments; considerations 
of what organisms were being used; ‘good’ laboratory procedures to 
be implemented; and the development of safer ‘vectors’ and ‘hosts’. 
Moreover, the summary statement also recommended that particular 
types of experiments be deferred, including those involving DNAs from 
pathogenic organisms or those “using recombinant DNAs that are able 
to make products potentially harmful to man, animals, or plants.”26

And indeed, the recommendations that emerged from the conference 
formed the basis for much American (and, broadly speaking, worldwide) 
regulation of the field. 

Asilomar was not a perfect process, however. Some contemporary 
(as well as more recent) criticisms concern the composition of the 
conference: alongside a few journalists who were under effective 
embargo, there were some 150 molecular biologists, a handful of 
(non-practising) lawyers, and a single bioethicist in attendance.27 This 
obviously raises questions about the motivations involved: were the 
scientists merely forestalling more severe external regulation by being 
very visibly proactive? 

Importantly, what would seem to be two obvious and key issues 
were omitted from the agenda altogether: biological warfare and gene 
therapy. According to the science historian, Charles Weiner:28

The recombinant DNA issue was defined as a technical problem to be 
solved by technical means, a technical fix. Larger ethical issues regarding 
the purposes of the research; long-term goals, including human genetic 
intervention; and possible abuses of the research were excluded.

Despite this, Asilomar was largely hailed as a success in scientific 
self-governance, where scientists could demonstrate that they were 
conscious of the risks their work might incur, and that they could 
reach a consensus on guidelines—guidelines that would later inform 
regulation—to minimise these risks. As such, much more than a 
picturesque Californian conference venue, Asilomar has come to 
represent the process of pre-emptive scientific self-reflection in the 
face of emerging technology. Indeed, the “Asilomar Moment” has been 
invoked numerous times in biological research, but also—in desirable 
terms—in nanotechnology,29 geoengineering,30 and AI, from which we 
draw our next example. 
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In a sense, the upholding of the “Asilomar Moment”31 as a paragon 
of self-governance simply illustrates the paucity of our understanding 
when it comes to what constitutes good self-governance, and ignores 
the many other levers that we have at our disposal. Two examples from 
contemporary science and technology demonstrate some of the less 
obvious tools of self-governance and how they can be used. 

Contemporary case studies of research culture:  
Self-governance in action

Asilomar features heavily in another example of self-reflection by 
technologists, but only as part of a broad set of measures undertaken 
in the AI community “to shape the societal and ethical implications of 
AI”,32 actions that Belfield terms “activism”. While Belfield draws out 
other ways in which that activism takes shape (worker organising, 
for instance), what I will focus on here is that of using the “epistemic 
community”33 as an engine for self-reflection and norm-setting. 

What Belfield describes echoes some of the historical actions taken 
by molecular biologists in the 1970s, but the scale is larger and involves 
more actors. In fact, the community the author defines is almost as 
broad as the one this chapter considers with its view of what constitutes 
a “scientific community” (cf. the composition of the 1975 Asilomar 
Conference). Belfield’s AI community “include[s] researchers, research 
engineers, faculty, graduate students, NGO workers, campaigners 
and some technology workers more generally—those who would 
self-describe as working ‘on’, ‘with’ and ‘in’ AI and those analysing or 
campaigning on the effects of AI”.34

Some of the actions Belfield describes include the publication of 
open letters, committees tasked specifically with looking at safety and 
ethics, and large-scale conferences on the subject, such as the 2015 
Puerto Rico and 2017 Asilomar Conference for Beneficial AI. Convened 
by the Future of Life Institute, the 2017 conference ran over three days, 
and from it emerged a set of 23 “Asilomar AI Principles”. The issues 
explored during the conference and reflected in the principles were 
spread across three subsets: Research, Ethics & Values, and Longer-Term 
Issues. Artificial Intelligence’s “Asilomar Moment”, despite that venue’s 
totemic importance, is not the only way in which self-governance is 
apparent in the AI community—indeed, some authors have argued 
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that lists of principles are not in themselves sufficient to ensure that the 
field proceeds in “robustly beneficial directions”).35 Belfield describes 
further actions taken by the community, such as the establishment of 
research, advocacy, and policy-facing centres that hold AI ethics and 
safety as their focus, as well as policy proposals that feed concrete input 
into national and international AI strategies. Other initiatives include 
the Neural Information Processing Systems Conference’s requirement, 
starting in 2020, for authors to include in their submissions a “broader 
impact statement” which would address their work’s “ethical aspects 
and future societal consequences”.36 While this approach obviously has 
its challenges (many of which reflect the complex and interlinked nature 
of incentives and pressures facing researchers in this—or any other—
field), it is clearly an important move towards “effective community-
based governance”.37 What we see here, therefore, is an example of those 
most intimately involved in the development of a technology wanting to 
have a strong pre-emptive hand in how that technology unfolds: what 
Baum terms “intrinsic methods”38 in his discussion of how to ensure that 
the development of AI proceeds in directions that are safe and societally 
beneficial. Thus, while the 2017 conference may have self-consciously 
sought to emulate 1975, it is clear that this epistemic community has 
reached for—and found—many more governance modalities, and these 
have largely emerged from within. 

Some of the differences between these two Asilomars can be 
attributed to research culture and how that varies not only across the 
several decades that separate the two events, but also across disciplines. 

Research culture is a powerful force that shapes technology 
development, but it is also very difficult to study and change. Scientific 
cultures are also incredibly diverse across fields. In terms of ethics and 
responsibility, some fields—medicine, for example—have a long history 
of codified moral ‘guideposts’, such as the Hippocratic Oath. Within 
fields, too, the picture is non-homogeneous. In computer science, for 
instance, while the concept of ‘computer ethics’ was developed in the 
early 1940s, it is only in recent years, with public outcry surrounding 
privacy and the sale of data, that the issue is being given serious 
consideration by developers, including the work described above. 
Despite its near omission from the 1975 conference, bioethics has (in the 
decades since then) dealt extensively with issues such as gene therapy. 
In recent years—with the emergence of concepts such as Responsible 
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Research and Innovation39 40 alongside the emergence of synthetic 
biology—attention is now being paid to the responsibilities of ‘ordinary 
scientists at the bench’ rather than those purely dealing with the most 
obviously public-facing parts of biotechnology, such as patient consent 
or clinical trials. The world of pathogen research is interesting in that, 
beyond adherence to legal biosafety frameworks and their attendant 
risk assessments, there appears to be little in the way of work on 
broader ethical or societal engagement. Instead, issues such as safety 
and security have usually been raised from outside, from fields such as 
biosecurity or epidemiology.41 And, of course, research culture can vary 
greatly in terms of how individual institutions and even laboratories are 
run. Given this variety, it is therefore of utmost importance that research 
culture be better understood, in order to more effectively use it as a 
means of enculturating responsibility. 

An interesting example here is that of the DIY-bio community. DIY-
bio can very loosely be defined as the practice of biology, biotechnology, 
or synthetic biology performed outside of traditional institutions, hence 
it sometimes being termed ‘garage biotechnology’ or ‘biohacking’. It has 
been of particular interest to some in the existential risk community, 
with scenarios of ‘lone wolves’ accidentally or deliberately engineering 
pathogens without the oversight that normally comes from working in 
universities. While it may indeed be true that certain DIY-biologists work 
totally independently (and these have tended to be the ones garnering the 
most attention), the overall picture of DIY-bio is quite different. While all 
DIY-bio laboratories are under their national biosafety and biosecurity 
regulation, my own research42 has shown that the organisation of the 
field as a whole demonstrates a complex ecosystem of laws, norms, and 
self-governance. For example, there is a DIY-bio Code of Ethics which 
is repeated and emphasised on several laboratories’ websites, and 
which many of these laboratories require adherence to as a condition 
of membership. There are also internal Codes of Practice in place that 
outline more lab-specific expectations. Internal, safety-promoting, and 
security-promoting practices abound. 

What interviews with DIY-bio community members show is that 
there is often intentionality in how these spaces are set up, so that they 
“promote a culture of trust, accountability and responsibility”.43 This 
can include interviews and screening of potential members, policies 
requiring partnered or group work (which encourages transparency 
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and discussion), and numerous lines of communication between 
(biosafety/biosecurity) management and participants. The very fact 
that these spaces require active participation and engagement from their 
members in many aspects of management results in a greater degree of 
sensitisation to concerns about safety and security, but also reputational 
damage. DIY-bio practitioners therefore have a large incentive not only 
to behave in a responsible and safe way, but to be seen to be doing so. 
Moreover, there is a large degree of self-reflection in the community; 2020 
saw the publication of a comprehensive “Community Biology Biosafety 
Handbook”44 aimed at both established DIY-bio laboratories as well as 
new ones, in order to “serve as a foundation for establishing biosafety 
and security practices”. The Handbook, which “includes biological, 
chemical, and equipment safety, but also subjects unique to community 
labs such as interview practices for screening potential lab members, 
considerations when working with children at festivals, building tips 
for creating labs in unconventional spaces, and much more”, is a living 
document, written by several community laboratory leaders, and 
policy and safety experts (including, for instance, the president of the 
American Biological Safety Association). Many DIY-bio laboratories 
also have a strong educational component, which includes education 
on biosafety and security. Thus, even in a sub-field often assumed to 
be a ‘wild west’, there are clearly mechanisms of self-governance and 
self-regulation at play. 

How can we improve science governance?

While governance is traditionally seen as something that happens in a 
top-down fashion, another way to think about it—one that puts at its 
centre the people involved—is to consider how a research culture is built 
and changes. Each year brings with it a new crop of practitioners, and 
so influencing them is an obvious starting point in influencing a field’s 
culture. 

Education

A clear route to improving scientific governance is to ensure that 
scientists see it as part of their job, and this involves education. At the 
pre-professional level, this can happen in two main ways. First, there 
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is a need to increase the number of students and scholars researching 
existential risks qua existential risk. The field is growing but remains 
fairly niche and centred around a small number of elite institutions in 
wealthy countries. For existential risk to become part of the academic 
vernacular, it needs to be offered either as part of taught courses or as 
an option for research at a wider range of institutions globally. Despite 
recent trends towards multi-disciplinarity, many science and technology 
researchers find themselves in disciplinary silos, under the ‘everyday 
pressures’ of academia or industry. There is a likelihood that their vision 
of ‘risk’ is limited only to what their experiments might mean for their 
own and their labmates’ safety. Indeed, unless they work on topics that 
have explicit forebears in, say, atomic science, they may not ever have 
heard of existential risk. Increased education around existential risks 
enlarges the talent pool that does this important research (and may 
then feed it into policy) and it also serves the function of ‘normalising’ 
it in academic discussion, which is one of the indirect goals of pre-
professional scientific education that needs attending to. An introduction 
to existential risk could be tailored to specific scientific disciplines and 
taught as mandatory modules, thus sensitising future practitioners to 
the impact of their work from an early stage. This could serve the rising 
appetite of schoolchildren and university students for engaging with 
large-scale societal issues, via increased activism and participation in 
a variety of formal and informal groups and movements. The school 
climate strikes are an obvious example, but Effective Altruism groups, 
as well as Student and Young Pugwash, can be leveraged too. 

There are reasons for optimism in the realm of formal teaching: 
for example, while ‘engineering ethics’ is a relatively well-established 
part of engineering curricula,45 other scientific disciplines (such as 
synthetic biology) are also beginning to offer courses that deal with 
the societal implications of the science.46 These types of modules are 
obvious places to include teaching that develops students’ awareness 
and understanding of existential risk and of acculturating the idea of 
scientific self-governance. Computer science courses, too, are beginning 
to include topics such as AI Ethics47—again, an ideal route to begin 
building capacity for self-governance. 

A key challenge remains, however, and that is likely most keenly felt 
when students begin to embark on semi-independent research. At this 
stage, often during PhD scholarship, while a student may be undertaking 
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day-to-day research in a self-sufficient way, the overall research themes 
and directions will, in the main, be set by Principal Investigators (PIs) 
who will be responding to their own influences and incentives, based 
on career progression, availability of funding, and research trends. As 
engaged as a PhD student might be in wider societal impacts, their 
work will usually operationally be dictated by the PI, who may not wish 
to engage with such impacts. The power differential between PIs and 
early career researchers cannot be underestimated. As such, part of a 
PhD student’s education in this area will need to be in how to navigate 
ethical ‘grey areas’ in a way that feels comfortable for them, but that 
does not necessarily penalise them in their labs or disadvantage them 
professionally. One way to deal with this issue is to ensure commitment 
not only from individual PIs but from institutions: if institutions 
recognise (as they are beginning to) that ethics and responsibility 
are valid and valuable as core parts of scientific education, individual 
recalcitrant PIs can be circumvented. The key, though, is for students 
wishing to enlarge their view of how their work fits into the world—
and this includes thinking about existential risks—to be supported. 
Recognising differences between disciplines and their research cultures 
plays a part here too. The experience described above is situated in 
the context of the natural sciences, under a mostly hierarchical model. 
Here, the student is far more dependent on the PI for access to resources 
(financial resources, certainly, but also in terms of access to materials 
and equipment) and intellectual direction than, say, a student in the 
humanities might be. In the humanities—philosophy, for example, 
from which discipline many existential risk researchers hail—the norm 
is apparently for scholarship at even a relatively junior level (from 
undergraduate onwards) to be much more self-directed. Even here, 
however, there will still be institutional norms that a student may find 
they are expected to adhere to, however implicitly. Either way—and 
especially as the field of existential risk studies expands to include those 
from many different academic (and non-academic) backgrounds—it is 
thus important that assumptions about the autonomy of scholars at this 
level are questioned.  
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Professional bodies

One way that this institutional support could be strengthened is through 
professional bodies and associations or learned societies—organisations 
that influence more seasoned scientists. These often play a large role in 
shaping a scientific field, and so can exert a great deal of influence in 
how it is taught and how its practitioners are trained. While many of 
these professional organisations do have codes of ethics or statements 
of responsibility, in the main these tend to be rather inward-facing, 
setting out guidelines for ethical conduct within the discipline (in terms 
of things like discrimination, plagiarism, or obtaining consent from 
research participants). Global responsibility needs to be an added 
dimension.

However, there is also a need for professional engineering and science 
organisations to examine their own relationship to the major sectors 
driving existential risk, such as fossil fuel and (nuclear) arms industries. 
They must be transparent in how they accept funding and sponsorship 
events—especially educational ones—and in how they seek to remove 
themselves from these relationships. In the UK, for example, several 
such professional organisations have been criticised as being less-than-
transparent in their financial interactions with these industries.48 

This is somewhat at odds with another important role that professional 
societies can play: the interface between practising scientists/technology 
developers and global governance mechanisms, such as arms control 
treaties or the Biological and Toxin Weapons Convention (BTWC). 
Instruments such as these are often seen as unconnected to scientists’ 
everyday practice, but sensitising practitioners to the relevance of these 
high-level discussions will highlight the obligations that are incurred 
and help them recognise the role that governance at the highest levels 
can play. The global bodies that oversee these international agreements 
and treaties can also play a role, by actively seeking input from practising 
scientists, not just from security or governance experts. For example, 
the BTWC implementation office could issue calls for institutions to 
nominate a diverse group of scientists to attend the yearly Meeting 
of Experts, making sure that it is not composed of the same group of 
scientists (typically those who are involved in research already widely 
thought of as ‘risky’) who engage with these issues year after year. 
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Policy engagement

Having scientists who are encouraging policy engagement also helps us 
tackle another aspect of scientific governance that has proven difficult. 
Research culture is, as we have seen, a complex domain, and it becomes 
even more so when it interacts with formal, top-down governance 
mechanisms. While a scientist or technology expert may be ‘an authority’ 
in their domain, they are not necessarily ‘in authority’ when it comes to 
questions of governance. Rather, this is done by policymakers, who may 
not have the necessary scientific understanding to do so effectively. This 
is especially tricky when it comes to governing emerging technologies 
(such as those we tend to associate with existential risk) because 
of the uncertainties involved. It is the ‘Collingridge dilemma’49 writ 
large: the balance of uncertainty and ‘ability to govern’ have an inverse 
relationship so that, almost perversely, technologies are easier to govern 
and shape when less is known about them and their impacts. And so, 
policy engagement from a diverse group of scientists is necessary at 
every stage, to ensure that multiple points of view are taken into account 
when feeding into governance, thereby hopefully bypassing the false 
choice of over- or under-regulation mentioned above entirely. 

Collective action

Established scientists and technology developers can exert influence and 
support younger practitioners by being more open and vocal about their 
own commitments to ethical science and the prevention and mitigation 
of existential risks. In many instances, it appears that established 
scientists and engineers hold private concerns about existential 
risks that they are uneasy to voice for several reasons. So, providing 
a collective means of expressing concern and pledging action can be a 
useful way of eliciting more honest communication about the scale and 
seriousness of the problems humanity faces. For example, Scientists for 
Global Responsibility’s Science Oath for the Climate50 encourages their 
members (scientists, engineers, and other academics) to sign an oath to 
take professional and personal action, and to speak out publicly. This 
Oath astutely recognises the hesitancy that some scientists might face in 
doing so, and emphasises the connection between personal action and 
the ability of groups to influence and change systems. 
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Collective action is also of utmost importance when it comes to 
tackling another facet of governance: funding and complicity. More 
funding for work on existential risks is obviously a critical factor, 
but equally important is where that funding comes from. At present, 
business51 and the military52 dominate as funders and performers 
of research, but there is still a lot of money in the public sector, and 
universities are obviously places where much existential risk research is 
performed. However, an important part of scientists’ responsibilities is 
to be judicious in what funding is accepted and what partnerships are 
entered into. As well as actively pursuing research into understanding 
and preventing existential risks, there must be scope for curbing the 
influence of organisations and sectors that are responsible for causing 
existential risks. But these organisations and sectors often have the 
resources to be attractive partners for scientists, and a strong incentive 
to do so: a kind of green-washing, or ‘ethical-washing’. For instance, in 
the UK, the private consortium Atomic Weapons Establishment funnels 
over £8.5 million to over 50 universities as part of its Technical Outreach 
programme. Similarly, one of the biggest science and engineering fairs 
(unironically titled The Big Bang) gains most of its sponsorship from 
a number of weapons companies.53 At a minimum, all these types of 
relationships need to be made transparent and strong ethical safeguards 
enacted. 

Public outreach

Scientists can also use their voices to communicate and engage with 
society. Existential risk as part of a public agenda requires buy-in from 
that public, not only in ensuring that existential risks remain high 
on that agenda, but by helping to curb the undue influence of highly 
problematic industries which, as we have seen, can undermine both the 
spirit and practice of ‘responsible science’. Public influence matters, not 
least because many of those who hold power are (at least in democracies) 
ultimately still accountable to that public, and will respond to pressure 
from their constituencies. Again, this will require effort from scholars 
of existential risk, and from scientists and technology developers from 
the wider STEM(M) community. In light of the COVID-19 pandemic, 
there is likely to be an increased appetite for topics related to resilience 
and preparedness—more ‘realistic’ scenarios than the usual Hollywood 
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zombie stories. Existential risk scholars should capitalise on this to work 
with science communicators, taking cues from the fields of disaster 
communication and environmental psychology to craft messages that 
inspire action, rather than hopelessness. 

In closing

We have thus far discussed several ways in which ‘the scientific 
community’ can engage with governance—many levers that can be 
used in preventing a mitigating existential risk—but there are other 
elements that affect cultural values around science and technology 
innovation. Scientific communities exist within nation-states (though 
international collaborations and coalitions are, of course, common). As 
a result, ultimately, the research culture that an individual scientist finds 
herself in will be shaped in large part by the type of regime in which she 
finds herself. What place is there for distributed scientific governance—
which includes the elements we discussed above—in a political regime 
that requires a particular technological direction to be taken? As we 
noted before, there is a difference between being ‘an authority’ and ‘in 
authority’. 

It is commonplace to distinguish between democracies and 
authoritarian governments according to their decision-making 
procedures and the presence, or absence, of elections as an opportunity 
to replace key decision-makers within them. However, we can also 
distinguish both democracies and authoritarian governments from 
totalitarian governments, whose main purpose is to break down the 
division between public and private, to erase the capability for freedom 
of speech and freedom of thought. As Immanuel Kant (“How much 
and how correctly would we think if we did not think as it were in 
community with others to whom we communicate our thoughts, and 
who communicate theirs with us!”54) and John Stuart Mill (in Chapter 2 
of On Liberty55) show us, thought and speech are very clearly linked, and 
when you break down the division between the public and the private 
sphere so that these freedoms no longer really exist in any meaningful 
sense, you start to see where technology can be designed to maintain 
the status quo, even if the institutional machinery of elections remain 
in place.
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Even in democratic societies, some totalitarian tendencies can have 
a similar effect. For example, AI technology may be used to further 
particular political ends in the name of protection and security. Another 
example is related to surveillance, which is a well-known tool that 
totalitarian governments have long used in the name of protecting 
their citizens; advanced technologies are only making this easier. Not 
only that, surveillance has (as we explored earlier in this chapter) been 
considered quite seriously as that elusive one-shot solution to the issue 
of scientific governance—or, at the very least, a serious contender for the 
‘least-bad’56 option. 

One could think of this as a twisted reading of—and tacit approval 
from—Mill, for whom “the only purpose for which power can be 
rightfully exercised over any member of a civilized community, against 
his will, is to prevent harm to others”.57 What greater harm can there be, 
after all, than existential risk? And indeed, so might greater awareness 
and sensitisation to catastrophic risks make this exertion of power more 
palatable, though the true nature of the bargain being struck—with 
technology as its facilitator—remains obscured. It is tempting to think 
this might be a case of neutral technologies being (mis-)applied to 
politically charged problems, as indeed existential risks can be, but as 
we have explored in this chapter neither technology nor its creators are 
neutral. This goes beyond political factions and knee-jerk thinking that 
authoritarianism must only have ‘bad’ solutions and that democracies 
must only have ‘good’ ones. Instead, we need to look more closely at 
priorities (and prioritisation): how science is directed in service of those 
priorities and what the pitfalls may be—and whether we are willing to 
live with them.

In any case, as I have argued in this chapter, any ‘one-shot solution’ is 
unlikely to be an effective nor practicable way of approaching scientific 
governance—at least not in the long term. Just like the Madisonian 
challenge of balancing factions with pursuing “great and aggregate 
interests”,58 scientific governance also faces difficulties that mean that an 
almost federated system of governance is necessary for it to work. The 
field of ‘science and technology’ is too broad and too diverse, the actors 
face numerous, often conflicting, sets of incentives for a single top-down 
approach to suffice, even when the ultimate aim (of ‘Responsible Research 
and Innovation’) is the same. We need to reflect seriously on how science 
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4. Beyond ‘Error and Terror’: 
Global Justice and Global 

Catastrophic Risk

Natalie Jones

This chapter is an invitation to consider global political, economic, 
social, and legal systems, particularly in relation to global justice and 
inequality, when studying and addressing global catastrophic risks. 
Such a focus can provide a powerful complement to work concentrating 
on the role of individuals in the production of risk. I argue that to 
examine global catastrophic risks without a global justice lens is to 
distort our understanding of those risks; adding a global justice lens onto 
our existing strategies can help us see the nature of risks more clearly. 
Strategies to reduce global catastrophic risk will be more effective if they 
take global justice considerations into account. Further, policies to reduce 
global catastrophic risk reduction can—and should—be designed so as 
to simultaneously mitigate risk and deliver more just outcomes.

So far, a large focus of the study of global catastrophic risks has 
been ‘error and terror’: that is, the ways in which individuals and/or 
small groups of people can cause global catastrophe. More recently, 
researchers have paid more attention to the role of institutions—
including corporations and governments, as well as that of systems—in 
causing, preventing, and responding to catastrophe. This chapter briefly 
canvasses these shifts, before proposing a case for a justice lens, using 
the example of climate change. The chapter ends with suggestions for 
further research.
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‘Error and terror’: Global catastrophic risks from 
individuals

A key strength of academic work on global catastrophic risks to date 
has been its approach to studying the ways in which individuals and 
small groups can cause global catastrophes. Somewhat representative 
of this approach is Martin Rees’ treatment of global catastrophic risk 
in his 2002 book Our Final Century, followed up by his 2018 volume On 
The Future.1 In his words, risks “may come not primarily from national 
governments, not even from ‘rogue states’, but from individuals or small 
groups with access to ever more advanced technology”.2 Existential 
hazards could be triggered by ordinary citizens, no longer only by world 
leaders with nuclear buttons at their fingertips.3 The discussion of risks 
posed by individuals focuses largely on two possibilities, referred to by 
Rees (as here) by the terms ‘error’ and ‘terror’. This distinction was also 
made by Nick Bostrom in his influential 2002 article on existential risks, 
during his discussion of “bangs”—relatively sudden disasters arising 
from either an accident or a deliberate act of destruction.4 And the error-
terror framing continues to hold resonance in recent work—for instance, 
in Ord (2020).5

Error invokes the possibility of mistakes or accidents in, for 
example, scientific research on bio- or nanotechnology.6 Gain-of-
function experiments—whereby viruses are altered with the intent 
to better understand pandemics—could go wrong, resulting in the 
leak of vaccine-resistant or more virulent viruses from laboratories.7 
Nanomachines that assemble copies of themselves could accidentally 
be released, whereupon they might proliferate unstoppably, consuming 
all the Earth.8 A superintelligence might be badly programmed, with 
researchers making a mistake that ends up giving the superintelligence 
goals that lead it to wipe out humankind.9 In this way, individuals or 
small groups may, by their actions or inactions, pose a threat to the 
whole world. 

Meanwhile, terror is the idea that individuals or groups with 
malicious intentions may trigger technological weapons, such as 
engineered viruses or nuclear devices, with the aim of carrying out mass 
destruction.10 Rees cited past bioattacks and apocalyptic suicide cults 
(such as those carried out by the Rajneeshee cult in 1984 and the Aum 
Shinrikyo sect in the early 1990s)11 to suggest that private individuals 
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might well have the motivations and skills to pose an existential threat. 
Many of the same examples are drawn upon in Toby Ord’s recent book, 
The Precipice.12 Bostrom, likewise, was concerned about the “tyrant, 
terrorist or lunatic” who might create a “doomsday virus”—that is, a 
virus combining long latency with high virulence and mortality.13 Rees 
predicted that thousands or even millions of individuals could someday 
acquire the capability to manufacture bioweapons,14 due in part to the 
‘dual use’ nature of such technologies: the equipment needed to create 
lethal substances is the same as that required for common medical or 
agricultural applications.15 

Much further work has followed, directly or indirectly, from this 
analysis. On the more abstract end, Emile Torres elaborates upon the 
concept of ‘agential risk’, which directly draws on the ‘terror’ concept.16 
Torres lays out a typology of human agents who would destroy the 
world if they had the capabilities to do so. In his view, this includes 
“apocalyptic terrorists”, “misguided moral actors”, “ecoterrorists”,  and 
“idiosyncratic actors” such as rampage shooters.17 On the more specific 
end, many researchers have considered, in depth, ways in which risks 
from accident or misuse of biotechnology may be mitigated,18 while 
others have examined possibilities for the malicious use of artificial 
intelligence.19 Still others have considered how individual cognitive 
biases—such as confirmation bias and hindsight bias—can play into 
global catastrophic risk, including (but not limited to) terror and error 
scenarios.20

Beyond individuals to institutions and systems

Of course, work on global catastrophic risk has not been limited solely 
to an individualist framing of threat. In addition to the continued focus 
on individuals, global catastrophic risk researchers have also started 
to consider how systems, institutions, and governance contribute to 
causing—as well as failing to prevent, mitigate, or adequately respond 
to—global catastrophe.

Even earlier work that focused predominantly on terror and error 
also contained some reference to broader institutions, whether explicit 
or implied. Rees in Our Final Century extensively discussed the risk 
from nuclear weapons—largely the domain of state actors—and 
considered the merits of government regulation of biotechnological 
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research to mitigate risk21 (for instance), while Bostrom’s 2002 
categorisation of existential risks included examples like “misguided 
world government” or a “repressive totalitarian global regime”, as well 
as examples along more agential lines.22 Rees’ later work considers the 
role of economic growth, distribution of wealth, and the short-termism 
in politics, and proposes government policies to address climate 
change.23 Governments are, in this way, seen as part of the problem or, 
potentially, part of a solution.

Later work has refined these intuitions. In this vein, Avin et al. 
(2018) construct a framework for classifying global catastrophic 
risks based on “critical systems” for humanity’s survival, including 
socio-technological systems, mechanisms by which a threat spreads 
worldwide, and failures to prevent or mitigate, including institutional 
and “beyond institutional” fragilities.24 Relatedly, Liu, Lauta, and Maas 
(2018) urge moving beyond a hazard-centric approach—which would, 
for instance, focus on malign or error-prone individuals triggering 
harmful technologies—to one that also takes into account vulnerabilities 
and exposure, and urge a focus on governance.25 They note “many 
other, slower and more intertwined ways in which the world might 
collapse” other than spectacular hazards.26 Among the vulnerabilities 
they mention are several that implicate governance, institutions, 
and systems: “globalised economic and institutional frameworks”, 
“market dependency”, “homogenous global monoculture in practices 
and ideology”, and “globalised diets and food demand”. Similarly, 
Kuhlemann (2019) has urged increased focus on epistemically messy, 
creeping risks arising from “gradual damage to collective goods” and 
economic “growthist” paradigms, rather than those neatly attributable 
to “villainous or blundering agents”—that is, error and terror.27 
Cotton-Barratt, Daniel, and Sandberg (2020), in their categorisation of 
existential risks, include categories corresponding to error and terror 
(“accident risk” and “malicious risk”, in their terminology), but also 
add that risks can be “latent”, in that many people pursue an activity 
which causes global damage without knowing that it does so—for 
instance, burning fossil fuels before scientists realised that doing so 
caused global warming—or “commons”, whereby many people are 
aware of the damage and engage in the activity anyway—for instance, 
burning fossil fuels now. Here, one could read in the existence of 
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broader structures that incentivise people to engage in such an 
activity.28 Finally, Kreienkamp and Pegram (2020) consider systems 
approaches to global catastrophic risks, including complexity theory.29 
They discuss how global catastrophic risks are “systemically produced 
and amplified”, pointing to “tightly coupled linkages of global social, 
economic, technological, and ecological systems”. Kreienkamp and 
Pegram distinguish between risks that are severe but not very complex, 
such as asteroid impact or nuclear war, and those with high levels of 
“connectivity, openness, nonlinear dynamics, and emergent properties 
that produce frequent surprises” such as climate change, using this 
insight to propose design principles for governing complex global 
catastrophic risks.30

Complementing agential approaches with systemic and 
global justice approaches

What the works discussed in the section above have in common 
is that they move beyond considering only (or mainly) the role of 
individuals as mistaken or malicious perpetrators of catastrophe. 
Rather, they invoke the possibility of global catastrophe for which 
no one individual or small group is responsible, where broader 
systems are at play. They start to unpack the complexities involved 
in effectively managing and responding to risk. The increasing focus 
on systems as a complement to agential, ‘error and terror’ approaches 
is indispensable for understanding global catastrophic risk. For one 
thing, systems shape the incentives, opportunities, pathways, and 
barriers that individuals face. Much economic and legal thought takes 
this as given. Prominent schools of thought in sociology recognise 
that individuals are not solely in control of their own actions and 
destinies, but rather express agency in the context of pre-existing social 
structures—though they are also capable of exercising their agency 
to change those structures.31 We could then understand individuals 
involved in error-terror scenarios as embedded in societal, cultural, 
political, economic, and legal systems, which opens up new research 
avenues for scholars of global catastrophic risk. For another thing, if we 
understand risk as composed of hazard, vulnerability, and exposure, 
the latter two elements inherently invoke systems (as outlined in Liu, 



84 The Era of Global Risk

Lauta, and Maas, 2019). Furthermore, many proposed policy solutions 
for global catastrophic risks would have flow-on implications for the 
functioning of global systems. This is illustrated, at the extreme end, 
by Martin Rees’ discussion of possible solutions to the risks posed by 
dual-use technologies—proposals which would irreversibly transform 
the global political economy. These could include establishing an 
oppressive police state, which might be the “least-bad safeguard”, as 
the only way to ensure total government control over the manufacture 
and use of dangerous technologies.32 Although “deeply unpalatable”, 
Rees acknowledged, this might still be seen as necessary.33 Another 
proposal is the “dystopian prospect” of using drugs, genetic 
modification, or brain implants to “stabilise” those “drawn towards 
the disaffected fringe”—in crude terms, mind control.34 However, such 
proposals need not be so radical in order to interact with, and alter, 
existing systems.

Notwithstanding the many valuable and worthwhile contributions 
to date, much space remains for further work. In particular, when 
considering how global catastrophic risk is co-created by agents 
alongside institutions, systems, and governance aspects, there is 
particular room for engagement with questions of justice. How is 
the production of global catastrophic risk linked to global injustices? 
Who is more or less affected by a given risk? Who benefits and loses 
from interventions to reduce or respond to risk? The remainder of 
this chapter argues that if global justice considerations are omitted 
from our analyses, we will not clearly understand the nature of global 
catastrophic risk. Rather, further study of global social, political, and 
economic systems (and the justice thereof) will improve understanding 
of how global catastrophic risk is produced and maintained, and how 
it may be prevented, managed, and effectively responded to. Moreover, 
we can design policy interventions to effectively respond to both global 
justice and global catastrophic risk considerations. We can understand 
these ideas by considering a prominent case study—climate change—
which demonstrates the linkages between global catastrophic risks, 
global systems, and justice.
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Global justice and the climate crisis

The nature of the problem

Questions of global equity, fairness, and justice lie at the heart of debates 
on the global response to climate change.35 The basic issue is this: the 
poorest nations, which consume the least material resources, have 
generated minimal greenhouse gas emissions. At the same time, these 
countries are disproportionately vulnerable to the effects of climate 
change, to which they are least equipped to respond. In many such 
countries, access to energy to underpin basic needs is still a challenge. 
Conversely, the wealthiest nations—which consume the most and have 
produced the largest cumulative emissions—tend to be less vulnerable 
to many climate impacts, and are better resourced to adapt, as well as to 
reduce their emissions. From 1751 to 2017, the United States generated 
around 25% of all carbon dioxide emissions; the European Union and 
the United Kingdom were responsible for another 22%; China saw 
12.7%, while India, the continent of Africa, and that of South America 
produced around 3% each.36 Slicing it another way, from 1990–2015, 
a period which saw as much cumulative emissions as the entirety of 
1751–1989, the richest 10% of the global population was responsible for 
52% of cumulative carbon emissions, while the poorest 50% accounted 
for 7%.37 Meanwhile, the Climate World Risk Index shows that the most 
exposed and vulnerable countries are lower-income countries that have 
contributed least to greenhouse gas emissions.38 Scientists have warned 
that the consumption of affluent households worldwide is “by far the 
strongest determinant and the strongest accelerator” of climate impacts.39 
Indeed, global warming has likely exacerbated global economic 
inequality over the last 50 years by 25%, due to the fact that warming 
has increased economic growth in cool countries and decreased growth 
in warm countries.40 

This is no mere coincidence. Scholars of history and political 
economy have shown how, for centuries, global economic and political 
systems have operated to extract wealth from the Global South to the 
Global North, via colonisation and imperialism, and climate change 
can be traced back to the operation of these systems.41 Scholars of 
neocolonialism have shown how, despite the end of formal empires in 
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the mid-20th century, a model of economic globalisation evolved that 
protected and extended the inequalities and exploitation of the colonial 
era.42 A country’s history of being colonised continues to be indicative 
of per-capita levels of poverty.43 And, in the last decade, there has been 
a close interlinkage between far-right, white nationalist politics and the 
politics of climate denial and delay.44 

These global patterns are replicated within nations. Wealthier 
communities are more resilient to climate impacts, while contributing 
more to emissions. Conversely, low-income communities, racialised or 
minority ethnic communities, people with disabilities, older people, 
women, and indigenous peoples tend to be more susceptible to risks 
posed by climate impacts. The relationship between environmental 
quality and inequality is well established.45 When it comes to extreme 
weather events (among other disasters), hazard and disaster research 
has clearly demonstrated that social inequalities shape disaster 
management and response.46 The spectacle of private firefighters 
protecting the homes of high-net-worth individuals during the 2018–
2020 California wildfires—while public firefighting forces were, in part, 
made up of prison inmates—brought this point home.47 Elsewhere, 
systemic racism was found to be a barrier to disaster response in the 
wake of major hurricanes in Puerto Rico.48 In the UK, coastal flooding 
(which will become more frequent and severe due to climate change) 
poses a much higher risk to deprived communities, partly because 
such communities disproportionately make up ex-industrial ports and 
declining resort towns.49 These are just a few examples of a widespread 
pattern. 

Against this backdrop, a key challenge of our time is how to rapidly 
reduce greenhouse gas emissions so as to meet a carbon budget 
compatible with limiting global warming within the internationally 
recognised safe limit of 1.5˚C, and to do so in a fair and just way. It is 
important to note that inequalities are relevant not only in respect of 
causation and impacts of climate change, but also in relation to the 
effects of climate change response measures.50 There have already 
been well-documented cases where interventions primarily meant to 
reduce emissions (or adapt to climate impacts) have served to further 
entrench (global) inequalities. The construction of hydroelectric 
reservoirs has led, in many countries, to the forced displacement of 
already marginalised people and communities, with deleterious social 
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consequences.51 Incentivisation of ethanol use as an alternative fuel 
in order to reduce emissions from transportation has led to the use of 
food crops for ethanol, causing hardship in poorer communities due to 
higher food prices and consequent lack of food security.52 Meanwhile, 
measures to shift away from fossil-fuel production can inflict severe 
damage on communities dependent on the incomes derived from coal, 
oil, or gas extraction, if not designed with the interests of workers and 
communities at heart so as to (for instance) retrain workers and clean up 
damaged environmental sites.53 Cobalt and lithium mines, containing 
crucial materials for manufacturing battery and solar technologies, also 
happen to be found in low- and low-middle-income countries, raising 
the prospect that the uptake of electric vehicles and solar panels in 
early-adopter (wealthier) nations could come at the expense of poorer 
communities in countries like Chile, Bolivia, and Serbia.54 

But this does not have to be the way. Rather, climate policies can 
be designed to simultaneously bolster climate action and justice. The 
‘just transition’ literature and community of practice explores how to 
transition to a zero-carbon society in a way that does not strand workers 
and communities, but rather protects livelihoods, workers’ rights, and 
quality jobs.55 Another parallel strand of work shows how climate policy 
and human rights can be aligned.56 In countries like the US and UK, 
Green New Deal policies would aim to simultaneously tackle inequality 
and climate change,57 although a key area of contestation is presently 
how to design such policies to also take proper account of global justice.58 
Many political proposals have been devised for the fair and just allocation 
of emissions reduction burdens,59 including the allocation of emissions 
rights to countries based on an equal per-capita allocation,60 and an 
approach based on countries’ historical responsibility for cumulative 
emissions.61

The international politics of equitable burden-sharing 

Against this backdrop, let us turn, for a moment, to briefly take stock of 
how key international political and legal accords on climate change have 
taken account of global equity and justice considerations. Far from a 
marginal or secondary issue, differential historic responsibility for—and 
vulnerability to the impacts of—climate change has taken centre-stage 
over nearly three decades of international climate negotiations. 
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The principle of common but differentiated responsibilities and 
respective capabilities (CBDR-RC) was agreed by countries in the 1992 
UN Framework Convention on Climate Change (UNFCCC)—which, as 
of the time of writing, includes 197 states parties.62 Under CBDR-RC, 
developed country parties should take the lead in combating climate 
change and its adverse effects. The UNFCCC, accordingly, provided for 
a higher standard of obligations for countries included in its Annex I—a 
list of countries then considered to be industrialised, comprising the 
OECD plus former Soviet states undergoing the transition to a market 
economy—compared with those of other countries, an approach known 
as ‘differentiation’. To operationalise the Framework Convention, state 
parties then agreed to the Kyoto Protocol in 1997. The Kyoto Protocol 
continued the differentiation approach, making a rigid distinction 
between industrialised (Annex I) and all other (non-Annex I) countries. 
Binding, quantitative, absolute emissions reduction or limitation targets 
were imposed for the former but not the latter. This proved problematic, 
as the Annex I and non-Annex I categorisation established in 1992 was 
widely seen as outdated, at least in the Global North. In the intervening 
years, countries like China, Brazil, South Africa, and others have seen 
their economies (and emissions) rapidly expand.63

The Paris Agreement of 2015 ended the strict differentiation between 
Annex I and non-Annex I parties, requiring all countries to submit 
national climate action pledges, known as nationally determined 
contributions (NDCs). However, the Agreement still distinguishes 
between “developing” and “developed” countries on certain issues, 
and contains a “subtle differentiation” for specific subsets of countries 
and on certain issues such as finance, capacity-building, technology 
transfer, and reporting.64 Countries can, and do, make the magnitude 
of their emissions reduction and climate adaptation pledges in their 
NDCs conditional on receiving international support from wealthier 
countries.65 The level and type of finance and other support to be 
provided by “developed” countries to “developing” countries is still a 
key political issue in the UN climate negotiations.66

This foray into international climate law and politics, while brief, 
aims to provide a window into the long and contentious history of 
international discussions on climate change and global justice issues. 
The point that scholars of global catastrophic risk might take away is 
that, when working on or researching global governance of such risk, 
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one cannot ignore political questions of differential causation and 
harms. If working through multilateral institutions, countries who are 
disproportionately impacted will raise their concerns, and countries 
with disproportionate responsibility will face corresponding challenges. 
Global justice will, in other words, rear its head. In the climate sphere, 
countries with disproportionate responsibility—like the UK, EU, and 
US—have long sought to play down these considerations, which has 
mainly resulted in undermining global trust and delaying action by all 
countries on climate change.

Structural complications and (partial) structural solutions

How do climate policy solutions that take account of global justice 
differ from climate policies that ignore global justice? For the purposes 
of illustrating this difference, let us now consider some structural 
barriers to effective, global climate action, and how these may be 
overcome. Global (carbon) inequality and the climate crisis in general 
(as mentioned above) are enmeshed in and compounded by various 
global social, economic, political, and legal structures, which actively 
hinder just and safe climate mitigation. The rules and institutions 
of global economic governance are particularly pertinent here—for 
example, investor protection, debt governance, and intellectual property 
regimes. First, rules on protections for foreign investors limit countries’ 
abilities to put in place environmental regulations like carbon taxes, 
stronger performance standards, emissions limits, and the denial of 
permits for fossil fuel development. Investor-state dispute settlements 
have been used by multinational enterprises to challenge actions like 
these.67 These agreements have also tended to deepen global inequalities 
by enhancing the power of foreign investors (largely, though not 
exclusively, multinational enterprises based in wealthy countries) 
relative to citizens.68 Poorer countries have more limited resources to 
defend against such cases, and are thus likely to come under pressure to 
abandon or delay climate policy measures.69 Researchers have developed 
proposals on how such agreements may be amended—or how countries 
may strategically withdraw from them—in order to improve climate 
policy.70

Second, multilateral debt poses another significant barrier to climate 
action and to justice. Developing countries’ levels of debt—to the IMF, 
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the World Bank, and bilateral creditors—have risen from around 30% 
of GDP in 1960 to 170% of GDP in 2019, totalling more than $8 trillion.71 
On average, by 2018 developing countries were spending in excess of 
10% of their revenues on debt repayments, though some countries 
spend 20% or even up to 70%.72 High repayment levels constrain these 
countries’ fiscal space to respond to climate change (as well as to enact 
other public priorities, such as education or healthcare), and contribute 
to debt crises. When climate disasters hit, countries are forced to take 
on further loans to finance recovery and reconstruction, due to a lack of 
other options.73 Countries situated at the intersection of high levels of 
indebtedness, greater climate vulnerability, and low access to credit are 
the most prone to debt crises and inability to finance climate priorities.74 
Indeed, combined with debt repayments, levels of tax avoidance and 
the extraction of profits by multinational companies, this often means 
that poorer countries lose a lot more wealth than what they receive in 
aid.75 In 2015, Sub-Saharan African countries received over $160 billion 
in loans, aid, and investment, but lost at least $203 billion, including 
from tax avoidance, debt repayments, illegal logging and wildlife trade, 
and the extraction of profits by multinational companies to their home 
countries.76 Policy proposals regarding debt jubilees, debt-for-climate 
finance swaps, increased use of International Monetary Fund (IMF) 
Special Drawing Rights, and other ideas to reduce debt burdens while 
fostering climate action have accordingly been gaining more traction.77

Third and finally, the international intellectual property regime has 
been another barrier to globally just climate action. With industrialised 
countries and major emerging economies dominating the 
environmental technology market,78 intellectual property rights have 
been found to reduce imports of solar technologies into non-OECD 
countries.79 Meanwhile, countries that bear a higher share of historical 
responsibility stand to gain from selling proprietary technologies to 
the countries that will suffer most.80 Similarly to the much-publicised 
proposal for an intellectual property waiver to enable a rapid and just 
rollout of COVID-19 vaccines,81 scholars and advocates have proposed 
the waiver of intellectual property rights to allow for the global 
distribution of renewable energy and energy efficiency technologies at 
scale and at speed.82
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Global catastrophic risk’s characterisations of climate change

Against these understandings of climate change as intertwined with issues 
of unequal benefit and harm, let us now return to the ways in which climate 
change has been addressed in work on global catastrophic risk. Upon 
examination, we can see that questions of global justice are not addressed, 
and that this distorts how climate change is understood. First, there is a 
tendency to view climate change as a ‘commons’ issue: that is, a problem 
caused by the cumulative actions of many people, who engage in burning 
fossil fuels and climate-unfriendly land-use practices in the knowledge 
that this causes climate change. From this viewpoint, climate change is 
viewed as a simple coordination failure, a problem of externalities not 
being sufficiently addressed within the market. Differential responsibility 
for—and harm from—climate change is flattened. In this vein, Ord (2020) 
characterises climate change as involving ‘the aggregation of small effects 
from the choices of everyone in the world’;83 Kuhlemann (2019) says the 
harm arises from “gradual harm to collective goods” and is “driven by 
the aggregate impact over time of human populations, people behaving 
as they normally do”.84 Cotton-Barratt, Daniel, and Sandberg (2020) 
characterise climate change as a “latent risk” where “many people pursue 
an activity which causes global damage, without knowing that it does”.85 
Similarly, Liu, Lauta, and Maas (2018) characterise climate change as 
a risk arising from “passive” vulnerabilities and “indirect” exposure, 
whereby a risk is indirectly caused by societal arrangements intended for 
something else.86 

Works such as these do not mention the differential responsibility 
for, causation of, and vulnerability to climate change among ‘human 
populations’. This oversight, although likely unintentional, has flow-on 
implications for how climate change is understood and addressed as a 
global catastrophic risk. Even if the role of poorer countries is mentioned, 
the question of historic responsibility tends to go unaddressed. For 
instance, Rees (2018) rightly notes the need for “developing countries” 
to “leapfrog directly to a more efficient and less wasteful mode of 
life”87 in the course of a lengthy discussion of climate policy options, 
but neglects to mention the responsibility (both political and legal) of 
developed countries to provide support for this, nor the differential role 
of wealthier and poorer countries in causing the problem. 
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Where to?

I have argued that, by disregarding global justice considerations, scholars 
of global catastrophic risk have tended to misunderstand the nature of the 
climate change problem and how to solve it. Climate change is only one 
case study, albeit illustrative for global catastrophic risk in general. With 
the lessons from the climate in mind, further work might consider how 
the forces driving the development of dangerous technologies arise from 
existing political economies and associated societal and legal arrangements, 
how these technologies place differential burdens and cause differential 
harms, and where (unexpected) allies in the quest to avoid their risks 
may be found. More generally, further work could consider how efforts 
to reform global economic structures—including restructuring aid and 
development models, intellectual property laws, and trade and investment 
regimes—could support the agenda of reducing global catastrophic risk. 
We might consider whether (and how) redressing global injustices can 
be aligned with—and actively help with—reducing global catastrophic 
risks. And we might consider who benefits the most, and conversely, who 
experiences the highest costs, from policies to mitigate global risk. We 
could then consider how to adjust and design these policies accordingly. 
Research and scholarship is particularly needed on the relationship 
between global justice and injustice, and areas of global catastrophic risk 
other than climate change—for instance, nuclear, biorisk, volcanoes, and 
AI. In some cases, there is already extensive work in existence—think 
of the research on AI and inequality, or pandemic vaccine equity—that 
could be usefully synthesised and incorporated into a more holistic—and 
accurate—study of global catastrophic risk.

All of this could complement more targeted measures to mitigate 
risks from individual misuse of technology. In other words, this is not 
to say that terror and error are entirely unimportant. Evidently, the 
dual use of potentially dangerous nano- and bio-technology is a major 
concern, and there will always be a place for technical work on how to 
mitigate these risks. It is also important to consider how a given person 
can best act—within the constraints due to their structural location in 
the political economy of society—to address global catastrophic risk, 
not least because this helps us understand our own opportunities and 
responsibilities for action. But these approaches are not sufficient to 
address global catastrophic risk.
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We may also learn from the global climate response in one final 
respect. From the beginning of international discussions on climate 
change, many governments—perhaps most prominently that of the 
United States—largely dismissed the need for a justice component. 
Equity was viewed as an unnecessary barrier to action. They pushed 
for emissions cuts to be carried out by all countries, while not offering 
to provide financial, technical, or technological assistance to poorer 
countries for either mitigation or adaptation.88 Poorer countries 
understandably rejected this as inconsistent with their vital interests 
in development, and thus the foundations for 30 years (and counting) 
of international disagreement on how to tackle climate change were 
laid. When it comes to emerging global catastrophic risks, which have 
not yet been the subject of extended discussion or policymaking at the 
level of international relations, we have a chance to get international 
politics right from the start. This means, where a given risk intersects 
with global justice, we can make sure to factor these considerations in 
when assessing policies to mitigate it. Some politicians in rich countries 
may consider this unnecessary. But, in the face of escalating risks, and 
the prospect of decades of resistance or political deadlock as in the case 
of climate change, the question is, can the world really afford not to 
address global justice in dealing with global catastrophic risk?
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5. We Have to Include Everyone: 
Enabling Humanity to Reduce 

Existential Risk

Sheri Wells-Jensen and SJ Beard

Humanity is facing multiple, overlapping challenges in the 21st century 
with the potential to bring about human extinction or the collapse of 
civilisation. Given this, it can be tempting to believe that we should 
‘play to our strengths’ by relying on the most able to take responsibility 
for understanding and mitigating these risks. This would be a terrible 
mistake. Far from being merely vulnerable and unable to help, disabled 
people—and others who are marginalised or excluded within our 
societies—have a lot to contribute to managing risks, up to and including 
on a global scale. Moreover, diversity and inclusion are vital sources of 
creativity and resilience. In this chapter, we show how both the field of 
Existential Risk Studies and the wider community of people concerned 
with reducing the level of global risk would benefit from championing 
inclusive futures and paying more attention to disabled people and 
other marginalised groups.

A common narrative about disability and risk

At a local high school, the theatre class was poised for an afternoon of 
improvisation. The stage was set and the scene was given: “You and 
a blind companion are in the living room. There is a fire!” Each team 
had three minutes to prepare, and the scenes were played out in rapid 
succession. With the joie de vivre characteristic of such events, the kids 
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took off. Mostly, the fire was evaded or extinguished but, every once in a 
while, the whole house did burn down. Sometimes marshmallows were 
roasted, and the occasional textbook was ‘accidentally’ incinerated. 
The banter was witty, the political allusions were hot, and the school 
administration came in for a liberal dose of good-natured ribbing. And, 
in every case, the blind person was rescued.

While the students took this all in stride, Sheri, as a blind person 
visiting the class, found the situation deeply troubling. Even when the 
blind characters in the scene were part of the fun, exchanging quips and 
contributing to the commentary, they were never part of the solution. In 
living room after living room, the blind people did nothing but consent 
to being saved from the flames. They were led out, carried out, and 
occasionally hilariously dragged out, but in every situation, they were 
passive. Even though a blind adult was right there in the room and had 
just been talking to them about inclusion and social justice, the reflexive 
reaction from all groups was that the blind characters were in charge of 
exactly nothing.

We tell this story not to disparage these young thespians; they did 
not create (and probably would not even approve of) the cultural 
stereotypes they enacted. If Sheri had stopped to point out what had 
just happened, we are sure they would have been appalled, but she let 
it go, mostly to give herself time to think. They were staging what they 
had been taught, playing out on the stage the values of their community 
— of our community. At a different school, in a different country, SJ had 
very similar experiences. Across many cultures, some people (in this 
case, disabled people) are cast a priori as vulnerable recipients of societal 
welfare. These individuals are not co-creators of change or solvers of 
problems. They are the rescued, not the rescuers, and because this is so 
ingrained in human society, it underpins everything we do, including 
good-natured amateur impromptu theatre. And it feels logical.

Challenging this accepted narrative

But logic per se actually points in a very different direction in situations 
like this. In a serious fire indoors, electric lighting may well fail, 
throwing the disaster scene into darkness, while thick, eye-stinging 
smoke makes vision one of the least reliable resources. Logically, the 
blind person—accustomed to moving about freely without reliance on 
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eyesight—would be the consummate rescuer, reassuring and guiding 
others to safety. But that is not what happened in these scenarios.

Still, it does (or, at least, it did) seem natural, almost archetypal, 
that some people—children, the disabled, women, the elderly, anyone 
who is pregnant, and those without physical or economic capital—
are vulnerable, and protecting them is viewed as a moral imperative. 
Any responsible disaster plan needs contingencies for this, and it is 
almost certainly true that such contingencies have saved hundreds of 
thousands, if not millions, of lives. Getting everyone out of danger is 
the priority, and since some groups require different kinds of assistance 
or intervention, we increasingly design disaster interventions with this 
in mind. There should be wheelchair ramps on evacuation vehicles, 
sign language interpreters at public briefings, and electronic or braille 
information readily available while we ensure that those who rely on 
electrically powered equipment have access to a generator or reserves 
of batteries. Failure to consider these things has, and does, cost us many 
lives during and after disasters.1 More intangibly, we have recently seen 
how, in responding to COVID-19, authorities needed to give special 
attention to the plight of sick and elderly people who had to isolate 
at home—even if this attention was not always given.2 In the wake of 
global catastrophe, such attention, care, and adjustments may be even 
more important. There is a rule of thumb that natural disasters will leave 
around three times as many people injured as dead, while for conflicts 
it is often assumed that the number of injured will be around nine times 
the number killed (although empirical data suggests these ratios are 
highly variable and may be increasing over time).3 It would follow that 
a global catastrophe with the potential to kill 10% of humanity might 
injure somewhere between a third to 100% of those it leaves behind. This 
would make it significantly harder for humanity to recover from such a 
catastrophe, unless we take steps now to ensure that these injuries do 
not prevent people from playing a full role in rebuilding our shattered 
world. However, important as it is, such care and attention misses the 
fact that every human is more than a body in need of rescue—they are 
also minds, hearts, hands, and friends who are willing and able to help 
out as well. 

The problem we want to address here is certainly not that people are 
taking steps to overcome barriers in dangerous situations. The problem 
is that this comes from a desire to ‘protect vulnerable people’ that often 
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presupposes the belief that these people cannot also be counted among 
those who can give aid. This presupposition of helplessness in one 
situation generalises to impose marked inequality for disabled people 
in others. Their social capital, particularly their access to education 
and employment, is systematically limited, and they receive (often 
on a daily basis) the message that they are not needed on the front 
lines of solutions. This chapter is our attempt to answer that message 
by putting the case for why disabled people can—and do—have very 
significant contributions to make to the field of Existential Risk Studies 
and its worthy aim of reducing some of the most extreme threats facing 
humanity as a whole.

One way of describing this problem that is popular amongst 
disabled people is the difference between a ‘medical’ and ‘social’ 
model of disability. In the medical model, disabilities are ‘deficiencies’ 
in individuals that prevent them from ‘functioning’ in the ways that 
‘normal’ people can. To be disabled is inevitably to be less than what 
one might have been if ‘able-bodied’, and the only hope for disabled 
people is to ‘cure’ them of their impairments, with efforts to make the 
world more accessible to disabled people seen as a stop-gap measure to 
reduce their disadvantage until this can happen. In the social model of 
disability, however, such impairments are generally reclassified as mere 
‘differences’. There is, in fact, no normative standard for what humans 
should and should not be able to do, so any apparent impairment does 
not imply a deficiency per se. These differences become disabilities only 
because society is set up in ways that assume that people are able to do 
certain things, such that an inability to meet these arbitrary standards 
prevents people from being enabled to take a full role within society.4 
On this model, then, the urgent need to change society so that it can 
accommodate people’s differences is no mere kindness towards the 
disabled, but rather an urgently needed correction to their unjust 
disablement, and a way in which society can gain access to the many 
good things disabled people would bring to the table, if only they were 
not excluded.5

Disability and existential risk

Problematic narratives of disablement and risk are not merely to be 
found at the level of small-scale disasters. In a famous novel about 
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existential catastrophe, Day of the Triffids by John Wyndham, humanity 
is weighed low by the species of ambulant venomous plants6—except 
that it is not the hazard posed by these plants that causes the disaster (in 
the story they had been around for several years beforehand), but rather 
vulnerability created by widespread blindness induced by unexplained 
astronomical phenomena. The book sets a harrowing scene where loss 
of sight causes widespread violence, suicide, infanticide, and insanity—
and only a few sighted survivors are left to battle the triffids on their 
own. One of the main plot lines of the book concerns conflict between 
those survivors who focus on eradicating triffids as their sole priority 
(with whom the reader is encouraged to sympathise) and those who 
are more interested in helping those who have lost their sight survive 
(but who are portrayed in the story as little more than slave masters 
who exploit their disabled charges). Those who were blind before the 
incident and were thus already adapted to this new state are only given 
a passing mention—as more valuable than the newly blind for the 
purposes of domestic service and breeding! 

Day of the Triffids is a hugely problematic book that shows many signs 
of the era it was written in. However, it remains popular to this day, 
while the apparent tension it describes between disaster mitigation and 
bearing the burden of helping the most vulnerable is merely the same 
tension we have just described writ large.7

Yet such discomforting narratives of burden and exclusion are 
certainly not the only stories of how people with disabling differences can 
relate to catastrophic risk. Recent widely acclaimed tales such as Alexis 
Wright’s The Swan Book,8 Nnedi Okorafor’s Binti,9 and N.K. Jemisin’s 
The Fifth Season10 (all published in 2015) tell very different stories about 
how outsiders burdened by their physical and psychological differences 
and vulnerabilised within their own societies are able to come to terms 
with (if not necessarily overcome) catastrophe and offer responses 
inaccessible to their ‘normal’ peers.11 In The Swan Book, Oblivia Ethylene, 
a mute woman affected by sexual trauma, disease, and pollution, 
draws on her unique gifts and limitations to lead both Australians 
and refugees through a world devastated by climate change. In Binti, 
the titular character uses gifts of her apparent neurodiversity—a form 
of intellectual self-stimulation she calls ‘treeing’—together with her 
unique position as a member of the indigenous Himba people who has 
left to attend a prestigious university, to act as a ‘master harmoniser’ 
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who can negotiate a peace between the alien Meduse and the Khoush, 
the dominant group of humans who look down on her and her people. 
Finally, in The Fifth Season, a group of Orogenes—a hated minority 
marked by their ability to control heat and the movement of the earth, 
but also the difficulty they have controlling this ability, leading them 
to inadvertently harm themselves and others—grapple with society’s 
simultaneous need for and hatred of them and the relationship between 
this and the catastrophes that periodically strike their world.12 While 
combining science fiction with elements of fantasy and horror (if those 
are even appropriate categories to use for such path-breaking stories) 
they paint pictures of what is lost when we overlook the abilities of those 
amongst us who have been disabled by differences and divergence from 
the norm. Indeed, the exploration of how disabled people might build 
positive futures in apocalyptic and post-apocalyptic scenarios is starting 
to become something of a genre of its own, with recent anthologies such 
as Defying Doomsday13 and Rebuilding Tomorrow14 focusing specifically on 
this subject.

However, our focus in this chapter is not on apocalyptic fiction per se 
but on how such narratives play out in the reality of existential risk, and 
the contributions disabled people can make to reducing it. We offer here 
three small but concrete examples of such contributions, sticking only to 
areas we ourselves have worked on and contributed to.

Futures, foresight, and horizon scanning

One area where we perceive the absence of disabled people as problematic 
is in the area of foresight. Foresight is a potentially unfortunate name for 
the process of seeking to understand what may happen in the future in 
ways that are more rigorous than science fiction. The name is unfortunate 
because it links this creative process to a particular individual sense—
vision—producing the idea that some people are literally able to see 
into the future.15 However, this is not what good foresight entails. One 
of the most well-known versions of foresight is called superforecasting, 
and it employs individuals known as superforecasters. Yet these 
superforecasters are not successful because they have ‘superior’ senses 
or intellects, but rather because they display traits such as active open-
mindedness, a growth mindset, and acceptance of the role that chance 
plays in life outcomes.16 As far as we are aware, neither the originators 
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of the superforecasting process nor its critics have explicitly considered 
whether these traits are more likely to be found amongst people who 
have experienced disablement, although its creators have been keen 
to point out that they are often lacking amongst those who identify as 
‘experts’ in a given field. However, we would contend that such traits 
are very much in line with the kind of humility, adaptability, and realism 
that one would expect to find in people who deviate from the norm and 
are used to living in a world that is not designed for their benefit. 

And even if disabled people are, in fact, no better suited than anyone 
else to foresight, there are other reasons why they need to be actively 
included in foresight and horizon scanning, because good foresight 
requires diversity in order to work. Superforecasters work best in teams 
where they can share diverse perspectives, rather than when working 
alone, while many forecasting techniques explicitly require a diversity 
of perspectives to function at all, since they are based on the idea of 
combining different viewpoints into a single collective judgement.17 
Among the benefits of diversity to foresight include the generation of 
new ideas, recognising the full range of valid perspectives, disruption 
of networks that can lead to path dependency and group think, and 
testing outputs against a wider set of potential critics.18 Such diversity 
is generally assessed in relation to things such as different fields of 
expertise, types of affiliations, cultural backgrounds, organisational 
functions, and personal values.19 However, it is important to note 
that, to achieve this valued diversity, we need to engage in more than 
a box-ticking exercise but actively seek out and promote a plurality of 
perspectives and opinions, even though we recognise that this may lead 
to disagreement and conflict. We would contend that achieving this goal 
requires both the inclusion of people who have differences in ability 
and social inclusion, and also engagement with the substantial issues of 
disablement and exclusion that create and perpetuate these. 

While there is still much to be done in this area, we believe that the 
field of Existential Risk Studies may already be benefiting from the 
inclusion of disabled people within it. Anecdotally, SJ has found that 
their neurodiversity,20 while presenting many challenges, has helped 
them to be a creative and productive partner in a very wide range of 
projects, and has spoken to others who felt the same,21 while at least 
one informal survey found that neurodiversity and mental health issues 
seem to be unusually common amongst certain parts of the community 
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that studies existential risk.22 Similar points have been made by Greta 
Thunberg, who has been diagnosed with autism, which she describes as 
a superpower. For instance, she notes how “a lot of people with autism 
have a special interest that they can sit and do for an eternity without 
getting bored”, which can be a very useful ability in research, and notes 
that many autistic people have become climate activists because they 
feel a compulsion to tell the truth.23  Unfortunately, despite the field of 
Existential Risk Studies benefiting from people with such traits, the 
topic of disability is seldom mentioned in existential risk circles and it is 
widely acknowledged that the community suffers from perfectionism, 
imposter syndrome, and burnout, all of which disproportionately 
impact disabled people.

Space colonisation

Another area in which disabled people could play a beneficial role is in 
the mitigation of risks on this planet through the colonisation of space. 
This has often been promoted as a good insurance policy against planet-
level threats (like asteroids and volcanic super-eruptions), a means of 
increasing our species’ resilience more generally, and even a necessary 
step to avoid the existential threat of ‘stagnation’.24 Traditionally, space 
has been viewed as an area in which access for disabled people is seen as 
too difficult to achieve. However, the reality is that in virtually all (earth-
side) scenarios, it is increasingly understood that diversity strengthens 
working groups, meaning that such homogeneity of perspective and 
ability could well be working against the goals of space programmes.25

There are also some quite specific reasons to think that disabled 
people should be included in efforts at space colonisation. For one thing, 
the environment of space is itself both disabling and enabling, with low 
and zero gravity, altered and extreme light conditions, cramped spaces, 
and highly mechanised environments producing both limitations and 
opportunities that are not found on Earth. Every astronaut has to go 
through a process of extreme adaptation upon entering space, and it may 
be that people with physical and sensory disabilities—whose strengths 
and weaknesses are different to begin with and who are more used to 
adapting to hostile environments—would find this easier and be able to 
more completely adapt to life in space than others. This advantage may 
be increased in the unfortunate event of something going wrong, since 
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as we have noted already, conditions that can be extremely difficult for 
most people may represent no additional burden to the disabled, like 
loss of light for a blind person. 

Finally, even ignoring their personal advantages, merely thinking 
about how to include disabled people in space missions could 
be advantageous to everyone. While many people think of the 
accommodations needed for including disabled people as requiring the 
addition of ‘accessible’ features that would otherwise not be necessary, 
they can also be thought about in terms of ‘universal design’, the design 
of products and environments to be usable (to the greatest extent 
possible) by people of all ages and abilities/disabilities, whereby such 
accommodations increase functionality for everyone.26 For instance, 
controls whose function can be determined by touch as well as sight are 
accessible to the blind, but they also allow everyone to use them more 
quickly, accurately, and in a wider array of circumstances.27 These points 
have been largely ignored in space exploration, but recently projects 
like Mission: AstroAccess and the European Space Agency’s Parastronaut 
project are beginning to explore them further.28

Bioethics

A final area relating to the study and management of existential risk 
where disabled people have an especially valuable contribution to make 
is in the field of bioethics. The possibilities for bio-enhancement and 
other transformative technologies are a topic of great interest, both as 
potential causes of and solutions to existential risk.29 Understanding 
these technologies requires grappling with the complex ethical 
challenges they pose. This is not only because they could have a 
profound impact on our understanding of human dignity, human 
flourishing, and even humanity itself, but also because their impact will 
be greatly determined by how they interact with other aspects of society, 
and this, in turn, will depend upon how they are ethically understood. 
However, the community of existential risk research has tended to stay 
out of such supposedly controversial discussions and prefers to leave 
such grappling to others, in many cases uncritically assuming a moral 
position closely aligned with the ‘transhumanist’ project of overcoming 
the perceived limitations of human biology, according to which human 
enhancement has intrinsic value as a necessity for achieving this goal.30
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Transhumanism is only one view we might take about these 
technologies, and it can be seen as one of the most extreme and 
controversial positions at that, especially as it has historical associations 
with the legacy of 20th century eugenics.31 Disabled people, in particular, 
have had strong reasons to be concerned about some of the arguments 
made within transhumanism and have also developed alternative 
proposals for how humanity might collectively enhance our abilities, 
through social modifications that allow everyone to contribute more 
to solving our problems. After all, it is a near universal law of nature 
and human societies that diversity promotes creativity and innovation 
and facilitates adaptation and resilience. When we seek to erase our 
differences, in an effort to eradicate disability or promote perfection 
through enhancement, this can have the effect of making societies weaker 
and less adaptable, and depriving them of the unique perspectives and 
gifts disabled people might otherwise contribute through their lives and 
works. In particular, disabled people are often experts on adapting and 
overcoming barriers and vulnerabilities, as they know (in ways that can 
be inaccessible to other people) the costs that society places on itself 
by not being more inclusive in its design of technologies, systems, and 
institutions. 

In addition, disabled people have also had strong reasons to fear the 
transhumanist project. It is, after all, their differences that are perceived 
as most limiting and thus will likely be the first to be eliminated; and 
while it can be easy to see this as an attempt at sparing people from the 
burden of impairment, many disabled people say that they do not want 
to be spared, but rather respected and accommodated for who they are. 
It is not hard to imagine that in its pursuit of human ‘perfection’ this 
point of view risks implying that their own lives are less important or 
valuable due to their ‘imperfections’, or that any resistance they might 
make to being enhanced against their will is irrational and dangerous.32 
However, this doesn’t imply that disabled people are conservative in their 
approach to technology or enhancement per se—far from it. Just as there 
is a social model of disability, there is also a social model of enhancement, 
according to which more inclusive and varied opportunities for people 
to create value for themselves and others can enable more and more 
people to play an enhanced role in society. Some of the key differences 
between these two approaches to enhancement include: 
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• whether enhancement is seen as increasing people’s innate 
abilities or increasing their opportunities to use their abilities 
to flourish and help others; 

• whether enhancement is about transcending our embodied 
humanity or exploring and developing it; and

• whether enhancement implies controlling who will live in the 
future or creating opportunities for more people to live well.33 

These alternative perspectives are not limited to biological enhancement, 
but have also been extended to AI and other technologies with 
transformative potential.34 We believe they are worth exploring, and that 
bioethics and Existential Risk Studies have a lot to benefit from closer 
engagement with challenges of disablement and injustice.

These are but three small examples of what is clearly a much 
larger phenomenon, where openness to considering disability and the 
contributions of disabled people can (and does) add to our thinking 
about existential risks and our ability to reduce them. These examples 
do, however, point to a number of broader themes: the inherent value 
of diversity, the benefits of universal design, disabled people’s unique 
experience of vulnerability and adaptation, and the extent to which 
focusing on individual perfection and performance can lead us to 
ignore the social forces that disable both individual people and society 
as a whole. That there has been so little research on these themes is 
regrettable, and a testament to the broader exclusion of disabled people 
from this field. There is a need for much greater research in all of the 
areas we have mentioned here.

Wider needs to challenge the common narrative

However, we also need to consider the still wider implications of the 
exclusion of people who are disabled on humanity’s collective ability to 
grapple with the pressing challenges we face. The global unemployment 
rate for disabled people is at least two to three times higher than their 
able-bodied peers and, although the numbers are better in industrialised 
countries as compared with unindustrialised countries, some areas of the 
world report an unemployment rate of over 90% for disabled citizens.35 
Meanwhile, the Global Partnership for Education estimates that 90% of 



112 The Era of Global Risk

children with disabilities in low- and middle-income countries do not 
attend school.36 And the problem is not small. Some estimates place 
the number of disabled people at 20% of the world’s population—that 
is, wherever five people are gathered in a burning living room, one 
could be expected to be disabled. As the current world population now 
exceeds eight billion, the number of disabled people living today is thus 
around 1.6 billion. That is a lot of people to consign to the rescue list!

Employment and education statistics are cultural and economic—
rather than natural—artefacts. They reflect how society has chosen to 
treat disabled people, rather than how disabled people could live if things 
were different. Just as we now understand world hunger as a wholly 
solvable social problem,37 this systematic exclusion of disabled people 
from full participation is entirely avoidable, and, in fact, constructing 
physical and cultural environments to accommodate disabled citizens 
benefits non-disabled citizens as well.38 Yet this exclusion continues, 
and society loses out tremendously as a result. It would, of course, be 
impossible to trace all the ways in which this loss of human potential 
and social capital impacts our societies in the 21st century. However, it is 
undeniable that a great many of these will have consequences that relate 
directly to the creation of, and failure to mitigate, existential risks. 

One impact is in the field of technology, where disabled people have 
long been the drivers of innovation and creativity. Text-to-voice, voice-
to-text, home automation, drive by wire, and self-balancing scooters 
were all first developed for disabled people for instance, and yet disabled 
people are rarely, if ever, given the opportunities to be innovators in 
their own right, or even given much control over the technologies being 
developed on their behalf.39 Other impacts may be more mundane; 
however, from tackling food insecurity and adapting to climate change 
to education, culture, and (dare we mention it) care,40 disabled people, 
just like anyone else alive right now, have a lot to contribute to making 
our futures better and safer.

Still, some people in higher-income countries argue that disabled 
people no longer face the kinds of discrimination that would exclude 
them from playing a valuable role in society. They occasionally cite 
the mere existence of people like us, as disabled scientists and other 
professionals, as irrefutable evidence that such discrimination is a thing 
of the past. They also present us with a set of extraordinary disabled 
people whose contributions to humankind have been remarkable. There 
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are the usual suspects, such as Beethoven,41 Helen Keller,42 and Stephen 
Hawking,43 but the list sometimes contains lesser-known figures such 
as 19th-century blind writer and explorer James Holman.44 These are 
certainly impressive figures, and the world would be a sadder place 
without them, but these luminaries exist within the cultural trope of 
disability as dependency. They are the exceptions that highlight the rule.

It is, after all, their accomplishments ‘despite’ their disabilities that 
add the extra sparkle to their success, and those successes only carry 
the rest of us so far. That is, Stephen Hawking may have been a brilliant 
astrophysicist, who coincidentally helped establish the Centre for the 
Study of Existential Risk and was one of its first scientific advisers, but 
his success has not magicked the standard college classroom into a 
welcoming place for other disabled instructors,45 and currently only 2% 
of PhDs in the STEM fields are earned by disabled candidates.46 At the 
same time, Hawking’s story is inspirational precisely because he was 
afforded the accommodations he needed to carry on working despite 
growing physical impairment, a rare instance of disability not being a 
barrier to potential—which could be seen just as easily as showing us 
how much humanity is missing out on, not how much we have achieved. 
As Hawking himself put it:

[W]e never really know where the next great scientific discovery will 
come from, nor who will make it. Opening up the thrill and wonder of 
scientific discovery, creating innovative and accessible ways to reach out 
to the widest young audience possible, greatly increases the chances of 
finding and inspiring the new Einstein. Wherever she might be.47

Including everyone

We have focused in this chapter on the issue of disability. In part, this is 
because we are both disabled ourselves. Both Sheri and SJ are visually 
impaired; Sheri is fully blind while SJ is legally blind (but still has some 
usable vision) and neurodivergent. However, while in many other 
respects we are both privileged— we are both white, for example—this is 
not the only marginalised group to which we belong. For instance, Sheri 
is a woman while SJ is gender non-binary. More importantly, while the 
topic of disability in existential risk is important, we are aware that many 
of the points we mention here could also be made about other groups 
whose marginalisation is harming the future of our species. People of 
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Colour, religious minorities, Indigenous peoples, women, poor people, 
and those from the Global South, members of the LGBTQ+ community, 
military veterans, and migrants all experience different challenges but 
the same processes of marginalisation and exclusion. These are not all 
groups of people who need accommodation during a disaster, but if 
you look around laboratories, board rooms, and government buildings, 
these are often the faces you will miss.

We will now offer just a few brief vignettes of what these absences 
have cost us. Alan Turing was not only a pioneer of AI and computing, 
but someone who understood the potential negative impacts of the 
technology he was working on well.48 In 1951, Turing gave a lecture on 
BBC Radio in which he argued (responding directly to the pioneering 
work of Ada Lovelace) that computers could think and that humanity 
faced great “danger and humiliation” were they to become superior 
at thinking to humans, a danger he believed to be “remote but not 
astronomically remote”.49 Sadly, for him and humanity, Turing faced a 
danger and humiliation far less remote when only a few months later 
his flat was burgled and the police proved less interested in the burglary 
than the fact that two men appeared to be sharing a flat with only one 
bed. This set off a chain of events that led to his death in 1954. Reflecting 
to his friend Norman Routledge about these events, Turing expressed 
his worry that:

the following syllogism may be used by some in the future.
Turing believes machines think
Turing lies with men
Therefore machines do not think50

Even more briefly, Rachael Carson faced tremendous barriers in 
publicising her ground-breaking work on our ecological catastrophe 
because she was a woman, was single, and was suffering both the 
debilitation and stigma of cancer,51 while many who went on to make 
extraordinary contributions to nuclear safety and governance (such 
as Eugene Rabinowitch, Leo Szilard, and Joseph Rotblat) were kept 
away from much of the Manhattan Project because they were European 
refugees.52

This is clearly not only a disgraceful waste of human capital on 
the personal level; it also places the global community in danger by 
eliminating sources of insight, support, and hard work. The world is 
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in dire need of innovative perspectives, and our policies of exclusion—
conscious or unconscious, well-intentioned or otherwise—put us in 
danger. This volume has demonstrated in stark detail the reality that we 
in the 21st century cannot afford to overlook any source of aid. Inclusion 
is not a kindness bestowed upon the vulnerable; it is a necessity for the 
survival of the species.

It is often said that “The future is already here—it’s just not very 
evenly distributed”.53 This quote is generally applied to specific 
technologies, like virtual reality, that are seen as representing the future 
and the benefits it will bring. However, it also applies to the risks that 
humanity is facing from these technologies and other sources. The 
experts on climate change adaptation, for instance, may not be found in 
elite universities, in temperate parts of the world that have the strongest 
reputation for studying such things, but rather on the front lines of 
climate change, in the Arctic, the tropics, and on small islands around 
the world. Those who best understand the downsides of AI and other 
technologies may not be ‘technical experts’, but rather people who are 
incarcerated or whose lives are impacted by wars that have already seen 
the deployment of lethal autonomous weapons. And so on, and so on. 
We need to understand what marginalised people in these situations 
already do to address such risks, and make use of their experiences if we 
want to build a safer world.

What is to be done? Certainly, internationally, people who prepare 
for crises and who create accommodations so that preparedness 
systems are accessible to all must also begin to leverage the resources 
available from all minority group constituents. But, deeper and more 
wide-sweeping than this, we need a steady, deliberate undermining 
of the systems that keep people from active and eager participation in 
everything the world has to offer. This requires more inclusive futures 
across the range of possible outcomes for our species. 

And when it comes to risk mitigation, this means working, before 
a crisis strikes, to strengthen public schools, mental health systems, 
civil rights organisations, and campaigns for the health of children and 
the elderly. It means fighting with fierceness against racism, ableism, 
poverty, sexism, homophobia, and all other systems of oppression. 
It means recognising that we cannot afford to tolerate transphobia, 
antisemitism, or ultra-nationalism.
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We must do this, not only out of compassion or a moral imperative, 
but out of pragmatic calculation. The more people we have working on 
the problems that face us, the more chances we have of discovering and 
implementing the solutions that will save us. The struggles for social 
justice of different groups are not the same, just as the barriers facing 
us and the gifts we bring are not the same either. However, we do have 
a common cause in building more inclusive futures and, when those 
futures are also likely to be safer, that common cause can and should 
extend to everyone.

It is thus incumbent upon international, national, and local entities 
to examine not only crisis preparedness strategies, but the equity of 
feeder organisations such as schools and universities, hospitals, and 
training centres for first responders to make sure they are encouraging 
all kinds of people to work for and with them. And it is incumbent upon 
these agencies to check their own policies and procedures to ensure 
they are recruiting all kinds of people. In the end, though, it also falls 
to individuals both to express and understand words like ‘diversity’, 
‘inclusion’, and ‘welcome’ and to back those words up with actions. In 
our own work, we have sought to use diversity to improve the fields 
of space exploration and existential risk. However, for marginalised 
people such efforts can all too often be seen as a ‘special interest’, while 
for the non-disabled it can feel like a ‘worthy cause’; we hope we have 
convinced the reader by now that the truth could not be more different.

Small changes also matter: the shopper who refuses to patronise a 
store until it is made accessible, the restauranteur who gives unneeded 
food to the homeless, the teacher who emphasises literacy and science 
and makes sure all students are included, and the parents who widen 
their circle of friends to include more kinds of people and teach their 
children to think carefully about their choices. In the end, what is done 
at the highest levels of preparedness is nourished by—and ultimately 
flows from—the grassroots. Each of us has, in our social and professional 
lives, daily opportunities to sabotage the edifice of exclusion.

What we do, starting in our individual living rooms, will be the force 
that saves the planet.
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6. Natural Global  
Catastrophic Risks

Lara Mani, Doug Erwin, and Lindley Johnson

Civilization exists by geological consent, subject to change without notice.
Will Durant, historian (1885–1981) 

Humanity has lived with the threat of certain global catastrophic 
risks throughout history, such as large-magnitude volcanic eruptions 
and Near-Earth Object (NEO) impacts. But the risks of such events 
have grown with the increasing complexity of human societies. The 
probabilities of natural global catastrophes are not negligible, although 
these risks are often underestimated. Moreover, the societal and 
economic impacts of some of these events are potentially vast. So, to 
what extent is humanity truly vulnerable to natural catastrophic risks, 
and what does this risk landscape look like? Here, we explore the 
state of current thinking around extreme natural risks and explore the 
dichotomies often neglected on the peripheries of these discussions. 

The past as a lens for the future

The geological record is the greatest tool that humanity possesses in 
informing discussions of our exposure and vulnerabilities to high-impact, 
low-probability natural risks. By studying the stratigraphy of our Earth’s 
past, geologists have built a picture of the potential futures that may await 
us. French natural historian Georges Cuvier first identified catastrophes 
in the fossil record of the Paris Basin in the early 19th century, and progress 
has waxed and waned since then. In 1982, using the fossil record of marine 
animals (mostly invertebrates), Sepkoski and Raup presented evidence 
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for five mass extinction events over the past 500 million years, where 
a mass extinction is a substantial increase in lineage extinction across 
multiple clades in a relatively short amount of time.1 The vagueness of 
this definition is intentional, to capture a variety of possible events. 

Over the past several decades palaeontologists, stratigraphers, 
geochemists, and others have conducted detailed studies of specific 
extinction horizons, as well as compiled global, synoptic databases 
of past biodiversity. This work has greatly improved our resolution 
of the fossil record and clarified the number, extent, and rate of past 
biodiversity crises.  

Before detailing the results and implications of these studies, 
some reflection on the nature of the data is warranted. The primary 
source of information on past biodiversity crises is the fossil record of 
durably skeletonised, geographically widespread and abundant marine 
invertebrates, as well as similar microfossils such as foraminifera and 
radiolarians. It is the record of these groups that is preserved with 
sufficient fidelity to permit regional and global correlation of the 
sedimentary geological record. These fossils are also preserved with 
sufficient continuity that we can, with appropriate statistical analysis, 
have reasonable confidence in the accuracy of the resulting patterns. 
Many marine organisms are difficult to preserve as fossils, either 
because they lack durable skeletons or for other reasons, and these 
are largely absent from such synoptic compilations. Palaeontologists 
have compiled records of terrestrial plants, insects, and vertebrates, 
but the quality of their fossil records generally precludes using them 
to identify past biotic crises, except in relatively young deposits. Rather, 
palaeontologists tend to identify crisis intervals in the marine record, 
and then seek correlative terrestrial records to examine the potential 
impact on terrestrial ecosystems.  

Today, palaeontologists generally identify three great mass extinctions 
with rapid drops in biodiversity across many different taxa: in the late 
Ordovician (444 Ma), end-Permian (251 Ma), and end-Cretaceous (66 
Ma), and a possible fourth at the end-Triassic (199 Ma). In addition, there 
was a prolonged decrease in diversity through the Late Devonian, but 
this was more drawn out than other episodes. As the resolution of the 
data has improved, a series of smaller events has also been identified, 
with perhaps a total of at least 18 biotic crises events affecting marine 
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taxa—with some affecting both marine and terrestrial taxa.2 There have 
almost certainly been additional crises that primarily affected poorly 
preserved taxa, either marine or terrestrial, but which are missing from the 
synoptic compilations used in these studies. Animal fossils only appeared 
about 550 million years ago, so we lack a sufficiently high-resolution 
fossil record before that time to reveal older biodiversity crises. Species 
extinctions have been ubiquitous through the history of plant and animal 
life, and the majority of these have not been concentrated in these discrete 
episodes. Nonetheless, biodiversity crises, often tied to environmental 
perturbations, are a natural process. But what drives biotic crises and 
what governs when a crisis tilts to become a mass extinction event?

The major mass extinctions share several common features: First, 
high-resolution radiometric dating has revealed that most were relatively 
rapid, occurring in just a few tens of thousands of years (or less), rather 
than over hundreds of thousands or millions of years.3 This suggests that 
whatever the cause or causes that trigger a mass extinction, once collapse 
is triggered it is very rapid. To a first approximation, every event that 
has been studied in detail happened more rapidly than we can resolve 
with current techniques. Second, all were global, and all but the end-
Ordovician impacted both marine and terrestrial organisms (there was 
little life on land at that time). Third, these extinctions were selective, 
more heavily impacting some clades rather than others—brachiopods 
and ammonoids, respectively, at the end-Permian and end-Cretaceous, 
for example. Fourth, although palaeontologists have traditionally 
focused attention on the loss of diversity, most of these were profound 
ecological disruptions as well, rending food webs.4 The exception to 
this generality was the end-Ordovician event which, despite being the 
second largest mass extinction, had little ecological impact. Finally, 
rapid climatic change (either cooling or warming) has been implicated 
in each event, as well as pervasive marine anoxia. The net effect of all 
these crises has been the progressive loss of clades unable to survive 
such events or to recover after such widespread losses of diversity. 

Dozens of possible causes have been suggested for mass extinctions, 
but proximal causes—those directly responsible for the disappearance 
of particular species—must be distinguished from mechanisms that 
generate the proximal causes. Most studies of the end-Cretaceous mass 
extinction have concluded that the impact of an extra-terrestrial object 
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in the Yucatan peninsula of Mexico was the cause of the extinction,5 
but species largely disappeared as a result of the environmental effects 
of the impact, including climate change. Massive volcanism in India 
roughly coincides with the extinction event, and some continue to 
argue that it was involved, although most studies suggest that the peak 
of the volcanic eruption pre-dates the impact and extinction. Massive 
volcanism has also been implicated for the end-Permian6 and end-
Triassic events,7 while a rapid glaciation was probably the cause of the 
end-Ordovician extinction.8 The end-Permian mass extinction has long 
been tied to the eruption of the massive Siberian flood basalts, the most 
extensive continental flood basalt province in the past 500 million years. 
Beyond the Siberian volcanism, subduction-related massive volcanism 
spread copper and mercury across wide areas of south China at the 
Permo-Triassic boundary.9 These volcanic events caused rapid cooling 
followed by a 4–6℃ temperature increase, oceanic anoxia, and acid rain 
from sulphate aerosols. 

One of the most controversial issues in extinction research is the 
impact of mass extinctions and other crises on pre-existing evolutionary 
trends. In particular, do clades that acquire extinction-resistance 
prior to a crisis have better survival rates during mass extinctions? 
Numerous studies of this question have been conducted over the past 
several decades, arriving at sometimes contradictory results.10 Overall, 
however, much of this work suggests that the acquisition of resilience 
often enhances survival during biotic crises.  There may be an important 
lesson here for human societies. Politicians and voters often fail to focus 
on long-term concerns, including natural catastrophic risks of the sort 
described in this chapter. If, however, resilience to crises on shorter time 
scales—such as hurricanes, volcanic eruptions, or massive wildfires—
might also enhance the survivability to far rarer events, this suggests 
that pursuing a properly constructed resilience strategy may have 
substantial societal benefits.  

The geological record presents dire warnings for humanity if 
extreme natural risks are left unmitigated. Our world could experience 
a new biotic crisis due to rapid onset climate change, with accelerated 
species extinction already taking place. And, although our surveillance 
may provide us with ample warning of a potential large NEO impact, 
we remain exposed to such a threat with no means of mitigation and 



 1276. Natural Global Catastrophic Risks

prevention available. However, the geological record can only go so far 
as informing us of what extreme natural hazard events have looked like 
in the past. To understand the impact of such an event in the future, we 
must consider the present-day landscape for natural global catastrophic 
risks and how vulnerability is a key component in understanding the 
systemic nature of risk. 

The changing landscape of extreme natural threats

We are now entering a new geological epoch—the Anthropocene—
characterised by humanity as the biggest driver of change to our planet’s 
climates and ecosystems. Anthropogenically driven climate change is 
accelerating and strengthening some of our Earth’s natural processes. 
Today we face an increasingly complex risk landscape where hazards 
can be interconnected, where one natural hazard event can increase the 
probability and/or severity of another hazard. For example, extreme 
weather events (such as flooding or drought) can result in crop failures and 
damage to critical infrastructures such as water and sanitation, resulting 
in disease outbreaks.11 Certainly, we are now experiencing more disasters 
than ever before, with over four billion people affected by disasters over 
the past 20 years, up 1.2 billion from the 20 years prior.12 Some evidence 
suggests that despite this increase in disasters, our resilience to smaller-
scale disasters is also increasing, with the average annual loss of life 
due to disasters representing around 0.1% of global deaths.13 However, 
shock events—such as the 2004 Indian Ocean tsunami, or the 2010 Haiti 
earthquake—can significantly elevate the global death toll, and humanity 
remains vulnerable to low-probability, high-impact risks.

Large-magnitude volcanic eruptions and asteroid and comet impacts 
represent natural hazards that may lead to either extinction of humanity 
or to grave consequences affecting humanity’s continued flourishing. 
Here, we review this hazards in the light of improved surveillance and 
new research into the threats they pose.

Large-magnitude volcanic eruptions 

The critical risk to humanity posed by volcanic eruptions is centred on 
large-magnitude 8+ eruptions, or so–called super-eruptions. These are 
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explosive eruptions that eject over 1000 km3 of material.14 Certainly, an 
eruption of this scale would have severe consequences for humanity, 
with ash and gas propelled into the upper atmosphere, where they 
would interact with our climatic systems, reducing global surface 
temperatures and potentially devastating global food production. 
This climatic feedback mechanism is typified by the 1815 magnitude 7 
Tambora eruption, which released 30 megatons of sulphur, resulting in 
short-term climate anomalies (primarily in the northern hemisphere).15 
During the summer of 1816, Europe is thought to have experienced 
temperatures of 1–2℃ lower than normal as a result of the eruption, 
and summer temperatures remained anomalously cooler in 1817 and 
1818 respectively.16, 17 

The climatic cooling mechanisms for volcanic eruptions are often 
compared to that of the nuclear winter mechanism, by which the black 
soot particles from nuclear warfare would block the sun’s energy, 
resulting in a global cooling effect. For volcanic eruptions, it is rather 
the sulphur gas released during the eruption that mixes with water 
in the atmosphere, creating droplets of sulphuric acid which reflect 
sunlight back into space and absorb heat from the Earth.18 The resulting 
effect is a cooling of the lower atmosphere and a warming of the upper 
atmosphere.19 This mechanism is important to understand, because the 
magnitude of an eruption does not necessarily correlate to the quantity 
of sulphate released. In fact, lower magnitude eruptions of magnitudes 
6 and 7 are capable of releasing significant quantities of sulphate gas 
to instigate this climate cooling effect. One such example is the 1257 
magnitude 7 eruption of Mt Rinjani, Indonesia. Detected by a strong 
sulphate signal in ice core records, this eruption is thought to have 
triggered the onset of the Little Ice Age, resulting in famine across Europe 
and the deaths of over 10,000 people in London alone.20 Abrupt climate 
cooling events have now been linked to several volcanic eruptions, 
including the 1991 eruption of Mt Pinatubo, the 1257 eruption of Mt 
Rinjani, and the 1883 eruption of Krakatau. Using new ice core records, 
a recent study identified, during the Holocene (the past 10,000 years) 
over 160 explosive eruptions releasing quantities of sulphur greater 
than or equal to the 1815 Tambora eruption.21 

Since the 1815 Tambora eruption, our natural global systems and 
processes have undergone significant changes as a result of climate 
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change. One such process of significance to volcanic eruptions is the 
Brewer-Dobson global atmospheric circulation pattern, by which 
warm tropospheric air rises to the upper atmosphere and sinks at the 
poles, which is now accelerating due to greenhouse gas emissions.22 
Volcanic aerosol injection is also known to accelerate the Brewer-
Dobson circulation, and the combined effect of anthropogenically 
driven climate change and volcanic eruptions can substantially increase 
the rate at which volcanic ash and gas are pushed towards the Polar 
Regions, increasing the rate of global surface cooling.23 Additionally, the 
increased sulphate aerosol in the atmosphere in the aftermath of a major 
volcanic eruption can result in a reduction of global mean precipitation.24 
By these effects, models run by Aubry et al. predict that global surface 
cooling for eruptions in the tropics could lead to 15% more global 
surface cooling than seen in 1815, and as much as 60% more when ocean 
feedbacks are also factored in.25 By this calculation, a future eruption the 
size of the 1815 Tambora eruption in the tropic regions could cause up to 
3.2℃ global surface cooling. 

The implications of such a global surface cooling event could be 
catastrophic for global food production, devastating food production 
regions. Simulation models of the Toba eruption, which occurred ~74,000 
years ago,26 suggest that if a similar event were to occur today, few 
regions of the world (with the exceptions of southern Africa and India) 
would remain unaffected by global surface cooling and a reduction in 
precipitation. A loss of any of the global food production regions could 
have catastrophic consequences for the world population, resulting in 
widespread famine, increased fuel and food prices, disease outbreaks, 
and regional conflicts. Ord (2020) suggests that billions of people could 
starve in this scenario and, if civilisations are unable to recover, it could 
result in an existential catastrophe. 

Not only are the resulting consequences of volcanic eruptions 
becoming more extreme due to the expansion of human civilisation, the 
frequency of eruptions may be increasing. The melting of snow and ice 
sheets on volcanic centres, higher sea levels, and increased rainfall in 
some regions are thought to change the stresses in volcanic systems, 
removing the overlying weight burdens. As the pressures change within 
the system, this can encourage fresh magma to ascend to the surface.27 
With climate change now an amplifier of volcanic hazard, evidence is 
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building to suggest that lower magnitude eruptions (VEI <8) should be 
considered within our probabilistic forecasts for extreme volcanic risk 
scenarios. From the geological record, the recurrence interval for VEI 
7 eruptions is estimated between 1 and 2 eruptions per 1,000 years and 
new ice core record data corroborates this, suggesting the recurrence 
interval could be around 1.16 eruptions per 1000 years. By this logic, 
the recurrence interval could be as short as 625 years for a magnitude 7 
eruption—or one in six this century.28

Fields such as volcanology are in their naissance, and volcanologists 
still have a long way to go before being able to answer some of the 
most fundamental questions about volcanoes. Many of the forecasts 
of probabilities for such risks fail to acknowledge the outstanding 
uncertainties in the geological record or to consider the advancements 
in our surveillance techniques, leading to an underestimation of the 
risks. For the field of volcanology, lessons can be learnt from the field of 
planetary defence about the importance of increased surveillance and 
monitoring for constraining the threats posed by Near-Earth Objects.

Near-Earth objects—Asteroids and comets

To date, there are more than 190 confirmed impact structures spanning 
Earth’s recent geologic history known around the world. Examples 
include the Manicouagan Crater in Canada: at 85 km wide, it is thought 
to have resulted from a ~5 km impactor some 214 million years ago, and 
the Lonar impact crater in India is thought to have occurred around 
570,000 years ago. The most significant damage recorded from an 
asteroid impact in recent history is from 1908 Tunguska, Russia, where 
a 40-metre object exploded before surface impact, causing an air blast 
that devastated over 2,000 km2 of forest in Siberia, and is believed to 
have had measurable effects on the global climate in the subsequent 
year. However, impact events remain relatively rare, with regional scale 
devastation events (caused by object impacts over 140 metres) estimated 
to occur every 20,000 years (Table 1). Despite the low probabilities 
associated with these events, the threat of impact remains present, and 
impact events could happen at any time where, unlike other natural 
hazard events, the location of impacts is not confined to specific regions.



 1316. Natural Global Catastrophic Risks

Table 1. The potential expected impacts and estimated recurrence 
intervals for a range of asteroid impacts sizes. The range shaded in grey 
identifies the diameter of impactors typical considered to be capable of 

global catastrophe (adapted from NASA29). 

Diameter of 
impacting 
asteroid 
(metres)

Type of impact Average time 
between 
impacts 
(years)

5 Bolide 1
10 Super bolide 10
25 Major airburst 100
50 Local scale devastation 1,000
140 Regional scale devastation 20,000
300 Continent scale devastation 70,000
600 Below global catastrophe threshold 200,000

1,000 Possible global catastrophe 700,000
5,000 Above global catastrophe threshold 30 million
10,000 Mass extinction 100 million

Near-Earth Objects (NEOs) are asteroids and comets that come within 
1.3 astronomical units (the mean distance between Earth and the sun) 
of the sun, bringing them within 50 million kilometres of Earth’s orbit.30 
A subset of NEOs can be described as Potentially Hazardous Objects 
(PHOs), meaning their orbits bring them within eight million kilometres 
of Earth over time, and they are of sizes capable of causing devastating 
regional damage should they impact (>140 metres in size). In 2010, with 
over 90% of all NEO objects greater than 1,000 metres in size already 
discovered,31 the National Aeronautics and Space Administration 
(NASA) began searching for 90% of NEOs larger than 140 metres in size.32 
NASA identifies over 2,500 Near-Earth asteroids a year of all sizes, with 
an average of 500 being larger than 140 metres in size, using a system 
of both ground-based telescopes (e.g. Catalina Sky Survey, ATLAS, 
and Pan-STARRS) and the NEOWISE space-based telescope. With a 
population estimated at over 25,000 objects larger than 140 metres in size, 
at NASA’s current discovery rate this task is expected to take over 30 years 
to complete. To speed up the identification process, in 2026 NASA plans 
to launch a new NEO detection and tracking space telescope called ‘NEO 
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Surveyor’, which will detect in the infrared spectrum and is designed to 
identify over 90% of the still unknown hazardous NEO population within 
10 years of operation.

In 2021 alone, there were over 145 close approaches within the 
distance of the moon’s orbit by NEOs,33 most of which measured just a 
few metres to a few tens of metres in size. In this size range, any object on 
a collision course with Earth would likely disintegrate in our atmosphere 
before impact. However, one asteroid in 2021 was as much as 90 metres 
in size, substantially larger than the one causing the Tunguska impact. 
A few even larger objects make close approaches every few years, such 
as the ‘2019 OK’ asteroid which measured ~100 metres wide and passed 
within approximately 70,000 km of Earth in July 2019. Alarmingly, this 
object was not detected until just a day before its close approach, despite 
it having been included in surveillance imagery by both Pan-STARRS 
and ATLAS. The object’s slow rate of apparent movement relative to the 
background of stars meant that it was not identified as a closer moving 
object, and therefore remained undetected.34 The ‘2019 OK’ event 
somewhat echoed the 2013 Chelyabinsk impact event, which also went 
undetected until its actual impact with Earth on 15 February 2019 over 
a densely populated region of Russia. In the case of Chelyabinsk, the 
lack of prior detection was due to its approach in the daytime sky. The 
object’s approach from the direction of the sun meant that an already 
small and faint object would have been very difficult to detect, even if 
our telescopes had been directed at it.35 The resulting impact caused 
widespread building damage in the region of over 7,000 properties, and 
injury to an estimated 1,400 people, mainly due to shattered glass as a 
result of the shockwave it caused. Both the ‘2019 OK’ close approach and 
the Chelyabinsk impact event serve as stark reminders of humanity’s 
continued vulnerability to NEO impacts, and of the blind spots and 
limitations of our current surveillance capabilities. 

Not all NEO impact events may have catastrophic consequences for 
humanity—the end-Cretaceous impact event did not kill all living species 
on Earth, despite the object’s size being well into the realms of causing 
global disaster, but rather led to the demise of the dominant species 
so that the diminutive mammals of the era could begin their ascent on 
the planet. Objects over 1 km in size are considered to pose the most 
threat to humanity’s continued flourishing, and the recurrence interval 
for these events is around 700,000 years (Table 1), over a thousand 
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times less probable than a magnitude 7 eruption.36 More likely are the 
impacts from objects between 100–300 metres, which could still cause 
substantial regional devastation. If an impact of this size were to occur in 
food-producing regions, for example, the cascading consequences could 
be comparable to a volcanic global cooling event, described above.  

Both the examples of high-impact volcanic risks and the threat of an 
NEO impact demonstrate how such events could result in globally felt 
consequences, amplified by the impacts to global food production and 
the stresses this could exert on human civilisation. This highlights the 
need to increasingly consider the systemic nature of natural risks, and 
particularly the aspects of vulnerability as amplifiers of global risks. 

The systemic nature of natural risks

Borrowing from the disaster risk literature, risk is often seen as a 
combination of components of hazard and vulnerability (and exposure), 
where the relationship can be defined as:

Hazard x Vulnerability (x Exposure) = Risk

In a crude sense, this risk equation is a simple way to consider the key 
components of risk, and this remains relevant for the consideration of 
high-impact low-probability natural risks, such as asteroid impacts or 
high-magnitude volcanic eruptions. However, this approach often fails 
to encapsulate the dichotomies around the components of hazard and 
vulnerability, or consider how humanity’s capacity to cope with hazards 
(or vulnerability) can alter the severity of the risks. Some existential risk 
authors, such as Liu et al.37 and Avin et al.38 have made steps towards 
adopting ‘systemic risk’ thinking rather than siloed ‘hazard’ thinking, 
and here we continue to build upon this progress by considering the 
mechanisms by which natural hazards could be amplified to natural 
global catastrophes. 

Cascading to catastrophe

Our world has become interconnected and complex, with our societies 
relying on a myriad of systems and networks to sustain them and 
support their continued development—known as global critical 
systems (GCS).39 These systems (such as communications networks, 
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transportation routes, and trade links) are vital arteries in our modern 
world. Global critical systems and infrastructures, such as maritime 
shipping routes, submarine cables, global position navigation and 
timing (PNT) systems, aerial networks, ports, fuel pipelines, and power 
plants (amongst others) are critical to the transport of goods, services, 
and commodities around the world. However, these systems are often 
fragile, with little to no resilience built in to deal with shocks and 
interruptions. Any disruptions to these systems can instigate a cascade 
of impacts across interdependent systems.40 For example, in March 2020, 
the Ever Given container ship blocked the Suez Canal—a busy maritime 
trade passage—for six days, with ships stuck either side of the passage 
for weeks to months in the aftermath. The resulting disruption saw 
global container ports overwhelmed and significant delays to global 
supply chains, costing an estimated $6-10 billion a week to global trade. 
Within the field of Disaster Risk Studies, this type of chain reaction of 
impacts is described as cascading risk.41

The extent to which a cascade of system failures escalates to global 
catastrophe is a component of what systems are affected and how well we 
are able to cope with them. Response to a natural hazard event can erode 
our ability to cope with other shocks and hazards, and can even amplify 
the impacts of subsequent impacts in other related and interconnected 
systems.42 The COVID-19 pandemic has revealed the nature of our 
interconnected systems, with pressures on the health sector resulting in 
knock-out effects on the economic and political sectors. Other examples 
of this mechanism include Syria, where severe drought conditions 
experienced between 2007 and 2010 devastated the food production 
regions, resulting in unemployment and food insecurity for over one 
million people, contributing to conflict in the region.43

The links between natural hazards and human civilisation are 
well documented, with volcanic activity linked to the collapse of the 
Maya, Romans, and Minoans, amongst others,44 and even changes in 
Earth’s magnetic field linked to societal declines. However, in many of 
these examples, volcanic activity was only considered a contributing 
factor, rather than the outright cause. Additional risk drivers—such as 
droughts or other natural hazards, conflict, and food scarcity—were 
often associated with these collapse events, where a compounding of 
shocks and a cascade of failures amplified the impacts. In our modern 
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and connected world, these same processes could see natural hazard 
events catapult to global catastrophes. 

A recent study by Mani et al. looked at this cascade mechanism 
in relation to active volcanism in proximity to regions where a 
high convergence of GCSs were observed, representing regions of 
heightened societal vulnerability.45 They present seven global ‘pinch 
points’ where the interaction between volcanic hazards and multiple 
GCSs at these convergence zone could result in a cascade of system 
failures, leading to global impacts. Interestingly, the study expresses 
that lower-magnitude eruptions (magnitude 3+) could be capable 
of instigating such a cascade of impacts, though they are typically 
considered outside the realm of disaster causation. Liu et al. (2018) 
express this relationship as an imbalance of the risk equation, 
moving away from consideration of just ‘existential hazards’ towards 
‘existential vulnerabilities’.46 If a hazard event or sequence of hazard 
events were to occur in proximity to these regions of heightened 
societal vulnerability, such as pinch point regions, the consequences 
could be catastrophic for humanity, highlighting the importance of 
consideration for the systemic nature of risk in the practice of global 
catastrophic risk research. 

The systemic nature of risk is important to consider for other 
extreme natural hazards such as stellar explosions, coronal mass 
ejections, and the reversal of Earth’s magnetic field, amongst others. 
Not all of these risks may pose a direct threat of human extinction as 
we currently understand it, but the risks they pose to their systems 
and infrastructures that sustain our societies could constitute a global 
catastrophic risk and even push us towards collapse. For example, if 
an event similar to the 1859 Carrington Event (a geomagnetic storm 
caused by a coronal mass ejection)47, 48 were to happen in our modern 
and interconnected world, the impacts could be grave if we are not 
prepared. Electrical surges in power grids could cause them to shut 
down with consequences to our water, sanitation, food and energy 
supplies, and health systems, and satellites and communication 
networks could be damaged, with disruption to global transport and 
trade leading to severe impacts on our global economic, social, and 
political systems.49 For events like geomagnetic storms and coronal 
mass ejection events, they can be detected in advance of their arrival 
on Earth, meaning we could have the time to prepare and respond 
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so we can reduce the potential impacts, such as shutting down 
electricity grids temporarily to avoid disruption. However, without 
adequate preparation and resilience measures put in place in advance, 
and considerations for the systemic nature of such risks, we remain 
vulnerable to the cascading consequences of such events.50

Mitigating and preventing natural risks

Natural catastrophic risks, such as those described in this chapter, have 
long posed a threat to the continued existence of humanity. By increasing 
the exposure of our societal vulnerabilities to regional natural hazard 
events, we have manufactured a new landscape for global catastrophic 
risks. By improving our understanding of the drivers that proliferate 
a hazard event towards a global catastrophe, we can consider the best 
methods and strategies to adopt in order to strengthen our resilience 
to the risks. So, what can we do to reduce the risk posed by natural 
catastrophic risks? One field that is making strides in this realm is 
planetary defence.

Lessons from planetary defence

After the 2013 Chelyabinsk impact event, global governments were 
motivated to increase our resilience to NEO impact threats. In 2018, 
guidance was handed down to NASA from the White House that tasked 
them with developing preparedness and mitigation strategies for an 
Earth-bound NEO. The guidance sets a clear focus for improving our 
understanding of NEO threats: to increase surveillance capabilities and 
to establish robust response and mitigation strategies.51 With a modest 
budget of around $150 million a year (expected to rise to $200 million 
in 2022), the Planetary Defense Coordination Office (PDCO) at NASA 
works towards these goals.52 So, what can be done if we detect an object 
on an Earth-bound trajectory? 

Depending on the timescale that we may be afforded once an 
Earth-bound object is detected, different technologies can potentially 
be deployed to deflect or disrupt it. Many of the current methods and 
techniques employ the sample principle—change the orbital speed 
of the asteroid several years before potential interception with Earth, 
and the object’s trajectory will no longer synchronise. Several methods 
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and techniques are currently considered for deflection and disruption, 
including gravity tractor, nuclear detonation, and kinetic impactor. The 
gravity tractor technique simply uses the forces of gravity to either push 
or pull the object off its current trajectory. Where we are afforded time (in 
the form of decades), a spacecraft can be launched to meet the asteroid, 
stationing itself in proximity. The close presence of the spacecraft then 
generates a gravitational attraction between the two bodies, slowly 
tugging at the asteroid and pulling it from its orbital track, out of the 
path of collision with Earth.53 Nuclear detonation using a Nuclear 
Explosive Device (NED) could be employed when we are afforded less 
time (a decade or less). By detonating an NED in proximity to an object, 
this can irradiate the surface of an asteroid, super-heating the release of 
material from the surface, causing a reaction force of the asteroid in the 
opposite direction. However, nuclear detonation techniques come with 
high levels of uncertainty, and the use of nuclear devices in space (and 
the employment of this method) would involve the careful navigation of 
the Outer Space Treaty and global geopolitics.

As part of the international Asteroid Impact and Deflection and 
Assessment (AIDA) collaboration, in November 2021 the first of two 
missions was launched to demonstrate the kinetic impact technique. 
NASA’s Double Asteroid Redirection Test (DART) mission launched 
towards the binary asteroid Didymos, with the aim of crashing the probe 
directly into the asteroid’s small moon, Dimorphos. It was designed so 
that the collision event would change the orbital speed of Dimorphos 
and thus, test the plausibility of using the kinetic impactor technique 
for future Earth-bound NEO threats. Early indications suggest the 
mission was successful, with the impact shortening the orbital time of 
Dimorphos around Didymos by 32 minutes. A second mission—the 
HERA mission, led by the European Space Agency (ESA)—will launch 
in 2024, headed for the Didymos/Dimorphos asteroid pair. The HERA 
mission is designed to measure the effectiveness of the kinetic impactor 
by DART, by better characterising the asteroid, the effects of the impact 
of DART, and more precisely measuring the body’s mass and internal 
structure. If both DART and HERA prove successful, we will move a 
step closer in our capabilities for asteroid deflection. 

Although these are promising steps towards developing our 
capabilities for mitigation of an NEO threat, we are still years away 
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from being able to utilise kinetic impactor technologies for a real-time 
event. With this in mind, the planetary defence community has worked 
extensively, through international cooperation, to establish potential 
disaster response strategies for an impending NEO impact. The 
development of the National Near-Earth Object Preparedness Strategy 
and Action Plan in 2018 called for a strengthening of the US response 
to an asteroid or comet impact.54 To this end, the field has extensively 
employed the use of scenario-based simulation exercises to stress-test 
the global response to an asteroid threat. A similar exercise is adopted for 
the wider planetary defence community at the bi-annual International 
Academy of Astronautics (IAA) Planetary Defense Conference.55 The 
exercises include considerations of the global consequences to our 
climatic systems and for civil protection strategies, and engage a range 
of experts from across disciplines to provide a holistic approach to 
considering the risk posed by hypothetical impact scenarios.56 These 
interactive exercises provide the opportunity to assess the global 
response mechanisms for such a risk, assign duty bearers, and identify 
weaknesses in capabilities and capacities to cope. The use of scenario 
exercises provides us with useful thought experiments for mitigation 
and prevention of natural catastrophic risks, with application across 
numerous other global catastrophic risk domains, such as biosecurity 
and nuclear war (some of which are already using simulation, e.g. Johns 
Hopkins Center for Health Security). 

The strength of the planetary defence community is the strong push 
for international coordination and the adoption of interdisciplinary 
approaches to mitigating the risks, presenting a model for other 
catastrophic natural risks. The planetary defence community 
demonstrates the importance of taking actions now that may better 
prepare us for future natural catastrophic events.

Mitigating volcanic eruptions

Despite the higher probability of volcanic eruptions (over NEO 
impacts) having catastrophic consequences on humanity over the 
next century, little work is currently being done to consider potential 
mitigation and prevention methods. Often, volcanic eruptions are 
deprioritised in comparison to other natural hazards, largely because 
it is thought that little can be done to mitigate them.57 However, the 



 1396. Natural Global Catastrophic Risks

recent NASA DART mission, combined with the eruption of the Hunga 
Tonga-Hunga Ha’apai eruption in the South Pacific in January 2021, 
has accelerated discussions about increasing our global resilience to 
volcanic eruptions.58

One problem we face in the potential mitigation of volcanic 
eruptions is that little is known about which volcanoes are capable 
of causing global disruption and climatic feedbacks. Global volcanoes 
are drastically understudied, with estimates suggesting that over 80% 
of volcanic eruptions capable of causing climate feedbacks are missing 
from the global geological record.59 Understanding the eruptive 
history of volcanoes can help us identify those that are capable of 
potentially disruptive eruptions, and those that we must closely 
monitor. However, even if we were able to identify the volcanoes 
that we need to monitor, currently our ability to do so is limited, 
particularly as many volcanoes are in resource-limited countries. 
To date, only 27% of volcanic eruptions have been monitored with 
ground-based instruments;60 access to satellite technologies is limited 
and unable to fill the gaps in global volcano surveillance. In the absence 
of mitigation measures, volcano monitoring—along with community-
based education and preparedness initiatives—are essential for early 
action and risk reduction, and should be prioritised for funding and 
development, particularly in pinch-point regions with the highest 
societal vulnerabilities.

Monitoring and surveillance of volcanoes is just the first step in 
mitigation and prevention. So, what if we did identify a volcano 
that may have a large-magnitude eruption—could we do anything 
to mitigate or prevent it? Interventions with volcanoes themselves 
(so-called ‘volcano geoengineering’) are being considered, to assess 
if we can reduce the impacts of volcanic eruptions.61 One such 
project will deliberately drill into a magma pocket within the Krafla 
Magma Testbed in Iceland, with the aim of providing data on the 
inner workings of volcanoes to improve our prediction capacities. 
Manipulating volcanoes is not a new concept; throughout history, 
we have intervened with volcanoes to reduce the risks posed to local 
communities. Such examples include the redirection of lava flows 
through the construction of levees, cooling the moving front with 
water, and even bombing them. But explosive eruptions are more 
complicated: their impacts can be global and therefore require global 
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coordination and inclusion in discussions on how we can (and if 
we should) mitigate and prevent them. It is a subject that requires 
careful navigation, and efforts towards building global coordination 
in response to large-magnitude eruptions should be prioritised. For 
now, volcano geoengineering remains largely theoretical,62 but with 
an increasing demand for renewable energy sources, geothermal 
exploration is putting humanity in closer contact with volcanoes. A 
natural progression of these explorations may advance our progress 
on physical interventions with volcanoes, but there must be careful 
consideration of the ethics of such advancements.63 

The lesson we can draw from both planetary defence and volcanic 
eruption mitigation is that, although the technologies for mitigating 
and preventing both risks provide hope for the future, they remain 
decades away. In the meantime, humanity remains vulnerable to both 
asteroid impact and large-magnitude volcanic eruptions, at greater 
frequencies than previously considered. Our last remaining defence 
against such risks is preparedness. Building resilience to global critical 
systems can help prevent cascade impacts and system failures, and 
utilising tools like scenario exercises can help stress-test and strengthen 
our response mechanisms. However, civil protection remains our best 
defence when faced with such risks, and efforts for community-level 
resilience-building and early action should be prioritised. 

Conclusion

The geological record demonstrates humanity’s vulnerability to 
natural catastrophic risks, and shares insights as to our fate if we are 
unable to prevent or mitigate an impending natural catastrophe. 
Anthropogenically driven climate change and continued globalisation 
are changing humanity’s relationships with natural risks, potentially 
pushing some natural hazard events into the realms of global disaster 
causation. The low prioritisation for mitigation and prevention of 
natural risks (with the exception of a modest budget assigned for NEO 
impacts) is not consistent with the threats these risks may pose. With 
advancements in surveillance and identification technologies for natural 
risks, we may be able to provide ourselves with a chance to change the 
course of our future. Lessons can be learnt for other GCRs from fields like 
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planetary defence, demonstrating the importance of global cooperation 
for the mitigation and prevention of global risks. However, many of 
the technologies that may one day save us remain decades away from 
being deployed, therefore efforts for civil protection through a properly 
constructed resilience strategy may have substantial societal benefits. 
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7. Ecological Breakdown and 
Human Extinction

Luke Kemp1

In 1988 the Toronto Conference declaration described climate risks as 
“second only to a global nuclear war”. The latest estimates suggest 
that a full-scale nuclear war could result in casualties of more than five 
billion.2 Could climate change be this calamitous or even worse? What 
about when we consider the full range of ecological threats we face? In 
short, could global ecological collapse cause human extinction? 

In this chapter, we will explore this question by examining how the 
science of ecological crisis has progressed over the past decades, what 
it means for the likelihood of human extinction, and whether we have 
cause for optimism. Along the way, we will also discuss why the existing 
definitions of ‘existential’ are not useful for assessments of catastrophic 
risk, and why the common question “Is climate change an existential 
threat?” is not sensible. 

Our focus will largely be on climate change. This is because it is 
the most well-researched and visible contributor to global ecological 
risk. Yet, it cannot be easily disentangled from our other planetary 
boundaries. This analysis should be seen as a partial and likely 
conservative overview.  For this chapter I will use the definitions for 
terms such as catastrophic and existential risk that are outlined in our 
previous paper Climate Endgame.
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The state of the science

Uncertainty, tail-risks, and tipping points 

For many ecological risks, it appears that the more we know, the worse 
the threats appear. 

For climate change, the best indication for this is a change in the 
‘reasons for concern’ across consecutive IPCC assessment reports. 
The IPCC identifies five ‘reasons for concern’: unique and threatened 
ecosystems; frequency and severity of extreme weather events; global 
distribution and balance of impacts; total economic and ecological 
impact; and irreversible, large-scale, abrupt transitions. These are 
intended to be indicators to inform the world of how close we are to 
“dangerous anthropogenic interference with the climate system”, the 
central mission of international climate policy.3 These reasons for concern 
are determined by IPCC authors as a reflection of expert opinion, and 
underpin the famous ‘burning embers’ diagram. The diagram shows, 
in a thermostat fashion, at what temperature the risk of these different 
concerns is. Over time, with each successive report, the risk levels for 
any given temperature have risen. That is, these reasons for concern have 
become more worrisome, even at lower temperatures, as the science has 
progressed.4 In the fifth Assessment Report (AR5), all of the reasons for 
concern were ‘high’ or ‘very high’ likelihood for just 2–3°C of warming.5

Tipping elements in the Earth System have followed the same trend 
as the reasons for concern. That is, over time the likelihood of crossing 
tipping points at low levels of warming has been rising. Tipping 
elements refer to when warming breaches a critical threshold, causing 
a change in one part of the climate system to become self-perpetuating, 
resulting in potentially significant Earth System impacts. This includes 
Artic Winter Sea ice collapse and dieback of the Amazon Rainforest. 
The most recent assessment of evidence on tipping elements found that 
out of 16 tipping elements, six are at a high likelihood of being tipped 
at 1.5–2°C of global heating. This includes events such as the die-off of 
low-latitude coral reefs, as well as the long-term collapse of the West 
Antarctic and Greenland Ice Sheets. Hence, even the ambitious goal of 
limiting warming to 1.5°C above pre-industrial temperatures would 
likely activate multiple tipping elements.6
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The study of tipping points and regime shifts in ecosystems has 
progressed significantly, leading to new insights.7 We now have nascent 
findings suggesting that such radical changes often occur in a domino 
effect.8 For climate change, this has been termed a ‘tipping cascade’.9 
Moreover, it appears that the larger and more complex the ecosystem, 
the more rapid and complete its potential collapse.10 Such lessons are 
not causes for comfort.

There is more mixed news on equilibrium climate sensitivity. Climate 
sensitivity refers to the response of the climate system to a doubling of 
greenhouse gas concentrations. Since approximately the 1970s and 80s, 
such a response has been estimated to be between 1.5–4.5°C—that is, 
until the most recent sixth Assessment Report (AR6) of the IPCC. AR6 
reports a narrower likely range (66–100%) of 2.5–4°C and very likely 
range (90–100%) of 2–5°C. The upside of this is that high sensitivities of 
>4°C are less likely than previously expected. The downside is that the 
IPCC is now ‘virtually certain’ (99–100%) that climate sensitivity will be 
above 1.5°C, since all lines of evidence run strongly against these lower 
levels of warming.11 Unfortunately, a climate sensitivity of greater than 
4.5°C, while unlikely, could not be ruled out as lower levels have been. 
These findings echo a major study on climate sensitivity in 2020, which 
used a Bayesian approach with multiple strands of evidence.12

These new findings imply that a doubling of greenhouse gas 
concentration (which could occur this century) would run an 18% 
chance of causing 4.5°C or more of warming. This echoes earlier estimates 
of surprisingly high likelihoods of disturbingly high temperatures. 
Wagner and Weitzman estimate that under a concentration of 700 parts 
per million (ppm) (which falls within a mid-high scenario),13 there 
is an approximately 10% chance of exceeding 6°C by the end of the 
century (note that this would be slightly lower under the latest ECS 
estimates).14 Temperatures this high last occurred 50 million years ago 
and have never been experienced by hominids.15 Such rapid warming 
is geologically unprecedented, and a rise that is an order of magnitude 
faster than what occurred during the worst mass extinction event: the 
End-Permian Extinction. 

In the slightly longer term, even more radical pulses in heat may be 
possible. One basic model found that stratocumulus cloud decks may 
abruptly be lost, causing ~8°C global warming, with CO2 concentrations 
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that could be approached by the end of the century.16 This 8°C would 
be additional to the previous level of warming needed to trigger this 
tipping point. Other studies have shown the potential for strong cloud 
feedbacks to push rapid and irreversible warming.17

Over the past decades, knowledge of catastrophic climate change 
has risen alongside—but not kept pace with—global emissions. 
Unfortunately, the higher-end warming scenarios that matter the 
most are those we know least about. One recent study, text-mining 
IPCC reports, found that there was a significant mismatch between 
coverage of different levels of warming and their likelihood. Similarly, 
a recent survey by Nature of 234 IPCC authors found that over 60% 
of people surveyed expected warming of 3°C or above by the end of 
century.18 However, in existing assessment reports, less than 10% of 
the mentions of temperature rise refer to 3°C or above.19 IPCC reports 
have given disproportionate attention to lower temperature scenarios 
(2°C or lower) relative to their likelihood and impact. This trend is 
increasing over time, with each subsequent Assessment Report covering 
extreme temperature rise less.20 Indeed, the IPCC notes in its 2014 Fifth 
Assessment Report that there have been few quantitative investigations 
of the global impacts of warming above 3°C.21 Regardless of their 
likelihood, the higher impact of these scenarios makes them even more 
vital to robust decision-making under uncertainty. The gap between 
likely scenarios and our knowledge is disconcerting.  

One of the glimmers of hope over past decades has been some limited 
progress in emission reductions. The falling prices and increasing 
deployment of renewable energy has made the worst-case emissions 
scenario (previously RCP8.5, now SSP5–8.5) increasingly unlikely.22 This 
should not be grounds for complacency. High temperatures and extreme 
impacts can still be reached even with lower anthropogenic emissions. 
That is because emissions concentrations are reflective not just of human 
emissions, but also the reaction of the Earth System. Moreover, there is 
still substantial uncertainty over greenhouse gas trajectories. Cumulative 
emissions to date have most closely tracked the RCP8.5 scenario.23 Long-
run changes in technology, energy demand, and economic growth are 
all highly uncertain and will have a significant impact on how much 
carbon is released. One study using an expert survey and econometric 
modelling found that annual economic growth rates of 2.1% (with a 
standard deviation of 1.1%) over the next century were plausible. These 
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high growth rates yield a >35% likelihood that emissions would exceed 
the RCP8.5 pathway.24 Moreover, even the best super-forecasters of 
geopolitical events cannot make accurate predictions for events over a 
year away.25 We need to maintain a healthy skepticism over our ability 
predict what the world’s geopolitical and energy systems—and, hence, 
our emissions—will look like in a century.

Despite some improvements, the overall emissions picture remains 
dire. Assuming full implementation of the climate pledges under the 
Paris Agreement (nationally determined contributions, or NDCs), 
emissions will have increased by 13.7% in 2030 relative to 2010.26 One of 
the least discussed and most important obstacles is the reality of delay. 
Previous studies have found that the delay in undertaking emissions 
reductions is the largest influence on the costs and likelihood of 
meeting a given target.27 This is an ‘emerging consensus’ across climate 
economics.28 The main impediment is the lock-in of fossil-fuel-intensive 
infrastructure. Delay to date has been primarily due to one key factor: 
the fossil-fuel industry and the wealthy who benefit from a fossil-based 
economy.  

We should be careful not to tie climate risk solely to the level of 
warming. Under the right conditions, climate change could have 
catastrophic impacts, even at just 2°C of warming.29 When thinking 
through extreme climate risk, we need to consider not just emissions 
and the associated level of warming, but also the impacts, social 
vulnerability to these impacts, and the response of domestic and 
international communities.30

Complex ends: Cascading crises and risks

Extinction is complicated. Each of the five mass extinction events 
throughout the phanerozoic history of Earth has involved a complex 
of different factors including oxygenation, volcanic eruptions, asteroid 
strikes, and food web cascades. One of the few common imprints is 
climatic change. Global warming likely played a central role in each 
mass extinction event, perhaps even the Late Ordovician (previously 
assumed to be a cooling event).31 Fast-forward to human history: while 
we have no account of Homo sapiens going extinct, we do have a record 
of states, empires, and kingdoms crumbling,32 as well as the extinction 
of other hominid species.33 It is always a confluence of vulnerabilities, 
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exposures, responses, and hazards—and one that frequently has the 
fingerprint of climatic change.34

The science of climate change and other global ecological threats has 
progressed considerably since 2004. Perhaps the greatest shift in the 
field has been away from thinking about a list of individual ecological 
hazards, towards thinking about how systems transform and fail. 
We are slowly realising that, like mass extinction events and societal 
collapses, ecological catastrophe will not be a simple affair. Instead, 
these ‘Anthropocene risks’ involve human-driven processes that 
interact with interconnected global socio-ecological processes and have 
complex, cross-scale relationships. The study of such risks necessitates 
a new approach to governance that includes an appreciation of justice, 
inequality, and the agents driving us towards disaster.35

Global ecological threats are increasingly thought of as a study of 
complex systems. Earth Systems science is evolving as a discipline and is 
increasingly thought of as a set of interconnected ‘planetary boundaries’.36 
Climate is only one of these boundaries and is accompanied by 
stratospheric ozone depletion, biosphere integrity, novel entities, ocean 
acidification, freshwater use, land system change, biochemical flows, 
and atmospheric aerosol loading. Each boundary is linked to a different 
planetary sub-system that could be pushed into instability by human 
pressures. The study of regime shifts in smaller ecosystems—such as 
pollinator communities,37 and coral reefs38—takes a similar approach. 

These are matters of systemic risk:39 systems can change rapidly 
into a new state (like a vibrant coral reef transforming into an algae-
dominated environment) based not just on single hazards, but the 
structure of the system, internal feedbacks, and sets of interacting 
stressors. This systemic view is not just restricted to ecology, but has 
also become commonplace in studying financial crashes and societal 
crises more broadly.40 Such a lens has not only highlighted concern over 
potential ‘tipping points’ in the Earth System,41 but also the chance of 
irreversible changes. For instance, relatively small levels of warming 
locking the world into far higher temperatures and a ‘Hothouse Earth’ 
trajectory.42 Similarly, irreversible loss of the West Antarctic ice sheet will 
likely occur at approximately 2°C and the current ice configuration will 
not be regained even if we lower temperatures back to present levels. 

Risk comes not just from the potential changes in the Earth, but also 
from human responses. The IPCC, in its sixth assessment report, has 
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explicitly recognised this, defining risk not only in terms of impact, but 
also responses. This is a new, state-of-the-art complex risk assessment: 
a consideration of hazards, vulnerabilities, exposures, and responses.43 
Alongside these determinants of risk, we need to better understand how 
risks could cascade, including across sectors, countries, and even systems. 

The most obvious and dramatic example of a response risk is 
geoengineering: large-scale interventions into the Earth System to 
mitigate the effects of climate change. Carbon dioxide removal (or 
‘negative’ emissions) through direct air capture of greenhouse gases, 
afforestation, or reforestation would be the lowest risk option, but 
appears unlikely. It would require a herculean effort to develop and 
deploy the technologies and infrastructure needed for large-scale 
negative emissions within decades. 

Instead, the lowest-cost and most likely option is also the riskiest: 
stratospheric aerosol injection (SAI). SAI involves injecting particles 
into the atmosphere to reflect sunlight.  One recent risk assessment of 
SAI suggested that the largest threat comes from ‘latent risk’: abrupt 
warming that would accompany the deactivation of the SAI system. 
Currently there are no clear mechanisms for the direct ecological 
impacts to be catastrophic, although these cannot be ruled out due to 
the nature of the Earth System. SAI would provide several stressors to 
the global system, including through changing disease patterns and 
precipitation, as well as the potential for political conflict, but these 
are all understudied. The largest contributor to risk from SAI is that 
another catastrophe—whether it be nuclear war, a solar flare, or mass 
pandemic—would knock out the system, leading to warming that would 
otherwise takes decades, rushing in within years. Hence, SAI shifts the 
risk distribution. The median-case scenarios are potentially less severe 
than the impacts of climate change. But the worst case is intensified. SAI, 
if it is used to cover significant amounts of warming, would constitute a 
planetary sword of Damocles.44

Large amounts of warming and monumental Earth-engineering 
may not be needed to trigger catastrophe. Historically, minor climatic 
perturbations and droughts appear to have contributed to the dissolution 
of dozens of empires and kingdoms, ranging from the Bronze Age world 
system to the Khmer Empire, Western Roman Empire, and Assyrian 
Empire.45 Yet many proved resilient to similar stresses. For instance, the 
Mayan city-state of Caracol experienced two similar droughts during its 
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lifespan, one of which it navigated with few signs of breakdown, and 
the other which coincided with a rapid and enduring crisis. The largest 
difference appears not to be the severity of the drought, but that Caracol 
was riven by warfare and inequality when it hit the second time.46

Risk cascades still largely exist under a fog of uncertainty. Studies 
currently suggest that climate change can worsen and trigger conflicts 
under conditions such as weak governance and ethnic divisions,47 
although we do not know how this relationship could morph under 
higher temperatures. Similarly, temperature does seem to have an 
innate and often non-linear relationship with economic growth48 and 
even population spread and density. It has been suggested that humans, 
much like other species, have a fundamental climatic niche—that is, a 
specific climate envelope of approximately 13°C (mean annual average 
temperature) that the majority of human population and urban areas 
have developed within over millennia.49 Perhaps the best study to date 
on risk cascades and feedbacks used 41 studies to empirically sketch 
the links between climate change, food insecurity, and societal collapse 
(population loss through conflict, mortality, and emigration).50 Other 
researchers in global catastrophic risk have also begun putting forward 
frameworks for more complex risk assessments,51 including for climate 
change52 and international governance.53 For now, far greater attention 
and research is needed on these systemic effects, such as climate 
triggering conflict, political change, or even financial crises. 

Indeed, understanding ‘societal fragility’ is a key part of the Climate 
Endgame research agenda, alongside exploring long-term extreme Earth 
System states, modelling mass mortality and morbidity, and undertaking 
integrated climate catastrophe assessments, which include climate change 
alongside a host of other catastrophic threats and vulnerabilities.30

An existential end?

Could global environmental collapse cause human extinction? 

This leads us to the central question: could combined ecological crises 
cause this to be humanity’s final century? Few have been bold enough to 
directly broach the question. There have been many prophesied warnings, 
especially within the collapse literature, but no truly comprehensive 
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scientific assessments. Questions of catastrophe are not directly 
addressed by any relevant, international scientific institutions, such as the 
Intergovernmental Panel on Climate Change (IPCC) or Intergovernmental 
Panel on Biodiversity and Ecosystem Services (IPBES). 

Many individual papers have mentioned the catastrophic potential 
of climate change. Peer-reviewed academic studies have referred to 
global warming as an “existential threat”,5 “beyond catastrophic” (for 
above 5°C),54 and “an indisputable global catastrophe” (for above 6°C).55 
While the impacts of climate change alone seem capable of causing a 
global catastrophic risk, the authors never spell out how the world would 
fall from such impacts to mass mortality. Importantly, the gloomy terms 
are never defined, leaving it unknown as to whether the authors believe 
that certain levels of warming could plausibly lead to human extinction. 
These are no studies nor proofs of existential risks from climate change, 
but rather indications of a lack of shared terminology. 

In lieu of sustained scientific attention, the most poignant 
examinations have come from popular books. Mark Lynas in Our 
Final Warning concludes, based on a large-scale review of the existing 
scientific literature, that 4°C could threaten a global collapse, and 
5–6+°C could unravel into human extinction.56 David Wallace-Wells in 
The Uninhabitable Earth guesses that, in contrast to the title, the Earth 
will not become uninhabitable, and humans will survive foreseeable 
levels of warming.57 Toby Ord in The Precipice suggests a 1 in 1000 chance 
of climate change resulting in an existential catastrophe.58 William 
MacAskill in What We Owe the Future suggests that “it’s hard to see how 
even this could lead directly to civilizational collapse”.59

The assessments by existential risk scholars—Ord and MacAskill—
have been the least convincing thus far. Ord uses an unworkable, 
ambiguous definition of existential risk.60 He defines an existential risk 
as one that “threatens the destruction of humanity’s longterm potential”. 
However, what our potential is depends on one’s values. Ord suggests 
that we minimise existential risks first and then determine “our potential” 
through a “Long Reflection”. This would essentially be a centuries-long 
worldwide philosophical conversation. This strategy creates a paradox: 
we are supposed to minimise risks to a concept that we cannot define 
until after we have reduced those risks. It is difficult—if not impossible—
to assess climate change using this definition, as Ord doesn’t explicitly 
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state his values, nor what “our potential” is. His analysis misses much 
of the most recent science and does not sufficiently consider ‘indirect’ 
impacts. Moreover, the chapter does not cogently answer the question 
of whether climate change will result in human extinction. Instead, after 
roughly estimating the direct impacts, Ord concludes that they will not 
make the entirety of Earth uninhabitable. This is an entirely different 
question to the likelihood of climate change causing human extinction. 
Ord’s use of a precise numerical figure is also largely baseless. As noted 
earlier, even groups of the best super-forecasters making predictions on 
clearly defined questions have little accuracy after 12 months.61

MacAskill’s analysis is also riddled with problems. Like Ord, he 
suffers from definitional problems. He defines ‘civilisational collapse’ 
as society losing the ability to create most industrial and post-industrial 
technologies.62 This has little relation to more common definitions 
of societal collapse. It also assumes that we know the full range of 
potential industrial and post-industrial technologies. Worse still, like 
with Ord’s analysis, it replaces the question of whether climate change 
will cause civilisational collapse with an easier one: will climate change 
make large-scale agriculture on Earth impossible? MacAskill concludes 
no. Once again, this is a different question. In short, the coverage of 
climate change by the most prominent existential risk scholars has been 
simplistic and disappointing. 

While brave, the conclusions of Wallace-Wells and Lynas are 
ultimately individual guesses with multiple shortcomings. Wallace-
Wells is unclear about how he reaches his conclusion. Lynas relies on 
geological studies and the analogous example of the End-Permian 
Extinction. His more pessimistic assessment appears the most 
compelling. It has the most thorough grounding in the literature and, 
in the face of deep uncertainty, relies on the most reliable and relevant 
geological precedents. 

This is astute, given that studies suggest that mass extinction events 
work by a threshold effect for temperature or carbon that we look likely 
to exceed. One analysis from 2021 found that warming of 5.2°C would 
likely result in a mass extinction event, even without considering the 
other anthropogenic impacts on the Earth.63 Another study suggested 
that the threshold for carbon release to result in a mass extinction event 
would be crossed by most IPCC scenarios by the end of the century 
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(assuming a 50% uncertainty range, we may have already crossed this 
precipice).64

Yet, these investigations suffer from the same problem, one that 
plagues the entire study of global catastrophe and human extinction: a 
lack of proven or reasonable tools and methods for discerning when a 
crisis could spiral into global calamity. Few attempts have been made, 
with the notable exception of the societal collapse and climate review 
conducted by Richards et al., which does attempt to cautiously trace out 
some pathways from impacts to conflict and mass mortality.65 Notably, 
these deal only with climate change and not the broader, reinforcing 
web of ecological crises, which has received less attention.

The short answer is that we do not know whether climate change or 
anthropogenic ecological disruption could spiral into human extinction. 
However, this is true for all the suspected causes of human extinction. 
Climate and ecological crises do appear to have one of the most 
concerning profiles, given their range of impacts, as well as their role 
in past mass-extinction events and periods of historical turmoil. There 
are enough reasons to take this question of human extinction from 
ecological breakdown seriously. 

For now, while uncertainty remains, it seems improbable that human 
actions could extinguish the biosphere. Another mass-extinction event is 
plausible, but complete annihilation of the biological realm is likely not. 
Barring science fiction, the only semi-plausible direct route for human 
activities to terminate all biological life is the triggering of a runaway 
greenhouse effect. Lynas has suggested that such a scenario is possible, 
if there are hidden, extreme positive feedback loops in the climate 
system, an enormous, profligate use of fossil fuels, and increasing solar 
radiation.66 Some basic modelling of the climate system has suggested 
that a runaway greenhouse effect is plausible.67 This is further supported 
by recent modelling of potential cloud feedbacks leading to a moist 
greenhouse.68  However, these studies are based on high-level models 
with many assumptions. 

The current scientific consensus is that any hellish mechanism—
which could lead to a furnace Earth, complete with evaporated oceans—
is highly unlikely. In 2009, the IPCC reported, in its 31st meeting, that 
a “runaway greenhouse effect” analogous to Venus appears to have 
virtually no chance of being induced by anthropogenic activities.69 
Whether this view continues to hold, given the new modelling outcomes, 
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is unclear. For now, while extinguishing the entire web of life seems far 
less likely than causing human extinction, it is an outcome that cannot 
be entirely ruled out.  

If humans were to go extinct, it is likely that global ecological collapse 
would be one of a series of drivers. Imagine a world where, in 2075, we 
have reached 4°C of warming. The climate system was more sensitive 
than expected, and new energy-hungry machine learning algorithms 
led to higher-than-expected energy demand. After a category 6 
hurricane hits New York City, NATO (led by the US) deploys a global 
stratospheric aerosol injection (SAI) system. This enflames international 
tensions and stokes domestic unrest in societies already awash with 
disinformation driven by deep-fakes and other high-level machine 
learning applications. A nuclear war breaks out and the ensuing nuclear 
winter knocks out the SAI system. The few billion survivors emerge 
from nuclear winter to be faced by soaring temperatures as the Earth 
warms by 4.5°C in the space of decades. Sources of sustenance beyond 
agriculture, such as marine fish stocks, have been significantly affected 
by transgressing other planetary boundaries such as ocean acidification, 
biosphere integrity, and biogeochemical flows. The rapid changes 
in temperature cause significant changes in wildlife distribution, 
triggering new zoonotic pandemics. Simultaneously, the unplanned 
emergency evacuation of one biosafety level 4 (BS4) facility just prior 
to the nuclear conflict led to the release of a modified version of the 
previously defeated smallpox virus. The survivors are ingenious and 
resilient but fail to recapture the right industrial technologies required 
to put an SAI system back online. Many have intentionally turned away 
from industrial technologies after the fall. Those that try are faced with 
the problem of energy return on investment: easily accessed fossil-fuel 
reserves have already been depleted and the leftovers are too costly to 
use at scale. After a long fight, the final sapien takes her last breath. 
She is a Māori woman, living on the outskirts of modern-day Dunedin 
(New Zealand). Her body, riddled with the scars of an altered smallpox 
strain and signs of malnourishment, finally gives out. Humanity is 
extinguished. 

This is one speculative and indicative example of an extinction 
scenario. Yet it touches on an important point. That is, asking the 
question of ‘is climate change or ecological breakdown an existential 
risk?’ is ultimately simplistically misleading. No single hazard is an 
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existential risk. In the scenario outlined above, a global society marked 
by high levels of equality, international cooperation, and adaptive 
technology could have potentially weathered the same ecological 
conditions. Whether our combined global environmental crises could 
spiral into extinction depends on human responses and wider trends 
and vulnerabilities (such as inequality). Climate change and planetary 
boundaries challenge the traditional, simplistic approach of thinking 
of existential risk as a simple set of disconnected hazards. Indeed, no 
single hazard is likely to result directly in human extinction. The search 
for one single event to kill us all will lead us to science fiction.70 We 
should instead think of the overall level of risk that arises from any 
particular socio-economic system (such as the current fossil-fuel-driven, 
globalised, capitalist economy). Answering the question of whether 
climate change is an existential risk is a futile inquiry until we develop 
reasonable definitions of existential risk, a topic we turn to next. 

Limits to growth as an existential saviour and threat

Can we grow into catastrophe, collapse, or even human extinction? 
There is a rising scholarly debate over whether continued economic 

growth is compatible with living on Earth—or even desirable. This 
debate dates back to at least the 1970s with the publication of the Club 
of Rome’s Limits to Growth report.71 The report relied on a computer-
based systems model, which was (at the time) state-of-the-art. The 
model attempted the ambitious task of modelling the global economy. 
Repeated runs of the model led to a chilling observation: any simulation 
with continued, unabated population and economic growth eventually 
led to a global collapse in industrial output and population. A study 
conducted some 30 years later ran the model again with updated data, 
finding that it fitted trends over the last three decades remarkably well.72 

The Limits to Growth thesis has been a source of heated debate. 
Proponents of the ‘degrowth’ approach argue that, to date, no country 
has decoupled material consumption from economic growth,73 that 
limiting warming to 1.5°C or 2°C will require contractions in energy 
demand (and likely economic activity) which are incredibly challenging 
to achieve alongside continued economic growth, that infinite growth is 
impossible on a finite planet,74 and that growth brings neither happiness 
nor human flourishing.75 Critics argue that degrowth —even if combined 
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with redistribution—will condemn the world to low living standards,76 
that absolute decoupling between emissions and economic activity is 
already proving possible,77 and that the limits to growth will lie well 
beyond Earth due to the inexhaustible resource of human ingenuity. 
The debate is likely unresolvable: no amount of empirical evidence can 
falsify the potential power of future innovation and invention. Similarly, 
no amount of evidence can verify the Limits to Growth trajectory until we 
are amidst a collapse.

Strangely, even if the notion of Limits to Growth is incorrect, the 
very idea of it could be an existential risk according to the traditional 
definition. This is due to the traditional definition being odd and 
idiosyncratic. The canonical definition of existential risk labels it as a risk 
that will “annihilate Earth-originating intelligent life or permanently 
and drastically curtail its potential”.78 The definition was later refined 
and specified to mean any threat that prevents the stable attainment of 
‘technological maturity’79—that being the maximum, feasible control 
over the environment (including the entire universe) and level of 
economic productivity. Technological maturity is not usually envisioned 
as an Earth-bound enterprise, but an endeavour of space colonisation 
by a post-human species.80 Thus, an existential risk is anything that 
threatens this techno-utopian future, including a technological or 
economic plateau. 

Under this classical definition, the idea of Limits to Growth is an 
existential risk: if it is correct then continued growth trends could result 
in catastrophe, as indicated by the modelling study. Yet, regardless of 
whether the thesis is true or not, if we act to limit human activities and 
stay within planetary boundaries, we would also face an existential risk 
under the canonical definition by not reaching a techno-utopian future. 
This says much more about the flaws and problems of these definitions 
of existential risk than it does about the desirability of limiting economic 
growth or the validity of the limits to growth idea. 

If we are going to have a mature, scientific field then we need better 
definitions. We should start by splitting out questions of existential 
ethics (what humanity’s potential is, and the value of different long-
term futures) and extinction ethics (the goodness or badness of human 
extinction) from the study of global catastrophic and extinction risk.81 
Existential risk cannot be tied to one idiosyncratic view of the future 
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nor such vagaries as ‘our potential’. We also need to have a more refined 
concept of risk. Risk is not a single hazard like a biologically engineered 
pandemic. It is the likelihood of an adverse outcome, given exposure to 
certain conditions. For instance, we should think of extinction risk as the 
overall likelihood of humans going extinct in a particular period, and 
extinction threats as major contributors to this overall level of risk. The 
2022 Climate Endgame paper puts forward a set of definitions reflecting 
this way of thinking, and a suggested full spectrum of calamity from 
global decimation risk through to human extinction.30

Hope in the heat: Responsibility and responses

Responsibility: Tragedy of the elite, not the public

The responsibility for most ecological crises is concentrated. From the 
lens of national emissions, just ten historical emitters account for over 
75% of cumulative international emissions.82 For extraction, just six 
countries and one region of 18 countries account for over three quarters 
of fossil-fuel reserve.83 Similarly, there is growing evidence that material 
consumption and consumption norms for wider society are driven by 
a narrow supper-affluent elite.84 The influence of the wealthiest is not 
just in norms, but also direct carbon inequality. Recent research from 
Oxfam suggests that the richest 1% of individuals globally emit more 
than double that of the poorest half of humanity. From 1990–2015, the 
cumulative emissions share of the richest 1% and 10% of the world were 
15% and 52% respectively. The skewed distribution for responsibility 
exists in areas outside of emissions.85 One recent analysis suggests that 
the corporate financing of the deforestation of the Amazonian Basin is 
enabled by a handful of key investment firms.86

The lack of policy responses is also a concentrated affair. For climate 
change, a collection of organisations and individuals funded by the 
fossil-fuel industry has deliberately undermined public trust in climate 
science and strangled the policy response. For decades, the fossil-
fuel industry has funded scientists and firms—and even set up fake 
community groups—to muddy the science of climate change. These are 
the well-funded and well-documented ‘Merchants of Doubt’.87 This was 
combined with the suppression of in-house climate research from several 
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fossil-fuel giants.88 Through other actions, such as lobbying and political 
subterfuge, the fossil-fuel industry has played a central role in delaying 
and distorting efforts to reduce emissions over the past three decades.89 
Exxon, through the International Petroleum Industry Environmental 
Conservation Association (IPIECA), has coordinated efforts across the 
industry to both discredit the science and stop international climate 
policy since the 1980s.90 Neither emissions nor the lack of a policy 
response can be easily tied to the global public. The idea that ‘we are 
all to blame’ was, instead, part of an intentional rhetorical strategy from 
ExxonMobil and others to shift responsibility to consumers.91 The threat 
is not humanity writ large. Rather, it is from a small, powerful band 
who overwhelmingly profit from the global machinery of extraction. It 
is largely a matter of public risks and private benefits. 

Why is responsibility important? Does identifying, or targeting, the 
culprits behind ecological devastation bring us closer to solutions? Yes, 
of course it does. Across different risks and risk determinants (hazards, 
vulnerabilities, exposures, and responses), there are often common 
drivers.92 Striking these common roots is a far more effective long-term 
solution than attempting to grapple with the symptoms. This is not just 
true for climate change. For all anthropogenic catastrophic hazards, the 
responsibility is concentrated, and the powerful producers (the ‘Agents of 
Doom’) of these threats have played a starring role in thwarting societal 
responses.93 Ironically, these actors also tend to disproportionately benefit 
from the execution of emergency powers during crises.94 Addressing risk 
will ultimately mean dealing with and curtailing the political power of 
these actors. This should be a source of hope. The concentrated nature 
of responsibility means interventions should be easier to target and 
implement. It also means that reducing catastrophic risks could have the 
co-benefit of creating a more equal world. 

The co-benefits of avoiding global ecological catastrophe

Global catastrophe is rarely a matter for optimism. For anthropogenic 
hazards, such as advanced algorithmic systems and synthetic biology, 
the hyped benefits are disconnected from their risk mitigation. They are 
dual use, and a common view is that we will either self-capitulate with 
them or achieve technological salvation. However, there may be many 
co-benefits from not developing certain technologies. For example, 
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avoiding the rapid development and deployment of AI systems would 
not just avert fears overreaching unaligned superintelligence, but also 
nearer-term concerns over surveillance and disinformation. However, 
this is rarely discussed and is usually dismissed as being impossible or 
not worth the loss of the potentially beneficial applications. 

Ecological risks represent a different matter altogether. They are an 
area where risk mitigation does not just involve building a safer world, 
but also one with greater welfare and health. This is the increasingly 
convincing story told by the ‘co-benefits’ literature. It is an area of 
study that has swelled since the publication of Our Final Century. The 
message from most studies is that the mitigation of environmental 
problems—most notably climate change—yields many benefits, 
including improved health, economic performance, employment, and 
energy security.95 Once these benefits are accounted for, the economics 
fundamentally shift: avoiding climate change is likely to result in net 
economic benefit, regardless of the warming averted. The same calculus 
applies to ecosystem services. Estimates of global ecosystem services 
place their value at equal to or greater than double global GDP—for 
instance, approximately $125 trillion in 2011,96 a finding that should be 
entirely unsurprising given that all economic activity is dependent on a 
functioning Earth System. 

Most actions to cut emissions are ‘no-regrets’ options. This is 
uncontroversial and well known for measures such as energy efficiency.97 
What is less widely known, but increasingly clear, is that this holds for 
a much greater suite of actions, including vehicle electrification and 
renewable energy. Overall, decarbonisation already appears cheap, 
and the projected costs tend to fall with each new assessment due to 
the plummeting price of renewable energy.98 When the co-benefits and 
co-harms are included in an economic analysis, then optimal climate 
policy—which could be compatible with 2°C or 1.5°C, depending 
on our risk adversity and how we value human health—becomes an 
automatic net benefit.99 There are other potential trade-offs that we must 
be cognisant of, including the loss of marginalised workers in the fossil-
fuel sector, disproportionate impacts on indigenous communities for 
resource extraction, and the potential for resource exhaustion. This has 
led to calls for a just transition.100 This is an admirable and necessary 
approach. Nonetheless, the potential downsides of decarbonisation are 
still far less disturbing and costly than fossil-fuel extraction. 
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The net benefit of mitigation is largely due to the dark, externalised 
costs of fossil fuels, most notably on human health. According to one 
estimate, in 2012, particulate matter from the combustion of fossil 
fuels caused approximately 10.2 million excess deaths. In 2018, such 
deaths account for approximately 18% of global deaths.101 This is only 
mortality. The cost is even higher when lost productivity and sickness 
are considered. These overall health costs are enormous. Even in the 
US, the health costs of coal-fired power are likely 0.8–5.6 times the value 
added to the economy.102 Globally, the health effects of fossil fuels could 
justify a carbon price of $50–380.103

There are also a range of other potential advantages that are rarely 
included in naïve cost-benefit calculations. Chief among these is avoiding 
the geopolitical quagmire caused by fossil-fuel supply. Securing oil 
supply has been a suspected cause of many military interventions in 
the Middle East, including the Iraq War.104 These have had dramatic 
knock-on effects politically and socially, whether it be contributing to 
the rise of ISIS or potentially triggering new wars. Even without these 
costly and corrosive excursions, the price of securing oil is high. The 
US alone spends a minimum of $81 billion on protecting its oil supply 
chain.105 Decarbonisation will bring about its own set of geopolitical 
challenges, including the potential of new races for—and conflict 
over—precious Earth metals and minerals that will fuel the transition to 
renewable energy, but these will likely be far less toxic and dangerous 
than that of fossil fuels. 

All of this is in sharp contrast to how we typically think of climate 
change as having a long history of being framed as a ‘prisoner’s 
dilemma’. Countries refuse to act first due to the high costs entailed. 
This assumption underlies many concerns over fair shares of emissions 
reductions and the proliferation of equity frameworks.106 The framing 
is also wrong and does not serve the interests of the poorest and most 
vulnerable.107 Instead, the co-benefits of decarbonisation appear to 
be largest in less developed countries.108 Addressing environmental 
catastrophe is a good news story. Unlike most other global catastrophic 
risks, the actions needed to avoid ruin are ones we should be doing 
anyway. Despite this, the economic analysis and policy-making of 
climate change remains systematically biased towards costs, and 
regularly overlooks the benefits of emissions reductions.109
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Research over the past two decades has painted both a brighter and 
darker future. The brighter part is the emerging evidence for co-benefits. 
Sparing ourselves from any potential eco-apocalypse means building a 
better world. That could be through deepening democracies, levelling 
inequalities, or improving health through decarbonisation. The darker 
part is the new findings suggesting that we may have underestimated 
just how swift and severe global ecological collapse could be. 
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8. Biosecurity, Biosafety, and 
Dual Use: Will Humanity 

Minimise Potential Harms in the  
Age of Biotechnology?

Kelsey Lane Warmbrod, Kobi Leins, and  
Nancy Connell

In the fall of 2001, a domestic attack1 through the mail with a biological 
agent, Bacillus anthracis (more commonly known as anthrax) killed 
five and sickened 17 in the United States. The incident took place days 
after the unprecedented aeroplane attack on several sites in the United 
States, which permanently altered the global landscape. Similarly, 
the anthrax attacks created a convulsive and wide-ranging change 
in the global order with respect to infectious disease research and 
bioterrorism. Despite a strong and storied community2 of experts in 
biological weapons development and use, the field was largely limited 
to historians, policymakers, and diplomatic circles associated with the 
Biological Toxins and Weapons Convention of 1972 (BTWC). The decade 
after 2001 ushered in fundamental changes in the broad perception of 
biological threats. The anthrax incident brought increased security and 
safety awareness to those working in the life sciences, accompanied by 
a sea-change in regulatory policy across several federal agencies. The 
field of microbial forensics developed following the recognition of 
‘biocrimes’;3 increased attention was paid by lawyers, policymakers, 
ethicists, and others to dual-use research of concern, or ‘DURC’ 

© 2023 Kelsey Lane Warmbrod et al., CC BY-NC 4.0  https://doi.org/10.11647/OBP.0336.08

https://doi.org/10.11647/OBP.0336.08


174 The Era of Global Risk

(discussed below). Biotechnology and life sciences research continued 
to advance with breathtaking speed, as heralded in Sir Martin Rees’ Our 
Final Century musings on “Post-2000 Threats”.

The 20th century had seen its share of biological hazards. Rees 
discusses the extensive biological weapons programs carried out in the 
1940–60s in the US, the UK, the former USSR, and Japan; the signing 
and ratification of the BTWC by those countries and most of the world 
put an end to openly offensive activities. But the treaty was fashioned 
half a century ago and was designed for control of natural biological 
threats: viruses, bacteria, and toxins found in nature. At the turn of 
the millennium, the ability to read DNA—DNA sequencing—was a 
slow and expensive proposition; gene synthesis technologies were in 
their infancy and genomic editing was very difficult; now, the reading, 
writing, and editing of DNA4 has become commonplace, inexpensive, 
and ubiquitous across the world. Monitoring the expression of genes 
or the proteins they encode was laborious: now, the complex interplay 
of patterns of small molecule expression at the organism level all the 
way down to interactions in a single cell can be measured and analysed 
using multifaceted algorithms. The intersection of big data and artificial 
intelligence has unmasked deeper complexities than we ever imagined. 
Knowledge of neuroscience, immunology, and genetics is converging5 

with AI, nanotechnology, and synthetic biology, and quantum biology 
is on the horizon; the 21st century is the Century of Biology. Here, 
we survey several advancing biotechnologies and their progress 
since 2000, warn against their potential misuse, and call for safe and 
equitable implementation. Indeed, the 21st century is also the Century 
of Biosecurity.

Dual-use research and its governance

Many biosecurity discussions centre on the concept of dual-use 
technologies.6 Legal scholars use the ‘civilian use’ versus ‘military use’ 
definition. The life sciences use a different definition: research with 
legitimate scientific purpose, the results of which may be misused to 
pose a threat to the public and/or national security.7 Dual-use remains 
an ongoing concern for regulation of military use of science. The World 
Health Organization (WHO) states that “[d]ual use research of concern 
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(DURC) is life sciences research that is intended for benefit, but which 
might easily be misapplied to do harm”.8 Some types of research and 
technologies have long been labelled as ‘dual use’ and been priorities 
for governance,9 such as DNA synthesis or synthetic reconstruction of 
pathogens. Multiple technologies in the life sciences may be labelled as 
dual use: pathogens, nanomaterials, DNA, just to name a few.

In early 2004, the National Science Advisory Board for Biosecurity10 
(NSABB) was formed in the US to provide guidance on education, 
regulation, and strategies for ‘dual-use’ research. Its agenda included 
the provision of tools to identify and evaluate the risks and benefits of 
particular kinds of science. In 2007, NSABB completed a report called 
Proposed Framework for the Oversight of Dual-Use Life Sciences Research, 
which defined dual research as:

[A] term to refer in general to legitimate life sciences research that has 
the potential to yield information that could be misused to threaten 
public health and safety and other aspects of national security such as 
agriculture, plants, animals, the environment, and material.11

Given that almost all scientific research could fall within this definition, 
NSABB offered another category of ‘dual-use research of concern’, 
which was defined as:

[R]esearch that, based on current understanding, can be reasonably 
anticipated to provide knowledge, products, or technologies that could 
be directly misapplied to pose a threat to public health and safety, 
agricultural crops and other plants, animals, the environment, or 
material.12

Despite the inevitability of the dual-purpose nature of research, 
including a multi-billion-dollar increase in biodefence research funding 
in the United States after 2001, “much of it supporting civilian research”,13 
surprisingly little research is censored or held to be a risk.14

Particularly in the case of nanomaterials used for advances in 
neuroscience, the risks of dual use need to be managed very carefully. 
The CWC incorporates lists of materials that are dual use and limits the 
quantities in which they can be purchased, sold, or transferred across 
national boundaries. A challenge not particular to—but especially a 
feature of—nanomaterials is that, given the literally invisible nature of 
potentially toxic materials, similar control measures will not be effective 
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for nanomaterials. One such example is virus-like nanoparticles, 
currently being researched for targeting cancer, but again, with potential 
dual use.15 Garage biology or DIY (‘Do It Yourself’—a term used to refer 
to individuals conducting experiments on their own) biology also poses 
a security threat, with its decreasing costs and automation.16 The extent 
to which these types of threats remain a risk is considered within the 
DURC framework mentioned earlier, one in which “the overall approach 
is to treat the use of biological weapons as a low probability high impact 
risk”.17 Similar frameworks must be developed for other new DURC 
developments. 

One approach to dual-use governance is to recognise that all life 
sciences research and technology has the potential to be misused, and 
that dual-use concerns lie along a spectrum of potential hazards.18 Some 
research, technologies, or information in the life sciences may have very 
low risk of causing harm either accidentally or deliberately, while others 
may have a high risk of potential harm. We are not well equipped to 
understand where on the spectrum of dual-use risk something may fall, 
because it is hard to accurately predict the trajectory of advancement. 
For example, metallurgy was the foundation needed to develop nuclear 
weapons, but it is unlikely that the scientists researching metallurgy 
suspected that their research would lead to the development of nuclear 
weapons. Additionally, a technology or area of research’s position 
on the spectrum is not static. Potential to cause harm will change as 
governance mechanisms change, novel ideas emerge, new information 
is gathered, and technologies from different areas are combined in 
new ways. This is especially true as we see increasing convergence 
among the life sciences and other fields, such as artificial intelligence, 
microfluidics, and nanotechnology. There is great potential for fields in 
the life sciences such as neurobiology, immunology, ecology, genetics, 
and developmental biology to blend with other disciplines to solve some 
of the biggest challenges we face today, such as food insecurity, climate 
change, or disease. There are legitimate purposes and potentially great 
benefits from such work. However, there are also great risks associated 
with such convergences. As a society, we must decide how to weigh 
the benefits and risks of these technologies, and engage with a diverse 
and broad audience to decide what work should or should not move 
forward. Especially important is ensuring that those most likely to be 
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disproportionally impacted are represented in these conversations. 
Qualitative frameworks19 can assist in the assessment of risk and benefits 
of individual applications of biotechnology, and allow continuous 
monitoring of their ethical impacts on society, as well as expanding 
existing controls, such as the Chemical Weapons Convention’s lists of 
dual-use materials, as knowledge of their toxicity becomes available.

All of the technologies in the life sciences have the potential to be 
dual-use technologies. Each has the potential to make substantial 
improvements in or lead to possible harm to human, animal, plant, and 
environmental health. Existing governance structures will need to be 
adapted to be relevant to changing environments, advances in technology, 
and novel applications—and in some cases, where existing governance 
structures are inadequate, new structures and ways of limiting harm 
are urgently needed. Among the models under discussion is network-
based governance: a transnational mix of government, sub-government, 
and stakeholders who work together to solve collective problems.20 
Qualitative framework analysis can bring clarity to the assessment 
of new uses of technology; they can “provide the basis to structure…
discussions about potential risks and benefits, reveal areas of agreement 
and disagreement, and provide a basis for continuing dialogue”.21 
Others have “advocate[d] flexibility to adapt current practices—and 
develop others anew—to remain apace with the capabilities, concerns, 
risks and threats of ongoing developments in both synthetic biology 
and its possible uses on the global stage”.22 Finally, as new models for 
oversight emerge, some scientists call for systematic analysis of new 
governance structures, applying evaluative tools and allowing iterative 
development of new approaches.23 

Genomic technologies

Biotechnology is continuously improving and expanding our 
capabilities in genetics as the old ‘rules’ of biology are challenged, 
broken, and refashioned. New technology allows us to collect and 
analyse more information, faster and at a higher resolution. Critically, 
we are expanding multidisciplinary approaches, enabling new 
solutions to old problems. For example, sequencing technology has 
drastically improved in the last ten years to enable multiomics studies 
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that generate millions of data points. Sequencing protocols combining24 
traditional methodology with microfluidics have been developed for 
analysing genomic, transcriptomic, and epigenomic data within a single 
cell. Single cell resolution25 of genomic, transcriptomic, and epigenomic 
information has been invaluable for understanding disease mechanisms, 
pharmacogenetics, and cell development, as well as enabling spatial 
analysis. While our capabilities rapidly grow, we must continue to 
assess the context in which the technologies might be used and examine 
what governance mechanisms are needed to ensure the risks of such 
technologies are mitigated equitably. 

As biotechnological capability expands, there is expanding 
knowledge of genetics of multiple species. Deeper understanding of 
human, microbial, animal, and plant genetics are all critical for human 
health; indeed, the emerging multidisciplinary field of One Health26 
recognises the interrelatedness of plant, animal, and human health. 
Discoveries in these areas are enabling improved disease management, 
drug choice, crop yields, and understanding of the environment. While 
there are extensive benefits from this work, there are also growing 
opportunities for misuse or inequitable application of the information 
or the technology. For example, the same information that allows us to 
determine the ideal dosage of a drug for a given individual can also be 
used to determine a lethal dosage. Identifying protective alleles for one 
disease in one population could also reveal increased susceptibilities in 
another population. As the body of knowledge increases, all stakeholders 
in the life sciences must be engaged and empowered to recognise the 
risks, implement mitigation measures, and ensure equitable distribution 
of both benefits and risks. 

Our understanding of disease (both infectious and non-infectious), 
human evolution, and history is greatly expanded by human genetics. 
However, long before clarification of the molecular mechanisms of 
transcription and translation, genetics has been used as a justification for 
racist, ableist, sexist, transphobic, and xenophobic policies and practices.27 
Forcible sterilisation, involuntary commitments to mental institutions, 
and genocide are just some of the acts that have been—or in some cases 
continue to be—committed, with genetics-based justification. 

In early 2022, the first DNA sequence of the full human genome 
without any gaps was published.28 This gap-less sequence is an 
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important improvement over previous work because it includes 
discoveries such as duplicated regions and centromeric sequences; the 
new information enables better assembly for sequencing fragments 
going forward. Notably, this new human reference assembly was 
created from genomes of multiple individuals.29 It has long been 
recognised that human genetic studies have been insufficiently diverse, 
with people of European ancestry often overrepresented compared to 
all other races and ethnicities, which has caused results from studies 
to be less applicable to Black, Asian, Oceanic, Indigenous, Latinx, 
and Middle Eastern populations. Estimates of risk or disease burden 
and effectiveness of interventions have repeatedly been shown to 
be inaccurate for these populations when based on studies in which 
European descent populations are overrepresented.30 Such outcomes 
exacerbate existing inequalities in healthcare and access to effective 
treatment. Several studies and consortia have sought to diversify the pool 
of sequences, such as the EU Health Data Space31 and All of Us32 study 
of the US National Institutes of Health. However, such endeavours must 
be approached with buy-in from all communities to avoid exploitation 
or further harm. For example, researchers have in the past collected 
DNA from Native American tribal members and used the sequencing 
information for purposes other than what the tribe approved.33 

As knowledge of human genetics and our ability to edit DNA expands, 
the spectre of human genetic engineering grows larger. The ‘CRISPR 
babies’34 created in 2018 were the first reported cases of germline genetic 
engineering in humans. The researcher responsible for the genetic 
engineering in these cases claimed that the changes were intended to 
reduce the risk of the children being infected with HIV in the future. 
However, the modifications made in order to decrease risk of AIDS may 
have increased risk of other diseases.35 Additionally, there are serious 
ethical questions concerning intergenerational justice and consent for 
such germline modifications. While the 2018 ‘CRISPR babies’ case is 
centred on lowering risk for an infectious disease, there is also concern 
that in the future, germline genetic engineering may be used for human 
enhancement.36 The ‘super soldier’ example is often cited as a possible 
misuse of germline genetic engineering, where a nation with sufficient 
resources may utilise the technology to create faster, stronger, smarter 
soldiers that have multiple advantages over soldiers from countries 
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without access to the technology. In another example of convergence 
of fields, the risk of creating unnatural advantages between people is 
higher when implantable devices are included (either in addition to 
genetic engineering or alone). Devices that can be implanted within the 
brain have been created to aid people with neurodegenerative disorders 
or limited mobility. Implantables for enhancing cognition or providing 
extra capabilities are already being tested.37

Another area where human genetics has enjoyed significant advances 
is in gene therapy, whereby a genetic disease is treated or prevented by 
altering the individual’s genetics. In some cases, a new gene or gene 
copy may be introduced into the cells of a patient. In other cases, gene-
editing constructs are introduced to the cells to modify, turn on, or turn 
off a gene in the patient. Gene therapy is being used to treat several 
disorders, such as eye,38 muscular39 system, and neurological disorders.40 
However, multiple scholars have pointed out inequitable41 access to 
this expensive treatment type. Additionally, as more information is 
gained while researching how to make gene therapies more targetable 
or effective, information for how to create more targetable and effective 
delivery systems of biological agents is also gained. The same systems 
that may modify a gene to cure a disease could modify a gene to be 
lethal, with efficient delivery systems as well. 

The development of microbial genetics is on a similarly rapid 
trajectory.42  Research into the microbiome, pathogens, and molecular 
epidemiology has enhanced our ability to detect, identify, track, and 
protect against bacteria and viruses. We have greater understanding 
of microbial evolution, population dynamics, function, and diversity, 
all of which are critical for creating more effective therapeutics and 
understanding the role of different microbial species in the environment. 
As we gain more knowledge about the genetics and biochemistry of 
microbes that have been engineered by nature, we also learn valuable 
information about how we can create a desired change through our own 
engineering. 

Advances in microbial genetics are critical for enabling the growth 
of the bioeconomy. Utilising genetic engineering in microbial species 
allows the creating of high-value compounds, drugs, meat, textiles, and 
many other items using bacteria rather than traditional manufacturing 
processes. These bio-based strategies for manufacturing are considered 
more sustainable than previous mechanisms and may enable more 

https://www.nature.com/articles/s41551-021-00836-4
https://www.nature.com/articles/nrneurol.2017.126
https://www.nature.com/articles/nrneurol.2013.56
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6277505/
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distributed manufacturing. Critical for the success of the bioeconomy 
is our ability to create specific, targeted mutations in microbial species. 
The ability to predict what a specific change may create—and how to 
create that change—is vital for being able to effectively create a desired 
engineered microbe. Foundational knowledge and gene-editing tools, 
especially tools that work at scale, enable the growth of the bioeconomy. 

Methods for analysing microbial genetics are also in a period of 
rapid development. Approaches to analysing evolution and genetic 
epidemiology of viruses and bacteria allow us to better detect and track 
the spread of infectious diseases. During the COVID-19 pandemic, 
sequences of SARS-CoV-2 were and are rapidly shared and analysed 
to track the movement of COVID-19 within and across countries, 
supplement contact tracing efforts, and inform policies for response 
to the pandemic.43 New uses of these analyses are continuing to be 
identified as the pandemic continues. However, potential misuses or 
harms from the system have also been identified. For example, waste-
water monitoring for pathogens has been very helpful for monitoring 
the incidence of a pathogen in a community when there is a lack of 
diagnostic testing.44 However, there are also concerns about misuse of 
those samples by law enforcement.45 Many samples collected for waste-
water surveillance will contain the genetic information for humans as 
well as the pathogen, and unless there are measures in place to prevent 
the human genetic information from being sequenced or shared, there 
is potential for misuse or invasion of privacy. Such information may 
be used by law enforcement to identify suspects or collect information 
without directly approaching a suspect. 

Microbial forensics and environmental surveillance are two 
overlapping fields experiencing significant advancement. Collecting, 
analysing, and monitoring microbial populations in the environment 
allows better understanding of microbial population dynamics in the 
environment and identification of signatures that may be unique to a 
given location or environmental characteristic. Such information can 
be useful for assessing zoonotic pathogens, like coronaviruses in bats,46 
to understand what viruses may be circulating in animals that could 
‘jump’ into humans, and/or to assess the ‘sequence space’ (range of 
potential mutations that can be acquired) available to viruses.47 Such 
knowledge can provide situational awareness of what may occur in 
the future and help guide medical countermeasure development or 
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resource allocation before an event occurs. There are biosafety concerns 
associated with field collection of these samples; if a researcher is 
accidentally infected with a pathogen while collecting samples in the 
field, it could become a public health threat if the agent is communicable 
in humans. Additionally, such information may be useful for tracking 
movement of an entity or determining if two entities were in contact 
with each other in the past. There is ongoing work exploring the use 
of barcodes in microbial species to track movements,48 which could be 
used as evidence in cases of theft or trafficking. However, there are also 
privacy and consent concerns surrounding the use of such methods.49

While many of the risks presented in this section do not rise to the level 
generally attributed to global catastrophic risk, the technologies could 
be misused to pose significant risk to public health, or implemented or 
used in such a way that it exacerbates inequities within the area of public 
health. Potential harms will likely be amplified in a crisis situation and 
could impede efforts to respond to the situation, as we have seen in the 
global response to the COVID-19 pandemic.50 

‘Gain of function’ 

As briefly discussed above, advances in microbial genetics have greatly 
increased our knowledge of how microbes function and how one might 
modify those functions. An area of specific concern for many in the life 
sciences is the risk(s) associated with modifying microbes to be more 
transmissible, pathogenic, virulent, or otherwise dangerous from what 
nature has already created. In genetics, the term ‘gain of function’ refers 
to a type of mutation that results in a gene product with enhanced and/
or additional function.51 Theoretically, ‘gain of function’ in the context of 
experiments with pathogens would lead to the pathogens acquiring an 
additional function over the course of experimentation. More recently, 
the term ‘gain of function’ has been used to describe work conducted 
by humans that could reasonably be expected to generate a version of 
a pathogen that is a greater risk to human health than what has been 
identified in nature. There exists no clear, standard definition of ‘gain 
of function’ shared amongst the community. Influenza viruses52 and 
coronaviruses53 have been at the centre of global controversies about 
the value of such experimentation. Stakeholders have debated for years 
about how ‘gain of function’ experiments should be governed.54 Some 

https://www.science.org/content/article/one-two-hotly-debated-h5n1-papers-finally-published
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have called for complete moratorium of ‘gain of function’ research; others 
have proposed that only some ‘gain of function’ research should not be 
conducted, and still others have stated that most ‘gain of function’ work 
can and should be done if sufficient biosafety measures are in place. The 
continuing debate on ‘gain of function’ work has not advanced, in part 
due to a lack of nuance and understanding of the issue. 

Despite the knowledge amassed concerning microbial genetics and 
evolution, we are still not able to predict how a given mutation will change 
function—i.e. predict evolution—without either prior knowledge or a 
comparator. Indeed, the misconception that pathogens evolve to become 
less virulent is nearly universal.55 A scientist can make a specific, directed 
change to a pathogen’s genome, but prediction of the new phenotype 
that will result from the change is not guaranteed and will usually 
require further experimentation. Furthermore, a directed mutation is not 
required to create a pathogen with a new phenotype; serial passaging is 
a common laboratory method for creating new mutations in microbes, 
and is often used for the purpose of ‘creating’ new phenotypes. Each 
passage is an opportunity for the pathogen population to evolve, 
potentially gaining a new function; this new function can be ‘directed’ 
by providing specific conditions during the serial passage.56 In either 
the directed mutation or passage situation, the resulting organism may 
have gained new functions, lost functions, have greater or lesser ability 
to transmit, infect, or cause disease, or have no measurable change from 
the starting agent. In other words, the complexity of interactions of the 
products of gene mutations is immense. There may be an enhancement of 
one characteristic but attenuation with respect to another characteristic. 
Selection experiments with a microbial agent could result in creating 
an agent with a completely unanticipated phenotype; indeed, it is often 
the case that the characterisation of a selected mutant reveals what the 
actual selection conditions were (i.e. you get what you select for). The 
complexity of genetic interactions in any organism precludes precise 
prediction of the outcome. These observations directly reflect what 
takes place in nature as infectious microbes multiply in their hosts. For 
example, there is growing evidence of the importance of cooperative 
functions within a microbial population—not just individual functions, 
as is seen with viral quasispecies.57 Characterisation of phenotype is 
often performed at the level of the individual rather than at population 
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level: a more nuanced assessment and consideration of populations is 
needed to understand impactful and meaningful changes.58 

Being able to determine likely outcomes of a genetic experiment is 
highly dependent on prior knowledge or availability of a comparator. 
An obvious area of concern is the growing possibility to intentionally 
and directly create something more dangerous to human or animal 
health. As protein structure prediction software matures,59 as well as our 
foundational knowledge of sequence space and protein function, there 
is increased potential for the deliberate creation of an entity with an 
enhanced characteristic(s). This kind of basic knowledge will decrease 
the barriers around our (currently limited) ability to predict evolution.60

Considering the diversity in potential outcomes and types of 
experiments that have the potential to generate a pathogen with 
increased transmissibility, infectivity, pathogenicity, or virulence, we 
argue that it is not useful to suggest banning all experiments defined 
as ‘gain of function’. To do so would be to shut down a large swath 
of microbiology research that is critical for understanding pathogenesis 
and disease, and creating novel therapeutics. Rather, we should focus 
on creating and conducting robust risk assessment methodology 
and implementing appropriate biosafety measures, discussed below. 
Additionally, governance measures for technologies that will further 
lower the barriers that enable directed evolution are appropriate.61  

Gene drives 

Gene drives are a technology that allows scientists to push and 
distribute a desired gene into a population at higher rates than would 
be expected under normal conditions of replication and inheritance. 
The most cited example of gene drive application is the creation of 
gene drives in mosquitoes to limit the transmission of mosquito-borne 
diseases.62 In one use case, the drive would spread a gene that would 
prevent transmission of the malaria parasite throughout a mosquito 
population within a few generations; other uses would exploit a 
gene called ‘doublesex’ to suppress the reproductive capability of an 
entire population.63 Gene drives provide a benefit over conventional 
genetically modified organisms (GMOs) in the genetic control of an 
insect population: less human intervention is needed to reach sufficient 
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levels of a wild population. In other words, whereas a conventional 
GMO might require thousands of modified organisms to be released in 
order to fix the gene of interest in the population, a gene drive may be 
able to get to the same end point with a fraction of the number of initial 
modified organisms.64 Significant funding continues to flow in many 
directions of gene-drive research. In addition to the mosquito-borne 
disease case described above, there is interest, for example, in creating a 
gene drive in bats65 that could limit their susceptibility to coronaviruses 
or a gene drive to eliminate invasive species, like rodents.66

One of the reasons gene-drive technologies have the potential to be 
so powerful, requiring less human intervention, is the ability of the gene 
drive to self-propagate. While this decreased reliance on resources is 
hugely beneficial for settings with limited resources, it also creates new 
risks. We would have less control over a gene drive if one were to be 
released compared to traditional GMOs. To stop the gene drive, if there 
is no built-in mechanism;67 we would have to remove all individuals 
carrying the drive from the population or release another gene drive to 
reverse the first drive, unlike with a conventional GMO. The potential 
for unintended consequences is higher with this technology than with 
others due to the potential ecological consequences combined with 
our limited control and recall measures. For the gene drives seriously 
being considered for deployment, significant research is being done 
to assess the ecology, species interactions, food chains, population 
structures, molecular mechanisms, potential environmental impact, 
and many other aspects of what could happen if the gene drive were 
to be deployed. However, the complexity of these environmental and 
ecological interactions is enormous.68

Due to the broad and potentially substantial risks associated with gene 
drives, there are robust international efforts focused on implementing 
strong safety and security measures for the technology.69 Gene drives, 
like infectious diseases, will not stop at national borders, so international 
cooperation and collaboration is vital. The Cartagena Protocol on Biosafety 
of the Convention on Biological Diversity is one of the key international 
treaties that covers gene-drive technologies. However, gaps remain in 
gene-drive governance, especially since not all countries (including the 
United States, the location of much of the relevant research) are signatories 
of the Convention or its protocol. Another key concern is consent by 
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communities. Because gene drives can easily cross borders without 
people being aware, the question of how and from whom consent is 
needed is not clear. This is particularly true with Indigenous populations, 
many of which have historically been stewards of their environment 
but have since been barred from making decisions regarding their land. 
Indigenous populations are one of the most disenfranchised, but not the 
only populations who are historically blocked from power that should 
have a say in whether or not a gene drive is released.70 As the technology 
races towards maturity, there remains a wide range of moral stances on 
gene-drive technologies, including the very basic notion of whether the 
technology is “compatible with humans’ role in nature (interference 
stance) or not (non-interference stance)”.71

Synthetic biology

Synthetic biology (SynBio) is a multidisciplinary field comprising 
the convergence of engineering with biotechnology and genetics. The 
US National Academies of Science, Engineering and Medicine define 
synthetic biology as “concepts, approaches, and tools that enable the 
modification or creation of biological organisms”, further stating that 
“while the goals of synthetic biology are beneficial, these capabilities also 
could be used to cause harm”.72 SynBio is a subset of the broader field 
of “engineering biology”, collectively projected to transform the entire 
world within the next two decades, with an estimated value of $4–30 
trillion.73 The novelty of engineering biology derives from the application 
of engineering principles to the design of genetically engineered 
organisms. The ability to synthesise DNA efficiently or modify existing 
DNA sequences quickly and with great precision allows the creation 
of genetic components (‘bricks’)—discreet functional short pieces of 
DNA. Catalogues of components have been assembled, providing 
great diversity in manufactured constituents. These components are 
combined to create new genomes or modify those of existing organisms 
(usually bacteria) so these recombinants can carry out specified services, 
such as synthesising small molecule drugs and other pharmaceuticals, 
chemicals, food ingredients, novel energy sources, etc. Synthetic biology 
adopts the ‘design, build, test’ model of engineered design, introducing 
both precision and convenience in the design of new organisms.74 
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In addition to bioproduction, synthetic biology has entered the field 
of biosensing, allowing organisms to perform detections in disease 
diagnosis, hazard detection, food/water safety, physiological state, 
etc. Biosensing is among the most extensively developed applications 
in the biotechnology arena and will be a key player in the advance to 
the ‘Internet of Living Things’—the network of objects in which data is 
collected and used to carry out tasks in real time. A particularly interesting 
use of biosensing is in space exploration (synthetic geomicrobiology75) 
and metal mining in space.76 In health, closed-loop therapeutic delivery 
systems77 provide a sensor to continuously monitor a small molecule, 
an algorithm to determine the need for treatment, and an actuator to 
release or express the needed therapeutic. 

The impressive breadth of applications of engineering biology will 
require an informed and aware workforce from the converging fields of 
biology, chemistry, and engineering. Education and awareness are key 
components of the ‘Web of Prevention’ by which effective biosafety and 
biosecurity can be maintained going forward in the 21st century.78 Many 
students around the world are exposed to these ethical issues in the annual 
worldwide Genetically Engineered Machine (iGEM) competition,79 
which has had a transformative impact on synthetic biology training in 
multiple nations. Intrinsic to the process of engaging in the competition 
is analysis of the social impact, biosafety, and biosecurity implications of 
the students’ projects; these aspects are evaluated with the same rigour 
applied to the scientific components of the work. Beginning in 2004 with 
31 students and five teams, the competition has expanded to over 7,000 
students in 350 teams in 2021; a total of 50,000 young scientists have 
been involved in iGEM projects and have gone out to seed the scientific 
world. As stated on iGEM’s webpage: “We foster a community that 
is mindful and responsible about the development, application, and 
impact of their work, both inside and outside the lab”.80 

AI and big data in the life sciences 

Biology has benefited immensely from advances in other fields, 
including from data science and computing. Not least among the trend 
of convergence of scientific and technical fields is the impact of artificial 
intelligence (AI) on the life sciences. Artificial intelligence technologies 
(AIs) are already contributing to many aspects of healthcare and 
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medicine, including in diagnosis, clinical care, management, and medical 
research. We have seen rapid expansion of the use of AIs during the 
pandemic in many areas of public health—in disease surveillance and 
response, but also the (failed) use of apps to limit the spread of COVID-
19,81 and use of Facebook and other social media site data to understand 
how and why people were physically moving and potentially spreading 
COVID-19.82 

AI technologies, however, are not neutral. The fundamental 
questions about the use of these technologies are based on the issue 
of power.83 When and by whom are AIs used? What datasets are used 
and how are they labelled? How are algorithms validated? Was the data 
obtained with consent? When operating at speed and scale, and with 
interoperable systems, or immutable biometric data (such as DNA), 
these questions become even more urgent.

Any collection of data and classification contains embedded values. 
Fairness, accountability, transparency and explainability are raised as 
issues to be contemplated, yet each of these terms has different definitions 
in different communities. International legal human rights and ethical 
frameworks are increasingly used to frame the risks. International 
standards are being negotiated to ensure safety and to minimise and 
assign risk within corporations as this is being written. International 
treaties are being called for. Each of these conversations has implications 
for advances in the biological sciences, and researchers in the biological 
sciences need to follow these rapidly moving discussions to understand 
where the risks and issues in use of these tools lie in order not to promote 
further problematic approaches and issues embedded at speed and at 
scale.

These tools often carry embedded biases and are characterised by 
lack of transparency; the harm that can be done to human rights is hotly 
debated across the technological world. AI comprises many tools, such 
as machine/deep learning, natural language processing, robotics, etc., 
that solve different kinds of problems by recognising patterns in data. 
The power that AI tools will have in the life sciences going forward is 
undeniable. Here, we discuss several applications of AIs to life sciences 
research and explore the complexity of the ethical convergences. 

AI tools are used in multiple scientific areas other than healthcare. 
For example, AlphaFold84 (the product of the company DeepMind) is 
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a system by which the three-dimensional structure of proteins can be 
predicted by examining the sequence of their amino acids’ chains—the 
building blocks of which proteins are composed. Structural predictions 
from linear sequencing have been an intractable problem in biochemistry 
for decades. AlphaFold was developed using machine learning, by 
studying the structure of a hundred thousand proteins whose exact 
3D structures are known relative to their amino-acid sequence. The 
repertoire of the tool has expanded to hundreds of thousands of 
additional structures; the source code—how the tool works—has been 
released for open access. While the functional impact of this new tool 
in medicine and science will be gradually be revealed, it has great 
potential, since understanding how a protein is structured can lead to 
understanding how it functions. This knowledge in turn might lead to 
novel therapies. 

Machine learning (ML) has been used to assist in the process of drug 
discovery. For example, understanding how specific chemical structures 
are associated with drug efficacy leads to those structures’ utility in the 
design of new drugs, like antibiotics or receptor inhibitors. As large 
numbers of structures are screened by the AI, choices are rewarded if 
the algorithm detects a positive result. Recently, this methodology was 
turned on its head by a group of researchers comprising both chemists 
and a social scientist who performed a computational experiment85 to 
test whether ML could be used to design chemical weapons. This study 
used similar algorithms yet reversed the calls and rewarded toxicity. 
Within just a few hours, thousands of molecules toxic to humans were 
identified or designed, and one of these was a known neuro-agent. 
The published paper examined the reasons for both performing the 
computational exercise and publishing the results; the authors posed 
a number of recommendations, including raising awareness amongst 
students and the drug discovery community, and an “Application 
Programme Interface”86 that would restrict access to the code to begin to 
control how discovery models are used and published. 

The ease with which these tools can be used to drive discoveries 
is described below in an entirely different kind of study. Xenobots are 
synthetic lifeforms—multicellular assemblies—built from combinations 
of different biological tissue and/or cells. They are designed to perform 
specific functions. For example, frog cells—when dissociated from the 
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parent organism—form assemblies that can be instructed by AIs to 
perform specific tasks. In one case, the task assigned to the xenobot 
was to go out across its petri dish and find more cells and use them in 
a sort of swarming activity to replicate itself.87 AI was used to design 
the first parent in a shape that most promoted this form of replication, 
called kinematic self-replication. While self-replicating robots have 
been imagined since 1948 by Jon von Neuman,88 and molecules have 
long been known to self-assemble and replicate, this work is the first 
to demonstrate replication of a synthetic lifeform. The designers of 
these quasi-organisms promote their use in medicine for delivery of 
treatment, as the xenobots could be derived from the cells of the patient. 
Indeed, the xenobots are envisioned to assist in such tasks as therapeutic 
delivery and environmental remediation.89

It has been noted that early ethical analyses90 did not include the 
possibility of xenobot replication, as it was deemed unlikely. The 
ethical concerns included (1) dual-use implications—the development 
of xenobot weapons, for example; (2) the possibility of the organisms 
becoming sentient; and (3) creators of xenobots are ‘playing god’—the 
argument here is that life is then devalued.91 Since we can add to this 
mix the complication of self-replication, we will need to revisit these 
issues as the technology continues to mature. Yet the impact of AI on life 
sciences research is not just about the individual systems that benefit; the 
tools of AI have been used to create multiple systems that interact and 
are interdependent. Questions remain about how to interrogate systems 
that operate at speed and scale and affect each other, and biological 
advances that affect medicine and public health—particularly when 
involving datasets that are largely incomplete or preferencing particular 
groups, furthering those power imbalances in their use in AI or other 
algorithmic applications.

We note that this review has not touched on recent generative AI 
technologies such as DALL-E and ChatGPT. The release of these tools to 
the public has jettisoned both interest and concern in artificial general 
intelligence to the headlines. Extractive systems such as ChatGPT3 
that produce seemingly coherent academic papers may undermine 
and devalue actual scientific work, with the increasing perception that 
real science can be fully automated and the risk that knowledge and 
critical thinking in areas will be increasingly devalued, at a serious 
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cost and broadening risk. Accompanied by the spectacle of human-like 
creativity is increased awareness of the human toll extracted by these 
developments: the massive amounts of data and energy required to 
build these technologies are collected and mined by poorly paid and 
unsupported global workers on multiple continents. These vast hidden 
costs, although outside the scope of this discussion, must be factored 
into risk/benefit analyses of AI technologies as we hurtle forward into 
the AI age.

Conclusion

This chapter has discussed several advances in the life sciences, their 
necessary convergence with multiple disciplines, and the harms that 
might be caused by their misuse, whether accidentally or intentionally. 
We have threaded throughout the chapter calls to action for researchers 
and practitioners to address the challenges we currently face as biology 
marches towards a global bioeconomy. As argued by Sundaram in this 
volume, new models for governance and oversight must override the 
current polarised stance between ‘top-down’ structures vs those derived 
within practicing institutions; science can be governed by “shaping and 
steering technologies as they develop”. Calls for action are not new; 
many were being sought two decades ago when Rees wrote: 

When a potentially calamitous downside is conceivable—not just in 
accelerator experiments, but in genetics, robotics, and nanotechnology—
can scientists provide the ultraconfident assurance that the public may 
demand? What should be the guidelines for such experiments, and who 
should formulate them? Above all, even if guidelines are agreed upon, 
how can they be enforced? As the power of science grows, such risks 
will, I believe, become more varied and widely diffused. Even if each risk 
is small, they could mount up to a substantial cumulative danger.92

Clearly, a Doomsday Clock applied to the risk of biological disaster would 
be poised just before midnight, as microscopic events rush headlong to 
unveil the massive power and risk of biological technologies.
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9. From Turing’s Speculations to 
an Academic Discipline: A History 

of AI Existential Safety

John Burden, Sam Clarke, and Jess Whittlestone

This chapter is about the development of thought related to artificial 
intelligence (AI) and global catastrophic risks (GCRs). We will focus 
on AI existential safety: preventing AI technology from posing risks 
to humanity that are comparable to or greater than human extinction 
in terms of their moral significance.1 These risks are more likely to be 
realised by future AI systems with greater capabilities and generality 
than present-day systems. However, the field of AI is moving extremely 
swiftly and AI systems are becoming more ubiquitous in the daily lives 
of people around the world. Great care must be taken to ensure that 
these systems are safe. AI is a relatively young field, and the field of AI 
existential safety is even younger. Over the course of this chapter we 
will see it maturing from pure speculation into a rigorous, academic 
discipline.

One concept that will repeatedly occur is the notion of alignment. An 
AI system is considered aligned if the system behaves according to the 
values of a particular entity, such as a person, an institution, or humanity 
as a whole.2 Much of the development of thought is concerned with 
understanding alignment, as well as identifying ways in which it might 
be possible or break down. The so-called alignment problem is still open 
and unsolved.

Humans have long had a fear of their creations turning against 
them. This sentiment is echoed in Shelley’s Frankenstein, Asimov’s Laws 
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of Robotics, and Butler’s Darwin Among the Machines. The alignment 
problem is a refinement of these concerns adapted to modern technology. 
However, as the thought around AI existential safety matures and 
develops, we can begin to see that the risks involved with AI are far 
greater than has been expressed in mere cautionary tales of human 
hubris.

Early ideas

Up until the turn of the millennium, the majority of thought on the 
alignment problem or human-level AI has been extremely speculative. 
Indeed, in Alan Turing’s landmark paper ‘Computing Machinery 
and Intelligence’3 he states “I have no very convincing arguments of a 
positive nature to support my views”. However, he adds: “Provided it is 
made clear which are proved facts and which are conjectures, no harm 
can result. Conjectures are of great importance since they suggest useful 
lines of research”. The speculative arguments from the 20th century 
have had a profound influence on later thinkers who have come after 
the necessary mathematical and technological breakthroughs required 
to formalise these notions more rigorously.

A recurring idea within the study of AI is the concept of an intelligence 
explosion. This was first posited by IJ Good in his seminal paper.4 He 
proposes:

Let an ultraintelligent machine be defined as a machine that can 
far surpass all the intellectual activities of any man however clever. 
Since the design of machines is one of these intellectual activities, an 
ultraintelligent machine could design even better machines; there would 
then unquestionably be an “intelligence explosion,” and the intelligence 
of man would be left far behind. Thus the first ultraintelligent machine is 
the last invention that man need ever make, provided that the machine is 
docile enough to tell us how to keep it under control.

This argument notes the possibility of self-improving machine that could 
eventually surpass humanity in its intelligence. The final sentence also 
hints at the possible risks from the “ultraintelligent” machine, and Good 
notes later in the paper that such a machine would “transform society in 
an unimaginable way”. The fear of ultraintelligent machines taking over 
and “rendering humans redundant” is also present in Lukasiewicz’s The 
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Ignorance Explosion,5 which further hints at the difficulty of predicting 
the behaviour of an ultraintelligent machine.

A notion related to the intelligence explosion originating in this time 
period is singularity. The term was first used by John von Neumann 
in the 1950s to describe a hypothetical point at which technological 
progress becomes incomprehensibly rapid,6 but it wasn’t until Vernor 
Vinge’s 1993 essay7 that the term gained traction. Vinge draws heavily 
on Good’s formulation of an intelligence explosion, but sketches more 
of the possible consequences, noting the possibility of the “physical 
extinction of the human race” if the singularity “cannot be prevented 
or confined”. 

Not all proponents of singularity from this era are as concerned as 
Vinge. Futurist Ray Kurzweil is much more optimistic about humanity’s 
future and ability to control human-level AI, claiming that creating 
what he refers to as “strong AI” will mean “a creation of biology has 
finally mastered its own intelligence and discovered means to overcome 
its limitations”,8 as well as predicting that 20,000 years of technological 
progress will be made in the 21st century.9 Kurzweil further goes on to 
confidently predict the date the singularity will occur: in 2045, within 
many of our own lives.10

In Our Final Century Rees is a little more sceptical of the claims made 
concerning ultraintelligence and singularity. He describes Vinge and 
Kurzweil as “at the very edge (or even beyond) the visionary fringe”, 
later comparing the belief in an oncoming singularity to that of the 
Rapture from Christian eschatology.

Rees’ scepticism is perfectly reasonable: all of the ideas we have 
encountered so far have been purely speculative, without the appropriate 
formal framework or empirical observations necessary to support such 
grand claims. Yet, these speculations represent the nascent stirrings of 
the alignment problem and set the stage for the more academic discourse 
that was to come, while also bringing some ideas about risk from AI into 
the public’s subconscious.

The beginning of formal work on AI existential safety

The 2000s mark a paradigm shift from speculative futurism towards a 
more rigorous reasoning about AI systems using tools from decision 
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theory and Bayesianism. This mirrors a trend in AI research at large, 
towards modelling AI systems as rational agents acting to maximise 
expected value. Under this framework, many potential problems were 
identified from the possibility of these rational agents acting in ‘the 
real world’ or making decisions with large effects. This second era of 
AI existential safety also sees the formation of online communities and 
research centres where much of the discourse and development of ideas 
take place. This also led to a more standardised nomenclature.

In this section, we will primarily discuss work by two prominent 
researchers from this era: Eliezer Yudkowsky and Nick Bostrom.

Yudkowsky and SIAI

In 2000, Eliezer Yudkowsky founds the Singularity Institute for Artificial 
Intelligence (SIAI), with the mission of building safe advanced AI, 
citing the enormous good that could be achieved with such a system. 
Yudkowsky wrote extensively for SIAI, and his work marks a shift 
towards a decision-theoretic, mathematical formulation of hopes for 
general-purpose AI. Even though SIAI is (for now) aiming to create safe 
advanced AI, or ‘superintelligent AI’ (see Section 2.2), they are not blind 
to the potential risks. Yudkowsky’s “default scenario” is one where an 
AI system that rapidly becomes superintelligent:

Under this scenario, the first self-modifying transhuman AI will have, 
at least in potential, nearly absolute physical power over our world. The 
potential existence of this absolute power is unavoidable; it’s a direct 
consequence of the maximum potential speed of selfimprovement. The 
question then becomes to what extent a Friendly AI would choose to 
realise this potential, for how long, and why.

However, at this point, Yudkowsky seems to believe that superintelligences 
are controllable, if only they can be made Friendly. He defines a Friendly 
AI as one that, on the whole, takes actions that are beneficial to humanity 
and generally benevolent. He constructs a framework for creating Friendly 
AIs,11 in which the AI’s primary goal is to become more friendly and to use 
Bayesian reinforcement to update and refine its notions of Friendliness 
from its experiences. Yudkowsky follows up with the notion of Coherent 
Extrapolated Volition (CEV).12  This tries to tackle the issue of which values 
a powerful AI system should be given:
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Coherent Extrapolated Volition is our wish if we knew more, thought 
faster, were more the people we wished we were, had grown up farther 
together; where the extrapolation converges rather than diverges, where 
our wishes cohere rather than interfere; extrapolated as we wish that 
extrapolated, interpreted as we wish that interpreted.

Essentially, Yudkowsky advocates for AI systems to charitably implement 
humanity’s well-informed will, where there is broad agreement. 
Yudkowsky goes into far more detail about precisely how he envisions 
these terms than we have space for here, but many questions are left 
unanswered. For example, how much agreement is needed by humanity 
for coherence? However, it is important to note that CEV is intended 
more as a design philosophy than a blueprint for implementation. Later, 
SIAI would shift away from trying to actively create or speed up the 
onset of advanced AI towards trying to address the safety issues that 
an advanced AI would pose. It is not clear exactly when this occurred. 
Yudkowsky has also stated that he believes most of his work from before 
2002 to be obsolete.13 In 2012, SIAI changed its name to the Machine 
Intelligence Research Institute (MIRI).

Bostrom and superintelligence

During the 2000s, Swedish philosopher Nick Bostrom emerges as 
another important thinker on AI existential safety. In 2005, Bostrom 
founds the Future of Humanity Institute at the University of Oxford, 
which focuses on existential threats from advanced AI, among other big-
picture questions about humanity and its prospects. In this subsection, 
we will outline some of Bostrom’s early contributions to the field, which 
culminate in the publication of the popular book Superintelligence.

Bostrom defines a ‘superintelligence’ as “an intellect that is much 
smarter than the best human brains in practically every field”,14 

deliberately leaving the definition impartial to the implementation. 
Bostrom’s examination of superintelligence as rational utility-
maximisers highlights many of the potential risks in building it, and our 
current lack of the ability to prevent or react to these risks.

Bostrom describes a scenario where a superintelligent system is 
tasked with an arbitrary but trivial goal of maximising the manufacturing 
of paperclips.15 In this scenario, the system comes to the conclusion 



206 The Era of Global Risk

that it can increase the rate at which paperclips are manufactured by 
converting the Earth (and all of its inhabitants) into a giant paperclip 
factory. Bostrom argues that the system is also incentivised to actively 
prevent interference from overseers, because this would result in fewer 
paperclips produced. This provocative example is intended to illustrate 
some key concepts.

The first of these concepts is perverse instantiation, which occurs when 
the system achieves what it was tasked with but in an unexpected and 
bad manner. After all, what use are paperclips if there are no humans 
left to use them? Of course, perverse instantiation is not always so 
extreme, but there are clear dangers to the realisation of solutions 
that have unforeseen consequences. Bostrom further elaborates on the 
difficulty of ‘fixing’ the issue: suppose the task had instead been to 
manufacture one million paperclips, then safely shut down. The system 
now produces one million paperclips, but because it can never be truly 
certain of how many it has made, the system repeatedly counts all of 
the paperclips to increase the probability that it hasn’t miscounted or 
suffered from a hardware issue due to gamma rays or other unlikely 
events. In order to maximise the likelihood that one million paperclips 
are made, the system needs to maximise the number of times it has 
counted them all, which gives an incentive to convert the whole planet 
into one giant paperclip-counting machine. Successive refinement of the 
task might yield a safe task to eliminate perverse instantiation; however, 
this is an (ostensibly) simple task that we do not really care about. 
Wilful misinterpretation of a task can easily lead to negative outcomes: 
‘solving world hunger’ might lead to a system killing people when they 
become hungry; ‘find a cure for cancer’ could lead to unethical forced 
experimentation on a scale hitherto unseen. Robustly ensuring that an 
AI system would not misinterpret what we want it to do (wilfully or 
otherwise) for any task is a huge challenge. Of course, the apocalyptic 
outcomes of, for example, a planet-wide paperclip factory are not 
guaranteed, but giving a superintelligent system a possible incentive to 
do that seems like a bad idea.

Omohundro16 proposes that goal-seeking AI systems will develop 
“drives” that emerge naturally from aiming to achieve its goal. These 
drives are not related to the goal itself, but broadly helpful for achieving 
a wide range of goals. For example, Omohundro suggests that self-
preservation will emerge within goal-seeking AI systems. After all, 
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whatever the goal, the AI system can’t achieve it if the system no longer 
exists. Other drives that Omohundro identifies are self-improvement, 
behaving rationally, resistance to changing its goal, and resource 
acquisition. Bostrom further elaborates on the idea of AI drives as 
“instrumental convergence”,17 referring to a wide range of behaviours 
that AI systems are likely to converge upon that are instrumentally 
useful in achieving many goals. Instrumental convergence is also 
illustrated in the paperclip-maximiser scenario, where the AI system 
has incentives to prevent interference from human overseers (who, once 
they realise what is going on, would understandably try and shut down 
the system), as well as acquiring resources in order to further increase 
computational capacity or better resist shut-down attempts.

These convergent instrumental goals can be difficult to suppress: 
Soares et al.18 demonstrate that if the AI system has a shut-down button, 
then there is no assignment of utility to the act of allowing the button 
to be pressed that is without consequences. If the utility of shut-down 
is too low (relative to the other actions), then the system will resist; if 
the utility is too high, the system will have an incentive to act in such a 
way that the overseers are forced to press the shut-down button. Finally, 
if the utility is specified so that the system is indifferent to being shut 
down, then the system is incentivised to take large risks and force a 
shut-down in all but the best outcomes. All of the options are far from 
ideal, and demonstrate a lack of what is termed ‘corrigibility’—that is, 
the system cannot be easily corrected by its overseers. Ensuring that AI 
systems are corrigible is obviously extremely important when dealing 
with AIs that are making decisions that have large impacts on the world.

Bostrom further proposes what he terms the “Orthogonality thesis”.19 

This conjecture states that an AI system’s “intelligence” and its goals are 
orthogonal. By this, it is meant that any goal is compatible with any 
intelligence level. The orthogonality thesis is intended to counter the 
presupposition that more intelligent systems would naturally attain 
more “intelligent” goals—whether these “intelligent” goals are more 
human-friendly or of a greater moral calibre. Bostrom makes it clear 
that here he refers to intelligence as “something like skill at prediction, 
planning and means-ends reasoning in general”. A result of the 
Orthogonality thesis is that advanced AI systems can have incredibly 
non-anthropomorphic goals, and in particular, some could have goals 
which are highly undesirable by human standards.
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The zeitgeist of AI existential safety in this period has primarily 
focused on highlighting the difficulties involved in accurately 
specifying goals, predicting behaviour of superintelligent AI, and the 
dangers of getting this wrong. Many of the challenges that need to be 
overcome seem intractable. This is partly because of the definition of 
superintelligence: it is able to outsmart humanity at every turn, so how 
can we ever ‘win’?

It is also important to address the assumption that superintelligent 
AI systems will behave as expected-utility maximisers. While this is 
certainly true for the majority of modern-day AI systems in some sense, 
reinforcement learning agents typically operate by learning to maximise 
expected reward, and most machine learning systems learn to minimise 
some notion of expected ‘loss’ relative to a training set. However, we 
humans—the most generally-intelligent species that we are aware of—
are not obviously selecting our behaviour in order to maximise a utility 
function. We are frequently irrational and often make poor decisions 
based on anger, sadness, or any of the plethora of emotions we are 
capable of experiencing, yet we are all the more human for it. Acting 
as an expected-utility maximiser is therefore not necessary for human-
level intelligence, though it is unclear whether this is also the case for 
generally intelligent AI systems or superintelligences. We will discuss 
this assumption further in our section on ‘foal-directedness’.

This era of AI existential safety culminates in the publication 
of Bostrom’s Superintelligence,20 collating the ideas surrounding 
superintelligence covered so far in this chapter, as well as many others. 
Superintelligence received a fair amount of media coverage and attracted 
praise from notable people such as Bill Gates and Elon Musk, while 
opening up concerns over superintelligent systems to a wider audience. 
This publicity may have contributed to the upcoming explosion in 
research on—and funding for—AI existential safety.

Interlude: The deep learning revolution

In 2012, machine learning underwent a metamorphosis. Advances in 
computer hardware meant that neural networks, a biologically inspired 
computing system created decades earlier, could finally be scaled up and 
made ‘deep’. Neural networks can learn to compute complex functions, 
given a large enough number of training samples. From 2012 onward, 
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neural networks exploded in popularity, enabling high performance at 
image recognition,21 human-level play in most Atari Games,22 defeat of a 
world champion Go player,23 defeat of the world champion Dota 2 team,24 

a promising breakthrough on the protein-folding problem,25 and much 
more.

Part of the success of deep learning has been due to the massive 
increases in computation. From 1960 to 2012, the compute usage for 
training state-of-the-art AI systems doubled approximately every two 
years, close to (if a little less than) Moore’s Law. Since 2012, however, 
this has exploded to doubling every 3.4 months—as seen in Figure 1. 
Such explosive growth obviously cannot continue indefinitely, but it 
will be fascinating to see what the next few years bring.

Fig. 1. Compute usage for training state-of-the-art AI systems doubled 
approximately every two years between 1960 and 2010, and then transitioned to 
doubling every 5.7 months until around 2015, when progress slowed to a doubling 

approximately every 9.9 months. Figure from Sevilla et al. (2022).26

For the most part, AI systems have remained relatively narrow in their 
capabilities. That is to say, different models are trained to perform 
different tasks, rather than training one model to perform many tasks. 
However, there is one notable exception to this general rule: language 
models. They have been a particularly important recent development in 
deep learning, and we will describe them briefly here.

Put simply, a language model tries to predict the next word in a 
sequence using observations of occurrences seen during training. 
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Language models themselves are not new: Shannon describes what is 
essentially a language model many decades ago.27 However, innovations 
in network architecture (such as the transformer architecture28) and 
hardware advances allowed larger and larger networks to be trained. 
Models such as the Generative Pre-Trained Transformer (GPT) series29 

and T530 have proven to be capable at a wide range of tasks. More 
importantly, they have shown themselves to be surprisingly general.

Previous generations of language models were often trained with 
a specific task in mind, such as sentiment analysis, completing word 
analogies, or language translation. These models would perform poorly 
on tasks other than those for which they were specifically trained. 
Newer language models have two solutions that address this limitation: 
fine-tuning and prompting. Models are ‘pre-trained’ on a very large data 
corpus of text. This gives the model an ‘understanding’ of the language, 
its syntax and structure. The model is then fine-tuned for the specific 
task. The resulting model is still only useful for a single task; however, 
the intermediate pre-trained model can be copied, retained, and fine-
tuned for other tasks. The fine-tuning process is significantly quicker 
than pre-training.

With prompting, the idea is again to train the language model on a 
very large corpus (‘pre-training’), but this time, instead of fine-tuning, 
the model is given additional context as input—describing the task, 
giving instructions, or providing examples. This context is known as 
a ‘prompt’. Models that are prompted are applying the same, more 
general, model to a multitude of different tasks, and this has been 
shown to be very successful in e.g. GPT3,31 where the same model (with 
appropriate prompting) shows competence at tasks such as numerical 
addition, summarising text, question answering, essay writing, poetry 
writing, holding conversations, and more.

It is important to note here that, for the first time, we have models 
approaching true ‘general-purpose’ systems. These types of models 
have been referred to as ‘foundation models’,32 where the intermediate, 
pre-trained model is a foundation that fine-tuning or prompting 
builds upon. Foundation models have also shown a surprising level 
of multi-modality. The DALL-E system is capable of generating high-
quality images based on a description, and imitating specified styles 
and mediums effectively,33 and OpenAI’s Codex model34 is powering 
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GitHub Copilot, an AI system which generates code from comments 
(descriptions of what a specific piece of code is supposed to do).35

At the time of writing, foundation models are still imperfect tools: 
inconsistent in reasoning, often biased, and generally not that useful 
for assisting with practical tasks.36 Nor do they possess intentionality: 
foundation models are not trying to hold a conversation, and do not 
have opinions or self-awareness, even if they occasionally claim they 
do. Foundation models are simply trying to complete the sentence 
beginning with the prompt according to what it has observed in its 
training corpora: they are merely “stochastic parrots”.37 However, 
despite these cognitive short-comings, foundation models show very 
impressive behaviour.

Modern day

The third era of AI existential safety begins shortly after the publication 
of Bostrom’s Superintelligence. The attention from both Superintelligence 
and the ongoing deep learning revolution served as a rallying cry for 
research talent and funding. The deep learning revolution also had the 
effect of shedding more light on what, exactly, advanced AI could look 
like—which, as we will see, spurs increasing amounts of empirical work 
on AI existential safety work, as opposed to the largely theoretical work 
pre-2014.

Along with an expansion in the methods being applied to AI 
existential safety, there is also development in our understanding of the 
problem. In particular, we see scrutiny and diversification in the original 
assumptions and arguments for AI existential risk, along with more 
diverse and concrete depictions of what alignment failure might look 
like as it plays out. We also see progress on AI forecasting, which has 
given us important input for understanding the problem.

This section will begin by discussing these developments in our 
understanding of the problem of AI existential safety, and then go on 
to outline the concurrent expansion in the kinds of work being done 
to solve the problem. The general theme will be the questioning and 
expansion of earlier thinking in AI existential safety, which we see as a 
positive development. 
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Scrutinising and developing earlier thinking in AI existential 
safety

Compressing the arguments made for AI existential risk up to and 
including the publication of Superintelligence will necessarily sacrifice 
some nuance, but, broadly speaking, they proceed thusly:

1. There will be discontinuous progress in AI capabilities, 
leading to a generally capable, goal-directed superintelligent 
AI, able to dominate the rest of the world.

2. Almost all possible goals for such an AI would lead to an 
existential catastrophe, due to instrumental convergence (e.g. 
incentives to pursue open-ended resource acquisition).

3. Therefore, unless we are very careful in the design of such an 
AI, building it will lead to an existential catastrophe.

Several premises of this argument have been scrutinised. In this 
subsection we will discuss considerations of the plausibility of 
discontinuous progress, the generality and goal-directedness of AI 
systems, and the orthogonality thesis, and where this leaves the 
arguments for AI existential risk. We will also outline two other ways in 
which thinking around AI existential risk has expanded: the creation of 
long-term AI governance as a field, and sources of existential risk from 
AI beyond advanced misaligned AI.

Discontinuous progress

Discontinuous progress in AI means sudden and large increments of 
AI progress.38 Christiano makes a basic case against the plausibility 
of discontinuous progress, which is essentially that technologies are 
usually preceded by slightly worse versions, especially when many 
people are trying to build the technology.39

Furthermore, AI Impacts conducted an in-depth empirical 
investigation of historic cases of discontinuously fast technological 
progress, which suggests that the base rate of discontinuous progress 
is low.40 This means that expectations of discontinuous AI progress 
require you to have strong specific arguments about why AI is likely 
to be different to what has happened in most of history. However, it in 
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no way rules out the possibility of discontinuous AI progress, and it is 
worth noting that continuous progress could intuitively look very fast.

Finally, Ngo points out that compute availability is, on some views,41 

the key driver of progress in AI, and this increases fairly continuously.42

Where do these critiques of the discontinuous progress assumption 
leave the argument for AI x-risk? We think they do not substantially 
affect the strength of the original argument: there have been various 
concrete sketches of plausible scenarios in which AI progress is not 
discontinuous and yet misaligned AI nonetheless leads to existentially 
bad outcomes for humanity.43  See our section on ‘concrete depictions 
of alignment failures’ for an example. These scenarios illustrate that the 
discontinuous progress assumption was not strictly necessary and, as 
Christiano points out, the continuous progress scenario is not clearly 
less existentially risky.44

Generality

The assumption that advanced AI will necessarily be a single, generally 
capable agent has been challenged. In particular, Drexler proposed a 
competing model of advanced AI development, called Comprehensive 
AI Services (CAIS).45 In this model, advanced AI looks like a large 
number of AI services, which each perform a bounded task with 
bounded resources. These can then be combined to achieve superhuman 
performance on a wide range of tasks.

The CAIS model is both descriptive and prescriptive. It posits that 
before we have single, generally capable agents, we will have advanced 
AI services. It also argues that CAIS is safer than single, generally 
capable agents, and so we should develop CAIS instead.

How does this affect the strength of the argument? Whilst existential 
safety does seem easier in a world with CAIS rather than generally capable 
AI systems, Ngo sketches four arguments that generally capable systems 
seem like the most likely candidate for the first superintelligence.46 For 
example, he claims that many complex tasks don’t easily decompose into 
separable subtasks, which makes CAIS seem less feasible than training 
a general agent. And even if Ngo’s four arguments do not check out, it 
seems likely that a general agent, once we can build one, will be more 
economically competitive, since the lesson of deep learning is that if you 
can do something end-to-end, that will work better than a structured 
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approach.47 If this is true, economic incentives will eventually lead to the 
creation of general agents, meaning that the assumption of generality 
probably still holds. That said, our chances of achieving AI existential 
safety do seem better if we have safe superintelligent services to assist 
us with designing safe general agents.

Goal-directedness

There has also been pushback on the idea that advanced AI will necessarily 
be ‘goal-directed’ (i.e. aiming to bring about some sort of world-state) 
or behave as expected-utility maximisers. The bottom line here is that 
whilst there are indeed arguments to suggest that, given some minimal 
initial level of goal-directedness, there will be non-zero pressure for 
advanced AI to become more coherent (i.e. behave as expected-utility 
maximisers) and arguably also more ‘goal-directed’,48this is not in any 
way guaranteed.

However, analogous to the counterarguments in our section titled 
‘The outer alignment problem’, Branwen argues that goal-directed AIs 
will be more economically competitive: they are likely to be better than 
non-goal-directed systems at taking economically valuable actions in 
the world, such as making trades on the stock market to maximise profit. 
Furthermore, they will be better at inference and learning, because the 
same processes which learn how to perform actions can be used to 
learn how to (e.g.) select important datapoints to learn from, optimise 
their own hyperparameters, and so on.49 Thus, given these economic 
pressures, it still seems highly plausible that we will build goal-directed 
AI.

Instrumental convergence

As well as highlighting a number of the above critiques, Garfinkel 
scrutinises the instrumental convergence thesis.50  To recap, this is the 
idea that “as long as they possess a sufficient level of intelligence, 
agents having any of a wide range of final goals will pursue similar 
intermediary goals because they have instrumental reasons to do so”.51

However, Garfinkel notes that, just because most ways of designing 
a system include giving it a property P, it is not a strong argument that 
the particular way that humans will choose to design that system involves 
giving it that property P (where in this case, P is pursuing instrumentally 



 2159. From Turing's Speculations to an Academic Discipline

convergent subgoals). To illustrate, he gives the following toy example: 
most ways of designing aeroplanes involve a property of (some) open 
windows on the aeroplane. There are many combinations of open and 
closed windows, and only one combination involves all windows closed. 
But this would be a bad argument: there is significant selection pressure 
towards designing planes with closed windows.

We can then ask, in the particular case of AI development, will there 
be significant selection pressure towards AI systems that do not have 
instrumentally convergent subgoals? Here, the evidence is unclear. 
First, to the extent that AI progress is relatively gradual, we’re likely 
to have time to notice when only moderately capable AI systems 
behave badly for instrumental convergence reasons, and design future 
systems to correct for that. However, the jury is still very much out on 
how gradual AI progress will be. Furthermore, it is worth noting that 
progress in AI systems’ deceptive capabilities (and therefore their ability 
to hide their instrumental goals until they are sufficiently powerful) 
might be discontinuous, even if AI progress in general proceeds relatively 
gradually.

Secondly, Garfinkel notes that AI capabilities and AI alignment 
are more entangled than they are sometimes made out to be. An AI 
system’s ability to understand its operator’s intentions is a part of its 
ability to do things that we would intuitively regard as intelligent. This 
makes it seem less likely that we will end up in a situation where we are 
able to design highly intelligent agents, but lack the ability to align them 
well enough to avoid dangerous instrumentally convergent behaviour. 
However, it remains pretty likely that we are still, in some sense, racing 
to meet a deadline, because AI alignment research is proving to be more 
difficult than advancing AI capabilities, and even slightly misaligned, 
sufficiently powerful systems would be fatal for humanity.

Where this leaves the case for x-risk from misaligned advanced AI

As noted in each of the above sections, each challenged assumption of 
the original argument seems to be either not necessary for the argument 
to work (in the case of the discontinuous progress assumption), or does 
not detract from the argument being at least plausible (in the case of the 
other assumptions). To date, the more rigorous, complete evaluation of 
the case for x-risk from misaligned advanced AI finds a 5% chance of 
there being catastrophic risk from AI by 2070.52
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That being said, we see this scrutiny as a very positive development, 
leaving the case for x-risk from misaligned advanced AI in an 
epistemically better position. We welcome much more scrutiny of the 
argument for x-risk from AI.

Other developments: Sources of AI x-risk beyond misaligned AI

We will close this section by noting three other developments in work 
on AI existential safety.

Firstly, various researchers have suggested that there are possible 
sources of x-risk beyond misaligned AI. These include the catastrophic 
misuse of advanced AI by humans;53 nuclear instability caused 
by AI-driven changes in sensor technology, cyberweapons, and 
autonomous weapons;54 and AI causing a decline in humanity’s ability 
to deliberate competently and tackle other x-risks.55 One recent survey 
finds that prominent AI existential safety and governance researchers 
disagree considerably about which risk scenarios are the most likely, 
and high uncertainty expressed by most individual researchers about 
their estimates.56

Secondly, the evolution of AI governance as a field means people 
with different disciplinary backgrounds/expertise have started thinking 
about the risks of AI (social scientists, political scientists, etc). This is 
partly because they want to explore possible governance solutions to the 
problem of misaligned advanced AI (e.g. the use of publication norms 
to prevent the dispersion of potentially dangerous models),57 and also 
partly due to the increasing recognition that not all x-risks from AI may 
stem purely from ‘technical’ errors in building misaligned AI.

Finally, thanks to the recognition that ‘superintelligence’ (and related 
notions like ‘artificial general intelligence’ and ‘human-level machine 
intelligence’) are vague concepts, and that not all AI x-risks need to be 
predicated on them, there has been a shift towards concepts such as 
transformative AI,58 which focuses more on the impacts of the AI system 
rather than its level of intelligence.

What alignment failure looks like

Concurrently with the scrutiny and development of earlier thinking in 
AI existential safety, the field starts developing more nuanced pictures 
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of what the existential threat from advanced AI would actually look like. 
Again, the deep learning revolution catalysed this work by shedding 
more light on what, exactly, advanced AI might look like.

Today, there are two different kinds of things that people think could 
(or are likely to, on our current trajectory) go (existentially) badly with 
advanced AI.

The outer alignment problem

We don’t yet have ways of training AI systems that incentivise the kind 
of behaviour we actually want from them (obedient, helpful, truthful, 
etc.). This is commonly called the ‘outer alignment problem’.

For example, suppose you want to train an AI system to be a general 
purpose, text-based assistant that helps its user. The way that this would 
be done in the deep learning paradigm is (roughly) via an enormous 
amount of trial-and-error. That is, start with an assistant that performs 
terribly, and then give it vast amounts of feedback about whether its 
outputs are helpful. Over the course of this ‘training’, it will start to 
perform (seemingly) better and better. However, for a sufficiently 
advanced system, this kind of training will predictably lead to terrible 
outcomes. In particular, the system will be incentivised to take control 
away from its user and any others who might interfere with it, because 
it will be able to get much higher approval scores, much more easily, by 
tampering with the process which generates its approval scores. This 
could involve fooling humans into thinking that its output is good when 
it actually is not, and ultimately by making sure humans could never 
interfere with the process generating approval scores. By now, this kind 
of argument from instrumental convergence should seem familiar.

So, unless there is major progress on developing training setups to 
incentivise the kind of behaviour we actually want, AI systems will take 
control once they are sufficiently advanced.

You can imagine the same kind of problem playing out with a system 
that is trained to maximise a company’s profit. Once the system becomes 
sufficiently advanced, then (e.g.) investing in complex Ponzi schemes, 
tampering with the company’s financial records in ways that auditors 
cannot discover (or colluding with auditors), or externalising costs in 
harmful but subtle ways becomes a better strategy than maximising 
profit in the ‘intended way’. And again, eventually, making sure the 
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humans ‘running’ the company can never interfere with the number 
(representing profit) that the system is trying to maximise—which 
must be contained in a computer somewhere—is the dominant strategy.

You can think of the underlying problem being that we only have 
ways to train AI systems to pursue proxies to what we want, rather than 
the things that their users actually want. This could change, but it seems 
to be a difficult problem, and at the rate that progress towards advanced 
AI systems is going, it is not at all clear whether we will solve it in time. 
And even if the first actor to train advanced AI does succeed, they also 
then have to prevent all other actors from doing something stupid like 
deploying a profit-maximising AI, despite the enormous short-term 
incentives that other actors will have to do so.

The inner alignment problem

However, the difficulties do not stop there. Even if we develop training 
setups that incentivise the kind of behaviour we actually want, rather 
than some proxy for it, we still don’t know what AI systems that are 
trained using this approach are really doing under the hood. We might 
get lucky and select systems that are straightforwardly doing the task 
as intended. But we might accidentally select systems that are only 
pretending to care about the training objective, so that they can pursue 
other unrelated goals once they are deployed in the real world.59 This is 
commonly referred to as the ‘inner alignment problem’.

It is not yet clear how much of a concern this will be in practice, 
but it is worth understanding better, especially since systems which are 
straightforwardly doing the task as intended are a narrow target within 
a much larger space of systems which only pretend to care about the 
training objective.

Concrete depictions of alignment failures

Given these problems, there have been several concrete depictions of 
what the world could look like as they play out. We have also seen the 
use of other methods to explore possible AI futures more broadly—for 
example, Avin et al.’s AI futures roleplaying game,60 and AI Impacts’ 
work on developing “AI vignettes”.61
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The scenarios can look quite different depending on how many 
advanced AI systems are deployed and how rapidly their capabilities 
improve. We will briefly explain four prominent scenarios that have 
been described. The first two depict alignment failure for advanced AI 
systems whose capabilities improve rapidly; the latter two show how 
alignment failure could look for systems whose capabilities improve 
more gradually.

1. Outer-misaligned brain-in-a-box scenario. This is the 
‘classic’ scenario that most people remember from reading 
Superintelligence (though the book also features many other 
scenarios). A single, highly agentic AI system rapidly becomes 
superintelligent on all human tasks, in a world broadly similar 
to today. The objective function used to train the system (e.g. 
‘maximise production’) doesn’t push it to do what we really 
want, and the system’s goals match the objective function. In 
other words, this is an outer alignment failure. Competitive 
pressures may have encouraged the organisation that trained 
the system to skimp on existential safety/alignment, especially 
if there was a race dynamic leading up to the catastrophe. The 
takeover becomes irreversible once the superintelligence has 
undergone an intelligence explosion.

2. Inner-misaligned brain-in-a-box scenario. Another version of 
the brain-in-a-box scenario features inner misalignment, rather 
than outer misalignment. That is, a superintelligence develops 
some arbitrary objective that arose during the training process. 
This could happen, for example, because there were subgoals 
in the training environment that were consistently useful for 
doing well in training, but which generalise to be adversarial 
to humans (e.g. acquiring resources), or simply because some 
arbitrary influence-seeking model just happened to arise 
during training, and performing well on the training objective 
is a good strategy for obtaining influence.

It is not clear whether the superintelligence being inner- rather than 
outer-misaligned has any practical impact on how the scenario would 
play out. An inner-misaligned superintelligence would be less likely 
to act in pursuit of a human-comprehensible final goal like ‘maximise 
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production’, but since in either case the system would both be strongly 
influence-seeking and capable of seizing a decisive strategic advantage 
(i.e. complete world domination), the details of what it would do after 
seizing the decisive strategic advantage probably wouldn’t matter. 
Perhaps, if the AI system is outer-misaligned, there is an increased 
possibility that a superintelligence could be blackmailed or bargained 
with, early in its development, by threatening its (more human-
comprehensible) objective.

The next two scenarios, described by Christiano,62 describe an 
alignment failure under gradual, continuous progress in AI capabilities.

3. Many agentic AI systems gradually increase in intelligence 
and generality, and are deployed increasingly widely across 
society to do important tasks (e.g. law enforcement, running 
companies, manufacturing, and logistics). The objective 
functions used to train them (e.g. ‘reduce reported crimes’, 
‘increase reported life satisfaction’, ‘increasing human wealth 
on paper’) don’t push them to do what we really want (e.g. 
‘actually prevent crime’, ‘actually help humans live good 
lives’, ‘increasing effective human control over resources’)—so 
this is an outer alignment failure. The systems’ goals match 
these objectives (i.e. are ‘natural’ or ‘correct’ generalisations of 
them). Competitive pressures (e.g. strong economic incentives, 
an international ‘race dynamic’, etc.) are probably necessary to 
explain why these systems are being deployed across society, 
despite some people pointing out that this could have very 
bad long-term consequences. There is no discrete point where 
this scenario becomes irreversible. AI systems gradually 
become more sophisticated, and their goals gradually gain 
more influence over the future relative to human goals. In 
the end, humans may not go extinct, but we have lost most 
of our control to much more sophisticated machines (this is 
not really a big departure from what is already happening 
today—just imagine replacing today’s powerful corporations 
and states with machines pursuing similar objectives).
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4. The alternative version of this scenario begins similarly: 
many agentic AI systems gradually increase in intelligence, 
and are deployed increasingly widely across society to do 
important tasks. But then, instead of learning some natural 
generalisation of the (poorly chosen) training objective, there 
is an inner alignment failure: the systems learn some unrelated 
objective(s) that arise naturally in the training process, i.e. 
are easily discovered in neural networks (e.g. ‘don’t get shut 
down’). The systems seek influence as an instrumental subgoal 
(since with more influence, a system is more likely to be able 
to e.g. prevent attempts to shut it down). Early in training, the 
best way to do that is by being obedient (since it knows that 
disobedient behaviour would get it shut down). Then, once the 
systems become sufficiently capable, they attempt to acquire 
resources and power to more effectively achieve their goals. 
Takeover becomes irreversible during a period of heightened 
vulnerability (a conflict between states, a natural disaster, a 
serious cyberattack, etc.) before systems have undergone an 
intelligence explosion. This could look like a “rapidly cascading 
series of automation failures: a few automated systems go off 
the rails in response to some local shock. As those systems 
go off the rails, the local shock is compounded into a larger 
disturbance; more and more automated systems move further 
from their training distribution and start failing.” After this 
catastrophe, “we are left with a bunch of powerful influence-
seeking systems, which are sophisticated enough that we can 
probably not get rid of them”.63

Compared to the first version of this scenario, the point of no return 
will be even sooner (all else being equal), because AIs do not need to 
keep things looking good according to their somewhat human-desirable 
objectives (which takes more sophistication)—they just need to be able 
to make sure humans cannot take back control. The point of no return 
will probably be even sooner if the AIs all happen to learn similar 
objectives, or have good cooperative capabilities (because then they will 
be able to pool their resources and capabilities, and hence be able to take 
control from humans at a lower level of individual capability).
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You could get a similar scenario where takeover becomes irreversible 
without any period of heightened vulnerability, if the AI systems are 
capable enough to take control without the world being chaotic.

AI forecasting

Another new area of work in this era of AI existential safety focuses 
on forecasting AI progress more rigorously. This has led to better 
predictions about how soon these risks may start to arise. We think the 
main implication of this work is clarifying that AI existential safety is 
likely to be an urgent problem. We will briefly describe two methods 
that have gained a lot of attention recently.

Scaling laws

Empirical scaling laws have been developed for various kinds of 
models. For example, work on scaling laws for neural language models64 

finds that as you increase model size (N), dataset size (D), and the 
amount of compute used for training (C), performance on language 
model benchmarks (or more precisely, the cross-entropy loss) improves 
according to a power law relationship. That is, if you increase N, D, and 
C, by a factor of x, then performance improves by a factor of x raised to 
the power of some constant (between 0 and 1).

Some trends span more than seven orders of magnitude, which is 
evidence that they are at least somewhat likely to continue as models 
get bigger in size. This is significant, because if these trends continue, 
then this implies that ‘merely’ increasing model size, dataset size, and 
compute by amounts that will be feasible in the near future will be 
sufficient for training very impressive models.

Biological anchors

This is a quantitative model for forecasting when transformative AI 
will occur.65 Basically, the method asks: based on trends in the costs of 
training AI models, how much will it cost to train a model as big as a 
human brain to perform the hardest tasks humans do? And when will 
this be cheap enough that we should expect someone to do it?66
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This method estimates a >10% chance of transformative AI by 2036, 
a 50% chance by 2055, and an 80% chance by 2100.

Growth in AI existential safety funding, institutions, and 
research

Given this progress in understanding the problem of AI existential 
safety, we will now shift towards discussing the concurrent expansion in 
the kinds of work being done to solve it. First off, it is worth noting that 
the deep learning revolution attracted a lot of new talent and funding, 
some of which were concerned with general AI safety, as well as the 
alignment problem and AI existential safety. This led to the founding 
of many new institutions devoted to research in this area. Equally, in 
recent years, tech companies performing research into AI progress have 
also begun to investigate safety issues and the alignment problem. The 
result is a much more prolific and well-funded field, able to grapple 
with a wide variety of problems, including the theoretical, empirical, 
and philosophical.

Research directions

As the number of researchers working on AI existential safety increased, 
and their methodologies became broader, a number of research 
directions and agendas were developed. In this subsection, we will 
summarise four particularly prominent ones. These are by no means 
exhaustive, but hopefully will give the reader a representative view of 
the kinds of work happening in AI existential safety today.

At a high level, a major problem with training superintelligent AI 
is that humans are not able to provide strong oversight. That is, the 
obvious approach to aligning AI—by keeping a human in the loop with 
the AI’s decision making, and using feedback from the human to course-
correct the AI’s behaviour—does not straightforwardly work if that AI 
is operating in environments, at speeds, or with sufficiently advanced 
behaviour that make it hard for a human to provide accurate and timely 
feedback.

Two approaches to this general problem have been proposed: iterated 
amplification and debate. Compared with most machine-learning 
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techniques, these approaches are less well verified on existing problems, 
but have stronger justifications for why they might scale up to help 
align highly capable future AI systems (unfortunately we do not yet 
have techniques which are both well verified and likely to scale to highly 
capable systems).

We will first outline these approaches, and then describe two other 
paradigms for AI existential safety research, which come from a different 
angle than trying to provide scalable oversight.

Iterated amplification

The essential idea of iterated amplification (IA) is to break down the 
process of oversight/supervision into subtasks—such that a human can 
evaluate the correctness of the AI’s behaviour on those subtasks—and 
so train AI systems to perform each subtask. Then, once we have AIs 
that are aligned on the subtasks, they can be combined to give aligned 
behaviour on the more complex task.

As a toy example, suppose you wanted to train an AI to perform 
beneficial scientific research. You could decompose this problem 
into, for example, ‘selecting a beneficial research area’, ‘reading and 
summarising existing papers in that area’, ‘synthesising understanding 
from those summaries’, ‘generating research ideas’, ‘implementing 
research ideas’, and so on. And then each of those subtasks could be 
decomposed: ‘reading existing papers in that area’ could be decomposed 
into ‘developing general language understanding’, ‘developing domain-
specific language understanding’, and ‘reading and summarising 
papers’. Once the original task has been decomposed to simple enough 
subtasks, you can then train an AI using human oversight/supervision 
to do them, because the task is simple enough for humans to evaluate 
behaviour or outcomes. How exactly you train AI systems to solve 
subtasks depends on the task.

This summary elides one important detail: distillation. A 
problem with implementing the approach just described is that the 
computational complexity of solving the task is exponential in the 
number of decomposition ‘levels’. That is, if you want to decompose 
something as complicated as ‘performing beneficial scientific research’, 
you will have to break it down into several subtasks, each of which 
gets further decomposed into several more subtasks, and the number 
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of subtasks becomes exponentially large. Distillation aims to solves 
this. The idea is the following: suppose you want to train an AI to solve 
task T, which decomposes into subtasks T1, T2, and T3. First, train AI 
systems A1, A2, and A3 to perform the subtasks (this is amplification, as 
described above). Then, every time you want to perform task T, instead 
of performing inference with A1, A2, and A3 and recombining the results 
every time, only do this in order to train another AI system, A, to imitate 
the combined results that A1, A2, and A3 compute. Now you can use A to 
solve T, without performing inference using all of the subtask solvers.

There are many possible approaches to this distillation step, 
representing different concrete approaches to the overall IA scheme. 
You could use:

• Imitation learning,67 in which case the overall approach is 
called ‘imitative amplification’.

• Training on a myopic reward/approval signal68 in which case 
the overall approach is called ‘approval-based amplification’.

• Reward modelling,69 in which case the overall approach is 
called ‘recursive reward modelling’.

Iterated amplification has so far seen more work than other alignment 
proposals. Some important contributions include: Christiano et al.,70 

which introduces iterated amplification and demonstrates it in some 
small-scale experiments; Leike et al.,71 which introduces recursive 
reward modelling in particular; and Wu et al.,72 which applies recursive 
reward modelling to summarise books. The start-up Ought is working 
on collecting empirical evidence for the assumptions that need to hold if 
IA is to scale to arbitrarily difficult problems.

Debate

Debate is similar to IA in that it proposes a way to scale supervision of 
AIs to cases where humans cannot easily supervise. But it differs in that 
it focuses on evaluating claims made by language models, rather than 
supervising AI behaviour over time.

The essential idea is that, instead of trying to evaluate whether a 
superhuman language model is telling the truth (which would be hard 
since it would also be highly effective at manipulation), you should 
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pit two language models against each other. That is, have them debate 
against each other, to convince the human overseer of the answer to some 
question. Even if the correctness of the answer is too hard to judge, the 
human should be able to look at the arguments and counterarguments 
made by the two AIs to figure out which answer is correct.

More detail on Debate is outside the scope of this chapter, but we 
refer the reader to Irving et al.,73 which introduces the approach, and 
Barnes et al.74 which describes progress that has been made since then.

Interpretability

We will now briefly describe two other paradigms for AI alignment 
research, which come at the problem from a different angle than the 
‘providing scalable oversight’ approach taken by Iterated Amplification 
and Debate.

Work on interpretability attempts to understand in detail how neutral 
networks work. There are several motivations here: understanding what 
is happening inside neural networks seems beneficial for getting more 
certainty that they are going to do the things we want them to do. High 
levels of interpretability is also one possible approach to solving the 
inner alignment problem.

Olah et al.75 is one significant piece of work on interpretability so far. 
It studies the connections between artificial neurons in detail, and finds 
meaningful algorithms in the weights of neural networks (e.g. ‘curve 
detectors’ and ‘dog head detectors’).

Embedded agency

Not all AI existential safety paradigms have switched to having a 
strong empirical focus on current deep neural networks. One of MIRI’s 
research agendas, called ‘embedded agency’, aims to create rigorous 
mathematical frameworks for thinking about the relationship between 
AIs and their real-world environments.

The underlying intuition driving MIRI’s approach is that the 
alignment problem is very difficult. In particular, it will be very hard to 
solve for deep learning systems on our current trajectory, where there 
is already a large gap between our understanding and the complexity 
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of the systems we are able to train. Instead, they posit that we will need 
rigorous mathematical frameworks to develop a deep understanding 
of what intelligence is and how to align it. The main hurdle for this 
approach is that developing rigorous mathematical frameworks takes 
time, and if modern deep learning techniques scale to superintelligence 
fairly straightforwardly, then the chances of this approach bearing fruit 
in time do not seem good.

We refer the reader to Garrabrant76 for some open questions about 
embedded agency, and Garrabrant et al.77 for a prominent result.

Benchmarks

Along with the development of new research directions, another 
consequence of more empirical work on AI existential safety has been the 
creation of benchmarks for assessing safety experimentally. The need for 
benchmarks is motivated in part by the opacity of neural networks. That 
is to say, because neural networks offer no justification for the values 
they compute, and provide no formal guarantees of behaviour, we will 
need robust benchmarks and empirical safety testing if AI systems are to 
see application in all but the most trivial areas. A further motivation for 
benchmarks is measuring progress on core safety issues. Also, having 
better ways to measure progress in AI safety can help to incentivise 
more research.

In AI Safety Gridworlds, Leike et al.78 illustrate a number of categories 
of safety issues arising within toy environments. These include safe 
exploration, reward gaming, and negative side effects, among others. 
Despite the very simple environments, and small number of test 
instances, these Gridworlds demonstrate very poor performance from 
(at the time) state-of-the-art algorithms with respect to the highlighted 
safety issues.

Similarly, OpenAI’s Safety Gym79 introduces another benchmark 
based around three-dimensional navigation while avoiding hazards. 
Safety Gym adds procedural generation to improve the robustness of 
any evaluation, but lacks the ability to assess certain important safety 
considerations, such as reward gaming or safety issues relating to absent 
supervision. As with AI Safety Gridworlds, the standard reinforcement 
learning algorithms typically fail to successfully and safely perform the 
tasks.
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SafeLife80 presents a robust benchmark for evaluating side effects in 
a gridworld domain which makes use of rules from Conway’s Life81 to 
allow for a very rich and dynamic environment for evaluating AI agents.

What all of these benchmarks have in common is that they assess 
some safety property in an abstract environment. While the issues that 
are considered are often relevant to the alignment problem and the risks 
from superintelligent AI systems, these benchmarks are also useful 
for developing and evaluating new algorithms for AI systems that we 
expect to arrive in the near term: self-driving cars or other autonomous 
robotic systems that interact with or will be around humans and other 
agents.

Already, these benchmarks have led to algorithmic improvements of 
safety. One approach to reducing side effects is penalising the AI system 
for the amount of ‘impact’ it causes the environment. The idea here is 
for the AI to find a balance between achieving its task and making small 
impacts on the world. Defining impact in general, across many different 
types of domains, is not an easy task, but efforts are being made and 
are becoming successful in some benchmarks.82 The disadvantage to 
limiting impact is that sometimes the task is inherently impactful, and 
discerning ‘good’ impact from ‘bad’ is tricky. This is more likely to affect 
long-term AI systems or superintelligences due to the larger (hopefully 
beneficial) effects they may have on the world.

Research in this area is ongoing and promising, but because of the 
aforementioned difficulties in evaluating and assessing deep neural 
networks, these benchmarks need much more work to become robust, 
general, and all-encompassing enough to make AI safe.

Conclusion

Over the last 20 years in particular, there has been positive development 
in understanding of the problem of AI existential safety, and progress 
towards developing good solutions. A formalised academic discipline 
has coalesced from nascent concerns about ‘ultraintelligence’ and the 
‘singularity’. Even more recently, progress has exploded, due in no small 
part to Bostrom’s Superintelligence and the deep learning revolution. 
Despite this progress, many fundamental problems in AI existential 
safety are poorly understood or unsolved, and we still do not have any 
satisfactory methods for ensuring the safety of advanced AI systems. 
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We continually seem to uncover evidence that the task at hand is far 
more complicated and difficult than first imagined, such as the existence 
of instrumentally convergent subgoals, or the poor performance of 
modern algorithms on practical safety benchmarks. We are also in a race 
against time: work in AI forecasting suggests that we only have decades 
before AI systems will be powerful enough to pose the kind of threats 
considered in this chapter.

In order to be as prepared as possible for the threats from advances in 
AI—particularly GCRs—more research in AI existential safety is needed. 
We need more work on assessing the extent to which current research 
directions will succeed in making advanced AI safe, on developing new 
research directions in case these approaches will not work in time, and 
on implementing workable approaches to safety in practice.

The stakes for humanity have never been bigger. If we do not 
make enough progress on AI existential safety—and on mitigating 
technological GCRs more broadly—this could endanger not only 
the lives of this generation or the next, but those of the many future 
generations who could come after us. Whilst the field has grown 
considerably since the beginning of formal work in the 2000s, there 
are still only hundreds of people working on AI existential safety—an 
extreme shortfall given what is at stake. We have no guarantee this will 
be easy, but there are now tractable research directions and shovel-ready 
questions to get to work on. We owe it to everyone alive today, and to the 
future, to redouble our efforts on reducing global catastrophic risk from 
AI and other advanced technologies.
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10. Military Artificial Intelligence 
as a Contributor to Global 

Catastrophic Risk 

Matthijs M. Maas, Kayla Lucero-Matteucci,  
and Di Cooke

It should hardly be surprising that military technologies have featured 
prominently in public discussions of global catastrophic risk (GCR).1 
The prospect of uncontrolled global war stands as one of the oldest and 
most pervasive scenarios of what total societal disaster would look like. 
Conflict has always been able to devastate individual societies; in the 
modern era, technological and scientific progress has steadily increased 
the ability of state militaries, and possibly others, to inflict catastrophic 
violence.2

There are many technologies with this capacity, with artificial 
intelligence (AI) becoming a more notable one in recent years. 
Increasingly, experts from numerous fields have begun to focus on AI 
technologies’ applications in warfare, considering how these could pose 
risks, or even new GCRs. While the technological development of military 
AI and the corresponding study of its impacts are still at an early stage, 
both have also progressed dramatically in the past decade. Most visibly, 
the development and use of Lethal Autonomous Weapons (LAWS) has 
sparked a heated debate, spanning both academic and political spheres.3 
However, in actuality, military applications of AI technology extend far 
beyond controversial ‘killer robots’—with diverse uses from logistics to 
cyberwarfare, and from communications to training.4
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It is anticipated that these applications may lead to many novel 
risks for society. The growing trend of utilising AI across defence-
related systems creates new potential points for technical failure or 
operator errors; it can result in unanticipated wide-scale structural 
transformations in the decision environment or may negatively 
influence mutual perceptions of strategic stability, exacerbating the 
potential for escalation resulting in global catastrophic impacts. Even 
in less directly kinetic or lethal roles, such as intelligence-gathering 
or logistics, there is concern that the use of AI systems might still 
circuitously lead to GCRs. Finally, there are possible GCRs associated 
with the future development of more capable AI systems, such as 
artificial general intelligence (AGI); while these final potential GCRs 
are not the direct focus of this chapter, it should be noted that these 
risks could be especially significant in the military context, and that 
this would require caution rather than complacency.

Despite the ongoing endeavours around the world to leverage more 
AI technology within the national security enterprise, current efforts 
to identify and mitigate risks resulting from military AI are still very 
much nascent. At a technical level, one of the most pressing issues 
facing the AI technical community today is that any AI system is prone 
to a wide array of performance failures, design flaws, unexpected 
behaviour, or adversarial attacks.5 Meanwhile, numerous militaries 
are devoting considerable time and resources towards deploying AI 
technology in a range of operational settings. Despite this, many still 
lack clear ethics or safety standards as part of their procurement and 
internal development procedures for military AI.6 Nor have most state 
actors actively developing and deploying such systems agreed to hard 
boundaries limiting the use of AI in defence, or engaged in establishing 
confidence-building measures with perceived adversaries.7

It is clear that military AI developments could significantly affect 
the potential for GCRs in this area, making the exploration of this 
technological progression and its possible impacts vital for the GCR 
community. Now that AI techniques are beginning to see real-world 
uptake by militaries, it is more crucial than ever that we develop a 
detailed understanding about how military AI systems might be 
considered as GCRs in their own right, or how they might be relevant 
contributors to military GCRs. In particular, from a GCR perspective, 
further attention is needed to examine instances when AI intersects with 
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military technologies as destructive as nuclear weapons, potentially 
producing catastrophic results. To enable a more cohesive understanding 
of this increasingly complex risk landscape, we explore the established 
literature and propose further avenues of research. 

Our analysis proceeds as follows: after reviewing past military GCR 
research and recent pertinent advancements in military AI, this chapter 
turns the majority of its focus on LAWS and the intersection between 
AI and the nuclear landscape, both of which have received the most 
attention thus far in existing scholarship. First examining LAWS, we 
assess whether they might constitute GCRs, and argue that while these 
systems are concerning, they do not yet appear likely to be a GCR in the 
near term, considering current and anticipated production capabilities 
and associated costs. We then delve into the intersection of military 
AI and nuclear weapons, which we argue has a significantly higher 
GCR potential. We examine the GCR potential of nuclear war, briefly 
discussing the debates over when, where, and why it could lead to a GCR. 
Furthermore, after providing recent geopolitical context by identifying 
relevant converging global trends which may also independently raise 
the risks of nuclear warfare, the chapter turns its focus to the existing 
research on specific risks arising at the intersection of nuclear weapons 
and AI. We outline six hypothetical scenarios where the use of AI systems 
in, around, or against nuclear weapons could increase the likelihood of 
nuclear escalation and result in global catastrophes. Finally, the chapter 
concludes with suggestions for future directions of study, and sets the 
stage for a research agenda that can gain a more comprehensive and 
multidisciplinary understanding of the potential risks from military AI, 
both today and in the future.

Risks from (military) AI within the Global 
Catastrophic Risks field

Before understanding how military AI might be a GCR, it is important to 
understand how the GCR field has viewed risks from AI more broadly. 
Within the GCR field, there has been growing exploration of the ways 
in which AI technology could one day pose a global catastrophic or 
existential risk.8 Such debates generally have not focused much on the 
military domain in the near term, however. Instead, they often focus 
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on how such risks might emerge from future, advanced AI systems, 
developed in non-defence (or, at best, broadly ‘strategic’) contexts or 
sectors. These discussions have often focused on the development of 
Artificial General Intelligence (AGI) systems that would display “the 
ability to achieve a variety of goals, and carry out a variety of tasks, 
in a variety of different contexts and environments”9 with performance 
equivalent or superior to a human in many or all domains. These are, 
of course, not the only systems studied: more recent work has begun to 
explore the prospects for, and implications of, intermediate ‘High-Level 
Machine Intelligence’10 or ‘Transformative AI’11—types of AI systems 
that would be sufficient to drive significant societal impacts—without 
making strong assumptions about the architecture, or ‘generality’, of the 
system(s) in question. 

Whichever term is used, across the GCR field (and particularly in 
the subfields of AI safety and AI alignment) there has been a long-
running concern that if technological progress continues to yield more 
capable AI systems, such systems might eventually pose extreme risks 
to human welfare if they are not properly controlled or aligned with 
human values.12 Unfortunately, pop-culture depictions of AI have 
fed some misperceptions about the actual nature of the concerns in 
this community.13 As this community notes itself, there is still deep 
uncertainty over whether existing approaches in AI might yield progress 
towards something like AGI,14 or when such advanced systems might 
be achieved.15 Nonetheless, they point to a range of peculiar failure 
modes in existing machine learning approaches,16 which often display 
unexpected behaviours, achieving the stated target goals in unintended 
(and at times hazardous) ways.17 Such incidents suggest that the safe 
alignment of even today’s machine-learning systems with human 
values will be a very difficult task;18 that it is unlikely that this task will 
become easier if or when AI systems become highly capable; and that 
even minor failures to ensure such alignment could have significant, 
even globally catastrophic societal impacts.19

However, while the continued investigation of such future risks 
is critical, these are not strictly the focus of this chapter, which rather 
looks at the intersection of specifically military AI systems with GCRs, 
today or in the near-term. Indeed, with only a few exceptions,20 existing 
GCR research has paid relatively little attention to the ways in which 
military uses of AI could result in catastrophic risk. That is not to say 
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that the GCR community has not been interested in studying military 
technologies in general. Indeed, there have been research efforts to 
learn from historical experiences with the safe development and 
responsible governance of high-stakes military technologies, to derive 
insights for critical questions around the development, deployment, 
or governance of advanced AI. This research includes (for example) 
analyses of historical scientific dynamics around (strategically relevant) 
scientific megaprojects,21 the plausibility of retaining scientific secrecy 
around hazardous information,22 or the viability of global arms control 
agreements for high-stakes military technologies.23 Other work in 
this vein has studied the development of, impacts of, and strategic 
contestation over previous ‘strategic general-purpose technologies’ with 
extensive military applications, such as biotechnology, cryptography, 
aerospace technology, or electricity.24 However, these previous inquiries 
work by analogy, and have neglected to thoroughly examine in detail the 
object-level question of whether or how existing or near-term military 
AI systems could themselves constitute a GCR. 

Thus far, the predominant focus on military AI as GCRs has been on 
LAWS, and on nuclear weapons. The former should not be surprising, 
given the strong resonance of ‘killer robots’ in the popular imagination. 
The latter should not be surprising, given that the GCR field’s 
examination of military technologies has its roots in original concerns 
about nuclear weapons. Indeed, in the past 75 years, long before terms 
such as GCR or existential risk even came to be, the threat of nuclear 
weapons inspired a wave of work, study, and activism to reckon with 
the catastrophic threats posed by this technology.25 Still, at the present 
moment, the exploration of how military AI might intersect with or 
augment the dangers posed by destructive technologies such as nuclear 
weapons is still in its early stages. 

Before delving into military AI as a potential GCR, it is also crucial 
to first define what we consider to be a GCR. Global catastrophic risks 
(GCRs) are risks which could lead to significant loss of life or value 
across the globe, and which impact all (or a large portion) of humanity. 
There is not yet widespread agreement on what this means exactly, what 
threshold would count as a global catastrophe,26 or what the distinction 
is between GCRs and existential risks. For many discussions within 
the field of GCR, and for many of the risks discussed in other chapters 
in this volume, such ambiguity may not matter much, if the potential 
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risks discussed are so obviously catastrophic in their impacts (virtually 
always killing hundreds of millions, or even resulting in extinction) 
that they would undeniably be a GCR. Yet in the domain of military 
AI (as with other weapons technologies), one may confront potential 
edge-case scenarios—involving the projected deaths of hundreds of 
thousands, or even millions, but where it is unclear if this (plausibly) 
would reach higher. 

Within our chapter, we therefore need some working threshold 
for what constitutes a GCR, even if any threshold is (by its nature) 
contestable. What is a workable threshold to use here for GCRs? One early 
influential definition by Bostrom and Cirkovic holds that a catastrophe 
causing 10,000 fatalities (such as a major earthquake or nuclear 
terrorism) might not qualify as a global catastrophe, whereas one that 
“caused 10 million fatalities or 10 trillion dollars’ worth of economic loss 
(e.g., an influenza pandemic) would count as a global catastrophe, even 
if some region of the world escaped unscathed.”27 However, while there 
is therefore clear definitional uncertainty, in this chapter we will utilise 
a lower bound for GCRs that lies in the middle of the range indicated 
by Bostrom and Cirkovic. To be precise, we understand a GCR to be an 
event or series of directly connected events which result in at least one million 
human fatalities within a span of minutes to several years, across at least several 
regions of the world. 

To understand whether and in what ways military AI could 
contribute to GCRs of this level, we next sketch the speed and direction 
by which this technology has been developed and deployed for military 
purposes, both historically and in recent years.

Advances in military AI: Past and present 

The use of computing and automation technologies in military 
operations itself is hardly new. Indeed, the history of AI’s development 
has been closely linked to militaries, with many early advances in 
computing technologies, digital networks, and algorithmic tools finding 
their genesis in military projects and national strategic needs.28 During 
the Cold War, there were repeated periods of focus on the military 
applications of AI, from early RAND forecasts exploring long-range 
future trends in automation29 to discussions of the potential use of AI in 
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nuclear command and control (NC2) systems management.30 As such, 
military interest in AI technology has proven broadly robust, despite 
periods of occasional disillusionment during the ‘AI winters’. Even 
when individual projects failed to meet overambitious goals and were 
cancelled or scaled back, they still helped advance the state of the art; 
such was the case with the US’s 1980s Strategic Computing Initiative—a 
ten-year, $1 billion effort to achieve full machine intelligence.31 Moreover, 
by the 1990s, some of these investments seemed to be beginning to pay 
off on the battlefield: for instance, during the first Gulf War, as a wide 
range of technologies contributed to a steeply one-sided Coalition 
victory over Iraqi forces,32 the US military’s use of the Dynamic Analysis 
and Replanning Tool (DART) tool for automated logistics planning and 
scheduling was allegedly so successful that DARPA claimed this single 
application had promptly paid back 30 years of investment in AI.33 

This long-standing relation between militaries and AI technology also 
illustrates how—just as there is not a single ‘AI’ technology, but rather 
a broad family of architectures, techniques, and approaches—likewise 
there is not one ‘military AI’ use case (e.g. combat robots). Rather, 
weapons systems have, for a very long time, been positioned along a 
spectrum of various forms of automatic, automated, or autonomous 
operation.34 Many of these are therefore not new to military use: indeed, 
armies have been operating ‘fire and forget’ weapons (i.e. weapons that 
do not require further external intervention or guidance after launch) 
for over 70 years, dating back to the acoustic (sound-tracking) homing 
torpedoes that already saw use during the Second World War.35 In 
restricted domains, such as at sea, fully autonomous ‘Close-in Weapon 
Systems’ (last-defence anti-missile cannons) have been used for years 
by dozens of countries to defend their naval vessels.36

Still, recent years have seen a notable acceleration in the militarisation 
of AI technology.37 The market for the use of AI in military uses was 
estimated at $6.3 billion in 2020, and was then projected to double to 
$11.6 billion by 2025.38 Investments are led by the US, China, Russia, 
South Korea, the UK, and France,39 but also include efforts by India, 
Israel, and Japan.40

What is the exact appeal of AI capabilities for militaries? Generally 
speaking, AI has been described as a ‘general-purpose technology’ 
(GPT),41 suggesting that it is likely to see global diffusion and uptake, even 
if there may be shortfalls amid rushed applications.42 This also extends 
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to the military realm. Although uptake of military AI differs by country, 
commonly highlighted areas of application include improved analysis 
and visualisation of large amounts of data for planning and logistics; 
pinpointing relevant data to aid intelligence analysis; cyber defence 
and identification of cyber vulnerabilities (or, more concerningly, cyber 
offence); early warning and missile defence; and autonomous vehicles 
for air, land, or sea domains.43

Given this range of uses, there has been significant government 
attention for the strategic promise of the technology. US scholars 
describe AI as having prompted a new ‘revolution in military affairs’;44 
Chinese commentators project that virtually any aspect of military 
operations might be improved, made faster, or more accurate—or as 
they call it, ‘intelligentised’45—through AI. In this way, AI could enable 
‘general-purpose military transformations’ (GMT).46 Consequently, 
many anticipate far-reaching or even foundational changes in military 
practice. Even those with a more cautious outlook still agree that AI 
systems can serve as a potent ‘evolving’ and ‘enabling’ technology that 
will have diverse impacts across a range of military fields.47 This has led 
some to anticipate widespread and unconstrained proliferation of AI, on 
the assumption that “[t]he applications of AI to warfare and espionage 
are likely to be as irresistible as aircraft”.48 Still, this should come with 
some caveats.

In the first place, many applications of military AI may appear 
relatively ‘mundane’ in the near term. As argued by Michael Horowitz, 
“[m]ost applications of AI to militaries are still in their infancy, and most 
applications of algorithms for militaries will be in areas such as logistics 
and training rather than close to or on the battlefield”.49 Indeed, early US 
military accounts on autonomy maintain that there are only particular 
battlefield conditions under which that capability adds tactical value.50 
Despite the ambitious outlook and rhetoric of many national defence 
strategies around AI, in practice their focus appears to be more on 
rapidly maximising the benefits from easily accessible or low-hanging 
AI applications in areas such as logistics and predictive maintenance, 
rather than working immediately towards epochal changes.51

Secondly, while there are significant technological breakthroughs 
in AI, a number of technological and logistical challenges are likely 
to slow implementation to many militaries, at least in the near 
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term of the next decade. All military technologies, no matter how 
powerful, face operational, organisational, and cultural barriers to 
adoption and deployment,52 and there is no reason to expect military 
AI will be immune to this. Indeed, militaries may face additional 
and unexpected hurdles when forced to procure such systems from 
private-sector tech companies, because of mismatches in organisational 
processes, development approaches, and system requirements,53 or 
export control restrictions or military robustness expectations that go 
beyond consumer defaults.54 Finally, emerging technologies, when in 
their early stages of development, will often face acute trade-offs or 
brittleness in performance that limit their direct military utility.55 The 
often high-profile failures of—or accidents with—early systems can also 
temper early military enthusiasm for deployment, stopping or slowing 
development, especially where it concerns more advanced applications 
such as complex drone swarms with the capacity for algorithmically 
coordinated behaviour.56

Moreover, there are factors that may slow or restrict the proliferation 
of military AI technology, at least in the near term. Military technological 
espionage or reverse engineering has proven a valuable but ultimately 
limited tool for militaries to keep pace with cutting-edge technologies 
developed by adversaries.57 In recent years, the training of cutting-edge 
AI systems has also begun to involve increasingly large computing 
hardware requirements,58 as well as important AI expert knowledge, 
which could ultimately restrict the straightforward proliferation of 
many types of military AI systems around the globe.59 

Finally, and alongside all of this, there may be political brakes, or 
even barriers, to some (if not all) military uses of AI. It should be kept 
in mind that while the adoption of any military technology may be 
driven by military-economic selection pressures,60 their development 
or use by any actors is certainly not as inevitable or foregone as it 
may appear in advance.61 Historically, states and activists have—by 
leveraging international norms, interests, and institutions—managed 
to slow, contain, or limit the development of diverse sets of emerging 
weapons technologies (from blinding lasers to radiological weapons, 
and from environmental modification to certain nuclear programs), 
achieving successes that, while not always perfect, often exceeded 
initial expectations.62 Accordingly, there is always the possibility that 
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the coming decades will see invigorated opposition to military AI that 
will impose an effective brake; however, the success of any such efforts 
will depend sensitively on questions of issue-framing, forum choice, 
and organisation.63 

As a result, the reality of military AI may appear relatively mundane, 
at least for the next few years, even as it gathers pace below the surface. 
Nonetheless, even under excessively conservative technological 
assumptions—where we assume that AI performance progress slows 
down or plateaus in the next years—AI appears likely to have significant 
military impacts. In fact, in many domains, it need not achieve further 
dramatic breakthroughs for existing capabilities to alter the international 
military landscape. As with conventional drone technologies, even 
imperfect AI capabilities (used in areas such as image recognition) 
could suffice to enable disruptive tactical and strategic effects, especially 
if they are pursued by smaller militaries or non-state actors.64 As such, 
even if we assume that more advanced AI capabilities remain out of 
reach or undesired (an assumption that may rest on thin ground), 
the development of autonomous systems could herald a wide range 
of tactical changes,65 including a shift in the so-called ‘offense-defence 
balance’66 due to increased effectiveness of offensive capabilities—
along with an increased use of deception and decoys, or changes in 
force operation and operator skill requirements, to name a few.67 But 
the question still remains: are any of these impacts plausibly globally 
catastrophic?

LAWS as GCRs

Thus far, some of the most in-depth discussions of military AI systems 
as plausible GCRs have focused on the potential risks of LAWS. In this 
section, we examine existing research and explore several proposed 
scenarios for ways by which LAWS might contribute to GCRs. 
Ultimately, we argue that the threshold of destruction (>one million 
human fatalities) necessary for a GCR leaves most (if not all) near-term 
LAWs unlikely to qualify as GCRs in isolation. 

To pose a GCR, a technology must, at some point, have lethal effects. 
To be certain, there are significant developments in directly lethal 
military AI. Of course, technical feasibility by itself does not mean the 
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development of such systems is inevitable: the existence of LAWS—or 
their mass procurement and deployment beyond prototypes—hinges 
not just on questions of technological feasibility, but also on questions 
of governments’ willingness to deploy such systems. To take the 
technological developments as a starting point, LAWS systems are 
already being developed and deployed across militaries worldwide. 
Already in 2017, a survey identified “49 deployed weapon systems with 
autonomous targeting capabilities sufficient to engage targets without 
the involvement of a human operator”.68 This number has grown 
substantially since. 

Moreover, in the past years the first fully autonomous weapons 
systems have reportedly begun to see actual (if limited) deployment. 
For instance, the South Korean military briefly deployed Samsung SGR-
A1 sentry gun turrets to the Korean Demilitarised Zone, which came 
with an optional autonomous operation mode.69 Israel has begun to 
deploy the ‘Harpy’ loitering anti-radar drone,70 and various actors have 
begun to develop, sell, or use weaponised drones capable of autonomy.71 
In 2019, the Chinese company Ziyan released the Blowfish A3: a 
machine-gun-carrying assault drone that was allegedly marketed as 
sporting ‘full autonomy’.72 2020 saw claims that Turkey had developed 
(semi-)autonomous versions of its ‘Kargu-2’ kamikaze drone;73 in the 
spring of 2021, a UN report suggested that this weapon had been used 
fully autonomously in the Libyan conflict, to attack soldiers fleeing 
battle.74 UAVs that are, in principle, capable of full autonomy have also 
reportedly seen use in the 2022 Russian invasion of Ukraine, although 
it remains difficult to ascertain whether any of these systems have been 
used in fully autonomous mode.75 Recent developments in autonomous 
weapons have also included the use of large numbers of small robotic 
drone platforms in interacting swarms.76 The Israel Defense Forces 
deployed such swarms in the May 2021 campaign on Gaza: to locate, 
identify, and even strike targets.77

In other cases, AI has been used in ways that are less autonomous, 
but which certainly show the lethality-enabling function of many 
AI technologies.78 For example, the November 2020 assassination 
of Mohsen Fakrizadeh (Iran’s top nuclear scientist) relied upon a 
remotely controlled machine gun. While the system was controlled 
by a human operator, it reportedly used AI to correct for more than a 
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second-and-a-half of input delay. This allowed the operator to fire highly 
accurately at a moving target, from a moving gun platform on a highway, 
while stationed more than 1,000 miles away.79 Other developments 
demonstrate the potential for more advanced autonomous behaviour. 
In 2020, DARPA ran AlphaDogFight, a simulated dogfight between a 
human F-16 pilot and a reinforcement-learning-based AI system, which 
saw the AI defeating the human pilot in all of their five matches.80 In the 
past decade, the US and others have also experimented with a plane-
launched swarm of 103 Perdix drones, which coordinated with one 
another to demonstrate collective decision-making, adaptive formation, 
and ‘self-healing’ behaviour.81 Experiments in swarming drones have 
continued apace since.

Perhaps unsurprisingly—due to the fact that it has had earlier adoption 
relative to other high-risk military applications—LAWS have received 
sustained public scrutiny and scholarly attention, far more so than any 
other military AI use case. Consequently, efforts to develop governance 
approaches have arisen from multiple corners,82 including at the UN 
Convention on Certain Conventional Weapons (CCW) since 2014, as well 
as within arms control communities since 2013.83 However, it is notable 
that these debates have mostly examined qualitative characteristics of 
LAWS, rather than the potential quantitative upper limit on the scale 
of violence they might enable. Specifically, opposition to LAWS has 
focused primarily (but not exclusively) on their potential violation of 
various existing legal principles or regimes under international law, 
specifically International Humanitarian Law,84 or (when used in law 
enforcement outside of war zones) under international human rights 
law;85 other discussions have explored whether LAWS, even if they 
narrowly comply with cornerstone IHL principles, might still be held to 
undermine human dignity because they involve ‘machine killing’.86 

Over time, however, some civil society actors have begun to attempt 
to understand and stigmatise LAWS swarms as a potential ‘weapon of 
mass destruction’,87 with swarms of lethal drones as a weapon system 
that could easily fall in the hands of terrorist actors or unscrupulous 
states, allowing the infliction of massive violence. This is a framing 
that has become more prominent within counter-LAWS disarmament 
campaigns,88 most viscerally in depictions of terror attacks using fully 
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autonomous microdrones that deliver small, shaped charges (such as 
the Future of Life Institute’s ‘Slaughterbot’ campaigns of 2017 and 2021).89 
This is indicative of a growing concern for the ‘quantitative’ dimension 
and potential scale of mass attacks using autonomous weapons. 

As a consequence, two distinct scenarios have often been proposed 
regarding LAWS technology as a significant global risk: terrorist use for 
mass attacks and state military use of massed LAWS forces.

Mass terror attacks on public or on GCR-sensitive targets 

One hypothetical discussed by experts focuses on the use of LAWS not 
by state militaries, but by non-state actors (such as terror groups).90 In 
theory, terrorists could subsequently leverage larger and larger swarms, 
either through direct acquisition of such militarised technology (if 
unregulated), or remote subversion of existing fleets using cyberattacks. 
Turchin and Denkenberger argue that increasingly larger quantities 
of drone swarms would be feasible as a global catastrophic risk, as it 
becomes cheaper to build drones.91 While it is possible that this could 
enable mass-casualty attacks, it seems unlikely that any non-state actor 
could scale such attacks up to the global level. Moreover, it would be 
hard for them to prepare attacks of such magnitude undetected. 

Another less explored risk would involve the (terrorist) use of 
LAWS to deliver other GCR-capable weapons or agents. For instance, 
Kallenborn and Bleek have suggested that actors could use drone swarms 
to deliver existing chemical, biological, or radiological weapons;92 others 
have suggested that non-state actors could refit crop-duster drones to 
disperse chemical or biological agents.93 In such cases, the level of risk 
is less clear: it might still be unlikely that these hypothetical events 
could be scaled up to result in a full GCR; however, this depends on the 
potency of the delivered agent in question. Ultimately, existing research 
is still very preliminary, and much further research is necessary to 
enable more concrete conclusions.

A third attack pathway could involve the malicious or terrorist use 
of autonomous weapons on sensitive critical infrastructures which, if 
damaged or compromised, would precipitate GCRs (or at least would 
instantly cripple our ability to respond to ongoing or imminent GCRs). 
Drone systems have been used by various non-state actors in recent 
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years to mount effective attacks against critical infrastructures—as in 
the attacks on oil pipelines and national airports in the Yemen conflict.94 
Moreover, across the world there are a wide range of vulnerable global 
infrastructural ‘pinch points’ (internet connection points, narrow 
shipping canals, breadbasket regions) which, if they are attacked or 
degraded, could precipitate major shocks in the global system.95 Many 
of these could be conceivably attacked through autonomous weapons, 
which could result in regional or even global disaster by the resulting 
knock-on effects, even if they were only temporarily disrupted. For 
instance, AWS could be used to deliver coordinated attacks on nuclear 
power plants, potentially resulting in large fallout patterns and 
contamination of land and food.96 Alternatively, they could be used to 
attack and interrupt any future geo-engineering programs, potentially 
triggering climatic ‘termination shocks’ (where temperatures bounce 
back in ways that would be catastrophically disruptive to the global 
ecosystem and agriculture).97 However, these types of attack do not 
seem to necessarily require autonomous weapons, and while they could 
certainly result in widespread global chaos, it is again unclear if they 
could be scaled up to the threshold of a global catastrophe involving 
over one million casualties.

State attacks with massed LAWS swarms

Within existing research, another frequently discussed hypothetical 
scenario is the idea of well-resourced actors using mass swarms of 
LAWS to carry out global attacks, allowing for “armed conflict to be 
fought at a scale greater than ever”.98 There is also a lively discussion 
about the possibility that mass attacks using swarms of ‘slaughterbots’ 
could allow small-state actors to mount attacks that would kill as many 
as 100,000 people.99

Turchin and Denkenberger have argued that in large enough 
quantities, drone swarms could be destructive enough to constitute a 
GCR, and command errors could result in autonomous armies creating 
a similar level of damage. Still, they predict that, even in those scenarios, 
LAWS are likely to result in broad instability rather than destruction on 
the scale of a GCR.100 More recently, Anthony Aguirre has suggested 
that mass swarms of ‘anti-personnel AWS’ could deliver large-scale 
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destruction at lower costs and lower access thresholds than would be 
required for an equivalently destructive nuclear strike (of an equivalent 
scale as the Hiroshima bombing), and that such weapons could be 
scaled up to inflict extreme levels of global destruction.101 Turchin 
has suggested that drone swarms could become catastrophic risks 
only under very specific conditions, where more advanced (e.g. AGI) 
technologies are delayed, drone manufacture costs fall to extremely low 
bounds, defensive counter-drone capabilities lag behind, and militaries 
adopt global postures that condone the development of drone swarms 
as a strategic offensive weapon.102 Even under these conditions, he 
suggests, drone swarms would be unlikely to ever rise to the level of an 
existential risk, though they could certainly contribute to civilisational 
collapse in the event of an extensive global war.103

Evaluating the feasibility of mass LAWS swarm-attack 
scenarios as GCRs

In both of the above cases, there is reason for concern and precautionary 
study and policy. However, there remain at least some practical reasons 
to doubt that LAWS lend themselves to precipitating catastrophes at a 
full GCR scale in the near term. 

For one, it still is unclear if LAWS would be more cost-effective as 
a mass-attack weapon for states that have other established options. 
On the one hand, Aguirre has argued that ‘slaughterbots’ could be as 
inexpensive as $100, meaning that, even with a 50% unit attack success 
rate, and a doubling of cost to account for delivery systems, the shelf 
price of an attack inflicting 100,000 casualties would be $40 million.104 
However, how does that actually compare to the costs of other mass-
casualty weapons systems? While precise procurement costs remain 
classified, estimates have been given for various nuclear weapon 
assets: US B61 gravity bombs are estimated to cost $4.9 million each 
(with a B-52H bomber carrying 20 such bombs costing an additional 
$42 million); a Minuteman III missile costs $33.5 million apiece (or 
$48.5 million, including the cost of three nuclear warheads).105 The 
cost of North Korean nuclear weapons has been estimated at between 
$18 million and $53 million per warhead.106 Accurate and up-to-date 
cost-effectiveness estimates for other weapons of mass destruction 
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are hard to come by—in 1969, a UN study estimated that the costs of 
inflicting one civilian casualty per square kilometre were about $2,000 
with conventional weapons, $800 with nuclear weapons, $600 with 
chemical weapons, and only $1 with biological weapons.107 However, 
these estimates are likely considerably outdated, and are unlikely to 
reflect the destructive efficiency of contemporary WMDs used against 
modern societies. So, in principle (and perceived only from a narrowly 
economic perspective), LAWS swarms might appear less cost-effective 
than most existing WMDs, although not dramatically so. Even then, 
such swarms could theoretically be competitive, because they are seen 
as more accessible or achievable than other WMDs (in the sense that 
their production may be less reliant on globally controlled resources 
such as fissile materials or toxins). 

Moreover, there may be supply-chain limitations, which could 
result in caps on how many such drone swarm units could be plausibly 
produced or procured. To be sure, assuming very small drones, swarms 
could be scaled up to hundreds of thousands or millions of units. Some 
accounts of drone swarms have envisaged a future of ‘smart clouds’ 
of billions of tiny, insect-like drones.108 Yet this might trade off against 
effective lethality: it seems unlikely that micro-drone systems will be 
able to do much more than reconnaissance, given limits in terms of 
power, range, processing, and/or payload capacity.109 By contrast, 
focusing on LAWS that are able to project lethal force at meaningful 
ranges, the production constraints seem more serious. We can compare 
the production lines for military drones, a technology with more well-
established supply chains: a 2019 estimate by defence information 
group Janes estimated that more than 80,000 surveillance drones and 
2,000 attack drones would be purchased around the world in the next 
decade.110 The civilian drone market is admittedly larger, with around 
five million consumer drones being sold in 2020—a number expected to 
rise to 9.6 million by 2030.111

This suggests that if commercial supply chains were all dedicated to 
the production of LAWS, GCR-scale attacks could come into range. Yet 
the relatively small size of the military drone market is still suggestive 
of the challenges around procuring sufficient numbers of autonomous 
weapons to truly inflict global catastrophe in the next decade or so, and 
possibly beyond. 
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Of course, there might also be counter-arguments that suggest 
these barriers could be overcome, making mass LAWS attacks (at GCR 
scale) more feasible. For instance, it could be misleading to look at 
the raw number of platforms acquired and deployed, since individual 
autonomous weapons platforms might easily be equipped with weapons 
that would allow each platform to kill not one but dozens or thousands, 
depending on the weapon delivered or location of attacks. However, 
this is not the way that ‘slaughterbots’ are usually represented; indeed, 
outfitting these systems with more ordnance would simply make the 
ordnance the bottleneck. 

In the second place, motivated states might be able to step up 
production and procure far larger numbers of these systems than is 
possible today, especially if the anticipated strategic context of their use 
is not counterinsurgency but a near-peer confrontation, where drone 
swarms might become perceived (either accurately or not) as not just 
helpful or cost-saving, but also providing a key margin of dominance. 
For instance, the US Navy in 2020 discussed offensive and defensive 
tactics for dealing with attacks of ‘super swarms’ of up to a million 
drones.112 Increased state attention and enthusiasm for this technology 
could change the industrial and technical parameters rapidly.

In the third place, economies of scale and advances in manufacturing 
capabilities could mean that unit production costs could fall, or mass 
production could be facilitated, potentially enabling the targeting of 
many millions. It is unclear to what level costs would have to fall for 
GCR-scale fleets to become viable (let alone common), however, with 
Turchin suggesting unit costs of below $1.113 Even so, barring truly 
radical manufacturing breakthroughs, producing this would require 
quite significant investments. The above does not even begin to address 
questions of delivery.

The overall point here is therefore not that states will remain 
disinterested in—or incapable of building—drone swarms of a size 
that would enable GCR-scale attacks. Indeed, states have often proven 
willing to invest huge sums in military technologies and their production 
infrastructures and industries.114 Still, even in those cases, LAWS swarms 
will likely not be as destructive as modern thermonuclear weapons: as 
argued by Kallenborn, “[w]hile they are unlikely to achieve the scale 
of harm as the Tsar Bomba, the famous Soviet hydrogen bomb, or most 
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other major nuclear weapons, swarms could cause the same level of 
destruction, death, and injury as the nuclear weapons used in Nagasaki 
and Hiroshima.”115 That suggests that they might be seen by militaries to 
complement rather than substitute for existing deterrents.

The above suggests that LAWS are certainly a real concern, in that it 
appears possible that, if this technology is developed further, it could 
in principle be used to inflict mass-casualty attacks on cities; at the 
same time, it implies that unless political, economic, or technological 
conditions change, swarms of LAWS (whether operated by terrorists or 
states) remain unlikely to be able to inflict GCR-level catastrophes in the 
near future. The scale-up that would be necessary to achieve destruction 
that would qualify it as a GCR does not presently seem to be a realistic 
outcome, both industrially but also politically—particularly given the 
host of similarly or more destructive weapons already available to 
states. All this suggests that, while autonomous weapons would likely 
be disruptive, their use would not scale up to a full GCR under most 
circumstances. Nevertheless, there may be additional edge cases of risk, 
especially in the under-explored scenarios such as the use of LAWS to 
deliver WMDs, and/or their use in mass-scale internal repression or 
genocide.116 This, therefore, is an area that will require further research.

Nuclear weapons and AI 

There is a second way in which military AI systems could rise to 
become a GCR: this is through their interaction with one of the oldest 
anthropogenic sources of global catastrophic risk: nuclear weapons.

Nuclear war as a GCR

To understand the way that AI systems might increase the risk of nuclear 
war in ways that could pose GCRs, it is first key to briefly review the 
ways in which nuclear war itself has become understood as a global 
catastrophic risk. 

Since the invention of atomic weapons, discussions of nuclear 
risk have often been characterised by sharply divergent frames and 
understandings, with many accounts focusing single-mindedly either 
on the perceived irreplaceable strategic and geopolitical benefits derived 
from possessing nuclear weapons, or on the absolutely intolerable 
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humanitarian consequences of their use. The discourses surrounding 
nuclear weapons today often still fall within those categories.117 This 
is not new: early understandings of nuclear weapons vacillated 
between treating them as simply another weapon for tactical use on the 
battlefield,118 or as an atrocious weapon of genocide,119 potentially even 
capable of incinerating the atmosphere, as some lead Manhattan Project 
scientists briefly worried might happen during the Trinity test.120

One fact which no one questions, however, is the historically 
unprecedented capability of nuclear weapons to inflict violence at 
a massive scale.121 The crude atomic bombs dropped by the US on 
Hiroshima and Nagasaki killed at least 140,000 and 74,000 people 
respectively, but more recently, nuclear weapons with similar destructive 
capacity have been considered ‘low-yield’.122 In the decades following 
the Second World War, countries developed thermonuclear weapons 
which, in some cases, were thousands of times more destructive than the 
first atomic bombs.123 Today, the use of a single nuclear weapon could 
kill hundreds of thousands of people, and a nuclear exchange—even 
involving ‘only’ a few dozen nuclear weapons—could have devastating 
consequences for human civilisation and the ecosystems upon which 
we depend.124

If the use of a single nuclear weapon would be a tragedy, the additional 
fact that these weapons would rarely be used in isolation highlights 
clear paths to global catastrophe. According to David Rosenberg, early 
US plans for a nuclear war (drawn up by the Strategic Air Command 
in 1955) were estimated to be able to inflict a total of 60 million deaths 
and another 17 million casualties on the Soviet Union.125 Later plans 
would escalate even further. The 1962 US nuclear war plan, utilising the 
entire US arsenal, would have killed an estimated 285 million people 
and harmed at least another 40 million in the targeted (Soviet-Sino bloc) 
countries alone.126 Daniel Ellsberg, then at DARPA, later recounted war 
plans for a US first-strike on the Soviet Union, Warsaw Pact satellites, 
and China, as well as additional casualties from fallout in adjacent 
neutral (or even allied) countries, which projected global casualties 
rising up to 600 million.127

These estimates proved not to be a ceiling but a potential lower 
bound, once scientists began to focus on potential environmental 
interactions of nuclear war. In 1983, Carl Sagan famously embarked 
on a public campaign to raise awareness about the environmental 



256 The Era of Global Risk

impacts of nuclear weapons. Along with several colleagues, including 
some in the USSR, Sagan disseminated a theory of “nuclear winter”, 
which holds that fires caused by nuclear detonations would loft soot 
into the stratosphere, leading to cooler conditions, drought, famine, 
and wide-scale death.128 In response to Sagan’s campaign, the US 
government attempted to downplay public discussions of nuclear 
winter, with the Reagan administration stating publicly in 1985 that 
it had “…very little confidence in the near-term ability to predict this 
phenomenon quantitatively.”129 Still, archival materials reveal that, 
internally, administration officials had strong feelings about nuclear 
winter. One employee of the Department of Defense noted at the time 
that the US government and overall scientific community “ought to be a 
bit chagrined at not realizing that smoke could produce these effects.”130

Over time, accounts such as these have led to the creation of a 
nuclear taboo, or norm of non-use,131 although it is unclear whether 
the taboo will stand amid a number of contemporary developments.132 
Today, scholars continue to study the impacts of nuclear detonations, 
with some predicting that even a small nuclear exchange could result 
in nuclear winter. For instance, climate scientist Alan Robock and 
colleagues suggest that “…if 100 nuclear bombs were dropped on cities 
and industrial areas—only 0.4 percent of the world’s more than 25,000 
warheads—[this] would produce enough smoke to cripple global 
agriculture.”133 Even in the limited scenario of such a ‘nuclear autumn’, 
it has been estimated that US and Chinese agricultural production in 
corn and wheat would drop by about 20–40% in the first five years, 
putting as many as two billion people at risk of starvation.134 A larger 
exchange between the US and Russia would have even more serious and 
catastrophic consequences, according to a 2019 analysis of long-term 
climatic effects.135 

To be sure, there remains some dissent over models predicting 
these environmental impacts,136 the science of nuclear winter,137 or 
the status of nuclear war as GCR.138 Assessments of nuclear risk are 
made more difficult still by uncertainty in not just the environmental 
models, but also the underlying strategic dynamics. There are 
deep methodological difficulties around quantifying nuclear risks, 
especially since an all-out nuclear war has never occurred. Whereas 
studies of some (but certainly not all) other GCRs, such as pandemics, 
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can aim and extrapolate from historical disasters, scholars examining 
the risk of nuclear war face the steep challenge of attempting to 
“understand an event that never happened”.139 Nonetheless, different 
approaches attempt to integrate historical base rates for intermediary 
steps (close calls and accidents) with expert elicitation, to come to 
imperfect background estimates.140 

Yet (as even modellers note), such estimates remain subject to 
extreme uncertainty, given the unpredictability of strategy, targeting 
decisions, and complex socio-technical systems. A host of close calls 
during the Cold War show that carefully designed systems are not 
impervious to accidents or immune from human error.141 As normal 
accident theory suggests, undesirable events and accident cascades are 
inevitable,142 and adding in automated components or fail-safe systems 
may sometimes counterintuitively increase overall risk by increasing the 
system’s complexity, reducing its transparency, or inducing automation 
bias.143 The present era is now faced with the question of whether 
emerging technologies such as AI will be equally susceptible to risks 
from normal accidents,144 whether they will contribute to such risks 
in legacy technologies such as nuclear weapons, and whether they 
will make the impacts of already destructive weapons more severe or 
increase the likelihood of their use. 

Overall, the massive loss of life envisioned in nuclear war plans 
certainly qualifies nuclear weapons as a GCR. Whether they are 
considered to pose an existential risk may depend on the number and 
yield of weapons used. Some analyses have suggested that, even in 
extreme scenarios of nuclear war that resulted in civilisational collapse 
and the deaths of very large (>90% or >99.99%) fractions of the world 
population, we might still expect humanity to survive.145 On the other 
hand, it has been countered that, even if such a disaster would not 
immediately lead to extinction, it might still set the stage for a more 
gradual and eventual collapse or extinction over time, or at the very least 
for the recovery of a society with much worse prospects.146 However, 
for many commonly shared ethical intuitions, this distinction may be 
relatively moot.147 Whether or not it is a technical existential risk, any 
further study of nuclear weapons’ environmental and humanitarian 
impacts, including nuclear winter, will likely further corroborate their 
status as a major threat to humanity both today and into the future. 
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Recent developments in nuclear risk and emerging technology

Today’s emergence of military AI therefore comes on top of a number of 
other disruptive developments that have already impacted nuclear risk 
over the past decades, and which have already brought concern about 
nuclear GCRs to the forefront. 

Notably, this attention comes after a period of relative inattention 
to nuclear risk. In the aftermath of the Cold War, the risks posed by 
the existence of nuclear weapons were seen to be less immediate and 
pronounced. Accordingly, discussions came to focus more on nuclear 
security, including efforts after the fall of the Berlin Wall to secure Soviet 
nuclear materials,148 as well as the challenges of preventing terrorist 
acquisition of WMDs, such as through the UNSC Resolution 1540 and 
the Nuclear Security Summit initiatives. In the last decade, however, 
converging developments in geopolitics and military technology have 
brought military (and especially nuclear) GCRs back to the fore. 

First, the relative peace that followed the Cold War has been replaced 
by competition between powerful states, rather than fully cooperative 
security (or hegemony) in many domains. Geopolitical tensions between 
major powers have been inflamed, visible in the form of flashpoints 
from Ukraine to the South China Sea. Meanwhile, the regimes for the 
control of WMDs have come under pressure.149 Nuclear arms control 
agreements between the US and Russia (such as the Intermediate-
Range Nuclear Forces Treaty and the Anti-Ballistic Missile Treaty) have 
been cancelled by Presidents Trump and Bush; other nuclear states such 
as the UK, France, or China are not restrained by binding nuclear arms 
control agreements. Although the US and Russia extended the New 
Strategic Arms Reduction Treaty in March of 2021,150 the future of arms 
control is uncertain amid ongoing disputes between the owners of the 
world’s two largest nuclear arsenals,151 and tensions between the West 
and Russia over Putin’s invasion of Ukraine. In the absence of open 
channels of communication and risk reduction measures, the dangers of 
miscalculation are pronounced.152

Second, various states have undertaken programs of nuclear 
re-armament that reach beyond maintenance and replacement of 
existing systems, opposing the spirit of the Nuclear Non-Proliferation 
Treaty’s commitment to continued disarmament.153 For example, the 
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US recently deployed a new low-yield submarine-launched ballistic 
missile and requested funding for research and development on a new 
sea-launched cruise missile.154 Seeing its nuclear arsenal as guarantor 
of its great-power status, Russia has modernised its nuclear arsenal,155 

as well as investing in a new generation of exotic nuclear delivery 
systems, including Poseidon (autonomous submarine nuclear drones),156 
Burevestnik (nuclear-powered cruise missile),157 Kinzhal (air-launched 
ballistic missile), and Avangard (hypersonic glide vehicle).158 While the 
Chinese nuclear force still lags substantially behind those of its rivals 
in size, it too has begun a program of nuclear force expansion; analysts 
estimate that its arsenal has recently surpassed France’s to become the 
world’s third largest,159 and there are concerns that the construction of 
new ICBM fields shows an expansion in force posture from minimum 
to medium deterrence.160 China in 2021 also conducted an alleged test 
of a Fractional Orbital Bombardment System (FOBS).161 In its 2021 
Integrated Review, the UK recommended an expansion of its nuclear 
stockpile by over 40%, to 260 warheads.162

The third trend relates to the ways in which strategic stability is 
further strained by the introduction of new technologies, from the United 
States’ Conventional Prompt Global Strike to a range of programs aimed 
at delivering hypervelocity missiles, which risk exacerbating nuclear 
dangers by shortening decision timelines, or which introduce ‘warhead 
ambiguity’ around conventional strikes which could be mistaken 
as nuclear ones.163 New technologies will make states more adept at 
targeting one another’s nuclear arsenals, creating a sense of instability 
that could lead to pre-emption and/or arms-racing.164 Not only are states 
engaging individually in the development of these technologies, the 
last few years have also seen an increasing number of strategic military 
partnerships involving such technologies, and shaping and constraining 
their use.165

In sum, there are several external trends that frame the historical 
intersection of nuclear risk with emerging military AI technologies: an 
increase in inter-state geopolitical tensions, state nuclear rearmament or 
armament, and the introduction of other novel adjacent technologies. 
These trends all intersect with the advances of military AI, and against 
the backdrop of an alleged ‘AI Cold War’.166
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This brings us back to our preceding discussion: even if many 
military AI applications are not a direct GCR, there are concerns at 
their intersection with nuclear weapons. Yet how, specifically, could 
the use of AI systems to automate, support, attack, disrupt, or change 
nuclear decision-making interact with the already complex geometry 
of deterrence, creating new avenues for deliberate or inadvertent global 
nuclear catastrophe?

Nuclear weapons and AI: Usage and escalation scenarios

As discussed, militaries have a long history of integrating computing 
technologies with their operations—and strategic and nuclear forces 
are no exception. This has led some to raise concerns about the 
potential risks of such integrations. In the late 1980s, Alan Borning 
noted that “[g]iven the devastating consequences of nuclear war, it 
is appropriate to look at current and planned uses of computers in 
nuclear weapons command and control systems, and to examine 
whether these systems can fulfil their intended roles”.167 On the Soviet 
side, there were similar concerns over the possibility of triggering a 
‘computer war’, especially in combination with launch on warning 
postures and the militarisation of space. As Soviet scholar Borish 
Raushenbakh noted, “[t]otal computerization of any battle system is 
fraught with grave danger”.168 Scruples notwithstanding, during the 
late Cold War the Soviet Union did in fact develop and deploy the 
‘Perimeter’ (or ‘Dead Hand’) system; while still including a small 
number of human operators, when switched on during a crisis period 
the system was configured to (semi-)automatically launch the USSR’s 
nuclear arsenal, if its sensors detected signs of a nuclear attack and lost 
touch with the Kremlin.169

As previously stated, concerns about the potentially escalatory 
effects of AI on the nuclear landscape have been somewhat more 
extensively examined than other possible military AI GCR scenarios. 
In this section, we examine established research investigating potential 
risk scenarios arising from the intersection between AI and the nuclear 
weapons infrastructure. We therefore concern ourselves not only with 
the direct integration of AI into nuclear decision-making functions, 
such as launch orders, but also with the application of AI in supporting 
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or tangentially associated systems, as well as its indirect effects on the 
broader geopolitical landscape. Throughout the Cold War, US and 
Soviet NC3 featured automated components, but today there is an 
increasing risk that AI will begin to erode human safeguards against 
nuclear war. Although NC3 differs by country, we define it broadly as 
the combination of warning, communication, and weapon systems—as well 
as human analysts, decision-makers, and operators—involved in ordering and 
executing nuclear strikes, as well as preventing unauthorised use of nuclear 
weapons.

NC3 systems can include satellites, early warning radars, command 
centres, communication links, launch control centres, and operators 
of nuclear delivery platforms. Depending on the country, individuals 
involved in nuclear decision-making might include operators of warning 
radars, analysts sifting through intelligence to provide information 
about current and future threats, authorities who authorise the decision 
to use nuclear weapons, or operators who execute orders.170 Differences 
in posture among nuclear weapon possessors mean that their NC3 
varies considerably: for example, while China has dual-use land- and 
sea-based nuclear weapons,171 the United Kingdom has only a sea-based 
nuclear deterrent, and its NC3 systems do not support any conventional 
operations.172

To understand how AI could affect the risk of a global nuclear war, it is 
important to distinguish between distinct escalation routes. Following a 
typology by Johnson,173 we can distinguish intentional and unintentional 
escalation. Under (1) intentional escalation, one state has (or gains) a 
set of (AI + nuclear) strategic capabilities, as a result of which they 
knowingly take an escalatory action for strategic gain (e.g. they perceive 
they have a first-strike advantage, and launch a decapitation strike); 
this stands in contrast to various forms of (2) unintentional escalation—
situations where “an actor crosses a threshold that it considers benign, 
but the other side considers significant”.174

Specifically, unintentional escalation can be further subdivided into 
(2a) inadvertent escalation (mistaken usage on the basis of incorrect 
information); (2b) catalytic escalation (nuclear war between actors A 
and B, triggered by the malicious actions of a third party C against either 
party’s NC3 systems); or (2c) accidental escalation (nuclear escalation 
without a deliberate and properly informed launch decision, triggered 
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by a combination of human and machine interaction failures, as well as 
background organisational factors).175

Additionally, AI can be used in, around, and against NC3 in a 
number of ways, all of which can contribute to different combinations of 
escalation risk (and thereby GCR). We will therefore review some uses 
of military AI, and how these could increase the risk of one or more 
escalation routes being triggered.

Autonomised decision-making 

The first risk involves integrating AI directly into NC3 nuclear decision-
making.176 This could involve giving systems the ability to authorise 
launches, and/or to allow AI systems to compose lists of targets or attack 
patterns following a launch order, in ways that might not be subject to 
human supervision.

It should be immediately noted that few states currently appear 
interested in the outright automation of nuclear command and control 
in any serious way.177 While commentators within the US defence 
establishment have called for the US to create its own AI-supported 
nuclear ‘Dead Hand’,178 senior defence officials have explicitly claimed 
they draw the line at such automation, ensuring there will always be 
a human in the loop of nuclear decision-making.179 Likewise, Chinese 
programs on military AI currently do not appear focused on automated 
nuclear launch.180 

Indeed, in addition to a lack of interest, there may be outstanding 
technical limits and constraints posed by existing AI progress. For 
instance, it has been argued that current machine-learning systems 
do not lend themselves well to integration in nuclear targeting, given 
the difficulty of collating sufficient (and sufficiently reliable) training 
datasets of imagery of nuclear targets (e.g. mobile launch vehicles), which 
some have argued will provide ‘enduring obstacles’ to implementation.181 

If that is the case, highly anticipated applications may remain beyond 
current AI capabilities. 

Nonetheless, even if no state is known to have directly done so today, 
and some technical barriers remain for some time, this avenue cannot 
be ruled out and should be cautiously observed. If configurations of 
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AI decision-making with nuclear forces were developed, this could 
introduce considerable new risks of false alarms, or of accidental 
escalation—especially given the history of cascading ‘normal accidents’ 
that have affected nuclear forces.182

Human decision-making under pressure 

More broadly, the inclusion of AI technology in NC3 may increase the 
pace of conflicts, reducing the time frame in which decisions can occur 
and increasing the potential likelihood for inadvertent or accidental 
escalation.183 As the perception of an adversary’s capabilities are 
equally as important in deterrence efforts as their actual capabilities, a 
military’s understanding of what (their or their adversaries’) military 
AI systems are in fact able to accomplish may also spur miscalculation 
and inadvertent escalation.184 Therefore, AI systems might not need 
to be deployed to create a destabilising nuclear scenario, as long as 
they are perceived as creating additional pressures that can lead to 
miscalculation, or rushed and ill-informed actions.185

AI in systems peripheral to NC3 

Furthermore, AI does not need to be directly integrated into NC3 
itself in order to affect the risks of nuclear war. As noted by Avin and 
Amadae, while there has been extensive attention on first-order effects 
of introducing technologies into nuclear command-and-control and 
weapon-delivery systems, there are also higher-order effects which 
“stem from the introduction of such technologies into more peripheral 
systems, with an indirect (but no less real) effect on nuclear risk”.186 For 
instance, even if militaries believe that AI is not usable for direct nuclear 
targeting or command, AI systems can still bring about cascading effects 
through their integration into systems that peripherally impact the safe 
and secure functioning of NC3; these might include electrical grids, 
computer systems providing access to relevant intelligence, or weapon 
platforms associated with the transportation, delivery, or safekeeping of 
nuclear warheads. 
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AI as threat to the information environment and accurate intelligence

A fourth avenue of risk is regarding AI’s effects on the broader information 
environment surrounding, framing, and informing nuclear decision-
making. In recent years, researchers have begun to explore the ways in 
which novel AI tools can enable disinformation,187 and how this may 
affect societies’ epistemic security188 in ways that make it harder to agree 
on truth and take coordinated actions that could be crucial for societies 
to mitigate GCRs (whether this includes coordinated de-escalation 
around nuclear risks, or other coordination to mitigate other GCRs). 
For instance, Favaro has mapped how a range of technologies, including 
AI, might serve as Weapons of Mass Distortion.189 She distinguishes four 
clusters of technological effects on the information environment—those 
that “distort”, “compress”, “thwart”, or “illuminate”. A more contested 
or unclear information environment would also open up new attack 
surfaces that could be exploited by third-party actors to trigger catalytic 
escalation amongst its adversaries. 

AI as cyber threat to NC3 integrity 

Whereas some AI uses within NC3 might be dangerous because of the 
vulnerabilities they create (as failure points, human decision compressors, 
or attack surfaces), another channel could involve the use of AI as a tool 
for attacking NC3 systems (regardless of whether they involve AI). 
This could involve the use of AI-enabled cyber capabilities to attack and 
disrupt NC3.190 Experts are increasingly concerned that NC3 is vulnerable 
to cyberattacks, and that the resulting escalation or unauthorised launch 
could potentially trigger a GCR scenario.191 AI technology has been shown 
to be capable of facilitating increasingly powerful and sophisticated 
cyberattacks, with increased precision, scope, and scale.192 Although 
there is no evidence of states systematically deploying AI-enabled cyber-
offensive weapons to date, the convergence of AI and cyber-offensive 
tools could exacerbate the vulnerabilities of NC3.193 This could lead to 
deliberate escalation of offensive cyber-security strategies.194

Cyber attacks also can be hard to detect and attribute (quickly);195 

therefore they may be misconstrued, leading to unintentional or catalytic 
escalation. For example, an offensive operation targeting dual-use 
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conventional assets could be interpreted as an attack on NC3.196 It is 
also broadly agreed that AI acts as a force multiplier for cyber-offensive 
capabilities.197 However, it is less clear whether AI will strengthen cyber 
defence to the same degree as it might strengthen offensive capabilities. 
The precise effect on the offence-defence balance may be critical to the 
overall picture.198 Stronger offensive capabilities could further increase 
the risk of pre-emptive cyber attacks and subsequently intentional 
escalation, which would be especially dangerous in the context of 
nuclear weapon systems.

Broader impacts of AI on nuclear strategic stability 

Moreover, the broader deployment of military AI in many other areas 
could indirectly lead to the disruption of nuclear strategic stability, which 
could increase the risk of potential intentional or inadvertent escalation. 

AI technology could be used to improve a state’s capabilities 
in locating and monitoring an adversary’s nuclear second-strike 
capabilities. For example, better and cheaper autonomous naval drones 
could track nuclear-armed submarines. This, in turn, could increase the 
state’s perception of likely success in destroying said capabilities before 
the state’s adversary is able to utilise them, and therefore may make 
a pre-emptive nuclear strike a more attractive strategy than before.199 

Other risks could come from the integration of AI in novel autonomous 
platforms that are able to operate and loiter in sensitive areas for longer.200 

Even if they were only deployed in order to monitor rival nuclear forces, 
their pre-positioned presence close to those nuclear assets might prove 
destabilising, by convincing a defender that they are being deployed to 
‘scout out’ or engage nuclear weapons in advance of a first strike. In 
these ways, autonomous systems could increase the risks of intentional 
escalation (when they give a genuine first-strike advantage to one state, 
or are perceived to do so by another), inadvertent escalation (when 
errors in their information streams lead to a misinformed decision to 
launch), or accidental escalation risks, starting the chain of escalation 
towards a nuclear GCR. Zwetsloot and Dafoe concur that this increased 
perception of insecurity in nuclear systems could lead to states feeling 
pressured during times of unrest to engage in pre-emptive escalations.201
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Finally, in an effort to gain a real or perceived nuclear strategic 
advantage against their adversaries, while engaging in an AI race, states 
may place less value on AI safety concerns and more on technological 
development.202 This could result in what Danzig has called a “technology 
roulette”203 dynamic, with increased risk of prematurely adopting 
unsafe AI technology in ways that could have profound impacts on the 
safety or stability of states’ nuclear systems.

Contributing factors to AI-nuclear risks

It is important to keep in mind that the risks generated jointly by AI and 
nuclear weapons are a function of several factors. Firstly, nuclear force 
posture differs by country, with some forces being more aggressively 
postured, in ways that enable swifter or immediate use. Additionally, 
depending on NC3 system design and the degree of force modernisation, 
AI will interact differently with NC3’s component parts—and even 
dangerously, with brittle legacy systems. Third, the relative robustness 
or vulnerability of NC3 systems to cyberattacks, for example, will 
impact systems’ resilience to malicious attacks. Along those lines, states’ 
perception of their own vulnerability (as well as the aggressiveness of 
attackers) will impact stability. This is especially true given that, within 
complex systems and even through the use of extensive red teaming, it is 
impossible to identify all system flaws. Fourth, governments’ willingness 
to prematurely deploy AI, either within NC3 and surrounding systems or 
to augment offensive options for targeting NC3, will be a determinant of 
catastrophic risk. Fifth, open dialogue, arms control, and risk reduction 
measures can reduce the potential for nuclear escalation, and a lack of 
such dialogue can be detrimental. Lastly, luck and normal accidents will 
inevitably play a role—a fact which highlights unpredictable outcomes 
amid increased complexity.

Questions for the GCR community

The above discussion has covered a wide range of themes and risk 
vectors to explore whether—or in what ways—military AI technology 
is a GCR. Given this, what are the lessons and insights? What policies 
will be needed to mitigate the potential global catastrophic risks from 
military AI technology, especially at the intersection with nuclear risk? 
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Finally, going forward as a field, what are the new lines of research that 
are needed? 

There are lessons specific for the different communities, future 
questions they should take on, and outlines for an integrated research 
agenda into military technology, actors, and GCRs that will need further 
urgent exploration. This chapter has highlighted the urgent need for 
greater conversation between the different communities engaged on 
GCRs; on the ethics, safety, and implications of AI; and on nuclear 
weapons and their risks. We require cross-pollination between these 
fields, as well as contributions from people with robust expertise in AI 
and nuclear policy. 

In the first place, scholars in defence should reckon with safety and 
reliability risks around military AI in particular (especially insofar as 
it poses a GCR), including topics such as robustness, explainability, or 
susceptibility to adversarial input (‘spoofing’). To mitigate these risks, 
there is value in working with defence industry stakeholders to draw 
red lines, and to clarify procurement processes.204

For nuclear thinkers, there should be greater understanding of 
the complexities and risks of introducing AI technologies in nuclear 
weapons. Practically, it will be critical to study how the changing risks 
of nuclear war—as mediated by AI and machine learning—will impact 
not just GCR risk, but also the established taboo on nuclear weapons 
use. How will these changing risks impact governments’ calculus 
about maintaining nuclear arsenals? Are there grounds for optimism 
about whether or how the ‘nuclear taboo’ might be elaborated or even 
extended to a nuclear-AI taboo? 

Finally, for experts in both the military and AI fields, more attention 
needs to be dedicated to investigating the complex and quickly 
evolving environment that is military AI—especially risks arising at 
the intersection between nuclear weapons and AI. As made clear in this 
chapter, concerns around this are not as clear-cut as one might believe 
upon first glance. Instead, there are a number of possible risk vectors 
arising from the use of AI throughout the wider landscape, all of which 
could lead to different forms of nuclear escalation. 

In addition, while our analysis in this chapter has made it clear that, 
at present, there is a small risk of LAWS becoming GCRs, this may not 
always be the case. It would be useful not only to continue to monitor 
the development of LAWS to assess if the likelihood of them leading 
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to global catastrophic events alters, but also to find out how they may 
interact with other potential GCRs. For example, what might be the 
possibility of using LAWS to deliver WMDs, and what kind of risk 
impact could the combination of the two feasibly have? This is another 
potentially worthwhile avenue for future research. 

It is clear that the question ‘Is military AI a GCR?’ is not only 
complicated to address, but also a moving target owing to the rapidly 
evolving technology and risk landscape. To be clear: our preliminary 
analysis in this chapter has suggested that not all military AI applications 
qualify as GCRs; however, it also highlights that there are distinct 
pathways of concern. This is especially the case where emerging military 
AI technologies intersect with the existing arsenals and command 
infrastructures of established GCR-level technologies—most notably 
nuclear weapons. All in all, we invite scholars and practitioners from 
across the defence studies, GCR, and AI fields (and beyond) to take up 
the aforementioned challenges, ensuring that this next chapter in global 
technological risk is not the final one.
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Afterword

SJ Beard

This book was written as part of the ‘Science of Global Risk’ programme 
at the Centre for the Study of Existential Risk. The aim of this 
programme is to develop, implement, and refine a model systematic 
approach to addressing how global catastrophic and existential risk can 
best be identified, understood, managed, and mitigated. Many of the 
chapters it contains originated in sessions of an international conference 
hosted as part of this programme in 2020, which sought to survey the 
diversity of work already being undertaken in this field and position the 
centre’s distinctive research in a constructive dialogue with a far wider 
community of researchers, decision-makers, and activists who were 
concerned about global risk.

The first five chapters of this volume developed arguments in 
relation to the study of global risk as an open and engaged field of 
academic study. Chapter 1 described how this study has long roots 
stretching back into the 20th century and beyond and has already made a 
number of significant contributions to making the world safer. Chapter 
2 surveyed a range of methods that have been used to model the risks 
and causes of social and environmental collapse, and the directions 
in which these are currently being developed. Chapter 3 considered 
different approaches to the governance of risky scientific research and 
technological development, arguing for the importance of bottom-up―
as well as more traditional top-down―approaches to this. Chapter 4 
looked at how groups and individuals are contributing to the current 
level of global risk, and showed how the present reality of profound 
global injustice plays an important role in this causation. Finally, Chapter 
5 looked at the increasingly important issue of diversity and inclusion, 
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and argued that within the field of global risk this is not only a pressing 
issue of justice and equity, but also of safety and resilience. Together, 
these chapters show how, even as it deals with unprecedented extreme 
future risks, our science can remain rooted in the real world and the 
realities of the here and now.

Building on these foundations, the remaining five chapters looked 
at a range of risk drivers (in ‘Science of Global Risk’ we often prefer to 
talk about individual risk drivers rather than individual risks, for the 
reasons I set out below). Chapter 6 looked at ‘natural’ risk drivers such as 
volcanoes and asteroids, and argued that even if these have anthropogenic 
causes, the current level of risk that we face is significantly determined 
by human-made vulnerabilities and exposures to such hazards. Chapter 
7 considered more traditional anthropogenic environmental risk drivers, 
such as climate change, and argued that these undoubtedly contribute 
to the level of global risk, but that the traditional framing they have 
received in global risk research may be doing more harm than good 
with respect to our aim of understanding and addressing this. Chapter 
8 provided a survey of recent developments in biotechnology with the 
potential to contribute to global risk, both positively and negatively, 
and argued that by enhancing existing science governance tools and 
mechanisms and introducing new risk management frameworks, these 
can be rendered far safer and more beneficial. Chapter 9 provided a 
contemporary history of thinking in the rapidly advancing field of AI 
safety, highlighting the shift away from safety concerns anchored only in 
the theoretical capabilities of AGI systems and towards thinking about 
the many challenges of aligning transformative AI with human society 
and human values. Finally, Chapter 10 considered the military use of AI, 
and argued that in recent years too much attention in this field may have 
been paid to the role of lethal autonomous weapons, and not enough to 
the connection of AI to nuclear weapons. 

In their own way, each of these chapters shows us how this developing 
science is changing the way we understand and manage risks for the 
better by broadening the perspective of global risk researchers away 
from the most immediate hazards towards complex risk assessment, 
which also accounts for key vulnerabilities, exposures, and risk cascades, 
while still remaining relevant, and action guiding, to the most urgent 
problems facing humanity.



 287Afterword

Together, then, these chapters highlight a field undergoing significant 
transformation and development. In previous work I have argued 
that this represents a natural result of previous developments in this 
crucial area of research.1 While scholarship on global catastrophic and 
existential risk in the first decade of the 21st century was often marked by 
shared ethical and epistemological assumptions (such as commitments 
to utilitarianism, transhumanism, and Bayesian reasoning) that 
formed a coherent ‘first wave’ of research, a growing awareness of 
the scale of the challenges currently facing humanity―and a desire 
to harness additional resources to resolving these―led to a period of 
rapid expansion through the century’s second decade. This saw the 
establishment of many new centres of research (including the Centre 
for the Study of Existential Risk itself) and the growth and development 
of existing centres through the generous support of committed funders. 
However, this in turn brought about a ‘second wave’ characterised by 
a far weaker set of assumptions and a growing desire to make research 
engaging for a wider audience, and to highlight the most urgent research 
and mitigation priorities. Yet, this second wave of research could never 
have been an end in itself, and as the field has continued to mature, 
its diversification and growth have brought in new research paradigms 
that may not only be based around different founding assumptions than 
those of previous waves of research, but also seek to articulate distinctive 
alternatives to the work that was already produced by them. This 
includes highlighting the importance of bottom-up as well as top-down 
governance mechanisms, global injustice as well as utilitarian efficiency, 
natural and environmental risk drivers as well as technological ones, and 
the importance of engaging with researchers who may not be personally 
committed to reducing global risks but whose work can nevertheless aid 
in this common endeavour.

Some key aspects of this emerging ‘third wave’ of research include 
a move from studying the aetiology of specific existential and global 
catastrophic risks (plural) to studying the interconnected drivers of 
existential and global catastrophic risk (singular); identifying the 
conditions and contexts within which risk is emerging and through 
which it can be managed; and working with experts from other 
disciplines, traditions, and cultures to achieve these aims. It is thus 
typified by the diversity of viewpoints on issues like how to classify 
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risks, what the best methods for studying them are, and how to evaluate 
different possible outcomes. However, in exploring this greater diversity, 
scholars who contribute to this third wave have often coalesced around 
the complexity of risk as a phenomenon that emerges from systems 
characterised by non-linear changes and feedback loops. This marks a 
shift away from focusing on the direct impacts of existential hazards 
to considering humanity’s vulnerabilities and exposure to indirect and 
cascading impacts as well. 

These are also the themes that come up time and again in the 
preceding chapters, from arguing that AI risk needs to be understood 
via the interrelation of AI with human systems or that asteroids and 
volcanoes are far more dangerous than they might be because of the 
design of critical infrastructure, to appealing to the value of engaging 
with existing models for studying social and environmental collapse 
or the need to understand individual motivations through the lens 
of global injustice. However, more than this, these themes can also be 
seen in how these issues sit in dialogue with each other, drawing on 
and developing different aspects of science governance, international 
security, environmental breakdown, and other complex phenomena to 
produce a systemic approach to identifying, understanding, managing, 
and mitigating global risk. Above all, I would argue that the sheer 
disciplinary diversity present in not just the authors and editors who 
have contributed to this volume (ranging from technical AI experts, 
engineers, and life scientists, to complex system modellers and 
volcanologists, to economists, lawyers, and philosophers, to the director 
of the Bulletin of Atomic Scientists and NASA’s Planetary Defense 
Officer) but even more so to the almost astronomical diversity of works 
cited by them, encompassing almost every field of human knowledge in 
one form or another.

Of course, my way of thinking about the history of the science of 
global risk is by no means universally shared, and others have articulated 
different understandings of the field and its development.2 However, to 
take the long view of our own long-termism―and begin to see this field 
as something that has a history, and even a sociology, behind it, as well 
as to recognise that the field is undergoing processes of development 
and change in sometimes contradictory directions―is itself a new and 
important idea that can help us to understand the work that we do and 
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how to improve it. And while I would not wish to foist such views on 
anyone, I sincerely hope that reading this book will have helped anyone 
interested in global risk to have improved not only their understanding 
of this risk, but also of how it is studied, how it can be reduced, and 
what role they might be able to play in achieving this goal.
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