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Preface

Worldwide the number of large historical population databases is on the rise. Whereas just a couple of
decades ago most of the databases were from Western countries, an impressive number of databases on
non-Western countries has been added to the list. Simultaneously we observe a diversification in the sources
that form the basis of those databases. Most of the oldest historical population databases focused initially
on classic demographic sources, such as parish registers, vital registration records and population registers,
sometimes combined with socio-economic information from, for instance, tax registers and censuses. More
recently, we observe also historical population databases based on genealogical data, prison, hospital, burial,
government employee and slave registers, as well as other exciting sources. Also, many of the older databases
have been enriched by a plethora of new sources. The diversification of sources and the accompanying
explosive growth of variables on the life of individuals, their households, families and their living environment
is an enormous enrichment for academic research and opens up totally new research lines for historical life
course studies. It is especially also a great stimulus for interdisciplinary cooperation of historical demographers
with, for example, geneticists, epidemiologists, economists, biologists and medical scientists.

Another exciting trend that we are currently witnessing is an enormous advancement of methods for data
entry and record linkage. Thanks to the introduction of, amongst others, Optical Character Recognition
(OCR), Handwritten Text Recognition (HTR), Artificial Intelligence (Al), Machine and Deep Learning
Techniques, databases can be built and extended ever faster and with ever more precision. In addition, the
sheer size of databases has grown massively thanks to advancements in both hard- and software. Last but
not least the opportunities for comparative research have grown immensely thanks to the implementation
of the Intermediate Data Structure (IDS) (Alter & Mandemakers 2014). In the past, databases used to have
all their own structures and unique variable names, complicating comparative analyses on two or more
databases. By the introduction of one common database standard for all historical databases, many of the
former obstacles to comparative research have been overcome.

For the second conference of the European Society of Historical Demography that was organized in Leuven
in 2016, Koen Matthijs, Saskia Hin, Jan Kok & Hideko Matsuo (2016) compiled a collection of essays on
the future of historical demography and in the introduction of the volume they called for digging deeper
into existing holes of the demographic past, but also for digging new holes. In the period 2020-2023 my
colleagues George Alter (ICPSR, University of Michigan), Kees Mandemakers (International Institute of
Social History & Erasmus University, Rotterdam) and Héléne Vézina (Université du Québec a Chicoutimi)
have compiled a collection of 23 articles that meticulously describe the history of the construction of large
historical population databases, as well as the underlying sources. The collection comprises of descriptions
of databases from Europe, North America, Australia, East Asia, South-Africa and the Caribbean. All of these
articles have been published in a special issue of Historical Life Course Studies, entitled ‘Content, Design and
Structure of Major Databases with Historical Longitudinal Population Data'.!

On the occasion of the fifth conference of the European Society of Historical Demography, we have turned
the special issue on the construction of large historical population databases in Historical Life Course Studies
into an edited volume. This volume contains 23 articles representing even more databases. Although all
databases contain a variety of sources, coverage and record linkage approaches, a basic distinction can
be made into four types: (I) Longitudinal data, (Il) Family reconstitutions, (Ill) Semi-longitudinal data and
(IV) Specific cohorts. This distinction was the basis for dividing the book into four sections. Within each
section, the databases were further ordered according to the year in which the database took off.

This volume has been published by Radboud University Press, as it provides an exceptional foundation for
delving deeper into existing research holes, as well as uncovering new aspects of the demographic past.
The collection forms a well-balanced combination of old and established databases that have been used

1 https://hlcs.nl//specialissue5




intensively, as well as relatively new and even some brand-new databases on areas, eras, sources and topics
that have hardly been explored by historical demographers. We hope that this volume sows many seeds for
exciting new research on both old and new historical longitudinal databases.

This edited volume was made possible thanks to generous grants from Radboud University —i.e., the Faculty
of Arts, the International Office Arts and the Radboud Group for Historical Demography and Family History,
as well as HiDo, the International Network of Historical Demography (Research Foundation Flanders), and
the N.W. Posthumus Institute, the Research School for Economic and Social History in the Netherlands and
Flanders.

Dr. Paul Puschmann

Assistant Professor of Economic, Social and Demographic History, Radboud Group for Historical Demography
and Family History, Radboud University, Nijmegen

Co-editor-in-chief of Historical Life Course Studies, International Institute of Social History, Amsterdam
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AIMS AND CONTENT

Over the last 60 years several major historical databases with reconstructed life courses of large populations
have been launched. The development of these databases is indicative of considerable investments that
have greatly expanded the possibilities for new research within the fields of history, demography, sociology,
as well as other disciplines. At the annual meeting of the Social Science History Association in Montréal in
2017, the session "Development of Major Databases and their Results from the beginning till now" brought
together presentations from some of the largest and most well-established databases with life course data,
databases that have also been at the forefront of the development in this field. We were well aware in 2017
of numerous additional databases that had been established around the world in recent decades. In his
valedictory speech Kees Mandemakers (2023) made an inventory of a total of 54 databases and even this
compilation is not exhaustive.

In order to collect, organize, and then publish information on these major databases in a single
collection, invitations were first sent to the leaders of about 25 of these databases. We received in most
cases positive and enthusiastic reactions and, when the leaders of a database declined cooperation,
it was mostly due to time constraints. We had no specific selection criteria, except that databases
had to be actively used and maintained and the primary purpose of the database had to be the
(re)construction of individual-level historical life courses. Archived databases, like the Louis Henry
dataset (Séguy, 2001), were therefore excluded. Following the first round of invitations, others joined
the collective endeavour, expanding the geographic coverage of our collection. We are now very
pleased to present contributions representing 24 databases in two special issues of Historical Life
Course Studies. The number and diversity of databases represented here is truly impressive!

Our overall strategy of describing these major databases resulted in creating two separate special
issues. One, Major Databases with Historical Longitudinal Population Data: Development, Impact
and Results, edited by Séren Edvinsson, Kees Mandemakers and Ken Smith (2023), deals with how
the databases contributed to discoveries, responded to changing research questions and facilitated
the development of novel lines of inquiry in historical demography and related fields. The present
issue focuses on the technical and organizational aspects of these databases, such as their origins and
evolution, content and database designs, as well as any setbacks and dependence on external funding.
Some recently developed databases appear in this issue with information about both their impact and
technical aspects, and several of the impact articles included technical information that is not repeated
in this issue. The Chinese database consists of five datasets, three of which are described in the impact
issue and two in the technical issue.

This special issue presents 23 articles, including seven databases with counterparts in the impact
issue. The six databases appearing in the impact one are the Historical Chinese Micro Database, the
Demographic Database of Umed, the Utah Population Database, the Scanian Economic Demographic
Database of Lund (SEDD), the Norwegian Historical Micro Database and the Antwerp COR*-database.
The Historical Sample of the Netherlands (HSN), covered in the first published article of the impact
issue, does not have a technical counterpart, but basic information about the HSN can be found in
that article and the article in this special issue on the LINKS database, which is an offshoot of the HSN.

The 24 databases described in these issues represent a larger number of datasets. Whether the database
is described as one or many datasets depends primarily on the strategy of the database managers. In
general, when data from multiple sources are linked and integrated, the database is considered one
big dataset. This is usually the result of a strategy that extended a core database with other data. This
could be the result of systematic planning like the Umed database, a result of the possibilities of crowd
sourcing like the Tasmanian database, the result of funding by researchers to extend the dataset with
specific data like the HSN, or a combination of these approaches.

The technical issue allows authors freedom to discuss a wide range of issues. The most common
issue is nominative record linkage, but we find different choices between semi-automatic and fully
automatic linkage techniques (LINKS, BALSAC, SEDD) and different approaches for connecting
diverse sources (Utah, Tasmania). Some contributions describe special problems, like linking Chinese
names, handwritten text recognition (Barcelona), and the construction of a release in IDS-format.
Other contributions offer detailed descriptions of sources (Taiwan, Korea, Finland, Suriname) or discuss
prospects for including new datasets.
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2 EARLIER INITIATIVES

This is by far the most comprehensive but not the only collection of technical descriptions of databases
with micro-data on historical populations. Twenty years ago, an overview of historical databases,
the Handbook of International Historical Microdata for Population Research (Kelly Hall, McCaa, &
Thorvaldsen, 2000), was published by the Minnesota Population Center. It included 16 databases of
which five are included in this special issue. These are the databases from Norway, Sweden (Umead), the
Netherlands (HSN), Italy and Canada (PRDH). Most of the databases are not included here, because
they concentrate on relatively modern 20th century census data. Four databases with historical census
data were not included because they have not linked their data into life courses (like the UK dataset
and Stockholm dataset), had no time to participate (Denmark), or are already described in an extensive
way, like the IPUMS database initiated by Steven Ruggles (Helgertz et al., 2022; Roberts et al., 2003;
Ruggles, 2014; Sobek et al., 2011).

The Handbook was a product of IMAG, the International Microdata Access Group, that was formed to
realize international collaboration between researchers working with historical micro-data. The group
was formed at the 1998 Social Science History Association conference by a group of researchers
who desired discussions focused on the problems and potential of micro-data. The IMAG group
concentrated on census data gathered by the IPUMS group, and the first IMAG workshop was hosted
by the University of Ottawa in 1999 (Dillon, 2000). In November 2003, a second IMAG workshop in
Montréal went a step further by concentrating on record linkage, i.e., the ways multiple appearances
of the same persons and households were linked in various databases (Dillon & Roberts, 2006).

Since these first initiatives, cooperation between historical micro-databases intensified enormously. In
May 2001, the International Institute of Social History organized a workshop on the results and practices
of large databases, resulting in an overview of best practices for these databases (Mandemakers &
Dillon, 2004). This was followed by a full day session on "New sources for historical demographic
research" with four panels, organized by the International Commission for Historical Demography at
the World History Conference in Sydney in 2005.

In March 2006 a second workshop, "Disseminating and Analyzing Longitudinal Historical Data",
took place at [ISH Amsterdam. Although participants recognized the complex nature of longitudinal
databases, the workshop ended with a consensus on how to make progress. First, it was agreed that
standardization in the products of the different databases would help researchers enormously. Second,
an intermediate data structure (IDS) was proposed to mediate between the original databases and
the data sets required for analysis. On May 2008, the Inter-university Consortium for Political and
Social Research (ICPSR) hosted a planning group to continue working on the IDS. This resulted in
a model for data sharing, which was presented to an open meeting of historical databases at the
Social Science History Association meeting in Miami, October 2008 (Alter & Mandemakers, 2014;
Alter, Mandemakers, & Gutmann, 2009). Part of the 2006 workshop was an initiative to publish
questionnaires with key information about the databases the participants were representing. This
included the Historical Database of the Liege Region (Belgium), Scania Database (Sweden), Registre de
la population du Québec ancien (PRDH), Historical Sample of Flanders, Demographic Database Umea
(Sweden), Victorian Scotland database, Connecticut River Valley Project (USA), Texas Longitudinal
Data Project (USA), Migration Database (USA, based on genealogies), Danjuro Database Japan,
Historical Sample of the Netherlands (HSN), Koori Health Research Database (KHRD) 1855-1930
(Australia), Melbourne Lying-In Hospital Cohort: 1857-1900, Utah Population Database, Geneva
Database, IPUMS database (census USA), Norwegian Census Database.

The initial IDS working group was succeeded by the ESF funded European Historical Population
Sample Network project (EHPS-Net), which ran from 2011 to 2016. This project gathered almost
all historical micro-databases with a European background. Networking activities around historical
population databases and the IDS continued with the LONGPOP project, a Marie Curie Innovative
Training Networks project from 2017 to 2020 on " Methodologies and Data mining techniques for the
analysis of Big Data based on Longitudinal Population and Epidemiological Registers".

One of the spin-offs of the EHPS-network is the journal Historical Life Course Studies which is publishing
these two special issues on the technical aspects and impacts of large historical population databases.
Both are the result of the already mentioned session on the "Development of Major Databases and
Their Results from the Beginning till Now" at the Social Science History Conference in Montréal 2017,
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which had presentations from the Utah Population Database (UPDB), the Historical Sample of the
Netherlands (HSN), the Demographic Database of Umed (DDB) and the BALSAC database of the
Université du Québec a Chicoutimi.

The database questionnaires collected for the IISH conference in 2006 were taken over by the EHPS-
network. The number of participating database increased to 32 (https://ehps-net.eu/databases), and
much more detail was added. This special issue offers a new overview by providing an opportunity
to update and expand information on many of the databases previously described and by including
presentations on recent initiatives. Fourteen of these 29 databases are included in the technical or
impact special issue. Four databases were not included because their authors could not produce an
article (TRA database France, Denmark, Liege & Verviers region, Isle of Skye which became a subset
of Digitizing Scotland). Census data projects that have not been linked into life courses, like MOSAIC
and the Canada Family project, are also omitted. Eight databases are missing, because contact with the
database managers has been lost or the database was judged too marginal for inclusion in these special
issues (see Mandemakers (2023) for estimates of the numbers of persons and households/families
included). However, we include a number of databases that did not appear in the questionnaires.
Databases developed since 2006 describe Chinese Officials, the military in Finland, slavery in Suriname,
family reconstitutions in the Netherlands, Barcelona, Taiwan, Korea, South-Africa, and the Urals.
We also have articles on older datasets not described in the questionnaires, like databases on Utah,
Tasmania, China, and the Xavier collection in Japan.

TYPOLOGY OF INCLUDED DATABASES

Life course databases may be divided into three types: (1) longitudinal data, (Il) family reconstitutions,
and (lll) semi-longitudinal data. The first type, 'pure’ longitudinal data, are based on sources like
population registers that record continuous observation of vital events (births, marriages, and deaths)
as well as migration, such as HSN, SEDD Lund, DDB Umed, and the Antwerp COR*-database. In
contrast, family reconstitutions, such as LINKS, must be analyzed under the restrictive rules developed
by Louis Henry, because they only include vital events (Fleury & Henry, 1956, 1985; Henry, 1970; Henry
& Blum, 1988). Semi-longitudinal databases (e.g., Utah, Norway and China) combine vital registration
with censuses, taxes, and other nominative lists that identify the population under observation (see
Alter, 2019).

We can also divide databases by geographic coverage (Mandemakers, 2023). Most historical
databases cover only selected communities or specific areas within a country (e.g., Barcelona, Geneva,
Québec, Tasmania, Utah). Several databases are national in scope, such as the HSN, LINKS, and the
Norwegian database, but national databases may focus on specific cohorts, like government officials
in China, babies born in a charity hospital, aboriginals or deported convicts (Australia), and Finnish and
Australian military recruits.

The following table presents an overview of all 32 databases/datasets in our two special issues. We
see that five of the included databases are typical of family reconstitution, and nine are based on
fully longitudinal sources. We classify a majority of the databases as "semi-longitudinal", because
they use censuses or other nominative lists, often in combination with vital registration. Within this
group of semi-longitudal datasets we distinguish a subgroup of five datasets having only data from
linked censuses. Nationwide coverage is available in five databases, 19 databases cover only part of a
country, and eight are nationwide but only include a special cohort.



https://ehps-net.eu/databases
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Table 1 Overview of all included databases

Nature_basic Coverage Name Country Technical Impact
Longitudinal Nationwide  Historical Sample of the Netherlands Netherlands X
Longitudinal Nationwide Historical Databae of Suriname Suriname X
Longitudinal Regional Antwerp COR*-database Belgium X X
Longitudinal Regional Baix Llobregat Demographic Database (BALL) Spain X
Longitudinal Regional POPLINK DDB Umea Sweden X X
Longitudinal Regional POPUM DDB Umea Sweden X X
Longitudinal Regional Scanian Economic Demographic Database Sweden X X
Longitudinal Regional Taiwan Historical Household Registers Database Taiwan X
Longitudinal Regional Xavier Database of Japan Japan X

Family Reconstitution Nationwide LINKS Netherlands X X
Family Reconstitution Regional Registre de la Population du Québec Ancien (RPQA) Canada X

Family Reconstitution Regional Historical Population Database of Transylvania Rumania X

Family Reconstitution Regional Ural Population Project Russia X

Family Reconstitution Regional BALSAC Population Database Canada X
Semi-longitudinal Nationwide  South African Families Database South-Africa X
Semi-longitudinal Regional Utah Population Database USA X X
Semi-longitudinal Regional Barcelona Historical Marriage Database Spain X
Semi-longitudinal Regional Integral History Project Groningen Netherlands X
Semi-longitudinal Regional Italian Historical Population Database Italy X
Semi-longitudinal Special cohort  China Government Employee Datasets-Qing (CGED-Q) Jinshenlu (JSL) and Examination Records (ER) ~ China X
Semi-longitudinal Special cohort  China Multigenerational Panel Database-Imperial Lineage China X
Semi-longitudinal Special cohort  Diggers to Veterans Australia X
Semi-longitudinal Special cohort  Finnish Army in World War Il Database Finland X
Semi-longitudinal Special cohort  Founders and Survivors (Linked datasets) Australia X
Semi-longitudinal Special cohort  Founders and Survivors (Ships cohort) Australia X
Semi-longitudinal Special cohort  Koori Health Database Australia X
Semi-longitudinal Special cohort  Melbourne Lying-In Hospital Cohort Australia X
Semi-longitudinal Census Nationwide Norwegian Historical Population Register, 1800-1964 Norway X X
Semi-longitudinal Census Regional China Multigenerational Panel Database-Liaoning China X
Semi-longitudinal Census Regional China Multigenerational Panel Database-Shuangcheng China X
Semi-longitudinal Census Regional Geneva Demographic Database Switzerland X
Semi-longitudinal Census Regional Korean Historical Archives Visualization Network Database Korea X

https://hlcs.nl 13



George Alter, Kees Mandemakers & Hélene Vézina

14

Each database represented in this issue has its own unique genesis that is well described in the
various papers. For example, the launch of the DDB at Umed University was initially motivated by an
interest in the development of literacy. For the Utah Population Database, the impetus was the value
of genealogies and family histories for genetics and medicine. At the same time, several common
elements and developmental arcs connect these distinct databases. In many respects, the scientific
relevance for the development of historical population databases rests on the shoulders of giants who
championed quantitative history and the history of the ordinary person. This includes members of
the Cambridge Group for the History of Population and Social Structure (Wrigley, Davies, Oeppen,
& Schofield, 1997), the Annales School with its advocacy of social history (Séguy, 2016), and the
proponents of the life course perspective arguing for the plasticity of human development and the role
of history (Kok, 2007). With these intellectual foundations as bedrock, technological advances proved
to be a catalyst for accelerating the insights of quantitative history by digitizing archival records and
through record linking methodologies that reveal the diversity of human life courses.

The origins of historical longitudinal databases vary, but six in our issue originate from the 1970's when
computers and software first facilitated data entry, processing and database management. These are
the Xavier database of Japan, the Demographic Database Umed, the Utah Population Database and the
Norwegian Historical Data Centre in Tromsd, as well as the two databases about Québec (the Registre
de la population du Québec ancien (Université de Montréal) and the BALSAC database (Université du
Québec a Chicoutimi)). These projects created a legacy through numerous publications, large numbers
of trainees, and the development of stable and reliable infrastructures. In the following two decades,
they were followed by new databases like the SEDD database in Sweden, the Chinese datasets, and
the HSN database in the Netherlands. Although databases continue to be added in western Europe
(e.g., LINKS, Antwerp COR*-database, and Barcelona), the most impressive expansion has been in
other parts of the world, including Asia, Australia, South Africa, and Eastern Europe. The technical
special issue describes new challenges encountered in these areas as well as the opportunities offered
by new technologies, like machine learning and natural language processing. While the expansion of
these infrastructures is impressive and benefits the research community broadly, significant portions
of the globe are not yet represented, largely due to lack of resources needed to create and maintain
complex databases.
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ABSTRACT

This article introduces the Xavier database, one of the major sources for studying historical populations
in Japan. The database consists of 162 years of annual observations for 28,105 individuals living in
three villages and one town of the current Fukushima prefecture between 1708 and 1870. We review
the extensive efforts of the founder of Japanese historical demography, Akira Hayami, and his group
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INTRODUCTION

"Thank you, Francisco Xavier!" wrote Akira Hayami (1928-2019), the founder of Japanese historical
demography in 1979. Without St. Francisco de Xavier who first brought Christianity to Japan in 1549,
the Shumon-Aratame-Cho (SAC; religious affiliation investigation registers) would never have started. SAC
was the "chance by-product of the Tokugawa Bakufu's fear and loathing of Christianity" (Hayami, 1979)
which serves as the main source for Japanese historical demography. This article introduces the source, the
construction, as well as the impact of the first digitized data set in Japanese historical demography. The data
set was named after Xavier who was one of the founders of the Society of Jesus.

The construction of individual-level longitudinal data based on household registers, SAC and similar
Ninbetsu-Aratame-Cho (NAC) for early modern Japan has opened up arrays of possibilities for investigating
the demographic behavior of commoners in the Tokugawa period (1603-1867). Japanese historical
demography has come a long way since Akira Hayami's application of the method of "family
reconstitution" to Japanese household registers in the late 1960s. Hayami's lifetime collection of
materials on historical demography from his earlier offices including Keio University, International
Research Center for Japanese Studies (Nichibunken), and Reitaku Tokyo Center, are now hosted as
the "Reitaku Archives" at Reitaku University, organized and maintained by the Population and Family
History Project (PFHP) headed by Satomi Kurosu.

This article first introduces the sources used for the Xavier Database and the studies of Japanese
historical demography in general. Particular attention is paid to how Hayami's collection of historical
records, those which he called "treasure of humankind", were transcribed and put into a format
with linked annual individual/household information. Next, we discuss the process of coding and
construction of the Xavier Database, the first systematic database Hayami initiated in late 1980s. While
there are numerous datasets and sources available across Japan by now, the sources for northeastern
communities used for the Xavier Database are known to be the most detailed. We review the Xavier
data, focusing on three villages (Niita, Shimomoriya, Hidenoyama) and one town (Koriyama) in the
current Fukushima prefecture. Finally, we discuss how the studies based on the dataset advanced
our understanding of people's lives through the analysis of behavior and organization of individuals,
married couples, and households, as well as their influence on the studies of historical demography
and family history.

SOURCES

Two primary sources used for the Xavier Database as well as studies of historical demography in Japan
are SAC and NAC." Both of them are household registers and include basic information such as an
individual's name, age, and relationship to the household head. A household can include not only
kin members but also non-kin and servants. Notably, households can be registered even without any
resident (e.g., actual residents left for work migration).

SAC was a religious investigation initiated around 1638 by the Tokugawa government as a measure
to prevent the entry and spread of Christianity (Cornell & Hayami, 1986; Hayami, 1979). The quality,
dates of compilation, and availability of SAC vary depending on the village and region. Some SACs are
based on de jure information and contain excess numbers of elderly persons, who, for example, out-
migrated and possibly died elsewhere but are still listed in their households of origin. NAC preceded
SAC and was a type of population register in nature similar to the contents of SAC, except that NAC
excludes information on religious affiliation of individual villagers (Hayami, 2001). Meanwhile, NAC
tends to record detailed information on population de facto. However, in most cases, it is not easy
nor practical to distinguish between the two because the two sources are often indistinguishable and
are indiscriminately compiled resulting in the title of the documents Shumon-Ninbetsu-Aratame-Cho.

1 Other sources not discussed in this article include temple death registers (Kako-Cho), pregnancy records
(Kainin-Kakiage-Cho), records of population increase and decrease (Zogen-Cho), and Hokonin-Uke-Jo, a
register of servants (hokonin) that recorded the contract detailing the type of service and length.
Availability and accessibility of these sources vary greatly by region. When Zogen-Cho and Hokonin-
Uke-Jo were available, they were matched with SAC/NAC to either check the content or to supply
additional information for analysis.
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It should be noted that unlike records of elites in other societies, both SAC and NAC documented
"commoners". They include peasants, fishermen, merchants, etc., who were the majority of the
population in 17th- to early 19th-century Japan. Tokugawa period was a highly stratified society.
The elite bureaucrats and administrators during the Tokugawa period (samurai class), as well as the
members of the Imperial court whose residency was segregated, were recorded separately from the
commoners.? The documents available today are copies of the SAC/NAC, kept in the hands of village
officials after submitting them to local lords. The officials kept the register copies in order to add
annotations for changes of individual vital events (e.g., birth, death, marriage, service) that would
occur until the next survey. These annotations provide valuable information of vital records. However,
the level of details in such registers differs by local government practices. For some han (domains,
administrative units governed by daimyo, territorial lords), SAC was not always done every year. For
other domains, only those after certain ages were registered (e.g., after age 15 for Maeda domain, after
age 8 for Kishu and Hiroshima domains). The more detailed listings include origins and destinations of
migrants with reasons (e.g., marriage, adoption, service), as well as household landholdings. According
to Hayami (2001, p. 25), some of the best sources, in terms of quality and length (continuing more
than one century with very few years missing in-between) come from the villages in Nihonmatsu
domain (in current Fukushima prefecture), and this is where the very first attempt to systematically
construct a database was made.

Figure 1 Original "Ninbetsu-Aratame-Cho": Household No.112 in Niita, year 1763

Source: Microfilm, Reitaku Archives, Population and Family History Project, Reitaku University.

Notes: NAC recorded information of all households in a village/town sequentially in one volume (book
bound with Japanese paper) per year. The red square indicates one unit of household. Traditionally, the
page reads from right to left. "A" lists household landholdings and lands being leased/rent. "B" lists each
member of household. See text for details.

2 For studies of samurai demography and family, genealogies are often used.
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Figure 1 shows two pages of 1763 NAC in the village of Niita. The red square indicates one household
unit. Reading from right to left, the unit starts with "A" which lists household landholding as well
as lands being leased/rented, where "B" lists each household member with information about the
relationship to the household head, name, and age. In this example, six household members are
included: the household head (age 40), his wife (37), his first child-son (17), his second child-daughter
(12), his third child-son (6), and his mother (61). The indication of the birth order of children suggests
the importance of sibling hierarchy in the area. The column on the left side sums number of males and
females in this household followed by number of horses.

COLLECTION AND TRANSCRIPTION OF REGISTERS

The collection of SAC/NAC was initiated and led by Akira Hayami in the late 1960-80s. It involved
locating/finding SAC/NAC, contacting the holder, getting permission, and microfilming the materials.
A great number of people of Hayami's research group have been involved in the collection of sources
for over four decades. The sources for the Nihonmatsu domain in the Xavier Database were collected
in local archives and private homes. The microfilms were then printed and transcribed into forms and
numbers.

Since SAC/NAC registers provide annual information of household and individual life courses spanning
up to 200 years, it was not easy to organize. Hayami's first trial was a manual organization of cards
that tracked individual households per year (kohyo, not shown). Later on, he came up with the Basic
Data Sheet (BDS) method of transcribing and organizing information of households for 25 years per
sheet (see Figure 2). Hayami recalled that it was an "innovation" as it finally allowed researchers to
track what was happening to the individuals and households "longitudinally". And, indeed, BDS was
a breakthrough as a method for compiling detailed longitudinal information. It also opened up the
opportunity for anyone with knowledge of contemporary Japanese to understand the content of
these household registers, which otherwise would be hard to decipher without extensive training in
early modern calligraphy. The annual information of a household member (name, relationship, age)
is transcribed on the left panel of a BDS. Any movements or changes of status, including birth, death,
marriage/adoption, and name changes, are annotated with a symbol and described at the bottom of
the BDS. Any household members currently not residing in the household are placed in the right panel
of the BDS with information of their locations and the reasons for not residing (for example, working as
servant at other village/household). At the very right column of a BDS, the number of horses and the
landholdings of the household are entered. SAC/NAC of the same household in the consecutive years
are matched and transcribed following the previous year. Organized in this way, both the information
of individuals and households can be tracked for the entire observation period.

The linkage of households from one year to the next was done by matching the order of appearance
of the households and checking names and ages of household members. Once the BDS was written,
individuals were given unique identifiers. When the linking of individual information was done manually
this was done by coders; for example, matching and giving the same ID to an individual who left the
household of origin and entered another household via marriage/service. Individuals were matched as
long as the move took place within the village. Thus, BDS became a valuable source of longitudinal
demographic information that follows intriguing life histories of commoners — like reading a biography.

Because it was before the computer revolution, most of Hayami's initial work was done manually
extracting information from BDS to construct individual life courses and family. The ITS (individual tracing
sheet, see Figure 3) was Hayami's invention for tracking individual movements. And, the FRF (Figure 4)
follows the famous "family reconstitution form" of the French historical demographer, Louis Henry. These
forms are still kept at the Reitaku Archives, although they are taken over by computer calculation and
are no longer used. While Hayami has been transcribing and organizing materials that he and his group
collected all over Japan, his research concentrated in the areas of Suwa (Hayami, 1973) and Nobi (Hayami,
1992) — central Japan. He rarely used BDS of the Nihonmatsu domain. Instead, Saeko Narimatsu single-
handedly transcribed the original NACs to BDS. With the help of research assistants, she linked individual
information from SAC/NAC to BDS and further cross-checked qualitative information of the area from
local documents. Based on this laborious work, she published two books on Shimomoriya (Narimatsu,
1985) and Niita (Narimatsu, 1992), which are must-reads for later researchers studying the area.
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Figure 2 BDS (Basic Data Sheet): Household No.112 in Niita, years 1751-1775

Source: Copy of BDS, Reitaku Archives, Population and Family History Project, Reitaku University.

Note: The blue arrow on the left refers to the household of NAC shown in Figure 1, an example of the NAC
source. See text for details.

Map 1 shows the original data collection and ongoing database construction efforts spreading
nationwide in Japan, as well as the area of the Xavier Database introduced in this article. The steps
described above are also shown in Table 1 in relation to the figures and maps. The Xavier Database
is one of the first series of Japanese historical demography datasets constructed by Akira Hayami and
the members of the Eurasia Project Japan (EAP-J 1995-2000)% and is the most detailed and vigorously
used in the last decades.* Details of Xavier construction are discussed in the next section.

Meanwhile, there are numerous village records entered during and after the time of EAP-J for both
longitudinal (red dots in Map 1) and cross-sectional data (orange dots in Map 1) types used in historical
demography and family studies. Also, there are plenty of understudied BDS (green dots in Map 1)
and microfilms (blue dots in Map 1), now hosted at the PFHP. Since longitudinal data from various
locations were not in the same format as the data of the Xavier Database, they were not integrated
into one database during the time of EAP-J. Cross-sectional data include those with only one- or two-
year SAC records. While those cross-sectional data have not been utilized for longitudinal research in
Japanese historical demography, it has a potential for investigating regional variations as well as fertility
dynamics (e.g., Drixler, 2013; Kurosu, 2008).

3 Eurasia Project of Population and Family History was funded by the Japanese Ministry of Education
Grant-in-Aid for Creative Basic Research (Pl Akira Hayami). Official members in Japan included at least
37 scholars from various disciplines (history, sociology, anthropology, and information science). Further
collections of original sources and numerous data entry, data base construction, as well as collaborative
studies were pursued during this period and after. The international collaboration of Eurasia Project
(EAP) continued until recently (three volumes are found here: https://mitpress.mit.edu/books/series/
eurasian-population-and-family-history).

4 Another useful database is constructed by a member of the Japanese Eurasia Project, Hiroshi Kawaguchi,
DANJURO (http://www.danjuro.jp/). The database includes Aizu villages in Fukushima and is publicly
released (registration required).
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There are numerous studies using BDS sheets of areas other than the northeastern ones included in the
Xavier Database. To name a few, Hayami's own work of Suwa (1973) and Nishijo and the surrounding
villages (1992) and Cornell's work on Yokouchi (1981) in central Japan; and a recent work by Nakajima

utilizing a fishing village of Nomo in southwest Japan (2016).

Figure 3
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Source: Reitaku Archives, Population and Family History Project, Reitaku University

Note: ITS traces individual moves from the start and end of observation. The form includes N=name,
B=birth, M=marriage, R=adoption, E=service, and Other (V=branching out; I=change of residence, etc.)

with year, age, relationship to the household head, and place/households.
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Figure 4 FRF (Family Reconstitution Form): A couple in household 112, Niita 1740-1781
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Source: Reitaku Archives, Population and Family History Project, Reitaku University.

Note: The form follows an internationally used format for family reconstitution. The top part of the panel
contains information about husband and wife — name, place of birth, age at marriage, month/year of birth
and death. No 1-4 in this example are their children with their name, sex, birth year/month, mother's age
at birth, and their information on death and marriage. Information about births is summarized for every five
years after marriage in the far left of the sheet (Hayami 2001, pp. 74-79).

Map 1 Xavier Data and Collections of Japanese Historical Demography Sources

Source: Reitaku Archives, Population and Family History Project, Reitaku University.
Note: See Table 1 for the explanation of the colored dots.
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Table 1 The different steps of database construction in relation to the map and figures

Step Work Map/Figure

1 Making an inventory of all available sources

2 Making a micro-film of the sources Blue dots on Map 1

3 Making a Basic Data Sheet (BDS: systematic transcription of Green dots on Map 1, Figure 2
linked households for a maximum period of 25 years)

4 The identifiers to individuals are constructed Figure 2 (Individual ID)
Making an ITS for each individual (Hayami's earlier trial) Figure 3
Making a Family Reconstitution Form (Hayami's earlier trial) Figure 4

5 Coding of BDS for Xavier data Figure 5

6A  Computerizations of longitudinal data using BDS for villages Red dots on Map 1
with longitudinal records:
Xavier data: based on coding sheets (Figure 5)
Other data: based on BDS (Figure 2)

6B Computerizations of cross-sectional data using BDS or other Orange dots on Map 1
transcribed information sheets for villages with one-year records

Notes: While steps 1—4 were applied to make forms from various sources that remain to digitize, steps 5
and 6A are specific to our construction of the Xavier Database, the subject of this article. Basic statistics of
the Xavier Database are reported in Table 2.

As of now, Reitaku Archives include microfilmed or paper-copied documents of original SAC/NAC for
about 1,870 villages/towns (Step 2). Among them, about 470 villages/towns (about 9960 village/town-
years) transcribed in the format of BDS (Step 3). A meta-database of these materials has recently been made
available online (limited use) to search the geographic location and type of historical records held at PFHP
(Kurosu, 2020).

CONSTRUCTION OF THE XAVIER DATABASE

No official documentation exists as to what motivated Akira Hayami to initiate and how he pursued
the construction of the Xavier Database. However, according to the detailed and yet complicated
codebooks, as well as the memories of staff members who worked on the project over decades,
the digitization was done with a series of trials and errors. What started in the 1980s remains an
evolving process. In this section, we explain how the Xavier Database was transcribed and coded,
turned into relational databases (DB2) for separate villages, and finally utilized for variable construction
and analysis.

The Xavier data are based on household registers, both NAC and SAC in the northeast Japan. While
this article mainly discusses four communities of Nihonmatsu domain (NACs), the Xavier Database also
includes villages of the eastern-mountainous area of Fukushima®, Aizu, and the village Yanbe in the
current Yamagata prefecture (SACs). Numerous studies used the BDS (step 4 in Table 1) of Aizu and
Yanbe with some researchers’ own data construction efforts (e.g., Hayami & Okada, 2005; Kinoshita,
2002; Okada, 2006). Also, since the NAC of Koriyama-shimo-machi, the northern town of Koriyama,
has too many missing years for longitudinal research, we only include Koriyama-kami-machi, the
southern town, in this article.

5 There is yet another village, Sasahara (NAC) in Nihonmatsu. As the size of the village was very small, it
was conveniently used to test SQL runs but is not included in this article.
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CODING AND DATA ENTRY

The first trial for the construction of a large longitudinal dataset started in the 1980s. Based on BDS,
coders extracted information and organized them by handwriting into three paper forms, named A5,
A6 and A7: household events and information (A5), individual age (A6), and individual events and
life course (A7, see Figure 5). A5 had 10 household tables of codes and A7 had 17 individual tables
of codes — including both time-constant and time-variant information as follows. For households, A5
codebook consists of the following tables: (A) entry and exit of households, (B) de jure or de facto,
(C) head's information, (D) servants, (E) village official status, (F) size of household structure, (G)
landholding, (H) livestock (horse, cattle), (I) ship ownership, (J) other. For individuals, A7 codebook
consists of the following tables: (a) entry and exit of individuals, (b) birth, (c) death, (d) marriage
(e) divorce, (f) adoption, (g) disowning (end of adoption), (h) change of residence, (i) household
relationship, (j) change of name, (k) religion, (I) village official task, (m) migration, (n) other event with
migration, (o) other event without migration, (p) other information (pregnant, illness, etc.), (q) other
information that cannot be classified above.

Figure 5 Xavier data format A7 for the coding of individuals
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Note: See text for details.
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The codes in each table were elaborate and complicated. The origin of the Xavier data predated easy
access to computers and even preceded the Japanese word processor for data entry (Ono, 1993).
It was vital to convert the information written in BDS into numbers. Therefore, it required detailed
codebooks. For example, there are more than 260 codes for the relationship to the household head
A7(i) distinguishing kin relations, sex, blood or marriage/adoption relationship. Only trained coders
could manually, using paper and pencil, convert detailed information of BDS into thousands of sheets
that consist of sheer numbers. While the codes made data entry faster, the steps involved in coding
cost enormous time and manpower, as well as an increasing number of errors as more steps are
required (Ono, 1993).

The forms A5, A6 and A7 were then digitized manually using a special computer program. As of
today, the coding of 7 villages and 2 towns has been done® but the completion of the data entry was
accomplished only for the four communities discussed in this article while the rest was, unfortunately,
only partly completed.

THE XAVIER DATABASE AND THE EURASIA PROJECT

The database construction that started in Keio University in the early 1980s was carried over to
Nichibunken (Kyoto), with Hayami's move in the late 1980s. It was at this time when the Xavier data
were finally put to use. Yoshihiko Ono, associate professor at Nichibuken at the time, converted almost
all the files into a relational database separating tables into time-constant and time-dependent tables
using DB2 on an IBM platform. With the help of an international EAP member, George Alter, a group
of EAP-J members” headed by Yoshihiko Ono studied SQL and database management and started the
construction of variables for international comparison. It was first tested on a small village, Sasahara,
and then on the two villages of the Xavier Database (Shimomoriya and Niita) which became the basis
for the Japanese contribution to the international collaboration of EAP (Tsuya & Kurosu, 2004, 2010c,
2014). Constructing variables for the EAP model required laborious processing. We used DB2 SQL
to write long commands to construct each variable, export them to CSV files, and import and merge
them in STATA for village-based analysis. This required advanced statistical and data management
skills. It also required high levels of concentration and patience, as we had to go back-and-forth to the
BDS and complicated codebooks whenever an inconsistency arose. The inconsistency could be due to
the SQL program, data entry errors of coders, or data entry errors of BDS transcribers. It could even
be due to the original documents — mistakes of village officials in Tokugawa period. With all these
laborious and time-consuming processes, we were not able to add more than two villages during the
entire EAP international collaboration (Kurosu, 2016). In the late 2000s, however, we started to add
another village and town from the Xavier Database to our analysis: Hidenoyama and Koriyama.

THE XAVIER DATABASE: POPULATION AND SETTINGS

Table 2 shows a summary of the database for the four communities as well as the information available
in those communities. Altogether they cover the span of 162 years with a relatively small number of
missing years. In addition to its long coverage, the Xavier Database provides detailed information about
demographic characteristics and reason for individual "entrance" under observation (due to birth or
immigration) and the month/year of death and other "exits". This is the case even for Koriyama
despite the heavy in- and out-migration of the town. Socioeconomic indicators, which are not often
recorded in SAC in other places, are also abundant. The two Xavier villages (Niita and Shimomoriya),
in particular, are among the best quality historical population panel data available in East Asia (Dong,
Campbell, Kurosu, Yang, & Lee, 2015a).

That said, we need to be careful about one problem inherent in "annual" household registers: the
omission of events that happened between registers. NACs of these communities were enumerated
annually at the beginning of the third lunar monthg, an important point to bear in mind for demographic
calculations. The timing of marriage, for example, cannot be determined as clearly as many European

6 Thisincludes Shimomoriya, Niita, Hidenoyama, Sasahara, Koriyama-kami, Koriyama-shimoin Nihonmatsu
which are complete, and Kuwahara, Kanaizawa, Ishibuse in Aizu, and Yanbe in Murayama. The
continuation of data entry unfortunately was disrupted due to Hayami's move from Keio University to
the International Research Center for Japanese Studies (Nichibunken).

7 Satomi Kurosu and Hideki Nakazato worked intensively with Ono. Noriko O. Tsuya was instrumental in
defining demographic variables proposed in the EAP model for the context of Japan.
8 The timing of NAC/SAC varied by region.
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parish registers. If one comes into a household with an annotation of enduke (marriage), the person
and his/her partner married sometime between the two register years. An even more serious problem
for certain demographic analysis is the omission due to infant death. Those who were born and died
between the two registers may not be recorded.

Map 2 shows the location of the four communities. Shimomoriya and Niita were almost totally
agricultural with an annual average population size of about 300 and 450, respectively. Hidenoyama,
located about 3 km from the center of the growing market town of Koriyama, became a suburb to this
town with an annual average population of about 280. Within the 160 years of observation, however,
the area has gone through major famines in the 1780s and 1830s, as well as various epidemics and
local disasters. The population trend in Figure 6 reflects the hardship the villages went through. In
particular, the two agricultural villages, Shimomoriya and Niita, started to lose their population before
the Tenmei famine in the 1780s and did not recover until the 19th century. Such constant decline is
not observed in Hidenoyama. As for Koriyama, being a post town?® with diverse economic activities,
the local population increased over the years from 800 to about 2,600 inhabitants while commercial
sectors developed. Koriyama was formally designated as a town (machi) in 1824 and served as the
economic as well as the political center of Asaka County. While populations of neighboring villages
stagnated, Koriyama experienced a stable population growth. Although it was affected by famines,
the population of Koriyama soon recovered because of both in-migration and natural increase. Thus,
the Xavier Database shows different population trends between Koriyama and neighboring villages,
suggesting an interesting contrast of demographic dynamics between the rural and urban communities.

Table 2 Summary and information of the Xavier Database
Village/Town Obseryatlon Years of MISSINE  person - years . U-nl.que
period registers individuals
Niita 1720-1870 4 74,099 4,076
Shimomoriya 1716-1869 9 53,628 2,468
Hidenoyama 1708-1870 35 40,036 3,046
Koriyama 17291870 18 219,503 18,515
Total 346,700 28,105
Information available in four communities
Demographic Inter-personal relations Socioeconomic Other information
characteristics and indicators
events

Land-owner or landless

Age, sex*, birth, death,  Relation to the .
peasants, village

marriage, divorce, household head, - Land rent/lease (Niita
: . ) - officials, household : :
adoption, service, labor-  conjugal, sibling, parent- . and Shimomoriya only)
L . . . landholding, number of
migration child, multi-generational

horses

Note: *Sex is inferred based on relationship to the household head and/or name.

9 Post towns, Shukuba-machi in Japanese, were constructed along the major routes/streets in the
Tokugawa period. They provided lodgings for public officials, who were forced to periodically travel
between their domain and Edo with their vassals; as well as rest for travelers, who were observed more
frequently as traveling became more popular throughout the country during this period. Commercial
sectors also developed in these towns and catered to the needs of commoners and neighboring villagers
(Kurosu, Takahashi, & Dong, 2017).
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Map 2

Present-day Fukushima prefecture — location of Niita, Shimomoriya, Hidenoyama and
Koriyama
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Figure 6

Population trends of Niita, Shimomoriya, Hidenoyama, and Koriyama
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5 RESEARCH WITH THE XAVIER DATABASE

Many advances in the use of the data occurred during the Japanese Eurasia Project. Flat files for analysis
based on the two villages, Niita and Shimomoriya, were first made specifically for the international
comparison of mortality in EAP (Bengtsson, Campbell, Lee, et al., 2004), and successively for marriage
and reproduction (Lundh, Kurosu, et al., 2014; Tsuya & Kurosu, 2010c). Japanese contributions to
these volumes were based on Niita and Shimomoriya (Tsuya & Kurosu, 2004, 2010c, 2014). Modifying
the models used in the international collaboration of EAP, Tsuya and Kurosu produced more detailed
studies of mortality and reproduction (Tsuya & Kurosu, 2005, 2010b). These studies brought new
findings about how individual demographic behaviors were influenced by socioeconomic status of
households (indicated by landholdings), household context (measured by the presence of co-residing
kin), and status in the household (head or closeness to household-head). Further, applying the EAP
models but going beyond the topics covered by the EAP international comparison, specific topics
for Japan were investigated utilizing the information available in the Xavier Database. These studies
emphasized the hierarchy of gender and closeness to household-head in the stem family system; for
example, the differential stress caused by the deaths of heads vs. fathers on women and children (Tsuya
& Kurosu, 2002), household context and migration and survivorship (Tsuya & Kurosu, 2010a, 2013),
leaving home, remarriage, divorce, and adoption (Kurosu, 2004, 2007, 2011, 2013). These studies
used event history analysis and revealed how the principle of the stem family mediated individual as
well as household choices.

Later on, similar models for mortality and marriage were tested with a larger sample by including
the village of Hidenoyama (Tsuya & Kurosu, 2017, 2020). Further, including the town of Koriyama,
we started to systematically compare patterns of marriage between village and town populations
(Kurosu, Takahashi, & Dong, 2017). The EAP model was also tested with more rigorous statistical
analysis to investigate the association between types of post-marital residence and reproduction
(Dong & Kurosu, 2017). These studies demonstrated "northeastern characteristics" of marriage and
reproduction influenced by the norm of " primogenitor" (succession by first child regardless of sex) that
distinguished the area, going even beyond rural and urban differentials.

Researchers who shared knowledge and methods for working with the Xavier Database flourished in
the Japanese Eurasia Project. They used various methods (both descriptive and statistical) to empirically
tackle issues of family history which had been confined to institutional or household-based approaches.
Comprehensive studies of Koriyama and Niita appeared in two Ph.D. dissertations using the Xavier
Database and complementary local historical records (Hirai, 2008; Takahashi, 2005)'™. Takahashi
(2005) was one of the first who systematically studied a booming town, Koriyama, and indicated the
importance of understanding migration as well as domanial population policy in the demographic
model. The urban graveyard theory was examined but found not to be applicable for this town. Hirai
(2008) studied the dataset of Niita from a comprehensive approach to individual life courses and
households and found that households became more resilient and stable towards the 19th century.

Xavier data allowed a dynamic approach from individual life course perspectives providing new findings
and detailed accounts for marriage, adoption, and their outcomes (Hirai, 2006a, 2015; Kurosu, 1997,
1998, 2007, 2009, 2011, 2012b; Takahashi, 2012), living arrangements (Hirai, 1998; Nakazato, 1999,
2009; Ochiai, 2001, 2006¢), leaving home (Kurosu, 2004), service and labor migration (Nagata, 2001,
2004; Ochiai, 2002; Takahashi, 2019), and name changing (Nagata, 1999, 2009). These studies found
how individual life courses were stratified by the rule of stem family organization, i.e., the overall aim
of the continuity of households that shaped individual demographic events in order to overcome
various demographic and economic constraints. The Japanese historical family was further examined
in an international comparison aimed at comparing stem family societies in Europe and Japan (Fauve-
Chamoux & Ochiai (Eds.), 2009). Individual-level studies of marriage, name-changing and living-
arrangement based on the Xavier Database (Kurosu, 2009; Nagata, 2009; Nakazato, 2009) reveal the
dynamics of individual life courses within the stem family system.

The longitudinal data of the Xavier Database also offered dynamic approaches to "old" questions
about household structure, continuity, and succession. Okada applied the studies of household cycles
to Nihonmatsu villages and asserted a modified version of Hammel-Laslett in order to show the clear

10 Yet another dissertation by Okada (2006) demonstrated the developmental cycle of households in Aizu
domain proposing a modified Hammel-Laslett model. She did not directly use the Xavier Database but
BDS of Aizu villages from which the Xavier Database was constructed.
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cyclical change of Japanese households as well as succession strategies (1998, 2000, 2002). The stem
family orientation of the peasant family became clear, particularly among land-owning peasants. Hirai
identified characteristics of the continuity of households spanning over a century (e.g., 2003, 2006b).

This series of studies on individual life courses and household cycles written in both English and Japanese
became the core achievements of the Japanese Eurasia Project (Ochiai, 2006b) and affected the fields
of historical demography and family history and sociology in various ways. First, the novelty of findings
sustained by detailed and statistically sound analysis painted clear and fresh pictures of commoners' life
courses and families in the 18-19th centuries. For example, universal marriage was followed by flexible
divorce and remarriage. Early marriage did not necessarily bring an early start of childbearing. Fertility
was extremely low because of the practice of sex-selective infanticide, and adoption compensated for
demographic constraints when sons or daughters were lacking. These demographic behaviors were
in accordance with peasants' strategy of keeping the stem family intact. These new findings were
surprises to family sociologists influenced by the western tradition of family modernization, which
emphasizes monolithic and developmental changes. They also made demographers and historians
reconsider the importance of households and the stem family system in understanding the contrasting
population dynamics in Japan compared with other countries (e.g., Ochiai, 2009; Saito, 1998, 2000).

Studies based on Xavier data opened possibilities for broadening research into two directions: longitudinal
and regional approaches. First, within about 160 years of observation, a general improvement of climate
and development of cash crops as well as sericultural industries in the region boosted development
of the regional economy. Various improvements in demographic behaviors are observed, particularly
related to females: increase in the female age of marriage (Kurosu, 2012a; Kurosu, Takahashi, &
Dong, 2017; Tsuya & Kurosu, 2014), decline of female infant mortality (Tsuya & Kurosu, 2004), and
increase of reproduction (Tsuya & Kurosu, 2010b, 2010c). Also, homogenization of age at marriage
and shortening of length between marriage and divorce were associated with increasing household
size and complexity making households more stable towards the end of Tokugawa period. Hirai calls
the process "emergence" of Japanese traditional family that emphasizes its continuity and the stem
family household (Hirai, 2003, 2006a, 2006b, 2008).

Second, the characteristics of northeastern population and family were clarified empirically in the
comparative framework of regional variation in Japan (e.g., Kurosu, Tsuya, & Hamano, 1999; Ochiai
(Ed.), 2006a; Okada & Kurosu, 1998; Takahashi & Kurosu, 2020). While fertility was generally low in
early modern Japan, it was very low in the northeast (Takahashi, 2005; Tsuya & Kurosu, 2010b, 2010c).
The survival rate tends to be lower than other studied areas of Japan (Tsuya & Kurosu, 2004). Marriage
was early, universal, and more flexible than in the rest of Japan (Kurosu, Tsuya, & Hamano, 1999).
Labor migration before marriage delayed marriage in central Japan, but in the northeast migration
took place after marriage, making marriage a safety net for households to have them return for sure
after service (Nagata, 2001, 2004). Researchers argue that the strategy was intended to increase
the working-age population in households to overcome environmental hardships in the northeastern
region (Hayami, 2009; Hayami & Kurosu, 2001). These arguments, however, are only based on limited
village studies of the northeast, Nishijo in central, and Nomo in the southwestern Japan, and await
further investigation.

CONCLUSION

This article introduced one of the major databases of Japanese historical demography, called the
Xavier Database, which includes individual-level longitudinal data of populations in three villages
and one town of the current Fukushima prefecture between 1708 and 1870. We discussed the long
and complicated process used by the founder of Japanese historical demography, Akira Hayami, and
his colleagues to collect, transcribe, code, and finally put the content of the historical population
registers into a database. We also reviewed the content and studies that flourished domestically and
internationally using these data in the last two decades.

" Databases for Nishijo (NOBI) and Nomo (NOMO) were constructed during the Japanese Eurasia Project,
and also gave opportunities for developing sociological and/or statistical investigations using historical
records (e.g., Nakajima, 2016; Nakazato, 2004).
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During the last decade, new attempts are being made into at least four directions. First, the two villages
of the Xavier Database, Niita and Shimomoriya, are harmonized and used for several comparative
studies with other East Asian historical populations from northeastern China, Taiwan, and Korea —
a collaborative effort sometimes referred to as the East Asia Project or EAP Il (Dong et al., 2015a).
The standardization and harmonization of different East Asian population datasets, an effort led
by Hao Dong in collaboration with each relevant research team, have enabled detailed, systematic
comparative studies about similarities and differences in population dynamics and family histories
within East Asia (e.g., Dong, 2016; Dong, Campbell, Kurosu, & Lee, 2015b; Dong, Kurosu, & Lee,
2019; Dong, Manfredini, Kurosu, Yang, & Lee, 2017). Second, although still being at the experimental
stage, comparative studies of early modern and post-modern Japanese families reveal some interesting
resiliency or continuity of Japanese family. These studies bridge Tokugawa and contemporary Japan
applying the same model for divorce and marriage to Xavier data and contemporary survey data
(Kurosu & Kato, 2018; Tsuya & Kurosu, 2019). Third, there is a new effort coding and adding more
information to the original Xavier Database from records of migration and land-lease. In the last few
years, we identified geographic locations of 5,000 migration records from the Xavier Database. We can
track where migrants came from and went to and the reasons for migration such as service, marriage,
or adoption. This will add a spatial dimension to the longitudinal analysis (Kurosu, 2020; Kurosu,
Takahashi, & Nagaoka, 2017; Nagaoka, Kurosu, & Takahashi, 2020). Other unique information of
the Xavier Database not used until now is land lease/rent and livestock. We added more details of
the land transactions (from whom, to whom) for the village of Niita. This has started to show us how
land transactions were associated with social mobility and equality as well as demographic patterns
of the villages (Arimoto & Kurosu, 2020). We are also constructing a database on livestock based on
the records of horses and cattle in BDS. This will make additional useful information about agricultural
conditions and the peasant economy related to population dynamics (Takahashi, 2018). Finally, efforts
led by Satomi Kurosu with the cooperation of Hao Dong have been undertaken at PFHP to integrate
various data collections and sources to advance larger-scale, longitudinal research of family behavior
and population history in early modern Japan'. The comparative and interdisciplinary approach applied
to records of thousands of lives promises new understanding of our history and the resilience of people
to socioeconomic and environmental changes.

As the foundation for all, the Xavier Database still inspires us with interesting research topics and
possibilities going beyond the field of historical demography and the family. We are extremely grateful
for the inexhaustible research opportunities provided by the database.

Thank you, Francisco Xavier! Thank you, Akira Hayami!!
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