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FOREWORD

Twenty-first-century communication technologies offer many opportunities 
for economic growth and social development but present also many chal-
lenges and threats to democratic nations like Canada. Among those threats, 
Internet-powered disinformation is a potent one that is becoming increas-
ingly worrisome. Individual reputations can be ruined rapidly, discord and 
manipulation among various groups can be easily planted, and institutions 
like the Canadian Armed Forces (CAF) and the Government of Canada are 
certainly not immune to the destabilizing effect of lies, exaggerations, and 
twisted truths conveyed through communication technologies by organized 
malign actors. 

Our troops deployed in support of building a peaceful and democratic 
world in countries such as Latvia, Ukraine, or Mali have faced various forms 
of disinformation campaigns. Domestically, the COVID-19 pandemic has 
shown how much we need to be ever vigilant against foreign and internal 
actors seeking to undermine our democratic foundations. This is indeed a 
very real challenge. 

The CAF has been proactive in developing strategies and action plans to 
contain and protect Canada against disinformation. Yet, this is a dynamic 
phenomenon fuelled by ongoing technological and social change, and it re-
quires constant update to our knowledge and approaches to remain effective 
in dealing with such threats. It is in this context that this timely book intro-
duces an in-depth discussion on whether dissuasion would be an effective 
policy to fight back. This book brings together many experts from Canada 
and abroad to provide answers to central questions useful for future policy 
formulations and implementation, military doctrines, and procedures. 

A range of important questions are addressed here, such as whether the 
fight against disinformation should follow the more classical approach of 
using both deterrence by denial and punishment; how lessons from nucle-
ar deterrence can be distilled and applied to today’s challenges; how well is 
Canada prepared in dealing with the new disinformation strategies emerging 
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from anti-democratic adversaries; what can be learned from other democ-
racies; what kind of existing and emerging approaches show promises; and 
many more.  

Disinformation presents a complex and dynamic challenge that will be 
with us for quite some time. Well-informed policies and military doctrines 
regarding the information environment are needed more than ever. The ideas, 
knowledge, and recommendations found in this book represent a strong step 
in the right direction. Hence, I recommend to anyone interested in combat-
ting disinformation, either in uniform or not, to read this book and push ever 
further our collective efforts to defeat disinformation.

Vice-Admiral B. Auchterlonie
Commander, Canadian Joint Operations Command
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PREFACE

The last few years have seen an incredible increase in the proliferation of false 
or deceptive information through the information environment—especially 
through the communication channels provided by social media platforms. 
While not all false information is promulgated with malicious intent, state 
and non-state adversaries are actively exploiting the information environ-
ment to engage Canada’s military, government, public, and institutions to 
influence their will, attitudes, and behaviours. Several key factors have con-
tributed to the increased importance of the information environment as an 
“area of operations” for our adversaries. First, engaging with target audiences 
is made easy when the cyber domain is leveraged to spread false information. 
Not only is adversaries’ reach enhanced by the high level of connectedness 
Western democracies have to the cyber domain, the generation and sharing of 
deceptive content can be done quickly and cheaply thanks to algorithms de-
signed to create disinformation intended for online distribution (i.e., “bots”). 
Second, Canada and its closest allies are democracies that value and promote 
free speech—a quality that reduces the extent to which access to information 
within the cyber domain will be put under the control of governments in an 
effort to reduce exposures to disinformation or even hateful content. The way 
we use and treat the technologies designed to connect with others not only 
makes us vulnerable to adversary actions, it has served as an enabler for ad-
versaries and made their operations in the information environment almost 
inevitable.

This book is about gathering the information Canada needs to begin the 
development of a framework for devising methods that discourage adver-
saries’ engagement with Canada’s institutions and its public. In our view, to 
successfully deter an actor from engaging us in the information domain, we 
must have adequate awareness and control of the information environment 
so that we can shape adversaries’ understanding of Canada’s readiness and 
capability to defend itself against psychological and social attempts to ma-
nipulate its various institutions. 
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The first step in creating this book was to hold group sessions in which 
the critical knowledge gaps were identified in our understanding of the factors 
that must be considered to discourage adversary attacks in the information 
environment. The gaps were translated into key issues to be addressed by the 
chapters. In the next step, we reached out to internationally respected experts 
across multiple fields to provide us with their perspectives on one or more of 
the key issues. The editorial team spent long hours over the past year poring 
over (and chasing after) proposals and manuscripts to create this book. We 
anticipate that it will have been worth the effort, and that this will serve as 
an important reference to inform the development and validation of methods 
and techniques to mitigate the impact of attacks in the cyber domain.

Peter Kwantes, PhD
Chief Scientist, Defence and Research and Development Canada,  

Toronto Research Centre
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Introduction

Eric Ouellet 1

It is no secret that Western democracies are facing significant challenges from 
Internet-based campaigns of disinformation conducted by various adversar-
ies since the early 2000s. The People’s Republic of China, Russia, and Iran have 
been pointed out on numerous occasions as key agents of disinformation, but 
we should also note that in North America, anti-liberal and anti-democratic 
domestic non-state actors are increasingly involved in active disinformation. 
These acts of disinformation have taken different forms such as spreading 
rumours about the origins of the COVID-19 virus or the war situation in 
Ukraine, revealing publically compromising private emails without context, 
organizing character-assassination campaigns against certain individuals, 
posting confusing information about electoral procedures, etc.  

Such aggressions are not new, and in the past have been committed 
through various means of communication. They were quite common dur-
ing the Cold War, when both official and secretive propaganda and ru-
mour-spreading activities were organized by the West and the East. However, 
given the information technology revolution of the last few decades, the po-
tential harm that disinformation could cause has reached unprecedented lev-
els. As any society is ultimately built on trust in its institutions, and, given our 
greater reliance on information sharing through easily accessible technology, 
we find our economic, social, and political structures more vulnerable than 
ever to those who seek to sow confusion and discord. Furthermore, such vul-
nerabilities are increasingly becoming an arena for great power rivalry, where 
a political and strategic fracture between liberal democracies and non-liberal 
regimes is widening and becoming more apparent. 

It is in this context that the Canada’s Department of National Defence 
(DND) has been tasked with exploring new avenues to protect Canada, and 
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more generally North America, against disinformation. As an agency of 
DND, Defence Research and Development Canada (DRDC) launched a sub-
stantive research project seeking to evaluate if and how disinformation can be 
deterred in the twenty-first century. Hence, the title of this book, Deterrence 
in the 21st Century: Statecraft in the Information Environment. This book con-
stitutes a first step in this research effort by providing the latest knowledge 
and thinking about how deterrence as a posture and disinformation as a 
threat can both conceptually and pragmatically inform policy, doctrine, and 
capability use and acquisition. This volume is the outcome of a call for papers 
sent in 2020 and 2021 that reached out broadly to academics, experts, and 
practitioners in Canada and abroad who have worked on new and emergent 
notions involving deterrence and disinformation to guide how we can fight 
back against disinformation and its consequences. 

At the core of this book is the argument that the posture taken so far 
by the Canadian government and other Western states is mostly guided by 
inward-looking approaches, and that this is not sufficient to counter disinfor-
mation effectively. Concepts such as societal resilience build on reinforcing 
social justice, cohesion, and trust in key institutions through transparent 
and fair laws, policies, and programs, or information inoculation based on 
improving digital literacy and general civic education; each of these concepts 
focus on our societies’ own vulnerabilities. Yet, disinformation involves ad-
versaries who deliberately plan and implement activities in the information 
environment with malign intentions. Understanding their approaches and 
goals, and more importantly how their world views, prejudices, and deeply 
held preconceptions regarding Western societies frame their actions is equal-
ly important if one wants to be proactive in defeating disinformation. In other 
words, an outward-looking posture is also necessary.  

This is where the concept of deterrence assumes its greatest importance. 
Any form of deterrence is built on understanding adversaries’ strategies, tac-
tics, goals, preferred approaches, and their assessment of their own strengths 
and of our own weak points, etc., so that we can pre-empt them from attacking 
by changing their calculus. In a deterrence posture, the other’s mental world 
is the central focus. And yet, finer forms of deterrence require reflexivity. To 
this end, we must be critical of our own thinking about how our adversaries 
are construing us in order to avoid building our own preconceived notions 
into our assessment of these adversaries’ world views. With this perspective 
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in mind, this book aims to shape the contours of what a deterrence posture 
against disinformation may look like.  

Before presenting the various chapters of this book and their unique 
contributions to the understanding of disinformation deterrence in the con-
temporary world, it is useful to provide some conceptual definitions and 
clarifications, as research on deterrence and disinformation is still evolving 
in many different directions. 

What Is Disinformation?
A first issue about disinformation that often leads to some confusion is that 
even if most of the twenty-first-century disinformation activities, as well 
as their countermeasures, are conducted using Internet-based information 
and communication technologies, they are not simply reducible to matters 
of technology. Automated computerized systems that create social media 
accounts and disseminate false information, or complex systems that iden-
tify narratives originally coming from dubious sources, for instance, are all 
part of the world of disinformation. Yet, what is actually believed by flesh-
and-blood people and their actual behaviours that might ensue, the actual 
impact on policies and decision making, as examples, are the true stakes of 
disinformation and counter-disinformation. In other words, the cyber do-
main is a key enabler of today’s world of disinformation, but it needs to be 
understood as a socio-political issue rather than a purely technological one. 
Disinformation, such as spreading rumours, is as old as humanity, and does 
not need advanced technology to be effective. The Soviet KGB of old is well-
known to have developed disinformation almost to an art form, often referred 
to as “active measures” (Cull et al., 2017), which included activities such as 
creating front organizations to disseminate certain messages, recruiting and 
cultivating agents of influence in foreign countries, spreading fake stories in 
foreign media, and producing high-quality forgeries to sow confusion. Many 
of these types of activities are still seen today, but they are leveraging Internet-
based technologies for dissemination.

Another issue is a matter of definition, as multiple terms, such as “fake 
news,” “post-truth era,” “information pollution,” “alternative facts,” “misinfor-
mation,” or “disinformation,” have been used to describe these new threats, 
which also creates some confusion. Recently, there seems to be some sort of 
consensus around “disinformation” being the most accurate one (Kapantai et 
al., 2020). One useful definition that incorporates both the notion of a wilful 
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attempt to create confusion and today’s technological reality is “the purpose-
ful distribution of fake, misleading, fabricated or manipulated content. These 
actors rely on ‘computational propaganda’—or the use of automation, algo-
rithms, and big data analytics—in order to influence or deceive social media 
users” (Bradshaw & Howard, 2021).

There are various techniques employed in putting forward disinforma-
tion campaigns, and some emerging typologies can be useful as well, espe-
cially in identifying and assessing how to respond to such disinformation 
(Kapantai et al., 2020). For instance, they include entirely fabricated stories 
and hoaxes, conspiracy theories built on existing beliefs, pseudo-scientif-
ic statements or even complete studies but with somewhat altered research 
results, partially true rumours, trolling (implanting incendiary comments) 
and posting excessively positive or negative reviews, biased analyses that may 
appear genuine, etc. Each of these generic forms of disinformation requires 
different countermeasures at the tactical level, but taken collectively they can 
be part of a larger strategic effort. Hence, another important distinction to 
keep in mind when discussing disinformation is the level of analysis, and 
whether it is approached from a tactical or strategic viewpoint.  

The disinformation of today is also framed by the political, social, and 
economic constructs of the Internet-based realm. In particular, the increased 
use of privately owned web platforms, which are responding first and fore-
most to market logic rather than societal norms, has a number of quite nega-
tive consequences on matters such as data protection and privacy; controlling 
content for lies, hate speech, and subversive narratives; allowing foreign states 
and their proxies to use them for their own purposes, as well as local actors 
pursuing political objectives seeking to undermine democratic institutions 
(Salter et al., 2019). This particular context is probably the most challenging 
part of Western democracies’ responses to disinformation, as regulating mar-
ket-based firms on matters of social and political narrative content is essen-
tially anathema to liberalism (Freelon & Wells, 2020). Not only does regula-
tion find itself lagging behind new forms and techniques of disinformation, 
but many of the countermeasures, to remain within the rule of law, are also 
reactive and require painstaking analysis and research to prove lies, hoaxes, 
or true authorship. Furthermore, given the scope and amount of disinfor-
mation, countermeasures such as “reality checks” and “fact checking” put 
forward by legitimate news media outlets and various organizations in civil 
society simply cannot keep up with the pace (Tsfati et al., 2020, p. 158).
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These ongoing twenty-first-century disinformation campaigns are often 
done or sponsored by states and politicized non-state actors aiming to under-
mine liberal democracies. When it comes to state actors, they see such a 
goal as being in their interest in achieving international dominance, while 
Western non-state actors consider liberal democracy bankrupt. Those two 
generic groups of actors can be seen as “objective allies” in disinformation, 
even if it appears that active collaboration between states and Western non-
state actors seems to be quite limited, and usually driven by other factors 
like vague ideological sympathies, or mercenary purposes. Many of those 
disinformation attacks are opportunistic in nature and leverage short-term 
legitimate concerns, yet they can have a longer-term strategic impact through 
the ongoing erosion of trust. A recent example is the active disinformation on 
short-term issues such as the campaign put forward by the People’s Republic 
of China and Russia to undermine public confidence in COVID-19 vaccines, 
as formally noted by the European Union (Emmott, 2021). However, there are 
greater concerns about the compounding and longer-lasting corroding effects 
of disinformation campaigns against democratic institutions with regards to 
the management of public health, protection of privacy, protection of basic 
freedom and liberties, etc. Trust in the liberal state and its various agencies 
could suffer a host of damages that are difficult to repair (Rini, 2019). Years of 
active disinformation certainly played an important role in the lead-up to the 
2021 Capitol riot in the United States, an event that came dangerously close to 
a far-right attempt at a coup d’état. This example alone illustrates how much 
Canada has a vested interest in fighting disinformation from a wider North 
American perspective. 

On the brighter side, however, several analysts note that resilience to dis-
information within Western democracies is greater than it is often presented 
by various authors and think tanks (Humprecht et al., 2020). The most salient 
disinformation events are often short-lived and can be corrected by sound 
public communications. As well, some have also highlighted that the greatest 
threat might be in “distrusting trust.” An exaggerated belief in the vulner-
ability of Western audiences could lead Western states to become less liberal 
over time in order to protect “truth” from their citizenries. In other words, 
according to some analysts the majority of citizens are in fact a lot less gullible 
than some experts and politicians believe, but in reacting by implementing 
state measures limiting freedom of expression these same citizens might be-
come less trusting of their governments (Dobber et al., 2020). This can be 
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a dangerous vicious circle that ironically supports the objectives sought by 
anti-liberal disinformation actors. 

Disinformation in Canada
In light of this broader context, Canada finds itself in a situation not that 
much different from that of other smaller democratic states. Academic re-
search about disinformation against Canada is still limited at the present 
time. A search of the available literature using the terms “disinformation” 
and “Canada” yields less than fifty academic articles at the time of writing. 
Most research and publically released information tends to be events driven, 
with some notable exceptions (Jackson, 2018). In the wake of revelations about 
foreign interference in the 2016 US presidential election, several publications 
focusing on prevention and post-factum assessment of disinformation dur-
ing the Canadian election of 2019 were produced from various sources: aca-
demia, government, think tanks, and news media (Dubois & McKelvey, 2019; 
Tenove, 2020; Tenove & Tworek, 2019). More recently, with revelations of the 
People’s Republic of China’s sustained disinformation activities regarding the 
origin of the SARS-CoV-2 pathogen, the focus once again moved, this time 
toward COVID-19-related disinformation (MacDonald et al., 2020). 

Information about disinformation in Canada remains mostly in pub-
lications from governmental agencies, and essentially from the Canadian 
Security Intelligence Service’s (CSIS) open publications. These documents 
present disinformation in Canada in general terms and offer limited material 
to work with. The CSIS Public Report 2020, for instance, states that 

While foreign interference conducted by hostile state actors and 
their proxies most often occurs in the form of human interac-
tion, the manipulative activities of foreign entities on a range 
of online social media platforms are increasingly of concern. 
Most recently, such state-sponsored manipulation, including 
through disinformation, has sought to reshape or undermine 
certain narratives to sow doubt about the origins of the coro-
navirus and pandemic as well as the means required to counter 
it; discredit democratic responses to COVID-19 while casting 
their own responses as superior; and erode confidence in Cana-
da’s values of democracy and human rights. Russia and Russian 
Intelligence Services have, for example, been actively engaged 
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in disinformation campaigns since March 2020 in an effort to 
blame the West for the COVID-19 pandemic. This is part of a 
broader campaign to discredit and create divisions in the West, 
promote Russia’s influence abroad, and push for an end to West-
ern sanctions (CSIS, 2020, p. 23). 

This longer quote constitutes, in fact, all this report has to say about disinfor-
mation. This particular example shows that for the time being the Canadian 
government has not engaged its population to a significant degree on the risks 
and dangers that disinformation represents to the country’s democratic and 
liberal institutions. If experts and bureaucrats inside the Canadian state are 
well aware of the issues at stake, monitor closely new developments, and pro-
pose measures built on constructive counter-narratives, a wider dialogue on 
where the country stands in this brave new world remains to be initiated.  

The greater source of open information about disinformation in Canada 
remains for the time being in mainstream news media, and a few civilian 
organizations such as the University of Toronto’s Citizen Lab. Most of the 
reporting in news media tends to emphasize particular disinformation at-
tempts, such as the claim that Canada has opened quarantine concentration 
camps (Tasker, 2020), that a Quebec-based professor is an active agent of dis-
information for Russia (Daigle, 2020), that India is engaged in disinformation 
against Canadians Sikhs (“WSO’s report alleges,” 2021), etc. In other cases, 
there are general concerns raised about disinformation in Canada (Andersen, 
2021; Farber & Fishman, 2021; “Half of Canadians,” 2021) or general com-
ments about the annual publication of the CSIS report, with an emphasis on 
disinformation. The public message, however limited it might be, is that dis-
information attempts in Canada are real and actively spread by both foreign 
and domestic agents of influence, but the overall impact remains unstated 
and un-assessed. 

Civil organizations such as the University of Toronto Citizen Lab offer 
more elaborate analyses, and on a wide set of topics ranging from privacy 
concerns related to certain phone or computer applications, to proposed legal 
changes, to the role of foreign firms in the upcoming implementation of 5G 
networks, to name just a few. Similarly, the NATO Association of Canada 
has created a Centre for Disinformation Studies presenting various research 
analyses on disinformation in social media, how Russia is using it, how the 
People’s Republic of China’s control over information is aligned with its 
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disinformation campaign, etc. Although these organizations provide more 
in-depth research on various facets of disinformation, much of this output 
nonetheless fails to assess the actual scope and impact of disinformation in 
Canada. 

A few recent studies have been published, especially in the context of the 
COVID-19 pandemic, that are more empirical in nature. These studies have 
examined beliefs in conspiracy theories in Canada, and one in particular is fo-
cused on theories about the non-natural origins of the virus, and which seem 
to have been embraced by a substantive number of Canadians (“Significant 
minority,” 2021), but such results and methodologies are questionable. The 
Biden administration in the United States and many other governments have 
been questioning the World Health Organization’s findings about the origins 
of the virus, and as noted in a detailed analysis in the Bulletin of the Atomic 
Scientists, Western journalists have uncritically swallowed dubious explan-
ations from people linked to the Chinese regime, and by doing so have un-
wittingly spread disinformation. In many ways, the average Canadian seems 
wiser than pollsters. 

Other research involved assessing whether racist acts, especially toward 
Asians, are on the rise in Canada (Chinese Canadian National Council 
Toronto Chapter, 2021), and the role of far-right disinformation has been 
highlighted. However, the actual causal relationship between disinformation 
and such racist acts is implied rather than demonstrated. As well, the possi-
bility that Beijing-led disinformation aimed at fostering anti-Asian feelings 
in order to create (perversely) more sympathy for its propaganda is also not 
addressed. Hence, there is a general sense that Canada is indeed impacted by 
disinformation, and it appears to lead to reprehensible behaviours in some 
instances, but the overall picture is not clear. As noted before, disinformation 
in Canada seems mostly a tactical and opportunistic tool that exploits exist-
ing tensions and events, while the overall strategy appears to be limited to 
undermining social institutions in Western liberal democracies as a general 
and undefined goal. 

In the face of such a threat, the Canadian government has not remained 
idle, but the response has been mostly reactive and fragmented, or kept under 
the wrap of secrecy. In the wake of the Canadian election of 2019, a number of 
initiatives were put in place by various levels of government. With respect to 
the federal government, awareness campaigns such as Get Cyber Safe and the 
Digital Citizen Initiative were launched with modest budgets. An inter-agency 
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group, the Security and Intelligence Threats to Elections (SITE) Task Force, 
was also created. SITE comprised individuals from CSIS, the Royal Canadian 
Mounted Police, Global Affairs Canada, and the Communications Security 
Establishment (CSE). Several departments, such as National Defence, Global 
Affairs, and the Privy Council, have created informal, formal, and technic-
al study and policy groups to deal with disinformation activities from both 
domestic sources and foreign, state-sponsored ones. These study and policy 
groups have had a renewed impetus with the disinformation campaigns that 
were observed since the beginning of the COVID-19 pandemic. 

Canada and Defence’s Reaction to Disinformation
In 2020 the federal government proposed a comprehensive umbrella policy 
under the name the Digital Charter, aiming at the entire Internet domain, 
including, among other areas, broadband access, online payment transpar-
ency and standards, the development of a digitally skilled workforce, hacking 
and cyber-attacks, information protection and privacy, quantum computing, 
and disinformation. The charter was closely associated with Bill C-11 to enact 
the Consumer Privacy Protection Act and the Personal Information and Data 
Protection Tribunal Act. The charter, although providing a global view of what 
the Canadian government does in the information environment, remains a 
patchwork of initiatives, legislation, and policies from numerous government 
departments and agencies. This fragmentation has also been noted by ob-
servers and academics (Bereskin, 2020; Kolga, 2021), who have highlighted 
that Canada lacks a clear and unified strategy to tackle disinformation, be it 
homegrown or from foreign powers such as the People’s Republic of China, 
Russia, and Iran. 

Within the Government of Canada, National Defence and the Canadian 
Armed Forces have been at the forefront of thinking about the threat that 
disinformation represents for many years now. However, the challenge for 
Defence is that although it can support other departments, such as the CSE, 
which is protecting the Government of Canada’s information infrastructure, 
unless it is linked to a military or defence matter, its capacity to lead and 
implement solutions is limited. Defence’s Public Affairs has developed vari-
ous communication strategies to deal with disinformation. These strategies 
are not publically available, but they are not fundamentally different from 
similar public relations strategies found in other governmental organizations. 
On the more proactive side, DND found itself in a quite embarrassing, if not 
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scandalous, situation during the COVID-19 pandemic, as it put in place a 
plan to fight disinformation domestically that invoked phrases like “informa-
tion operations,” “shaping and exploiting information,” etc. (Pugliese, 2020). 
Using conventional military terminology, and putatively accompanied by an 
operational mindset, the military was seen as aiming to influence legitimate 
Canadian media and sources of information, something that has been con-
strued as a potential serious breach of trust and a threat to the concept of 
democratic civil control over the military. Although the Canadian military’s 
intentions were very far from being disloyal to the civilian leadership, and 
these were essentially actions from a few overzealous staff officers, if any-
thing, this event highlights a substantive lack of strategic-level maturity with-
in defence circles about the nature and risks of domestic disinformation, and 
how to deal with it.

On the international front, DND has performed better. The Canadian 
leadership and substantive deployment in the NATO Enhanced Forward 
Presence (EFP) in Latvia has been the target of numerous Russian attempts 
at discrediting the mission, especially in the eyes of Russian-speakers in 
Latvia. Some of those attempts were quite naive and thus easily dismissed, 
such as media campaigns about the “gay Canadian battalion” using file pic-
tures of the ex-colonel and convicted rapist and murderer Russell Williams 
in women’s underwear (Brown, 2017). Yet, other attempts are more subtle and 
more concerning. More recently, in 2020, there were claims that the Canadian 
contingent was infecting the Latvian population with COVID-19 (Brewster, 
2020). Similarly, during a different mission, conducted in the summer of 
2019, a Ukrainian online magazine published the names of several Canadian 
military trainers engaged in the Canadian assistance mission in that country, 
declaring them mercenaries of the United States. The names were classified to 
protect the individuals from personal attacks. 

The Canadian military in Latvia has developed a fairly sophisticated ap-
proach to deal with disinformation that is in line with the whole-of-govern-
ment philosophy, involving the Canadian embassy, Global Affairs Canada in 
Ottawa, governments of other nations that are part of the Latvia’s EFP, the 
Latvian government, as well as local Latvian stakeholders. The response to 
disinformation is managed through a strategic communication cell within 
the Canadian EFP headquarters. The cell not only monitors developments 
in various media, but also develops a strategic outlook focusing on areas 
that Russian-backed disinformers are likely to target, based on various 
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socio-demographic analyses and surveys done by the Latvian government. 
The cell also identifies proactive measures to build confidence and resilience 
against disinformation with local Latvian populations, ranging from organ-
izing or participating in public events and fairs, organizing guest lectures in 
local schools about the mission, maintaining an open-minded approach with 
Latvian journalists, etc.  Hence, in an expeditionary context at the tactical 
and operational levels, National Defence and the Armed Forces have shown 
a substantive capacity to deal with disinformation, and they continue to de-
velop and refine ways and processes to do so.2 

Deterrence against Disinformation as a Strategic Posture for Canada
Based on the above, it is clear that Canada is missing a strategic and com-
prehensive policy approach to disinformation that would help in creating 
synergies and greater effectiveness among disjointed capabilities and organ-
izations. It is in this context that the notion of deterrence as a holistic posture 
against disinformation has emerged as a possible way forward. 

DND, in conjunction with Global Affairs Canada, is now looking at 
deterrence as a deliberate way for Canada to address disinformation more 
strategically, and some internal initiatives in this regard have already begun. 
One such initiative is led by DRDC under the wider research portfolio of the 
Defence of North America, the goal of which is to explore what disinforma-
tion deterrence might mean for Canada. This initiative is looking at various 
questions, such as what this posture might look like, whether it is even feas-
ible, what kind of technological requirements it would entail, DND’s potential 
role, etc. The notion of disinformation deterrence is also being explored by 
some key allies of Canada, particularly the United States and several NATO 
countries. 

A first challenge, however, is the fact that the notion of deterrence has 
itself been inherited from both conventional military posturing of old, and 
from the nuclear deterrence of the Cold War through such strategies as mu-
tually assured destruction. Classic deterrence plays very much on the notion 
of fear—fear of our strengths and resilience, fear of our resolve and will; each 
of these support deterrence, but mostly in its retaliatory version. Another im-
portant aspect of classical thinking about deterrence is that it was understood 
as a dialogue of sorts, in which the various parties implicitly agree to engage. 
During the Cold War, each superpower made it clear where the “red lines” 
were, and boasted publicly of their respective nuclear capabilities should an 
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adversary decide to cross such lines. The Cuban Missile Crisis became a crisis 
in part because the Soviet side hid its threatening nuclear capabilities, and so 
the Kennedy administration had no choice but to publicly declare a new set 
of “red lines” supported by a clear show of force. The so-called red phone that 
was implemented afterward, to avoid future misunderstandings, speaks quite 
eloquently to this notion of deterrence as a dialogue. 

Since the end of the Cold War, debates and discussions about deterrence 
have evolved and new notions and concepts have emerged. The problem is 
that new adversaries were not interested in such a dialogue and had very little 
to lose, and therefore it was not possible to play on their fears. Even before the 
events of 9/11, there were already significant concerns that a state, and then 
non-state actors, would use weapons of mass destruction (WMD) based on 
chemical, biological, and/or radiological compounds against civilian targets, 
and that the old rules of nuclear deterrence between the superpowers no long-
er applied. Attack attribution can be very well concealed and hard to prove, 
and many authoritarian regimes seem not to care if their own population 
pays a price for their misdeeds if deterrence by retaliation or punishment is 
implemented. For instance, Saddam Hussein’s Iraq faced a massive embargo 
for several years as a result of the government’s WMD programs during the 
1990s, and yet they did not try to come clean about their efforts, even if they 
eventually dismantled those programs. Then, the so-called war on terror 
brought to light new threats and challenges, with the fear that terrorist or-
ganizations might use various forms of attacks, including potentially nuclear 
bombs, and it would be even harder to determine clear or specific targets for 
retaliation. Accordingly, deterrence appeared at some points nearly impos-
sible against such ghostly adversaries.

Various analysts then came up with revamped notions such as deterrence 
by denial, whereby an adversary, rather than be deterred by the threat of mas-
sive retaliation—fear being a key factor in such calculations—would instead be 
brought to the point where they would consider continued threats and attacks 
against their Western enemies utterly futile (Edwards, 2011; Smith & Taylor, 
2008). Concretely, this meant a combination of passive measures, such as the 
additional security protocols introduced in airports, at borders crossings, in 
financial transaction tracking systems, greater surveillance capabilities, etc., 
and active measures such as targeted assassinations of terrorist leaders, the 
seizure of suspicious sea shipments, de-radicalization programs in correc-
tional facilities and socio-economically disadvantaged neighbourhoods, etc.   
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Another form of deterrence discussed in the post–Cold War era was de-
terrence by de-legitimization (Wilner, 2011). If it is true that terrorist organ-
izations can hide in a population and do not usually defend a particular piece 
of territory, they are still reliant on support from various populations and 
networks abroad. Such support takes many forms, such as money, equipment, 
transportation, intelligence, the provision of safe houses for people and caches 
for weapons and equipment, the recruiting of new volunteers, etc. Hence, ter-
rorist organizations, while they cannot be engaged in a deterrence dialogue, 
can be cut off from their support networks, thereby significantly hampering 
their capacity to operate, through the de-legitimization of their goals, their 
policies, their methods, etc. Furthermore, by improving local governance and 
the socio-economic conditions of their supporters, the allure these terrorist 
organizations are able to exert would be undermined. In a way, this form of 
deterrence is about establishing a positive and constructive new deterrence 
dialogue with the backers, rather the adversaries themselves. 

In today’s world of fake news, alternative facts, and disinformation more 
generally, deterrence again has been assessed and discussed as a policy, strat-
egy, and/or state posture. Some elements of deterrence show certain similar-
ities with the effort to deter terrorists and insurgents. Many disinformers hide 
among the population, and they cover their tracks through various forms 
of technological sophistication. They have very limited assets that could be 
leveraged for deterrence by retaliation. The links between them and their state 
backers, if they do have backers, are tenuous and difficult to prove. However, 
they present some new aspects, or at least characteristics that are more pro-
nounced, if compared to terrorists and insurgents. 

First, contrary to foreign insurgencies, today’s disinformers are acting 
directly on Western populations’ opinions and beliefs, and yet they do so 
not to help their own national cause, but rather to undermine liberal state 
institutions in the West, an effort that is oftentimes construed as an end in 
itself. As well, they do have “objective allies” in the West in groups opposed 
to liberalism, in the Far Left but mostly in the Far Right, and in radicalized 
and disaffected segments of the population. If once upon a time Ho Chi Minh 
stated that the solution of the Indochina problem was in France’s domestic 
opinion, we now face a quite different dynamic. It is about undermining the 
West from within itself, as an end in itself. In a sense, the deterrence dialogue 
seems to have shifted once again to focus on the West’s own population rather 
than on adversaries or their backers. 
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A second aspect is that disinformers, even the ones acting directly on 
the behalf of a foreign state, do not depend on any particular population to 
support them, and hence they have little to no legitimacy or reputation to 
lose. Deterrence by de-legitimization therefore becomes that much harder to 
implement, but it is not necessarily impossible. Of course, pressures could be 
applied against foreign states through economic and diplomatic sanctions, 
and even possibly by humiliating them through public exposure, in ways 
comparable to the United States showing pictures of Soviet missile launch 
sites being prepared during the Cuban Missile Crisis of the early 1960s. The 
numerous and open discussions in the Western news media about the active 
involvement of the People’s Republic of China in spreading disinformation 
about COVID-19 have shown that disinformation can seriously backfire if 
publicly exposed (Verma, 2020). 

A third, somewhat ironic aspect is that nuclear deterrence is also coming 
back to the forefront. A number of analysts have identified the potential risk 
that disinformation could create so much confusion and uncertainty that a 
conventional attack that crosses a “red line” for nuclear retaliation would re-
main unpunished because of our inability to justify a robust response due to 
disinformation. Hence, this has the potential to nullify nuclear deterrence, 
as the resulting confusion would not allow for a normal deterrence dialogue. 
The Russian government, in its 2022 military invasion of Ukraine, has al-
ready tried this very approach, but with limited success as Western powers 
were able to uphold a united front. Future crises in and around Taiwan have 
the potential to lead to a similar scenario.    

If we go back to Canada’s policy in this rapidly evolving world, difficult 
questions are thus raised. What would disinformation deterrence look like, 
and what would be the effective mechanisms to play on adversaries’ fears? 
From a technical standpoint, what new capabilities should be developed? 
How far should we go in developing capabilities based on a mixture of cyber 
technology, intelligence gathering, communication studies, and social sci-
ences solutions?  Canada could somehow copy the old Russian and Soviet 
playbook of developing culturally sensitive kompromat against adversaries’ 
senior leadership, for instance? How realistic these options are remains to be 
assessed. The country has a long tradition of trying to keep its adversaries at 
bay by various means that do not involve direct coercion, preferring instead 
for others like the United States to do so while benefitting from its close rela-
tionship with its southern ally. Also, Canada’s historical preference is to act 
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only as part of a wider concerted effort when it comes to engaging in more 
coercive solutions. What others will do is likely to weigh heavily on our future 
policies. Finally, there are risks that adversaries might pay more attention to 
Canada. Some Canadian politicians, for instance, could possibly be serious-
ly embarrassed if actively targeted by concerted actions from foreign actors, 
thereby undermining their capacity to govern. In other words, adversaries 
may choose to retaliate in kind against Canada more often if we implement 
a posture of deterrence by punishment. In the end, we may ourselves be de-
terred from responding to disinformation as a result of fear. 

This brings us to the more practical and politically acceptable posture of 
deterrence by denial, but this also implies that the Canadian government will 
have to be much more upfront with the public by presenting the threats of dis-
information with greater insistence. This also means naming our adversaries 
and seeking to understand and acknowledge their politically, socially, cultur-
ally, and psychologically malign inclinations toward us. The publication of 
the Canadian Indo-Pacific Strategy in 2022, in which the People’s Republic 
of China is described as a “disruptive global power,” constitutes a first step in 
that direction. Yet, powerful institutional traditions remain. For a long time, 
successive Canadian governments have chosen as a matter of policy mostly 
to keep the public in the dark with respect to the nature of the threats against 
the country, and their degree of intensity. This has been termed an “Alice 
in Wonderland” attitude (Potter, 2010). In the end, any change in Canada’s 
strategic approach to disinformation is likely to also require a critical and 
self-reflexive change in its strategic culture implicitly built around the belief 
that we are somehow remote from the world’s problems. 

Structure of the Book
To provide some answers to these questions and many more, and to introduce 
new ideas, notions, and techniques linked to fighting disinformation, this 
book has been divided into four major sections. The first section, “Deterrence 
as an Evolving Concept,” is made up of three chapters, which look deeper 
into the origins and the implications of deterrence as a concept to guide 
policy and ultimately actions against Canada’s adversaries. The first chapter, 
from Christopher Ankersen of New York University, provides further use-
ful definitions, and explores the assumptions implied in classical deterrence 
by punishment and its focus on cost-benefit analysis. The second chapter, 
from Stephen Cimbala and Adam Lowther, both from the US Army Staff 
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College, discusses the notion of time in the context of deterrence, which has 
been significantly compressed by the massive implementation of information 
technology, allowing for real-time (dis)information and thus framing how 
deterrence could be implemented. The last chapter in this section, by Alex 
Wilner of Carleton University, re-engages us in the concept of deterrence by 
de-legitimization, which was originally introduced in dealing with the diffi-
cult context of fighting insurgencies and terrorism. 

The following section, “Wider Strategic Context and Experiences,” looks 
into both the external origins of the disinformation threat, especially from 
Russia and the People’s Republic of China, and the experience of Israel in 
dealing with the complexities of putting together a credible deterrence while 
dealing with disinformation. The first chapter is by Rachel Lea Heide, from 
Defence Research and Development Canada, and presents the more salient 
aspects of the disinformation techniques and approaches used by Russia. 
This chapter is followed by a contribution from Anthony Seaboyer and Pierre 
Jolicoeur of the Royal Military College of Canada discussing how the People’s 
Republic of China is actively using disinformation to achieve its strategic pol-
itical objectives. Moving from adversaries to democratic nations having to 
deal with both deterrence and disinformation, the chapter by Ron Schleifer 
and Yair Ansbacher looks into the complex situation of Israel, which since its 
founding had to develop a credible and comprehensive deterrence posture 
against nation-states, but which in the last two decades has evolved in the dir-
ection of dealing with non-state adversaries such as Hamas and Hezbollah. 
Concluding this section, and extending the analysis from the previous chap-
ter, Oshri Bar-Gil of the Israel Defense Forces’ Applied Behavioral Science 
Institute presents Israel’s own perspective on what constitute disinformation 
and how it applies to the country’s situation in the Middle East. In particular, 
Bar-Gil highlights the challenges stemming from the asymmetric nature of 
disinformation and seeks to understand how deterring disinformation re-
quires a change in mindset, away from classical deterrence, in order to be 
effective. 

The third section, “Canada’s Context,” emphasizes not only the actual 
risks involved in being a target of disinformation, but also where our think-
ing and practices should focus when it comes to dealing with disinforma-
tion, and more generally where we stand in terms of our deterrence capabil-
ities. The first chapter here comes from Nicole Jackson of Simon Fraser 
University. Extending the reflections emerging from the previous chapters 
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to the particular case of Canada, Jackson proposes a refined analysis of what 
disinformation and deterrence could potentially mean. The second and 
last chapter in this section is provided by Christian Leuprecht of the Royal 
Military College of Canada and Joseph Szeman of Queen’s University. These 
authors extend the reflection proposed in the previous chapter and highlight 
the fact that Canada has been somewhat behind the new thinking about dis-
information and deterrence, which has in turn impacted our choice of poli-
cies and strategic posture, especially in light of the synergistic relationships 
between the cyber and informational domains. 

The fourth and last section, “Emerging Tools and Approaches,” is made 
up of three chapters that highlight and describe some emerging concepts, 
methodologies, and cautionary warnings to support the development of a 
sound deterrence posture against disinformation. The first is by Sarah Jane 
Meharg, of the Canadian Forces College, and explores the notion of digital 
tribalism. If it is clear that disinformers play on groups’ feelings to motivate 
them to oppose liberal democratic institutions, and that older notions such 
as right- and left-wing populism or nationalism are becoming less useful in 
understanding some of the underlying dynamics of group behaviour. The next 
chapter, by Anne Speckhard and Molly Ellenberg of the International Center 
for the Study of Violent Extremism, looks into how counter-radicalization 
efforts can support deterrence by denial in offering credible and emotionally 
engaging counter-narratives tailor-made to the socio-economic and cultural 
realities of potential recruits. This chapter is followed by the by contribu-
tion of Ronald D. Porter (Saint Mary’s University), Minqian Shen (Queen’s 
University), Leandre R. Fabrigar (Queen’s University), and Anthony Seaboyer 
(Royal Military College of Canada). The authors review the various method-
ologies available to assess indirectly how a particular audience might have 
been influenced by online communication, and especially disinformation. 

The concluding chapter is from Keith Stewart and Madeleine D’Agata, 
of Defence Research and Development Canada. They propose, in light of the 
previous chapters, a series of reflections and some high-level conclusions 
from the diverse material offered throughout the book. In particular, they 
argue that the changing context requires a refreshing of our knowledge of, 
and techniques for, understanding and influencing a diversity of adversaries 
with an emphasis on achieving a posture based on deterrence by denial.
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Deterrence Is Always about Information:  
A New Framework for Understanding

Christopher Ankersen

Deterrence works when an adversary refrains from undertaking a particular 
action for fear of paying too high a price; in other words, it “means dissuad-
ing someone from doing something by making them believe that the costs 
to them will exceed their expected benefit” (Nye, 2017). It depends on sev-
eral elements. Much focus is placed on capability (the ability of a party to 
effect the retaliation), giving a certain material bias to much of contemporary 
deterrence discourse. Do we have the right “things” (weapons systems, for 
instance) to be able to deter a potential aggressor? Following this material 
train of thought, several observers wonder if deterrence can translate from 
the world of nuclear and conventional statecraft into the information en-
vironment. Does deterrence, for instance, work below the threshold of armed 
attack in the same way it works (or at least appears to work) above that thresh-
old? Can or does deterrence work in the domain of cyber security? If so, does 
it work the same way that it does in the “real world?”

This material bias, though, blinds us to the fact that deterrence actually 
operates—has always operated—in the information environment. In addition 
to, and I argue much more importantly than, the material aspects of deterrence 
(capability) are the ideational elements of credibility and communication.

While these dimensions are integral to deterrence, what has changed are 
the operant media through which and with which opponents threaten each 
other. What this chapter proposes is a framework that treats a variety of dif-
ferent attacks (across both material and ideational dimensions) and, hence, 
allows for some form of “valuation” to be carried out. Only once such an 
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appraisal has occurred can any kind of “cost-benefit analysis” (the basis of 
deterrence) be conducted.

	 Where deterrence is focused on nuclear weapons, the costs are 
understood to be catastrophic. Based on the results of the two US atomic 
attacks on Japan, as well as predictions based on tests and modelling from all 
nuclear weapon states since then, the notion that there could be an “upside” 
to nuclear war was not a mainstream opinion (Blair & Wolfsthal, 2019; Waltz, 
1981).1 As Robert Jervis puts it, “the healthy fear of devastation . . . makes 
deterrence relatively easy” (quoted in Payne, 2011, p. 395).

	 Of course, deterrence has never solely been about nuclear weapons 
(Huntington, 1983; Paret et al., 1986). Recently the United States Department 
of Defense has been moved to adopt a strategy of “integrated deterrence,” in 
which military power is not the only component. In a recent speech Secretary 
of Defense Austin explained that “Deterrence still rests on the same logic—
but it now spans multiple realms, all of which must be mastered to ensure 
our security in the 21st century” (quoted in Lopez, 2021). The idea is that 
countries like Russia and China are waging a campaign of hybrid or grey-
zone warfare, whereby they aim to disrupt and undermine the status quo, 
but do so “below the threshold” of armed conflict (Chivvis, 2017; Morris et 
al., 2019).2 Accordingly, adversaries use “everything but” in their campaigns: 
propaganda, agitation, use of proxies, and cyber-attacks are the stock in trade 
here. The British Ministry of Defence goes so far as to claim that

old distinctions between “peace” and “war,” between “public” 
and “private,” between “foreign” and “domestic” and between 
“state” and “non-state” are increasingly out of date. Our author-
itarian rivals see the strategic context as a continuous struggle 
in which non-military and military instruments are used un-
constrained by any distinction between peace and war (United 
Kingdom, 2021, p. 22).

By choosing to use “less kinetic” and/or “difficult to attribute” methods, 
thereby not setting off the tripwire of overt military action, adversaries may 
prod and probe freely, based on the idea that what they are doing is not worthy 
of large-scale retaliation. In this sense, such tactics are meant to act as a way 
of circumventing deterrence by inverting the usual cost-benefit analysis: the 
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benefits accrued by an adversary operating in the “grey zone” seem too small 
to warrant the imposition of high costs.

 The response from the West to counter and indeed deter such efforts has 
been, in a word, integration. Secretary Austin explains it thus: 

Integrated deterrence means all of us giving our all. . . . It means 
that working together is an imperative, and not an option. It 
means that capabilities must be shared across lines as a matter 
of course, and not as an exception to the rule. And it means that 
coordination across commands and services needs to be a reflex 
and not an afterthought (quoted in Lopez, 2021). 

Similarly, the British approach stresses the need

to create multiple dilemmas that unhinge a rival’s understand-
ing, decision-making and execution. This requires a different way 
of thinking that shifts our behaviour, processes and structures 
to become more dynamic and pre-emptive, information-led and 
selectively ambiguous. In essence, a mindset and posture of con-
tinuous campaigning in which all activity, including training 
and exercising, will have an operational end (United Kingdom, 
2021, p. 22).

If integration is indeed the key to deterring Chinese and Russian efforts, 
then it is worth examining where Western thinking and acting are falling 
short. One such area is that of cyber security. Despite the novelty of the field, 
as it stands our approach to cyber is highly stovepiped—precisely the opposite 
of what we are aiming for. Indeed, by fragmenting cyber security we are do-
ing our adversaries’ work for them. By focusing only on some kinds of cyber 
activity and labelling them as attacks while dismissing others merely as hack-
ing, we form an incomplete picture of how our adversaries use cyberspace 
against us. With only a partial picture, we cannot hope to achieve integrated 
deterrence. 

In this chapter, I propose a new way of understanding cyber security, one 
that is more comprehensive than is currently the case. Moreover, the proposed 
framework concentrates not on the sources of cyber-attacks or into whose 
jurisdiction they might fall. Instead, it focuses on the effects of cyber-attacks 
and allows for several outcomes. Such a framing does two things. First, it 
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lends itself to an integrated response. Second, and more importantly, it allows 
for the (re)establishment of deterrence, as it permits an appropriate and hol-
istic accounting of the impact of cyber-attacks, so that a proper “cost-benefit” 
footing can be set. 

My argument unfolds as follows. First I cover the basics of deterrence and 
how it applies in a world of “hybrid threats,” focusing on the fact that deter-
rence is all about a particular frame of mind. Second, I discuss how security 
in, of, and from cyberspace interacts with that understanding. As mentioned 
above, I propose a comprehensive typology for managing cyber threats in this 
section. Finally, I discuss how such an approach—one centred on intended 
effects—leads itself to better forms of deterrence.

Deterrence Is a State of Mind
Deterrence is not only about capability. An adversary’s decision not to at-
tack is largely ideational, not material. Indeed, “deterrence is a psychological 
process in which subjective elements such as fear, pressure, and influence 
inform how calculations are made and decisions are taken. . . . Threat and 
fear are at the epicentre of deterrence, because deterrence as such is a state 
of mind” (Filippidou, 2020, p. 14). And while this is not a new observation, 
it is often forgotten, pushed aside in the pell-mell of calculations and prep-
arations. “Deterrence posits a psychological relationship, so it is strange that 
most analyses of it have ignored decision makers’ emotions, perceptions, and 
calculations and have instead relied on deductive logic based on the premise 
that people are highly rational” (Jervis et al., 1985, p. 1). Instead of concen-
trating on how opponents are thinking, we tend to get sucked directly into 
discussions of defences and countermeasures, happy to count and plan and 
prepare. What is more, we dismiss too quickly incidents that we regard as 
nothing more than vandalism, or espionage, or propaganda, waiting for our 
enemies to “cross the threshold,” where they do “real-world harm.” Only then 
can we conceive that some kind of retaliation is necessary, only then would 
deterrence be applicable.

The fact that deterrence is more ideational than material means that dis-
information plays a large part in it. Convincing an adversary not to attack 
can be achieved as much through deceit as through defence. This is as true 
inside the cyber domain as it is outside of it. What is more, though, the cyber 
domain can be used as a powerful tool for the dissemination of disinforma-
tion in the first place. This means that disinformation in the cyber realm 
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has a double effect. First, it can be used to confuse or deceive an adversary. 
Following the logic of “garbage in, garbage out,” bad information injected 
into a decision-making process can lead to faulty conclusions on a range 
of aspects, from intention, to desire effect, and so on. Separately, though, 
disinformation can be used outside of such a rational process to generate a 
range of non-rational outcomes, not within the decision-making elites, but 
among the mass population. Such outcomes might include not only faulty 
conclusions, but also disbelief and, ultimately, distrust. Instead of aiming for 
an alternate, rational conclusion, disinformation, then, can be used to cre-
ate irrational non-conclusions. This may serve to undermine legitimacy, or 
merely sow confusion and controversy. Either way, it is intended as a means 
of degrading the bases for action. 

Security and Cyberspace
At first blush it may seem foolish to try and impose some form of order to 
activities taking place in what has been called a consensual hallucination ex-
perienced daily by billions of legitimate operators, in every nation (Gibson, 
2000). While it is true that cyberspace is a virtual realm, when we analyze 
it as a field of security, we can and must concentrate on the effects that are 
generated in and because of it. In that sense, I object to referring to cyberspace 
as a mere domain. In my use of the term, I want to highlight its multi-dimen-
sionality. If we regard it too narrowly, we may lose sight of what is possible. 
Such an overly narrow focus can mean that we lose sight of the impact that 
cyber-attacks have, making it harder to conceive of them as something to be 
deterred in the first place.

While some have envisioned cyberspace as a realm divorced entirely from 
the material world, the reality is less tidy. The virtual world is propped up by 
cables and cords; sitting beside artificial intelligences are networked toaster 
ovens; its population is made up of flesh-and-blood denizens as well as num-
eric databases. Any view of security in cyberspace must include all these ele-
ments. Only regarding “pure play” digital threats as worthy of cyber-security 
efforts is a strategy that leads to be being outmanoeuvred by one’s opponents. 
The framework presented here accounts for all sources of harm that might 
emanate from or across cyberspace, whether they are aimed at hijacking data 
or tearing up fibre optics. It is this degree of comprehensiveness that allows 
for a holistic appreciation of the threat landscape, which in turn can enable an 
integrated approach to deterrence. The end goal is to reduce what Nye (2017) 
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has labelled the “ambiguity of cyber threats.” I contend that such ambiguity is 
often exploited and indeed exacerbated through the use of disinformation. IP 
masking, routing through multiple servers, the use of cut-outs, intentionally 
using technical markers (such as specific types of hardware or lines of code 
associated with a particular actor or country)—all this is deliberately done to 
create confusion and doubt as much as it is meant to convince an adversary of 
a specific, false source of cyber activity. 

 It is a truism to say that developments in cyberspace are constantly in 
flux. Future methods of attack may be difficult to predict in their precise 
technological dimensions. However, by focusing on the intended effects of 
cyber-attacks, this typology allows us to remain undistracted by the details. 
Asking ourselves, “What do our opponents attend to achieve?” forces us to 
concentrate on our opponents’ goals, what they consider as the benefits in any 
cost-benefit calculation. In turn, this enables us to note that it is not necessary 
that a specific attack be restricted to one kind of effect. A single attack might 
have several different effects, either by design or as a matter of “collateral im-
pact.” Indeed, just as arson might be used as a means of disguising a murder, 
a cyber-attacker might choose to destroy infrastructure as a way to obfuscate 
the primary focus, which was data collection. Similarly, a cyber incident that 
appears to have been nothing more than espionage could easily have also pro-
vided an adversary with the possibility of creating a “back door” for future 
exploits, or even delivering a payload that could wreak havoc at a later date. 
Obfuscation of this kind (disguising one’s true intentions) is commonplace, 
and if we are too quick to categorize incidents as “merely hacks” and not keep 
an open mind to the possibility of more serious effects, we fall prey to our 
adversaries’ disinformation. What is better, I argue, is to regard every cyber 
incident as an attack in the first instance, and then proceed to rule out other 
possibilities based on further information. As such, I propose below a four-
fold typology of cyber-attacks. 

A T T A C K S  O N  C Y B E R

Attacks on cyber have infrastructure as their target. Such attacks may be 
physical or digital, or both. Physical attacks involve the destruction of cables 
or other hardware. This could involve cutting wires, burning or bombing 
buildings, or smashing computers, servers, modems, or other physical aspects 
of the Internet. Digital attacks might not visibly damage or destroy materials, 
but they could render useless the digital capacity of physical infrastructure 
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or media through magnetism or moisture, for example. Whether physical or 
digital, attacks on cyber have the same effect: the destruction of the target. 

An example of such an attack on cyber could be similar to what hap-
pened to Tonga. While it has not been publicly described as an intentional 
event, an incident in January 2019 left the island nation without connectivity 
after “a boat with an anchor . . . dragged the [undersea Internet] cable, or 
something of this sort” (Westbrook, 2019). A satellite work-around was ar-
ranged but provided only one-tenth of the access previously provided by the 
cable. Repairs took about two weeks. 

The impact of such relatively crude attacks is hard to downplay. According 
to some reports, these cables “carry global business worth more than $10 tril-
lion a day, including from financial institutions that settle transactions on 
them every second. Any significant disruption would cut the flow of capital. 
The cables also carry more than 95 percent of daily communications” (Sanger 
& Schmitt, 2015). The vulnerability of submarine cables has been evident in 
the North Atlantic since the Russian invasion of Ukraine (“The Irish Times 
view,” 2022). The destruction of the Nord Stream 2 underwater pipeline goes 
to show the ease with which such physical attacks can be carried out, the 
apparent difficulty involved in definitively determining attribution, and the 
disbelief that can be generated when competing accounts circulate (“Kremlin 
eyes object,” 2023). 

A T T A C K S  I N  C Y B E R

Attacks in cyber focus on data, attempting to steal or corrupt it. There are 
myriad ways in which this might be done, ranging from unauthorized ac-
cess by legitimate users to penetration of networks by outside attackers. There 
are two main kinds of attacks in cyber. The first seeks to gain information 
and exploit it. This could take the form of proprietary intellectual property 
(United States of America, 2021a) or other sensitive information (Sanger, 
2020). The second kind of attack in cyber aims not to steal data but to corrupt 
or deny access to it: ransomware is an example of this kind of attack (Turton 
& Mehrotra, 2021).

 These types of incidents are often regarded as hacks, not attacks, and are 
dismissed as examples of cyber espionage (Rid, 2012). By not including them 
as attacks, we aid our adversaries by disaggregating the effects that they are 
achieving. Indeed, by interfering with the confidentiality and integrity of, as 
well as access to, information, adversaries can, in effect, generate a form of 
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disinformation or, alternatively, degrade our ability to counter, or disprove, 
other disinformation attempts. Labelling such efforts as attacks in cyber al-
lows us to account for their effects. Of course, just as not all physical assaults 
are politically motivated, care must be taken when deciding whether particu-
lar cyber-attacks are the work of criminals, vandals, or state actors. However, 
these kinds of conclusions should be the fruit of investigations, not prima 
facie assumptions. 

A T T A C K S  F R O M  C Y B E R

Attacks from cyber focus on disconnecting, damaging, or destroying devices 
that are connected to the Internet. Here the aim is not to steal data, but to dis-
rupt some particular function. By 2025, it is estimated that there will be more 
than thirty billion connected devices in the Internet of Things (Vailshery, 
2022): whether an industrial valve, an airplane, or a hospital, Web-connected 
devices are vulnerable to attacks from cyber. 

These attacks use specially written code to interrupt the normal oper-
ations of peripheral devices, whether they are digital or mechanical in nature. 
The most famous such attack is the now legendary Stuxnet incident from 2011 
(Kushner, 2013), which destroyed Iranian nuclear centrifuges. It is worth not-
ing that the Stuxnet attacks involved extremely sophisticated means of gen-
erating the impression that no manipulation of the physical controllers was 
underway. In other words, in addition to the alteration of the intending func-
tion of the centrifuges, Stuxnet generated convincing disinformation meant 
to lull Iranian scientists into believing nothing was amiss. Since Stuxnet, the 
number of such networked systems has multiplied exponentially, meaning 
that the global vulnerability to such attacks has likewise ballooned. As Bruce 
Schneier (2018), a leading cyber-security expert, puts it, hackers can now 
crash your car, your pacemaker, or your city’s power grid. That’s catastrophic. 

A T T A C K S  V I A  C Y B E R

If attacks from cyber are the kinds of attacks that come to mind when we 
think of cyber security involving state adversaries, attacks via cyber are often 
regarded as “something else.” Attacks from cyber do not target physical de-
vices or stored data. Instead, their targets are us: “Disinformation is a tool 
commonly used by a number of states to sow discord, undermine faith in 
governing institutions, stoke fear and anxiety, and ultimately achieve cer-
tain policy goals” (CSIS, 2020). Given its ubiquitous presence in our lives, 
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Type of 
attack

Target Modality Effect Example Defence 
mechanism

On cyber Network Physical Disruption/
destruction

Tonga 2019 Critical 
infrastructure 
protection 
(CIP)

In cyber Data Digital Theft/denial/
corruption

OPM 2016 Information 
assurance (IA)

From cyber Peripheral Digital Disruption/
destruction

Stuxnet 
2010

CIP/IA

Via cyber People Information Distrust US election 
2016

Resilience/ 
censorship

Table 1.1. Effects-Based Cyber Attack Typology

the Internet is a key conduit for such disinformation. Social media is par-
ticularly useful as a tool for spreading and amplifying false and/or divisive 
information and has been adroitly used by Russian operatives (Allyn, 2020). 
Some attacks via cyber have been used directly in conjunction with physical 
military operations (Sokol, 2019), while others have been used to “soften up” 
potential targets (Duszyński, 2020). In other cases, whether related to elec-
tions or COVID-19 response, the aim is to sow distrust and reduce the ability 
of societies to co-operate (Barnes, 2021).

Taken together, this framework allows us to better understand how ma-
licious activities in cyberspace work. Rather than simply focusing on “who-
dunit” (criminals, spies, or hacktivists), it enables us to concentrate on the 
effects intended and, often, achieved. Such an integrated appreciation of 
cyber-attacks is important because, “unless statesmen [sic] understand the 
ways in which their opposite numbers see the world, their deterrence poli-
cies are likely to misfire; unless scholars understand the patterns of percep-
tions involved, they will misinterpret the behavior” (Jervis, 1982, p. 57). The 
British Ministry of Defence asserts that in today’s world “our rivals employ 
an expanding, diverse and largely unregulated set of information tools to 
influence target audiences’ attitudes, beliefs and behaviours. These weapons 
are increasingly employed above and below the threshold of war. They chal-
lenge international norms and restrict our response options. They work in 
the seams of our institutions, exacerbate societal divisions and prejudices, 
and lead people to cooperate, wittingly or unwittingly, in the undermining of 
democracy” (United Kingdom, 2021, p. 6). 
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Deterring by Defending
Deterrence relies on retaliation, or more correctly, the threat of some form 
of punishment following a transgression. As mentioned above, that clearly 
entails an element of capability: Is there the means available to retaliate? More 
so, though, deterrence hinges on the credibility of the threat: Even if means 
are available, is it believable that an adversary would act on their threats of 
retaliation? Many observers believe that deterrence is not possible in cyber-
space, for this very reason: any attempt at reconstructing the norms and ex-
pectations that underpin deterrence in the physical world “fails to consider 
the unique characteristics of cyberspace” (Fischerkeller & Harknett, 2017). 
Difficulties surrounding attribution, for instance, make it hard to identify 
who to punish, for example. 

The current approach to cyber security does not focus at all on the in-
tended effects of its potential adversaries. It takes them for granted, labelling 
only certain kinds of incidents as attacks at all. Instead it proposes a “de-
fend forward” strategy that sees American cyber assets operating persistently 
“over there” (United States of America, 2018). A number of other countries 
have also adopted similar strategies, relying on “offensive cyber operations” 
as a means of disrupting adversary activity, downplaying any kind of connec-
tion between that and defence or deterrence (Gold, 2020).

I contend that the notion of cyber uniqueness is often overstated. Yes, the 
particular details of how some attacks are carried out (through the routing 
of malicious code, for example) differs from what we see in the non-virtual 
world; by focusing on the effects of cyber-attacks we can see that, regardless 
of the way in which those attacks are carried out, it is possible to view them 
as analogous to other malicious acts, defend against them, and fit them into a 
deterrence framework. The aforementioned confusion surrounding the Nord 
Stream attacks are merely one such example.

Defence in cyberspace varies according to the particular threat. As the 
attack modality varies, so, too, will the means of protection. In the case of 
attacks on cyber, an approach that prioritizes the protection of critical infra-
structure might be best: locking doors, erecting fences, and the like, as a way 
of preventing unauthorized entry to vulnerable network elements.3 For at-
tacks in and from cyber, the defences are less physical and more digital in 
nature, but nonetheless relatively straightforward. Maintaining “good cyber 
hygiene” (e.g., updating and patching programs, implementing stringent 
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access-control procedures, eliminating known vulnerabilities, such as obso-
lete VPNs and the like) may sound simple, but it has proven to be effective 
(Such et al., 2019). Indeed, many of the largest attacks in and from cyber 
have hinged on basic cyber hygiene errors, leading to large and long-lasting 
disruptions (Carnovale & Yeniyurt, 2021; Hemsley & Fisher, 2018; Kushner, 
2013). Dissuading attackers through the use of robust defences is itself a form 
of deterrence, deterrence by denial (Wilner & Wenger, 2021).

 Beyond a denial approach, the idea of deterrence by punishment requires 
“threats of wider punishment that would raise the cost of an attack” (Mazarr, 
2018, p. 14). However, if we are too eager to “rule out” attacks and see in-
cidents merely as vandalism, without considering what else might be going 
on, we undermine our own ability to comprehend what our adversaries are 
attempting. I contend that without an appreciation for what the intended ef-
fects or benefits of an attack are, it is difficult to calibrate the costs necessary 
to dissuade an opponent from carrying it out.

Defending against or deterring attacks via cyber warrants special men-
tion. Although other forms of attack may include elements of disinformation, 
these attacks rely on disinformation to generate their intended effect. Here 
defence is extremely difficult because access to the intended target (the popu-
lation) is often very easy. Indeed, in many countries around the world, includ-
ing but not restricted to those in the West, social media usage is widespread. 
In Canada, for instance, there are estimated to be approximately thirty-five 
million social media users, and that figure is set to grow by over 10 per cent 
per year between now and 2030 (Dixon, 2023b). What is more, the average 
user is on social media for over two hours each day (Dixon, 2023a). The level 
of susceptibility to disinformation via these sources is enormous. What, then, 
is the best way to guard against such attacks? 

One approach, favoured by democracies, is to boost what is called “so-
cietal resilience.” Sweden, for instance, has created a national Psychological 
Defence Agency in order to enable its population to recognize and resist 
propaganda (Sweden, 2023). Such an approach is regarded by some as con-
tributing to deterrence by denial (Braw & Roberts, 2019).

However, there is another route, and that is censorship. This works in a 
different fashion: rather than inoculating the population to recognize and 
dismiss potential disinformation, censorship aims at blocking such infor-
mation from reaching the population in the first place. Originally favoured 
in autocracies and anocracies, such as China and Thailand, respectively 
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(Economy, 2018; Human Rights Watch, 2016), it has become a tactic in so-
called open societies too. Governments and social media providers have been 
accused of implementing a variety of forms of censorship, often in the name 
of limiting disinformation (Goldberg, 2022). As discussed elsewhere in this 
volume, there is a fine line between defence and paternalism in this regard. 

Ultimately, any attempt at developing and deploying an integrated ap-
proach to the array of activities that countries such as Russia and China are 
carrying out as part of a “hybrid warfare” campaign cannot afford to be dis-
jointed. The typology presented here allows a wide range of cyber incidents 
to be properly understood as attacks, permitting the development of robust 
defence, and the generation of a deterrent effect. 
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Nuclear Crisis Management for the  
Information Age

Stephen J. Cimbala and Adam B. Lowther

The growing importance of the cyber domain to warfare requires a major 
rethinking of information’s use during conflict. Technologies that increase 
the sensor-to-shooter speed in which a war fighter can find, fix, and kill a tar-
get enhance battlespace awareness, but can also pose a risk to effective target 
assessment and reduce understanding of an action’s consequences. One case 
in point is the relationship between digital decision tools and the manage-
ment of crises, especially crises with the inherent risk of escalation to nucle-
ar first use or first strike. Nuclear deterrence is, at its core, an information 
operation that employs information, disinformation, and misinformation in 
order to shape the risk-reward calculation of an adversary. If the ultimate 
goal of deterrence is to create a perception of risk that makes changing the 
status quo too risky, then it should come as no surprise that this volume in-
cludes a chapter on deterrence and nuclear crisis management. The follow-
ing discussion considers how the goals of nuclear crisis management might 
be circumscribed or even overcome by the interaction of new information 
technologies with command-and-control stability, communication between 
adversaries, and other aspects of crisis decision making. This all occurs as 
part of information operations where opposing sides are attempting to shape 
an adversary’s perception of risk through information manipulation. 

It is worth noting that the Cold War did not see a crisis in which states 
were armed with advanced cyber weapons and nuclear weapons. Employment 
of mis- and disinformation was a much slower process than it is today. Analog 
systems were state of the art for much of the Cold War, and certainly for much 
of the technology used in nuclear delivery systems. They were reliable and, 
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at least for the United States, the periodic modernization effort that was due 
in the 1990s never took place because of the Soviet Union’s collapse in 1991. 
Thus, the implications of cyber-based information warfare and cross-domain 
deterrence—using capabilities in one domain to deter action in a different 
domain—were far less complex than they are now. Recent advances in the 
cyber and space domains are changing the fundamental dynamics of deter-
rence and making Cold War “general deterrence” obsolete. It is worth noting 
that any nuclear crisis, and possible war, will likely begin with an effort to 
manipulate an adversary’s situational awareness and create a false perception. 

Today, the nuclear-cyber relationship has special significance for the 
United States and Russia and makes deterrence a much more complex task—
particularly as the United States undertakes a digital transformation of its nu-
clear command, control, and communication (NC3) system (Lowther, 2020). 
If cyber-security experts are correct about the “D5” of cyber security, then 
it should come as no surprise that the United States can expect Russian and 
Chinese cyber warriors to focus on ways to deceive, degrade, deny, disrupt, 
and destroy a new digital NC3 architecture in an effort to prevent the United 
States from understanding what they may be doing and from commanding 
and controlling their nuclear forces (Reed, 2013). In such an information 
operation, disinformation plays a critical role because it is deception, not de-
struction, that is the apex of cyber conflict. Too few appreciate fully the role 
information and information operations play in deterrence because it is too 
easy to focus on the destructive capacity of nuclear weapons. Thus, in the 
pages that follow, it is important to keep in mind the role information oper-
ations play in crisis and escalation management. With Russia and the United 
States possessing approximately 90 per cent of the world’s nuclear weapons 
and employing the most advanced offensive and defensive cyber capabilities, 
the real threat of employing disinformation through the cyber domain is 
growing (Thomas, 2015). This chapter explores the implications of this de-
velopment in two steps (Futter, 2016a, 2016b; Gartzke, 2017). First, it consid-
ers the larger question of nuclear-cyber relationships in the present and near 
term. Second, it turns to specific issues related to nuclear crisis management.

Understanding the Nuclear-Cyber Nexus
What are the implications of potential overlap between concepts or practi-
ces for cyber war and nuclear deterrence (Arquilla, 2008; Libicki, 2009, 2017; 
Singer & Friedman, 2014)? Although cyber war and nuclear conflict may seem 
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to take place at opposite ends of the conflict spectrum, they are distinctly 
interrelated. Cyber weapons should appeal to those who prefer a non-nuclear 
military-technical arc of development, but they are also the thread that ties 
nuclear decision making to nuclear weapons employment. War in the cyber 
domain offers a possible means of crippling enemy assets without the need for 
kinetic attack—potentially minimizing physical destruction (Koshkin, 2013; 
Thomas, 2005). Nuclear weapons, on the other hand, are the very epitome of 
“mass” destruction. Their use for deterrence—the avoidance of war by the ma-
nipulation of risk—is preferred to their actual use in conflict. Unfortunately, 
neither nuclear deterrence nor cyber war exist in distinct policy universes, 
something that was possible in the Cold War and the early post–Cold War 
period. 

Nuclear weapons, whether held back for deterrence or fired in anger, 
require effective command, control, communications, computers, intelli-
gence, surveillance, and reconnaissance (C4ISR). These weapons and their 
C4ISR systems must be protected from physical and cyber-attack (Lowther, 
2020). Decision makers managing nuclear forces should ideally have the best 
possible information about the status of their own forces, adversary forces, 
and the probable intentions and risk acceptance of an adversary. In short, 
the task of managing nuclear-deterrence operations demands clear thinking 
and good information. Where there was a clearly defined boundary between 
peace and war during the Cold War, both China and Russia now employ doc-
trine that sees war as a constant and something that begins in the informa-
tion environment (Bowen, 2020; Goode, 2008). Cyber weapons are designed 
to impede clear assessment of the strategic environment by achieving one 
or more of the “D5” effects (degrade, deny, disrupt, destroy, deceive), with a 
focus on deception, in the C4ISR networks of the United States (Libicki, 2007; 
Reed, 2013). The temptation to use cyber-attacks early against NC3 networks, 
for example, might make a nuclear crisis less stable rather than pre-empt a 
conflict altogether. In short, attempts to introduce disinformation during a 
nuclear crisis can lead to greater instability.

Ironically, the downsizing of American and Russian strategic nuclear ar-
senals since the end of the Cold War, while a positive development from the 
perspectives of nuclear arms control and non-proliferation, makes cyber and 
nuclear attack capabilities more alarming as the incentive moves toward use 
of both to pre-empt an adversary. The supersized deployments of missiles and 
bombers and expansive numbers of weapons kept by the Cold War Americans 
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and Soviets had at least one virtue. Those arsenals provided so much redun-
dancy against first-strike vulnerability that relatively linear systems for nu-
clear attack warning, command and control, and responsive launch under 
or after attack, sufficed. At the same time, Cold War cyber weapons were 
primitive compared to those available now, and it was almost impossible to 
penetrate command-and-control networks for the purpose of introducing 
disinformation. In addition, countries and their armed forces were less de-
pendent on the fidelity of their information systems for national security. 
Thus, the reduction of American and Russian forces to the size of “minimum 
deterrents” might compromise nuclear flexibility and resilience in the face of 
kinetic attacks preceded or accompanied by cyber war (Forsyth, 2010; Payne, 
2013). Although the mathematics of minimum deterrence would shrink the 
size of attackers’ as well as defenders’ arsenals, defenders with smaller forces 
might have greater fears of absolute compared to relative losses—and, there-
fore, be more prone to pre-emption-dependent strategies than defenders with 
larger forces. In other words, deception carries a much greater cost. 

Offensive cyber operations are very much on the minds of American mil-
itary leaders (Kaplan, 2016; Sanger, 2013). Russia is explicit about its cyber con-
cerns. President Vladimir Putin urged the Russian Security Council in early 
July 2013 to improve state security against cyber-attacks, and it remains con-
cerned about cyber-attacks on NC3 networks (“Putin calls,” 2013). The war in 
Ukraine has only heightened this concern. Russian security expert Vladimir 
Batyuk, commenting favourably on a June 2013 Russo-American agreement 
for protection, control, and accounting of nuclear materials (a successor to the 
recently expired Nunn-Lugar agreement on nuclear risk reduction) warned 
that pledges by Presidents Putin and Obama for co-operation on cyber sec-
urity were even more important: “Nuclear weapons are a legacy of the 20th 
century. The challenge of the 21st century is cyber security” (Earle, 2013). 

On the other hand, arms control for cyber is apt to run into daunting 
security and technical issues—even assuming a successful navigation of pol-
itical trust for matters as sensitive as these. Of special significance is whether 
negotiators seeking cyber arms control can certify that hackers within their 
own states are sufficiently under control for cyber verification and transpar-
ency. Both Russia and China reportedly use ad hoc and unofficial hackers to 
conduct operations to which governments would prefer to remain officially 
unconnected. For example, Russia’s hacking into the email account of the 
Democratic National Committee in 2016 was attributed by some sources to 
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“Guccifer 2.0” (an homage to the original Romanian hacker using that name). 
Some forensic evidence supports the hypothesis that Guccifer 2.0 was run by 
the FSB—the official Russian security agency—with involvement by Russian 
military intelligence (Lourie, 2017; Roberts, 2016; Thomas, 2012). In this case, 
email was exfiltrated and exposed to cause political chaos. How much worse 
could the consequences be of a disinformation campaign within American 
nuclear command-and-control networks?

On the one hand, cyber cuts across the land, sea, air, and space domains. 
Cyber, compared to the other domains, suffers from a lack of historical per-
spective. The cyber domain “has been created in a short time and has not had 
the same level of scrutiny as other battle domains,” as one author has argued 
(Magee, 2013). What this might mean for the cyber-nuclear intersection is far 
from obvious. Table 2.1 above summarizes some of the major attributes that 
distinguish nuclear deterrence from cyber war according to experts, but the 
differences between nuclear and cyber listed here do not contradict the prior 
observation that cyber and nuclear operations inevitably interact in practice. 

Cyber war Nuclear deterrence
The source of attack may be ambiguous—
third-party intrusions masquerading as 
other actors are possible.

The source of attack is almost certain to be 
identified if the attacker is a state. Even terrorist 
attackers with nuclear materials are traceable.

Damage is primarily focused on data, 
although physical effects are possible.

Damage, even in the case of a limited nuclear 
war, can be large-scale destruction of property 
and life. 

Denial of an attacker’s objectives is feasible 
if defences are sufficiently robust and/or 
penetrations can be repaired in good time.

Deterrence by denial is less credible than the 
threat of punishment by assured retaliation.

The objective of cyber-attacks is typically 
disruption or confusion rather than 
destruction.

Nuclear deterrence rests on the credible threat 
of massive and prompt destruction of assets and 
populations.

Cyber-attacks can continue over an extended 
period without detection and sometimes 
without doing obvious or significant damage.

The first use of a nuclear weapon since 1945 by 
a state or non-state actor for a hostile purpose 
would be a game-changing event.

The price of entry for cyber war is 
comparatively low.

Building and operating a nuclear deterrent 
requires that a state spend significant time, 
talent, and treasure. 

Sources: Gartzke, 2017; Libicki, 2017; Thomas, 2012.

Table 2.1. Comparative Attributes of Cyber War and Nuclear Deterrence 
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Crisis Management: Definitions and Parameters
One of the most important areas where the development of the cyber domain 
is reshaping nuclear deterrence is the realm of crisis management. Where 
Cold War nuclear crises were largely an issue of accurately judging the will 
of the adversary, cyber warfare, particularly attacks against NC3 systems, are 
certain to reshape deployed systems, the trustworthiness of information, and 
how data is used. Crisis management, including nuclear crisis management, 
is both a competitive and co-operative endeavour between adversaries. A 
crisis is, by definition, a time of great tension and uncertainty (George, 1991; 
George & Simons, 1994; Tetlock, 1990; Williams, 1976). 

All crises are characterized to some extent by a high degree of threat, 
limited decision-making windows, and a “fog of crisis” reminiscent of 
Clausewitz’s “fog of war” that leaves crisis participants confused as to what 
is happening—a particular problem in a digital-dependent world. The influ-
ence of nuclear weapons on crisis decision making is not easy to measure 
or document because the avoidance of war is ascribed to many causes. The 
presence of nuclear forces obviously influences the degree of destruction that 
can be done should crisis management fail. As in the past, information about 
an adversary’s capability and will are critical elements in a decision maker’s 
selection of a course of action. If, for example, the presidents of Russia or of 
the United States fear they are the victims of disinformation and do not trust 
the information they receive or their ability to command and control nuclear 
forces, they may find themselves unwilling to show the strategic patience dis-
played during the nuclear crises of the Cold War (Burr, 2021).

Crisis Management: The Requirements
The first requirement for successful crisis management is the ability to trust 
one’s intelligence and effective communications that include clear signalling 
and undistorted messaging. Signalling refers to the requirement that each side 
must send its estimate of the situation to the other. It is not necessary for the 
two sides to have identical or even initially complementary interests. But a 
sufficient number of accurate and correctly sent and received signals are a 
prerequisite to effective transfer of enemy goals and objectives from one side 
to the other. If signals are poorly sent or misunderstood, steps taken by the 
sender or receiver may lead to unintended consequences, including miscal-
culated escalation. 
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Messaging also includes high-fidelity communication between adversar-
ies, and within the respective decision-making structures of each side. High-
fidelity communication in a crisis can be distorted by everything that might 
interfere physically, mechanically, or behaviourally with accurate transmis-
sion. As Keith B. Payne notes, 

With regard to the potential for deterrence failure in the post–Cold War 
period: 

unfortunately, our expectations of opponents’ behavior fre-
quently are unmet, not because our opponents necessarily are 
irrational but because we do not understand them—their indi-
vidual values, goals, determination, and commitments—in the 
context of the engagement, and therefore we are surprised when 
their “unreasonable” behavior differs from our expectations. 
(Payne, 1996, p. 57)

This challenge is made harder when adversaries are actively engaged in a dis-
information campaign against the very systems that allow decision makers to 
evaluate data. Such an added challenge was not present during the Cold War 
and is still poorly understood by modern scholars. 

A second requirement of successful crisis management is the reduction 
of time pressure on policy-makers and commanders so that no unintended, 
provocative steps are taken toward escalation mainly or solely as a result of 
a misperception that “time is up.” Policy-makers and military planners are 
capable of inventing fictive worlds of perception and evaluation in which 
“H hour” becomes more than a useful benchmark for decision resolution. 
In decision pathologies possible under crisis conditions, deadlines may be 
confused with policy objectives themselves—ends become means and means 
become ends. For example, the war plans of the great powers in July 1914 
contributed to a self-fulfilling prophecy shared among leaders in Berlin, St. 
Petersburg, and Vienna that only by prompt mobilization and attack could 
decisive losses be avoided in war (Tuchman, 2004). This view resulted from 
the inability of ruling monarchs to have accurate information concerning the 
capability and will of a rival. Today, a similar challenge exists in nuclear con-
flict, where nuclear armed adversaries possess cyber capabilities that generate 
a similar effect—compressing the time to decide. 
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One result of attack time compression, which is the shortening of re-
sponse time that results from weapons reaching targets more quickly and 
the possible disabling of integrated tactical warning and attack assessment 
(ITW/AA) in a cyber-attack (introduction of disinformation), is that the like-
lihood of undetected attacks and falsely detected attack errors increases—a 
real fear in an era when an adversary may have the ability to penetrate one’s 
NC3 system and either introduce false positives or hide inbound weapons 
(Erwin, 2021). During the Cold War, there was little concern that a cyber-at-
tack would make it impossible for the United States to trust its own ITW/AA. 
Tactical warning and intelligence networks grow accustomed to the routine 
behaviour of other states’ forces. However, the real possibility that an adver-
sary can penetrate NC3 systems and deceive those networks creates greater 
instability and a preference for striking before NC3 systems—and trusted 
data—are lost to cyber-attack. Thus, stability during a crisis is certain to de-
pend on modernized NC3 networks that assure the nuclear mission in the 
face of cyber-attack—no easy task. 

A third attribute of successful crisis management is that each side 
should be able to offer the other a safety valve or a face-saving exit from a 
predicament that has escalated beyond its original expectations. The search 
for options should back neither crisis participant into a corner from which 
there is no graceful retreat. For example, during the Cuban Missile Crisis 
of 1962, President John F. Kennedy was able to offer Soviet premier Nikita 
Khrushchev a face-saving exit from his overextended missile deployments. 
Kennedy publicly committed the United States to refraining from future mil-
itary aggression against Cuba and privately agreed to remove and disman-
tle Jupiter medium-range ballistic missiles deployed within NATO nations 
(Lebow & Stein, 1995). Kennedy and his inner circle recognized, after some 
days of deliberation and clearer focus on the Soviet view of events, that the 
United States would lose, not gain, by a public humiliation of Khrushchev 
that might, in turn, diminish Khrushchev’s interest in any mutually agreed 
solution to the crisis. A debilitating cyber-attack, making it impossible to 
have situational awareness, early in a crisis/conflict could make an action un-
tenable. Given the often unknown consequences and second- or third-order 
effects of a cyber-attack, reversing course may prove challenging. 

A fourth attribute of successful crisis management is that each side main-
tains an accurate perception of the other’s intentions and military capabil-
ities—the antithesis of what disinformation seeks to achieve. This becomes 
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difficult during a crisis because, in the heat of a partly competitive relationship 
and a threat-intensive environment, intentions and capabilities can change. 
Maintaining the confidence to wait is an important aspect of managing a 
crisis. This is largely dependent on each adversary’s certainty that the infor-
mation upon which they rely to make decisions is trustworthy. Thus, it should 
come as no surprise that the most dangerous of the D5 effects is deceive, not 
destroy. When decision makers cannot trust information, which may support 
holding firm over acting, Robert Jervis’s admonition becomes increasingly 
relevant. Jervis warned that Cold War beliefs in the inevitability of war might 
have created a self-fulfilling prophecy: 

The superpowers’ beliefs about whether or not war between 
them is inevitable create reality as much as they reflect it. Be-
cause pre-emption could be the only rational reason to launch 
an all-out war, beliefs about what the other side is about to do are 
of major importance and depend in large part on an estimate of 
the other’s beliefs about what the first side will do. (Jervis, 1989, 
p. 183) 

Intentions can change during a crisis if policy-makers become more opti-
mistic about gains or more pessimistic about potential losses. Capabilities 
can change due to the management of military alerts and the deployment or 
other movement of military forces. Heightened states of military readiness on 
each side are intended to send a two-sided signal of readiness for the worst if 
the other side attacks and of a non-threatening steadiness of purpose in the 
face of enemy passivity. This mixed message is hard to send under the best of 
crisis-management conditions, since each state’s behaviours and communica-
tions, as observed by its opponent, may not seem consistent. It is even harder 
when the very information used to make decisions is under attack. 

Under the stress of time pressures and military threats, different parts of 
complex security organizations make decisions consistent with bureaucratic 
interests. These decisions may not coincide with a national leader’s intent, or 
with the decisions and actions of other parts of the government. As Alexander 
L. George explains, 

It is important to recognize that the ability of top-level political 
authorities to maintain control over the moves and actions of 
military forces is made difficult because of the exceedingly large 
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number of often complex standing orders that come into effect at 
the onset of a crisis and as it intensifies. It is not easy for top-level 
political authorities to have full and timely knowledge of the 
multitude of existing standing orders. As a result, they may fail 
to coordinate some critically important standing orders with 
their overall crisis management strategy. (George, 1991, p. 18) 

This challenge is unimaginably harder when the very NC3 system that allows 
a president or prime minister to communicate with forces is itself the target 
of an adversary.

U N C E R T A I N T Y

Cyber warfare is certain to disrupt successful crisis management on each 
of the preceding attributes (Davis, 2015). For a decision maker, it is impera-
tive that intelligence and NC3 information is trustworthy. The possibility of 
cyber-enabled pre-emption—to disable enemy nuclear missiles before they 
reach the launch pad or during the launch itself—is a real possibility that 
military leaders in China, Russia, and the United States all fear. Such “left-
of-launch” techniques were used by the United States against North Korea 
(Sanger, 2017). During a nuclear crisis, would such a move be accepted by 
the attacked party as one of intimidation and deterrence, or, to the contrary, 
would offensive cyber war against missile launches prompt a nuclear first use? 
The answer to this question is unknown. 

Cyber warfare can also destroy or disrupt communication channels ne-
cessary for successful crisis management. One way cyber warfare can do this 
is to disrupt communication links between policy-makers and military com-
manders during a period of high threat and severe time pressure. Two kinds 
of unanticipated problems, from the standpoint of civil-military relations, are 
possible under these conditions. First, political leaders may have pre-delegat-
ed limited authority for nuclear release or launch under restrictive conditions: 
only when these few conditions are present, according to the protocols of 
pre-delegation, would military commanders be authorized to employ nucle-
ar weapons distributed within their command. Disrupted communications 
could prevent top leaders from understanding the perceptions of military 
commanders, who may see circumstances as far more desperate, and thus 
permissive of nuclear initiative, than the reality of the situation would war-
rant. For example, during the Cold War, disrupted communications between 



492  |  N u c l e a r  C r i s i s  M a n a g e m e n t  f o r  t h e  I n f o r m a t i o n  A g e 

the US National Command Authority and ballistic missile submarines, once 
the latter came under attack, could have resulted in a decision by submarine 
officers to launch in the absence of contrary instructions. 

Second, cyber-attacks during a crisis will almost certainly increase the 
time pressure under which political leaders operate. It may do this literally, 
or it may affect the perceived timelines within which the policy-making pro-
cess results in decisions. Once either side sees parts of its nuclear command, 
control, and communications system being degraded, disrupted, denied, de-
stroyed, or deceived, its sense of panic at the possible loss of military options 
becomes enormous. We cannot underscore enough the serious implication of 
disinformation efforts in nuclear crisis management. In the case of US Cold 
War nuclear war plans, for example, disruption of even portions of the stra-
tegic command, control, and communications system could have prevented 
competent execution of parts of the single integrated operational plan (SIOP). 
The Cold War SIOP depended upon finely orchestrated time-on-target es-
timates and precise damage expectancies against various classes of targets. 
Mis- or disinformation in the NC3 system was likely to lead to redundant 
attacks against the same target sets and, quite possibly, unplanned attacks on 
friendly military or civilian installations. Even in the post–Cold War world 
of flexible nuclear-response options, the potential slide toward pre-emption, 
based on mistaken or exaggerated fears of command-and-control vulnerabil-
ity, casts a shadow over deterrence stability. As Bruce Blair warned,

There are no widely accepted methods for calculating command 
and control performance under wartime conditions, and empir-
ical validation of such an assessment cannot be done. Compared 
with the tight and tidy standard calculations of force vulnerabil-
ity, any objective assessment of command-and-control systems 
would raise more questions than it answered. (Blair, 1993, p. 118)

A third potentially disruptive effect of cyber-attacks on nuclear crisis 
management is that such attacks may reduce the search for available al-
ternatives to the few and desperate. Policy-makers searching for an escape 
from crisis denouements need flexible options and creative problem solv-
ing. Victims of information warfare may have a diminished ability to solve 
problems routinely, let alone creatively, once information networks are 
filled with flotsam and jetsam. Questions to operators will be poorly posed, 
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and responses (if available at all) will be driven toward the least common 
denominator of previously programmed standard operating procedures. 
Retaliatory systems that depend on launch on warning instead of survival 
after riding out an attack are especially vulnerable to reduced time cycles and 
restricted alternatives: 

A well-designed warning system cannot save commanders from 
misjudging the situation under the constraints of time and 
information imposed by a posture of launch on warning. Such 
a posture truncates the decision process too early for iterative 
estimates to converge on reality. Rapid reaction is inherently 
unstable because it cuts short the learning time needed to match 
perception with reality. (Blair, 1993, p. 252)

The propensity to search for the first available alternative that meets min-
imum satisfactory conditions of goal attainment is strong enough under nor-
mal conditions in non-military bureaucratic organizations (March & Simon, 
1958). In civil-military command-and-control systems under the stress of 
nuclear crisis decision making, the first available alternative may quite lit-
erally be the last—a particular challenge when an adversary is targeting the 
information that allows you to command and control forces. This challenge 
did not exist during the Cold War because the technical capacity to wage 
cyber war did not exist. 

Accordingly, the bias toward prompt and adequate solutions is strong. 
During the Cuban Missile Crisis, for example, several members of the presi-
dential advisory group continued to propound air strikes and invasion of 
Cuba during the entire thirteen days of deliberation (Allison & Zelikow, 
1999). Had less time been available for debate, and had President Kennedy 
not deliberately structured the discussion in a way that forced alternatives 
to the surface, the air strike and invasion might well have been the chosen 
alternative (Lebow & Stein, 1995). As Paul K. Davis notes,

Usual discussions of crisis stability assume that leaders are in 
control of their nuclear capabilities. Again, history is sobering. 
President Kennedy became worried in 1961 about possible 
unilateral actions by military leaders to prepare a pre-emptive 
strike against the Soviet Union. He instigated efforts to tighten 
the President’s personal control. Soviet leadership worried about 
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survivability of its forces and developed capability for launch 
on warning and automated response. Such systems could be the 
source of accidental war. (Davis, 2015, p. 14)

If the challenge for effective decision making and the fear of a mistake was 
this high during an era when an adversary could not achieve D5 effects 
against NC3 systems, it is easy to imagine how much more complex today’s 
challenge is for a president or prime minister who faces a cyber challenge they 
do not fully understand. 

Fourth, cyber-attacks can cause flawed images of each side’s intentions 
and capabilities to be conveyed to the other, with potentially disastrous 
results. Another example from the Cuban Missile Crisis demonstrates the 
possible side effects of simple misunderstanding and non-communication 
on American crisis management. At the tensest period of the crisis, a U-2 
reconnaissance aircraft strayed into Soviet airspace. American and Soviet 
fighters scrambled, and a possible Arctic confrontation of air forces loomed. 
Khrushchev later told Kennedy that Soviet air defences might have inter-
preted the U-2 flight as either a pre-strike reconnaissance mission or a bomb-
er, calling for a compensatory response by Moscow (Allison & Zelikow, 1999; 
Lebow & Stein, 1995; Sagan, 1989). Fortunately, Moscow chose to give the 
United States the benefit of the doubt in this instance and to permit American 
fighters to escort the wayward U-2 back to Alaska. Why this scheduled U-2 
mission was not scrubbed once the crisis began has never been fully revealed. 
This Cold War example of uncertainty generated by a lack of information is 
similar to the psychological affect generated by a cyber-attack, although, in 
this incident, neither side’s ability to command, control, and communicate 
with nuclear forces was threatened, which gave both sides, particularly the 
Soviets, more breathing room to withhold action.

The preceding discussion is underscored by the assessment of Martin 
Libicki, who writes,

To generalize, a situation in which there is little pressure to 
respond quickly, in which a temporary disadvantage or loss is 
tolerable, and in which there are grounds for giving the other 
side some benefit of the doubt is one in which there is time 
for crisis management to work. Conversely, if the failure to 
respond quickly causes a state’s position to erode, a temporary 
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disadvantage or degree of loss is intolerable, and there are no 
grounds for disputing what happened, who did it, and why—
then states may conclude that they must bring matters to a head 
quickly. (Libicki, 2012)

S C E N A R I O S  A N D  R I S K S

The outcome of a nuclear crisis influenced by cyber-attacks may not be fa-
vourable. Despite the best efforts of crisis participants, the dispute may de-
generate into a nuclear first use or first strike by one side and retaliation by the 
other. In that situation, cyber-attacks by either side (or both) might make it 
more difficult to limit the war and bring it to a conclusion before catastrophic 
destruction and loss of life takes place. Although there is no such thing as a 
“small” nuclear war, compared to conventional war, there can be different 
kinds of nuclear wars, in terms of their proximate causes and consequences 
(Questor, 2006). Possibilities include a nuclear attack from an unknown 
source; an ambiguous case of possible, but not proved, nuclear first use; a 
nuclear “test” detonation intended to intimidate but with no immediate de-
struction; or a low- or very-low-yield nuclear detonation.

The prospect of a general nuclear war between the United States and the 
Soviet Union preoccupied Cold War policy-makers. Concerns about escala-
tion control and war termination were swamped by apocalyptic visions of the 
end of days. The second nuclear age, roughly coinciding with the end of the 
Cold War and the demise of the Soviet Union, offered a more complicated 
menu of nuclear possibilities and responses and led to the creation of tailored 
deterrence, which suggested it was imperative to understand an adversary’s 
history, culture, and other characteristics to design a tailored deterrence ap-
proach for that specific country (Questor, 2006). General deterrence was no 
longer enough. Interest in the threat or use of nuclear weapons by rogue states, 
by aspiring regional hegemons, or by terrorists, abetted by the possible spread 
of nuclear weapons among currently non–nuclear weapons states, stretched 
the ingenuity of military planners and fiction writers alike. 

In addition to the world’s worst characters engaged in nuclear threat or 
first use, there was also the possibility of backsliding in political conditions 
as between the United States and Russia, or Russia and China, or China and 
India (among current nuclear weapons states). The nuclear “establishment” 
or P-5 thus includes cases of current de-bellicization or pacification that 
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depend upon the continuation of favourable political auguries in regional or 
global politics. A common susceptibility to cyber intrusion and the injection 
of disinformation across all critical command, control, and communication 
networks also creates mutual vulnerability that helps deter any nuclear power 
acting too aggressively. Politically unthinkable conflicts of one decade have 
a way of evolving into the politically unavoidable wars of another—the First 
World War is instructive in this regard. The war between Russia and Georgia 
in August 2008 was a reminder that local conflicts on regional fault lines be-
tween blocs or major powers have the potential to expand. So, too, were the 
Balkan wars of Yugoslav succession in the 1990s. In these cases, Russia’s one-
sided military advantage relative to Georgia in 2008, and NATO’s military 
power relative to that of Bosnians of all stripes in 1995 and Serbia in 1999, 
contributed to war termination without further international escalation.

Escalation of a conventional war into nuclear first use remains possible 
where operational or tactical nuclear weapons are deployed with national or 
coalition armed forces. In NATO territory, the United States deploys several 
hundred air-delivered nuclear weapons among bases in Belgium, Germany, 
Italy, the Netherlands, and Turkey (Kristensen, 2005). Russia retains at least 
several thousand non-strategic nuclear weapons, including significant num-
bers deployed in western Russia (Kipp, 2010; Podvig, 2010). The New START 
agreement establishes notional parity between the United States and Russia 
in nuclear systems of intercontinental range (Cimbala, 2020; Payne, 2020). 
But American superiority in advanced technology and information-based 
conventional military power leaves Russia heavily reliant on tactical nuclear 
weapons as compensation for comparative weakness in non-nuclear forces. 
NATO’s capitals breathed a sigh of relief when Russia’s officially approved 
military doctrine of 2010 did not seem to lower the bar for nuclear first use, 
compared to previous editions (Pietkiewicz, 2018; Sokov, 2010). Vladimir 
Putin’s nuclear threats in the wake of Russia’s invasion of Ukraine changed 
that (Arnold, 2022). With Putin incorporating disinformation into his larger 
information operation against NATO, it is even harder to make sense of his 
nuclear threats. 

Outside of the current conflict, Russia’s military doctrine indicates a 
willingness to engage in nuclear first use in situations of extreme urgency 
for Russia, as defined by its political leadership (Giles, 2010). And, despite 
evident superiority in conventional forces relative to those of Russia, neither 
the United States nor NATO is necessarily eager to get rid of their remaining 
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tactical nuclear weapons, deployed among NATO allies. An expert panel con-
vened by NATO to set the stage for its 2010 review of the alliance’s military 
doctrine was carefully ambivalent on the issue of the alliance’s forward-de-
ployed nuclear weapons. The issue of negotiating away these weapons in return 
for parallel concessions from Russia was left open for further discussion. On 
the other hand, the NATO expert report underscored the majority sentiment 
of governments that these weapons provided a necessary link in the chain of 
alliance deterrence options (NATO, 2010). As the authors were told in a 2016 
visit to NATO headquarters, “NATO is a nuclear alliance” (Delegation, 2016). 
This last statement is even more important in the wake of Russian aggression 
and threats. 

Imagine now the unfolding of a nuclear crisis or the taking of a decision for 
nuclear first use, under the conditions of both NATO and Russian campaigns 
employing strategic disinformation and information operations intended 
to disrupt opposed command, control, and communications. Disruptive 
cyber-attacks against enemy systems on the threshold of nuclear first use, or 
shortly thereafter, could increase the already substantial difficulty of bringing 
fighting to a halt before a European-wide conflict or a strategic nuclear war. 
All of the previously cited difficulties in crisis management under the shadow 
of nuclear deterrence, pending a decision for first use, would be compounded 
by additional uncertainty and friction after the nuclear threshold is crossed. 

Three new kinds of frictions are posed for NATO. The cohesion of allied 
governments is tested under conditions of unprecedented stress and danger, 
doubtless aided by a confused situation on the battlefield. Second, reliable in-
telligence about Russian intentions following first use is essential. Third, the 
first use of a nuclear weapon in anger since Nagasaki establishes a new psych-
ological, political, and moral universe within which negotiators for de-escala-
tion and war termination somehow have to maintain their sang-froid, obtain 
agreed stand-downs, and return nuclear-capable launchers and weapons to 
secured, but transparent, locations. All of this would be taking place within 
the panic-spreading capabilities of 24/7 news networks, disinformation-filled 
social media, and the larger Internet. 

Theoretically, one might finesse the issue by eliminating cyber operations 
that potentially conflict with de-escalation. But the political desire to do so 
is in conflict with the military necessity for timely information gathering, 
assessment, and penetration of enemy networks—in order to accomplish 
two necessary, but somewhat opposed, missions. First, each side wants to 
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correctly anticipate the timing and character of the other’s decision for nu-
clear first use—and, if possible, to throw logic bombs, Trojan Horses, elec-
tronic warfare, or other impediments in the way (or, if finesse is not at hand, 
bombing the relevant installations is always an option, although an obviously 
provocative one). Second, and somewhat opposed, is the need to communi-
cate reliably with the other side as regards their preferences for de-escalation, 
a willingness to do so if reciprocity can be obtained, and an awareness of the 
possibility that the situation will shortly get out of hand. Consider the Russian 
president and general staff filtering messages while forces were fighting in 
Georgia, Ukraine (having been taken into NATO membership the previous 
year, over Russia’s objections), or elsewhere. 

The problem of nuanced messages and the management of de-escala-
tion, even short of war, is illustrated by NATO’s command post exercise Able 
Archer, conducted 7–11 November 1983. An annual exercise, Able Archer was 
intended to practise nuclear release procedures. Soviet intelligence routinely 
monitored these exercises. However, the 1983 version took place against a 
backdrop of rising Soviet-American political tensions and heightened suspi-
cions within the Soviet political leadership and military high command that 
the United States and NATO might be preparing for a nuclear first strike. 
Russian sensitivities to the possibility of US or NATO nuclear first strike 
were high because NATO began deploying Pershing II ballistic missiles and 
ground-launched cruise missiles, beginning in the fall of 1983. Soviet and 
Warsaw Pact reactions to Able Archer 83 included an unprecedented surge 
of Warsaw Pact technical collection, a significant increase in reconnaissance 
by Soviet strategic and naval aviation, and other unusual Soviet moves that 
indicated increased concern about NATO and US intentions (N. Jones, 2018; 
Kastner, 2018). The case illustrates how mistaken interpretations of “normal” 
events can overvalue pessimistic assessment at just the wrong time (Andrew 
& Gordievsky, 1990; Gates, 1996;). As the President’s Foreign Intelligence 
Advisory Board concluded in 1990,

We believe that the Soviets perceived that the correlation of 
forces had turned against the USSR, that the US was seeking 
military superiority, and that the chances of the US launching 
a nuclear first strike—perhaps under cover of a routine training 
exercise—were growing. We also believe that the US intelligence 
community did not at the time, and for several years afterwards, 
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attach sufficient weight to the possibility that the war scare was 
real. (N. Jones, 2018)

Similar problems in coordinating the management of de-escalation and 
conflict termination with the conduct of cyber conflict may appear in two 
other situations. First, already alluded to, is the use of a bunker-busting or 
other advanced technology conventional weapons that the other side, during 
the fog of crisis or war, confused with a nuclear first use or first strike. Russia 
expressed this concern specifically during New START negotiations in 2010, 
with regard to American plans to deploy some conventionally armed ballistic 
missiles on nuclear-capable intercontinental or transoceanic launchers. New 
START counting rules will regard conventionally armed ballistic missiles as 
also nuclear-capable launchers and, therefore, subject to overall restrictions 
on the numbers of deployed launchers and weapons. American plans for 
prompt global strike (PGS) systems, including missiles or future space planes, 
were first approved during the George W. Bush administration, and carried 
forward under the Obama administration.

A second illustration, apart from escalation in Europe, of the problem of 
managing escalation control and conflict termination along with informa-
tion operations is provided by the possibility of a joint NATO-Russian theatre 
missile defence (possibly including air defences) system. The idea has expert 
and highly visible political proponents on both sides of the Atlantic, and offi-
cial Russian commentators do not close the door to co-operation on ballistic 
missile defences (BMD). NATO and Russia are facing in two political direc-
tions: (1) wariness, but also openness, toward one another; and (2) concern 
about possible future Iranian or other Middle Eastern nuclear weapons in the 
hands of leaders beyond deterrence based on the credible threat of nuclear (or 
other) retaliation. 

However, the problems of obtaining missile defence co-operation as be-
tween NATO and Russia are not only political. Even with the best of intentions 
among American, European, and Russian negotiators, the military-technic-
al problems of coordinating BMD command, control, and communications 
systems are considerable—even before Russia’s invasion of Ukraine. Indeed, 
they are not strictly “military-technical” but also heavily embedded with 
issues of political sovereignty, classified intelligence, and trust among gov-
ernments and militaries that are currently waging low-level cyber war against 
one another. Even NATO militaries differ in their views. For example, if a 
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European theatre-wide system of intelligence and missile-attack warning is 
established, how many capitals will host relevant servers and receive timely 
output? Who will decide that a missile warning is now a threat requiring acti-
vation of the European BMD system? Can a single nation do so if a missile is 
headed its way, or must NATO and Russia agree before responding? Perhaps 
most importantly, can NATO members trust that Russia will not engage in 
cyber-attacks against such a system?  

If a political crisis between NATO and Russia erupts—and the war in 
Ukraine arguably is such a crisis—and both sides already deploy missile de-
fences, will Russian or American cyber warriors attack the other’s missile de-
fences? Would it be better to reassure Russia as to the surety of its independent 
capabilities or share capabilities with NATO? Neither Russia nor the United 
States want to relinquish sovereign control over missile defences. However, it 
may be prudent to co-operate to establish trust and de-escalate the growing 
cyber conflict that is causing increasing instability in the nuclear deterrence 
relationship between the two countries. Although, missile defences may ap-
pear tangential to the larger issue of nuclear deterrence and cyber-attack, it 
is an opportunity for two countries that are clearly at war in cyberspace to 
co-operate in a needed and useful manner (S. Jones, 2018).

Conclusion
The United States and Russia learned to manage nuclear crises and peacetime 
deterrence during the Cold War and prior to the rise of the cyber domain. 
Advanced cyber-attacks against nuclear production facilities (e.g., Stuxnet) 
are well-known. Convincing American, Chinese, or Russian leaders that NC3 
systems are also likely targets takes very little effort. The implications for such 
attacks on crisis stability are unknown in that such an event has yet to take 
place, leaving us to speculate about the impact of cyber-attacks and efforts 
to inject technical disinformation into systems responsible for nuclear crisis 
management. What we do know is that the decades ahead are unlikely to look 
like the Cold War (Ellsberg, 2017; Fursenko & Naftali, 1997; Khrushchev, 
1990). As the discussion above suggests, the future is likely filled with in-
creased risk and the possibility of imminent attack and a bias for pre-emptive 
action, where striking first is the last resort. Finally, it is important to em-
phasize that deterrence, whether it is based on the credible threat of denial or 
retaliation, must be successfully communicated to, and believed by, the other 
side. Deterrence is fundamentally an information operation that, because of 
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technological developments, is increasingly susceptible to the injection of dis-
information into nuclear command, command, and control systems (Sechser 
& Fuhrmann, 2017; Gray, 1996). Contrary to popular belief, deterrence and 
disinformation are intrinsically linked.
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Deterrence by De-legitimization in the 
Information Environment: Concept, Theory,  
and Practice

Alex Wilner

Deterrence theory has expanded a great deal over the past twenty years. The 
core, overarching logic of deterrence—manipulating an adversary’s behav-
iour—remains the same, but the way in which manipulation might be accom-
plished, and the context in which deterrence might be applied, has broadened 
in scope and breadth. New approaches to deterrence, including the develop-
ment and testing of novel frameworks and theories alongside novel empirical 
observation, have followed. Some scholars have concluded that deterrence 
scholarship has entered the “early stages of a . . . fifth wave” (Sweijs & Osinga, 
2020, p. 525). The wave analogy is an apt one (Knopf, 2012; Wilner, 2018a). 
It helps situate deterrence theory’s “classic” origins—the first wave—at the 
beginning of the Cold War within the context of American supremacy, 
emerging American-Soviet bipolarity, and nuclear weapons development. 
That short, vibrant period of analysis gave way to the second wave by the 
1950s, with a focus on preserving the nuclear balance and great power status 
quo; game theory applications, scenario constructs, and some of deterrence 
theory’s central concepts (e.g., rationality, punishment, denial, compellence) 
followed suit. By the mid-1970s, deterrence’s third wave was marked by an 
emphasis on empirical study, testing the concepts and theories proposed 
over the past decades. New observations were added too, with an eye on the 
role decision making, human cognition and psychology, and conventional 
weaponry had on challenger-defender relations. A great flourishing of new 
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ideas that stemmed, in part, from outside the traditional constructs of inter-
national relations theory emerged during this wave.

Without dipping into counterfactuals, third wave dynamics and schol-
arship might have continued had the Cold War itself not ceased. With the 
bipolar contest ending, the very engine driving deterrence theory also slowed 
to a crawl. A fallow period followed during the 1990s. The peace dividend of 
that era left little room for deterrence, which had proven some of its worth 
by having simply kept the Cold War cold, but whose primary focus on great 
power rivalry, high-stakes military engagement, and nuclear standoff sat 
uncomfortably within the emerging (and short-lived) “end of history” para-
digm. Only the terrorist attacks of 11 September 2001 sparked renewed inter-
est in deterrence. While the immediate and short-term response to al Qaeda’s 
attack on the United States was a heavy dose of deterrence skepticism, the 
previous period of relative theoretical neglect gave way to an incredible ren-
aissance (Wilner, 2015b). Deterrence’s fourth wave, a golden era of creative 
thought that spanned the disciplines of political science, IR and security 
studies, criminology and psychology, terrorism and intelligence studies, and 
computer science and engineering, brought fresh thinking on all fronts, de-
terrence theory, empiricism, and policy included. As I noted in a 2015 article, 
the fourth wave of deterrence scholarship included applications on a

variety of sub-state and non-state security concerns, like insur-
gency, terrorism, radicalization, organized transnational crime, 
cyber insecurity, and piracy. More traditional inter-state security 
dilemmas, stemming from “rogue” regimes, nuclear and missile 
proliferation, and recent advances in missile technology and de-
fense, have also been added to the deterrence agenda. Coercive 
processes, like punishment, denial, delegitimization, dissuasion, 
and inducement—as well as concepts like extended deterrence 
and cumulative deterrence—are likewise being explored in new 
and exciting ways. . . . Today, we are, as a community of scholars 
and practitioners, thinking up new ways to expand and apply 
deterrence theory to emerging and evolving security environ-
ments. (Wilner, 2015a, p. 439)

This rejuvenation was welcomed by academics and practitioners alike, paving 
the way for new and novel research into and applications of deterrence that 
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went well beyond the traditional and narrow boundaries of state centricity, 
physical domains, strategic weapons, and military engagement. 

Whether, where, and exactly how deterrence skipped into a fifth wave is 
still up for debate. As in previous periods of transition, more research and 
time will tell. Certainly, today’s deterrence scholarship shares hallmarks of 
previous waves, including a preference for all-domain observations (from 
space to cyberspace), an inclination toward trans-disciplinarity (from social 
to hard sciences), and a penchant for multi-level analysis (from supra-state 
to individual). But as Tim Sweijs and Frans Osinga posit, contemporary fifth 
wave deterrence research relies on “more general theorising based on the 
examination of the dynamics of particular cases.” It is both exploratory and 
empirical in nature, they continue, crosses between civilian (i.e., safety) and 
military (i.e., security) applications, rests “inside and outside of war,” reflects 
a “non-status quo orientation,” and addresses the coercive impact of novel 
and emerging technologies (Sweijs & Osinga, 2020, p. 525). 

Two further observations, both of which resonate with this volume, are 
warranted. First, the wave analogy as applied to deterrence scholarship from 
the 1950s onward captures the way in which deterrence itself has perpetu-
ally responded to its evolving external environment. Deterrence follows the 
times, responds to its milieu, shifts its focus as needed, and expands where 
it might. Deterrence has a knack for reorienting itself around what matters 
most, from preventing nuclear war among great states (first and second wave), 
to coercing a myriad of conventional (third wave) and non-state challengers 
(fourth wave), to manipulating behaviour across the spectrum of domains 
against the backdrop of novel technology (fifth wave) (Wilner & Babb, 2020). 
Deterrence never goes stale because it never stops moving. Second, this par-
ticular chapter, nestled as it is within this particular volume, is itself a reflec-
tion of fifth wave deterrence scholarship. The very topic contributors have 
been tasked to explore—deterrence in the information environment (IE)—is 
very much an emerging concern that emanates from the evolving structural 
and technological environment. Deterrence, once again, has been called up 
to explore whether and how coercion might be refashioned for proper ap-
plication within the IE. My contribution to this volume sets out to rethink 
and reapply deterrence by de-legitimization—a theory I first developed in 
2011 vis-à-vis ideologically motivated violent non-state actors—in the con-
text of statecraft within the IE (Wilner, 2011; Wilner 2014). That exercise is 
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speculative in nature, theoretically oriented, crosses multiple disciplines, 
speaks to emerging security and societal concerns, and spans two waves of 
deterrence research.

The chapter is presented in four sections. Having situated the chapter 
within the larger constructs of deterrence research in this introduction, I turn 
in the second section to a brisk overview of the causal building blocks of de-
terrence and compellence. The third section introduces the logic of de-legit-
imization, as it was first applied to deterring terrorism. The fourth section 
updates this approach, adapting and broadening the concept and framework 
of de-legitimization for wider application to deterrence in the IE. The fifth 
section, functioning as the chapter’s conclusion, suggests avenues for further 
research on the topic of deterrence by de-legitimization in the IE. 

Deterrence Theory: Foundational Principles
At its most fundamental, deterrence is ultimately about using a combination 
of threats to shape an adversary’s behaviour in a way that meets your own 
objective. It entails convincing another to forgo an action you would rather 
they not pursue. Compellence, a related term and concept, flips this around: 
it entails manipulating an adversary (or ally) in order to induce it to conduct 
an action it might otherwise not have pursued. Deterrence avoids unwanted 
behaviour; compellence induces desired behaviour. In both situations at least 
two actors are involved: a defender deters or compels a challenger with some 
form of threat. In other scenarios, a third actor is also involved in the calculus. 
In extended (and triadic) deterrence, for instance, a threat targeting a chal-
lenger is meant to protect or induce a change in behaviour in a third party, 
proxy, or partner (Wilner, 2018b). In all cases of deterrence and compellence 
(and coercion too, which subsumes both terms), regardless of how many ac-
tors are involved, a defender attempts to change a challenger’s behaviour by 
altering its cost-benefit calculus. All behaviour, deterrence theory speculates, 
is based on an actor’s (near) rational calculation of the benefits of action (what 
might be gained or achieved), and the costs of action (what might be lost or 
harmed). Importantly, then, deterrence and compellence weigh on a challen-
ger’s strategic choice—they retain the option to acquiesce to a coercive threat 
or not, and to tailor their behaviour accordingly. Vanquishing an adversary 
strips a challenger of its agency: it cannot behave in a particular way because 
it has lost the ability and choice to do so. Defeat is not deterrence, it is the 
imposition of demands; it leaves a challenger with no option to behave in any 
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other particular way. In sum, then, deterrent or compellent successes acquire 
a desired outcome by changing (not forcing) behaviour.

Besides these logical constructs, deterrence theory also includes sever-
al other prerequisites (Wilner, 2020). First, a challenger’s level of rationality 
must suffice to turn some combination of threats into a change in behaviour. 
Second, challengers and defenders must share—to some degree and under 
some condition—a preference for non-violence and inaction; if a desire to 
hurt the other is the only shared and common attribute, then deterrence is left 
with little ground to function. Third, threats and behavioural expectations 
must be communicated to a challenger in some way, such that it can absorb 
information, weigh its response, and shape its behaviour. Fourth, defenders 
should retain a perceived capability to act as they threaten, and illustrate a 
resolve to do so if and when required. And fifth, coercive interactions work 
best against a known adversary; anonymity in either physical or digital space 
complicates how deterrence is communicated and carried out.

Most deterrent and compellent relationships are dictated by either a 
promise of a punishment or a promise of a denial. Deterrence by punish-
ment—also referred to as deterrence by retaliation—works by threatening to 
harm something the challenger values. The measure, here, is to add to an 
adversary’s perceived cost—threats of retaliation make an unwanted be-
haviour more costly by promising some form of pain (e.g., military retalia-
tion, sanctions, censure) if and when the behaviour is carried out. Cold War 
deterrence was heavily reliant on this form of deterrence: war between the 
great powers was deterred by a threat of (mutual) nuclear retaliation. Besides 
nuclear exchanges, however, punishment strategies have been a bedrock of 
other, emerging deterrence-by-punishment calculations, including in deter-
ring terrorism and deterring cyber conflict (Wenger & Wilner, 2012; Wilner, 
2020). Threats of denial, the second of the two processes at hand, functions 
by reducing the expected (or perceived) benefits an adversary seeks to gain 
by its (unwanted) action (Wilner & Wenger, 2021). Deterrence by denial, long 
the purview of conventional deterrence scholarship but largely overshadowed 
by punishment strategies and nuclear threats during the Cold War, raises the 
cost of action by stripping away desired gains. In counterterrorism, for in-
stance, hardening defences against violent attack raises the cost of conducting 
an attack by lowering the probability an adversary will accomplish what it set 
out to do. By raising the bar toward failure, deterrence by denial raises the 
perceived cost of an action. In sum, then, punishment deters through fear 
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of pain, denial deters through promises of failure. While punishment and 
denial make up the bulk of the literature (and practice) of deterrence across 
all domains of warfare and conflict within the five waves of scholarship, a 
third coercive process—deterrence by de-legitimization—that weighs on an 
adversary’s normative or ideological perspective has recently been proposed 
and developed. The following section provides an in-depth review of the co-
ercive logic of de-legitimization, as it was first developed for application in 
deterring terrorism. 

De-legitimization in Counterterrorism: Narratives, Motivations, and 
Behaviour
The expansion of deterrence theory beyond traditional state-centric inter-
actions by fourth and fifth wave scholars led to a broadening of coercion to 
include non-kinetic deterrents and compellents that rely on inducements, 
rewards, and reassurance, and denial, resilience, and mitigation. These pro-
cesses are particularly attuned to the unique challenges (e.g., asymmetry, 
non-state characteristics, and attribution dilemma) of deterring terrorists 
and other non-state actors, along with deterring cyber conflict. A third, par-
ticularly unique, cluster of research on non-kinetic coercion sought to ex-
plore the use of normative and narrative constraints and de-legitimization 
to shape and change behaviour (Bar, 2011; Brinkel, 2017; Doorn & Brinkel, 
2020; Duchein et al., 2017; Jenkins, 2010; Kitzen & Kuijck, 2020; Kuijck, 
2017; Lantis, 2009; Lepgold, 1998; Sawyer, 2021; Stein & Levi, 2021; Sweijs & 
Zilincik, 2020; Wilner, 2012).

In my award-winning 2011 article “Deterring the Undeterrable: 
Coercion, Denial, and Delegitimization in Counterterrorism,” as well as in 
the 2014 article “Delegitimizing al-Qaida: Defeating an ‘Army Whose Men 
Love Death,’” co-authored with Jerry Mark Long, I took a first stab at build-
ing a theory of deterrence by de-legitimization for counterterrorism that 
tackles and taps into terrorism’s ideological, political, and religious rationales 
and motivations (Wilner, 2011; Long & Wilner, 2014). From a coercive or de-
terrence perspective, the objective of de-legitimization, I suggested in 2011, 
“is to reduce the challenger’s probability of achieving his goals by attacking 
the legitimacy of the beliefs that inform his behavior” (Wilner, 2011, p. 26). 
Research on terrorism, radicalization, and political violence has found that 
while terrorist organizations appear to have few normative qualms regard-
ing the use of indiscriminate (and often brutal) violence, they nonetheless 
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base their activities, expectations, and goals on a set of principles informed 
by particular ideological, and in some cases socio-religious, belief structures. 
Terrorism is not just violence, but violence with meaning. Al Qaeda, ISIS, and 
other religiously inspired militant groups, for instance, may rely on suicide 
tactics to achieve their goals, but they also take the time and effort to legit-
imize suicide’s use by pointing to, relying on, and interpreting religious de-
crees that seem to justify its use under particular conditions. Suicide is largely 
considered a sin by Islamic law; to employ it, terrorist organizations like al 
Qaeda must illustrate how and why it is nonetheless acceptable. Without this 
justification in place, suicide is simply illegitimate, and those supporting its 
use risk tarnishing their credentials as purported adherents of religious law. 
“Al-Qaida loses,” Long and I wrote in 2014, “when its violent excesses are 
devoid of narratological meaning; when its behavior is deemed offensive and 
illegitimate by its audience; when its terrorism is judged as mere thuggery, 
intimidation, and baseless murder” (Long & Wilner, 2014, p. 150).

Applying coercion to this interplay of belief, justification, and action en-
tails identifying forms of leverage that question, debate, and even ridicule the 
rationales, narratives, and goals informing violent behaviour. “Strengthening 
and disseminating opinions, positions, and information that contradicts 
the legitimization of terrorism,” I concluded in 2011, “might deter or com-
pel individuals contemplating and/or taking part in violence along with the 
socio-religious groups that facilitate terrorist efforts” (Wilner, 2011, p. 26). 
Without question, deterrence by de-legitimization, as described here, rests 
well beyond the traditional scope of deterrence, yet it nonetheless shares 
deterrence theory’s core requisites of changing behaviour by choice and 
weighing on an adversary’s cost-benefit calculus. The difference is that unlike 
punishment and denial in deterring terrorism, de-legitimization pivots on 
the ideas that motivate militancy. It represents an emerging third branch of 
deterrence scholarship: instead of defenders threating pain or denying object-
ives, a challenger’s behaviour is manipulated by targeting the rationales that 
motivate and guide it. 

As Long and I note in our 2014 article—which includes a deep empir-
ical exploration of al Qaeda’s reliance on meta-narratives to shape an ad-
herent’s identity, attract and recruit supporters, sanitize its violence among 
a larger audience, and provide a unique lens for interpreting contemporary 
and historical events—“the aim is to delegitimize [the group’s] narrative, tar-
geting and degrading the ideological motivation that guides support for and 
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participation in terrorism” (Long & Wilner, 2014, p. 130). De-legitimization’s 
causal logic holds that it should be possible to raise the costs of participating 
in terrorism by targeting the religious, ideological, normative, and/or cul-
tural rationales and interpretations that groups, leaders, and individuals use 
to condone and participate in violence. “Stripping away that justification,” 
Long and I argue, “by using the same logic, language, and related cultural 
inputs that are used to legitimize violence may resonate with individuals, 
groups, and communities contemplating involvement with al-Qaida” (Long 
& Wilner, 2014, p. 152). The organization’s narrative, in other words, is ex-
ploitable. More precisely, if al Qaeda’s message loses its credibility, the organ-
ization loses adherents, a cost to the group and its leadership. “Fear of narra-
tive collapse,” Long and I conclude, “or of adverse reaction among active and 
would-be supporters, or of popular backlash among their primary audience 
might manipulate some militant leaders,” changing their expectations and 
group behaviour along the way (Long & Wilner, 2014, p. 153). 

While de-legitimization was originally explored, developed, and test-
ed with an eye to deterring terrorism, violent radicalization, and political 
violence, applying it to other domains of contemporary conflict is a worthy 
endeavour and should prove feasible. What follows, then, is a speculative ac-
count of how deterrence by de-legitimization might itself be broadened and 
expanded to deter unwanted behaviour by would-be challengers and aggres-
sors in the IE.

De-legitimization in the Information Environment: Norms, Discreditation, 
and Resilience
Three avenues for applying the logic and theory of de-legitimization to the 
malicious exploitation of the IE present themselves. They each rest within a 
specific level of analysis, either at the international level, at the group and/or 
individual level, or within the ideational level (i.e., having to do with know-
ledge, truth, and ideas). What follows is a description of each of these distinct 
applications. 

First, at the international and multilateral level, deterrence by de-legit-
imization as applied to the IE might begin with the establishment of norms 
of behaviour within the IE itself. Norms relate to deterrence in at least two 
ways: they help identify acceptable or common behaviour within a domain, 
delineating what is perceived as legitimate among those active within it, 
and (perhaps more importantly) norms help establish and communicate the 



713  |  D e t e r r e n c e  b y  D e - l e g i t i m i z a t i o n  i n  t h e  I n f o r m a t i o n  E n v i r o n m e n t

behavioural bar or red lines against which subsequent threats of punishment 
rest. In the former case, as Tim Sweijs and Samuel Zilincik note, norms con-
vince “potential transgressors not to engage” in certain acts by “presenting 
them with the prospect of social costs” (Sweijs & Zilincik, 2020, pp. 148–9). 
At times, norms of behaviour can eventually cultivate taboos too, which help 
bolster moral restraint and inform more deeply held behavioural expect-
ations in geopolitics, as in the case of the non-use of chemical, biological, 
radiological, and nuclear weapons in both peace- and wartime (Tannenwald, 
2017). Similar norms (and fledgling taboos) are being established for cyber 
conflict, especially in the realm of attacks on critical civilian infrastructure 
and economic cyber espionage (McKeown & Wilner, 2020; Wilner, 2020). 
For developing deterrence by de-legitimization in the IE, Canada should 
start by exploring the establishment of norms with like-minded states, allies, 
and traditional partners, building on already established norms of behav-
iour emanating from other domains, including those Canada and a variety 
of other nation-states already express and adhere to (e.g., against targeting 
civilians; limiting collateral damage; respect for human rights). Eventually 
enshrining these norms in some form of international agreement, accord, or 
statute will help solidify their widespread use and passive acceptance, and 
will, as described above, provide a measure against which collective threats 
of punishment can be used to convince the few remaining transgressors not 
to carry out unwanted infractions. In sum, challengers to the norm will be 
averse to conducting certain types of behaviour within the IE because of 
moral clarity and conviction (de-legitimization) and/or out of fear of inter-
national condemnation, censure, and punishment. 

Second, deterrence by de-legitimization in the IE might be applied at the 
group and individual levels. The general idea is to discredit the individuals, 
leaders, or groups that use the IE maliciously. Just as al Qaeda and its leader-
ship can be targeted with de-legitimization for their fatuous interpretation 
of religious texts relating to suicide, violence, and wanton bloodshed, all the 
while dressing themselves in religious and pious garb, those intent on lever-
aging the IE for harm can be the target of de-legitimization, discreditation, 
and ridicule. Emerging research has found, for instance, a link between the 
information domain, the voluntary and strategic disclosure of intelligence by 
state officials, and the de-legitimization (and coercion) of adversaries. Ofek 
Riemer’s work on recent Israeli public disclosures and “performative use” of 
intelligence suggests that officials use the tactic to “draw global attention to 
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violations of international regimes and norms”; the release of sensitive in-
formation and intelligence is “yet another instrument capable of inflicting 
damage on [an] opponent without using force or risking escalation” (Reimer, 
2021, pp. 572–3). 

Other scholars, like James Pamment and Henrik Agardh-Twetman, 
speak of “denunciation” as a form of deterrence in the information space, 
which involves censuring an adversary using “rhetoric, symbolism, and even 
humour/memes,” in hopes of “damaging its reputation” (Pamment & Agardh-
Twetman, 2019, p. 131). From a perspective of de-legitimization, a range of pot-
entially embarrassing intelligence and information—collected and released 
by state, non-state, and non-profit organizations alike—can be publicized to 
help undermine and discredit a challenger bent on weaponizing aspects of the 
IE. As an illustration, defenders might identify, call out, and publicize embar-
rassing (and potentially costly) contradictions in a challenger’s misuse of the 
IE. A semi-autocratic regime, for example, that uses democratic principles 
to shield itself against domestic complaints and political opposition, all the 
while targeting democratic principles in other countries with dis/misinfor-
mation spread through the information domain, should be openly ridiculed, 
loudly and often (“Repression in Putin’s Russia,” 2021). Hiding behind the veil 
of democracy domestically while undermining democracy internationally 
through the IE is a contradiction worth publicizing and de-legitimizing. In 
a similar vein, undermining an autocrat’s purported support for global and 
domestic anti-corruption norms by showcasing their offshore misdemean-
ours and accumulated wealth (Hoskins & Shchelin, 2018), and glitzy domestic 
assets (Amos, 2017), might have a similar effect—that of de-legitimizing their 
claims while simultaneously punishing their actions.

 Third, deterrence by de-legitimization in the IE might be applied at the 
level of ideas within a defender’s (rather than challenger’s) collective mindset. 
The proposition is as lofty as it sounds but nonetheless makes intuitive sense. 
The goal is to diminish a target society’s susceptibility to certain forms of in-
formation warfare by augmenting its ideational and collective resilience, thus 
denying an aggressor the potency and value of the tactic and de-legitimizing 
its use along the way. Theo Brinkel, for instance, writes of providing Western 
societies with the tools they need to “mentally arm themselves against . . . 
ideological threats,” such that a “resilient society enhances overall mental 
deterrence” against hybrid threats, including those stemming from the IE 
(Brinkel, 2017, p. 19). Opening society up to public debate about “common 
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values and objectives,” Brinkel continues, not only builds social capital and 
societal trust, but strengthens a society’s “sense of purpose,” helping it “win 
the hearts and minds of [its] own population” (p. 20). Brinkel, writing with 
Cees van Doorn, further argues that “credibility . . . veracity, consistency and 
respect for the truth” are the natural societal counterweights to malicious 
propaganda and disinformation campaigns, and work to “enhance . . . deter-
rence by delegitimization” (Doorn & Brinkel, 2020, p. 371). Brinkel and van 
Doorn go on to illustrate how the 2020 trial, held publicly in the Netherlands, 
of Russian and Ukrainian nationals suspected of having had a hand in the 
2014 destruction of Malaysian Airlines Flight 17 (in which 193 of the 298 pas-
sengers killed were Dutch) serves “to deter by delegitimization as every single 
detail disclosed [during the trial] will discredit the alternative narratives that 
Russian actors have issued” (p. 378) about the disaster. This societal resili-
ence, borne by doubling down on democratic ideals, principles, and values, 
counters and neuters the utility of malicious IE activity. 

Next Steps for De-legitimization: Theory and Application
This chapter has sought to expand the notion and nature of deterrence in 
and through the IE by expanding de-legitimization beyond the context from 
which it originally stemmed (i.e., deterring terrorism) and importing it for 
use in the IE. That exercise has been inherently speculative. And despite mak-
ing modest gains by suggesting how and where de-legitimization fits into the 
rubric of deterrence in the IE, much more research and thinking is needed. 
By way of conclusion, what follows are three avenues for further refinement of 
de-legitimization in terms of theory, empiricism, and practice. 

First, the concept of deterrence by de-legitimization—in and outside 
the IE—is still rather fuzzy. It is not yet clear, for instance, whether and how 
de-legitimization links back to punishment and denial. My original inten-
tion (later shared with my co-author Long) when proposing the term for ap-
plication in counterterrorism was to delineate a third branch of deterrence 
theory, one that asserted itself in the realm of ideas, emotions, and desires. 
Unlike punishment and denial, which threaten pain and loss in the physical 
and cyber domains, de-legitimization functions at a different level altogether, 
“targeting what terrorists believe rather than what they value or want” (Long 
& Wilner, 2014, p. 128). And yet several fourth and fifth wave scholars of 
deterrence have since made a strong case for thinking of de-legitimization 
as a form and function of denial, or punishment—or both. De-legitimization 
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is not a separate branch of coercion, they argue, but an extension of existing 
deterrence logic. 

Consider these various examples. Using social psychology, the logic of 
persuasion, and actor and audience analysis, Christina van Kuijck illustrates, 
for instance, that de-legitimization threatens an adversary by “taking away 
their (potential) support”—a form of denial—by preventing “friendly and 
neutral audiences . . . from consenting or recognising” the challenger (Kuijck, 
2017, p. 200). Similarly, Brinkel’s formulation surmises that social and so-
cietal resilience deters by de-legitimization by denying would-be aggressors 
the fertile ground upon which their malicious narratives can thrive (Brinkel, 
2017). Janice Gross Stein and Ron Levi, using a criminological perspective 
of deterrence and a focus on “social sanctions,” argue that “delegitimation . 
. . is increasingly important as one of the deterrence-by-denial strategies in 
governments’ repertoires” (Stein & Levi, 2021, p. 59). Conversely, Sweijs and 
Zilincik’s notion of “social and psychological costs” links de-legitimization 
to punishment (Sweijs & Zilincik, 2020). And John Sawyer’s development of 
dissuasion by denial posits that de-legitimization is naturally Janus-faced: 

Contrary to the treatment by some scholars [Wilner included], 
efforts to delegitimize an ideology, key individuals or an orga-
nization fit more appropriately within [an] offensive logic rather 
than a distinct sub-type of deterrence. However, efforts to delegit-
imize a specific behavior, like targeting civilians, are well within 
the domain of influence. . . . For example, efforts to undermine 
the appeal of al Qaeda by citing its perversions of Islamic doc-
trine aim to restrict the recruitment pool generally, while efforts 
to delegitimize al Qaeda by citing the large number of Muslims 
killed in their attacks aim to force a behavioral change away from 
indiscriminate violence. Admittedly, these two forms of delegit-
imization may be difficult to disentangle because perceptions 
about actors and their actions, intentions and environments are 
generally not independent. (Sawyer, 2021, p.103)

I interpret these conceptual contradictions as a good sign. A healthy, con-
structive debate on the meaning and theory of deterrence by de-legitimiza-
tion should be taken as evidence of growth, expansion, and the accumulation 
of knowledge. As de-legitimization acquires more attention from disparate 
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scholars working across different domains and disciplines, including vis-à-
vis the IE, conceptual delineation will continue to sharpen, paving the way 
for a more nuanced understanding of de-legitimization theory and a more 
precise approach to empirical evaluation. 

Second, on this notion of empirical evaluation, a next step in bolstering 
and advancing research on deterrence by de-legitimization in the IE is to test 
it across the spectrum of conflict and warfare. Very little empirical work on 
the subject has yet to be pursued or published: Long and I (2014) provide a 
qualitative assessment of de-legitimization at the group (i.e., militant) level, 
using al Qaeda as a single case study; van Kuijck (2017) offers some empir-
ical insights on deterrence by de-legitimization in countering radicalization 
and de-radicalization; and van Doorn and Brinkel (2021) explore de-legit-
imization against the case of Russian disinformation surrounding the 2014 
Malaysian Airlines Flight 17 disaster. These are the rare examples. Much more 
hard-nosed, original, qualitative, quantitative, and interdisciplinary empiric-
al research is needed on the subject of deterrence by de-legitimization, teasing 
apart how and why it works to deter behaviour across the domains of conflict. 
This empirical research could tap into and repurpose observations previous-
ly made in other fields of study, including from strategic culture, criminol-
ogy, and terrorism studies, but it should also seek to uncover new and novel 
ground within information warfare and cyber security. 

Third and finally, part of the reason deterrence theory has remained rel-
evant for over seventy years is that it rarely sits irrelevantly within the ivory 
tower. Rather, concepts, frameworks, and theories of deterrence are regular-
ly applied in practice, to policy, doctrine, strategy, and tactics. Deterrence’s 
theory-to-policy transition occurred throughout the Cold War, for instance, 
at a time when ideas about coercive communication and extended deter-
rence were put into practice rather quickly and smoothly. Something similar, 
though in a more limited fashion, is happening today with ideas stemming 
from recent research on deterrence by denial, terrorism deterrence, and cyber 
deterrence. Scholars should eventually strive to do something similar with 
their work on deterrence by de-legitimization. Once concepts have been fur-
ther refined and specific frameworks developed and tested across various 
domains of conflict, de-legitimization should be translated for real-life ap-
plication, put to use for deterring unwanted behaviours within and beyond 
the information environment. Only then will de-legitimization truly leave its 
mark within the study and practice of deterrence. 
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Understanding Russia’s Approaches to 
Information Warfare

Rachel Lea Heide

Introduction: The Russian Strategic Threat
Information operations conducted by the Russian Federation under the 
Vladimir Putin regime, against foreign nations considered strategic threats, 
have been ongoing for more than a decade. Nevertheless, information oper-
ations have been brought to the attention of the West by Russia’s recent inter-
ference in the United Kingdom’s 2016 Brexit vote, the United States’ 2016 
presidential election, and numerous 2017 European election campaigns. This 
chapter has researched the question “What does Russian information warfare 
mean for the defence and security of Canada, its allies, and the West?” and 
proposes a proactive way ahead for Canada and its like-minded allies and 
partners to counter Russia’s war on information. 

The current Russian government has identified the West, the North 
Atlantic Treaty Organization (NATO), and the United States as Russia’s most 
significant security threats. Putin’s regime blames the West for encircling 
Russia with democracies; militarizing and causing an arms race in the east-
ern European region; promulgating an image of Russia as the enemy in the 
eastern European region; strengthening far-right nationalist ideologies in 
this region; and working to destroy Russian traditional culture and values by 
inserting competitive foreign values into the Russian population’s conscious-
ness (Oliker, 2016; Rumer, 2017). 

Russia has two strategic aims: to challenge and undermine the West, 
Europe, and NATO, and to promote its own national interests and great 
power ambitions. As a means of promoting itself as a viable alternative global 
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leader, Russia is working to tear apart Western alliances and to tear down the 
West as a beacon of moral superiority. As part of the effort to challenge the 
idea of the West, the Russian government aims to undermine Western liberal 
values and democratic systems, especially in Europe, but recently also in the 
United States (Chivvis, 2017b; Lucas & Nimmo, 2015; Polyakova et al., 2016; 
ODNI, 2017). Russia is supporting the rise of right-wing extremist ideolo-
gies as a foil for Western liberal democracy (Stewart, 2017). Putin also desires 
to destroy Western societies from within by sowing discord and divisions 
within Western nations (Higgins, 2017; Watts, 2017). Additionally, Russia is 
exploiting Western openness and pluralism, turning these values into vul-
nerabilities (Polyakova et al., 2016). Russian political leaders are challenging 
American hegemony, influence, and morality. The intention is to reverse US 
global dominance, counteract its foreign policy efforts, and undermine faith 
in America’s democratic processes and public institutions (Bugajski, n.d.; 
Bugajski, 2016; Lucas & Pomerantsev, 2017; ODNI, 2017). Russia is promo-
ting multilateralism and a poly-centric world order as the preferred alterna-
tive to the Western-led international world order (Gorenburg, 2019; Russian 
Federation, 2015).

The Russian government’s information operations activities are not ran-
dom and innocuous irritants directed at strategic competitors as mere dis-
tractions. The Putin regime purposely targets chosen audiences and propa-
gates deliberate messages to achieve specific strategic, diplomatic, and defence 
policy outcomes and reactions. To achieve this plethora of strategic aims, 
Russia disseminates strategic narratives to domestic and foreign audiences as 
one means of gaining support for—or at least diminishing opposition to—its 
goals and initiatives. These narratives paint Russia’s adversaries (the West, the 
United States, NATO, Europe, and eastern European nations) as perpetrators 
of injustices while projecting an image of Russia as a desirable global leader 
(Iasiello, 2017; Lucas & Pomerantsev, 2016; Nimmo, 2015; Rasmussen, 2015; 
Rumer, 2017). As a means for justifying its foreign policy positions, Russia’s 
leadership speaks out against what they characterize as the nefarious inten-
tions and actions of the West.

This chapter will describe Russia’s information warfare concept and 
methods, as well as offer a detailed case study of Russia’s interference in the 
2016 US presidential election. The chapter will then offer recommendations 
for improving the understanding, response, and coordination of Canada, its 
allies, and the West regarding Russia’s information warfare attacks. Russia’s 
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use of information operations to challenge Western alliances, institutions, 
and the rules-based liberal world order will continue and expand if left un-
challenged by Western nations. Russia’s governing leaders have declared that 
their nation is in a perpetual state of information warfare against the West. 
Consequently, Western nations—including Canada—need to be in a perpet-
ual state of self-defence and deterrence by methodically defending, through 
strategic communications, the concepts, institutions, and military missions 
that Russia is attacking. Canada and its Western allies also need to proactively 
and pre-emptively disseminate strategic narratives that decrease support for 
Russian aggressive policies and military actions and consequently deter the 
Russian government from continued attacks. The aim of this chapter’s look at 
Russian information warfare is to convey the gravity and pervasiveness of the 
Russian threat and to reiterate that a reactive approach is inadequate for the 
security of Canada as a nation and the liberal-democratic way of life.

Russia’s Information Operations: Battling for Control of the Adversary’s 
Mind
Disinformation has become an important aspect of Russia’s military doc-
trine, and Russian political and military leaders put a greater emphasis on 
information and psychological warfare than their Western counterparts 
(Fedyk, 2017; Lucas, 2015; MacFarquhar, 2016). For Russia, information war-
fare is the starting point for any operations since information superiority 
is imperative for future victories and should be gained as early as possible 
(Gilles, 2016b; Iasiello, 2017; Koshkin, 2015; Thomas, 2016). Russia considers 
the main battlespace to be the mind; hence, Russian officials focus on con-
ducting war inside human consciousness through information and psych-
ological warfare. This type of warfare is intended to lay the groundwork 
for victory—perhaps even without the need to start combat operations and 
physically invade a specific territory—by demoralizing both the adversary’s 
population and uniformed personnel and destroying any desire to carry out 
resistance (Chekinov & Bogdanov, 2013; Duncan, 2017; Fedyk, 2017; Galeotti, 
2014; Thomas, 2016).

The Russian government has specific objectives it wishes to achieve when 
attempting to influence domestic and international audiences: the Putin re-
gime uses information operations to philosophically attack the West, specific 
adversaries, Western military operations, the concept of truth, and to pro-
mote Russia’s agenda. The wide variety of methods to communicate carefully 
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constructed narratives through information operations, and the advent of the 
Internet and social media, have increased Russia’s potential reach and influ-
ence. These tools and these objectives enable and motivate the Putin regime 
to directly contact adversaries’ populations in an attempt to influence them in 
favour of Russian strategic aims and security threat interpretations.

Russia’s Information Operations Concept
For the objectives of attacking the West, adversaries, military operations, and 
the concept of truth, as well as promoting Russia’s agenda, the Russian gov-
ernment uses carefully constructed narratives that it communicates through 
information operations messages to audiences around the world—foreign 
and domestic, decision makers and the public. Disseminating these mes-
sages is part of the Russian government’s concept of information warfare. 
This section will describe the key elements of Russia’s information operations 
concept, including the different types of information warfare in addition to 
Soviet-era practices.

Western military doctrine recognizes separate disciplines for intelli-
gence, counter-intelligence, information warfare, psychological warfare, 
influence operations, strategic communications, computer network oper-
ations, electronic warfare, and military deception. In the Russian context, 
all these aspects are part of a unified conception of information warfare and 
confrontation (Gilles, 2016a; Porotsky, 2017b; Tomášek, 2015; Vowell, 2016). 
Russia’s information space includes both the cyber and cognitive domains. In 
Russian military doctrine, information warfare is divided into two types: in-
formation-technical (which aims to affect any technical system that receives, 
collects, processes, or transmits information) and information-psychological 
(which aims to affect civilian populations and armed forces personnel). This 
means that any information source—be it the adversary’s computers, smart 
phones, print media, television, or human minds—are targets for Russian 
information warfare. Russia’s weaponization of information encompasses 
electronic warfare, cyber warfare, and psychological influence (Foxall, 2016; 
Gilles, 2016a; Gunzinger, 2017).

Within the information warfare concept, information operations are the 
starting point for engaging an adversary. The aim is to achieve strategic goals 
without having to resort to armed conflict by using information warfare to es-
tablish favourable political, economic, and military situations and hopefully 
weaken the adversary and incapacitate the enemy state before armed conflict 
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breaks out. Targeting mass consciousness and influencing an adversary’s 
military forces and civilian population to capitulate without armed interven-
tion violates that state’s sovereignty without the physical seizure of territory. 
The goal is to influence the adversary to carry out the Russian government’s 
wishes and defeat the enemy without having to engage in costly or risky com-
bat operations (Duncan, 2017; Fedyk, 2017; Gilles, 2016a; Gunzinger, 2017; 
Iasiello, 2017; Polyakova et al., 2016; Vowell, 2016). 

For Russia, there is a persistent and permanent state of conflict; peace-
time and the absence of information operations simply do not exist. Whether 
Russia and another nation are in a state of co-operation or of hostility, Russian 
leaders believe that enemies are using information warfare against their 
country. Consequently, Russia must take the offensive and perpetually and 
permanently conduct information operations against its rivals (Gilles, 2016a; 
Porotsky, 2017b; Russian Federation, 2014; Shane, 2017). Current Russian 
information operations use two practices from Soviet-era doctrine: reflexive 
control and active measures. Reflexive control is defined as the “means of 
conveying to a partner or opponent specially prepared information to incline 
him to voluntarily make the predetermined decision desired by the initiator of 
the action” (Thomas, 2010, p. 237). Reflexive control is the deliberate attempt 
by the Russian government to create a permissive environment by influencing 
an adversary’s decision makers and population in such a way that they make a 
decision or carry out actions that are not only to Russia’s advantage but were 
also predetermined by Russia’s information operations efforts (Duncan, 2017; 
Gilles, 2016a, 2016b; Iasiello, 2017; Kepe, 2017; Lucas & Pomerantsev, 2016; 
Ramussen, 2015; Thomas, 2010). 

The second Soviet tactic being applied by the current Russian govern-
ment is active measures, which is the use of overt and covert techniques 
(violence, proxies, counterfeits, and information operations) to influence the 
actions and behaviours of a foreign government and its population. There are 
three avenues for shaping other nations’ foreign policies: state-to-state, state-
to-people, and people-to-people. Russia’s active measures purposely sidestep 
state-to-state traditional diplomacy; instead, the Russian government dir-
ectly contacts adversarial nations’ populations or uses proxies such as trolls 
and think tanks to do so. The World Wide Web and social media have made 
this contact with foreign audiences extremely easy, immediate, and direct 
(Duncan, 2017; Gilles, 2016a; Lucas & Pomerantsev, 2016; Porotsky, 2017b; 
Watts, 2017; Weisburd et al., 2016).
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Russia’s Information Operations Methods
For the purpose of this chapter, the plethora of techniques and narratives 
Russia uses for information operations will be categorized as technologically 
focused, false information, degraded information, overwhelming quantities 
of information, state involvement, third-party participation, specifically tar-
geted audiences, or the use of all available platforms. Cyber-attacks fall into 
the category of an information-technical approach to Russian information 
operations. Cyber-attacks aiding information operations are about denying 
information to an adversary: “all efforts to disrupt, deny, degrade, destroy 
the information that . . . [computers] rely upon, store, process, and generate” 
(Porotsky, 2017b). Russia has conducted distributed denial of service (DDOS) 
campaigns against its adversaries as part of conflict (e.g., Georgia, Ukraine) 
and non-kinetic attacks to disrupt states in peacetime, including govern-
ment, media, financial institutions, and other private targets. In addition to 
purposely overloading websites so that they crash and cannot be accessed by 
any user, Russia also purposely defaces websites and replaces content with 
inaccurate information; corrupts data files; steals funds, intellectual prop-
erty, and government secrets; shuts down commerce; or attacks critical infra-
structure (Gilles, 2016a, 2016b; Iasiello, 2017; Joyal, 2016; Kepe, 2017; Lucas & 
Pomerantsev, 2016; Porotsky, 2017b; Waltzman, 2017).

Hacking into computer systems is a common Russian information 
operations activity. The most high-profile hackings recently have been of 
the Hillary Clinton campaign in the 2016 US presidential election and the 
Emmanuel Macron campaign during France’s 2017 presidential election. 
Spear-phishing emails are sent to broad communities (campaign workers, 
politicians’ staffers, public servants, government contractors, and related 
non-profit organizations) with malicious links that will download malware 
and allow the hackers to see and steal information stored in the compromised 
email account or the owner’s computer. The emails encouraging people to 
click certain links are crafted to look legitimate. Often the scenario used by 
hackers is a realistic message warning recipients to log into their commercial 
email or social media account to reset a password after a suspicious login 
attempt has supposedly been identified. Another common lure is targeted 
news articles reflecting the user’s extracurricular interests (e.g., sports or 
Hollywood stories). All it takes is one unsuspecting recipient to click a link to 
give Russian hackers access. This happened in the United States, not only to 
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Clinton’s campaign chairman, John Podesta, the Democratic Congressional 
Campaign Committee, and the Democratic National Convention in 2016, 
but also previously to the White House, State Department, Department 
of Defense, and Joint Chiefs of Staff. Instead of just gathering information 
for future use, hackers during the 2016 US elections uploaded the Clinton-
related documents they stole onto publicly available websites for the public 
to consume, and hackers distributed the links over social and conventional 
media (Calabresi, 2017; Foxall, 2016; Gilles, 2016a; Hern, 2017; Lipton et al., 
2016; Shane, 2017; Weisburd et al., 2016). Russia has also hacked the social 
media accounts and smart phones of NATO soldiers deployed in the Baltic 
region; the goal is to glean intelligence regarding military operations as well 
as compromising information that could be used for blackmail, intimidation, 
or harassment against individuals or to destroy the credibility of that nation’s 
deployed forces (Kepe, 2017).

Security and intelligence analysts have characterized Russia’s manipu-
lation of the truth as directing a “firehose of falsehoods” against the West’s 
“squirt gun of truth” (Paul & Courtney, 2016). While ordinary citizens 
around the world may accidentally participate in propagating misinforma-
tion (the unintentional and inadvertent spreading of inaccurate informa-
tion without malicious intent), the Russian government and its information 
operations apparatus create and disseminate disinformation (intentionally 
inaccurate or manipulated information) (Lucas & Pomerantsev, 2017; Paul 
& Courtney, 2016). Disinformation can take the shape of lies, hoaxes, con-
spiracy theories masquerading as facts, false facts, the denial of facts, fake 
videos and altered pictures, propaganda, and deliberate state narratives 
(Chen, 2015; Duncan, 2017; Gilles 2016a, 2016b; Iasiello, 2017; Joyal, 2016; 
Kepe, 2017; Lucas & Pomerantsev, 2016; MacFarquhar, 2016; Nimmo, 2016; 
Polyakova, 2016; Pomerantsev, 2014; Skaskiw, 2017; Waltzman, 2017; Watts & 
Weisburd, 2016). Russian information operations have invested much effort 
into disseminating disinformation through fabricated news, staged videos 
of reporters supposedly on the site of events, and fake sock-puppet websites 
meant to look like legitimate news sources. These are then amplified by social 
media posts, the sharing of these posts, and conventional Western media re-
porting (Chivvis, 2017b; Gilles 2016a, 2016b; Guide, 2017; Iasiello, 2017; Lucas 
& Pomerantsev, 2016; Vowell, 2016; Watts, 2017). Russian information oper-
ations use other means of degrading the accuracy of information that Russia 
distributes. Instead of completely fabricating stories, these efforts can conceal 
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information, exaggerate, provide half-truths, destroy facts, present select-
ive facts, misquote or falsify attribution, simplify complex topics, or change 
meanings or original statements by altering the context or translation (Gilles, 
2016a, 2016b; Kepe, 2017; Lucas & Pomerantsev, 2017; Paul & Matthews, 2016).

Russian officials use information operations messages that attack the 
concept of truth. These narratives aim to pollute and degrade the information 
space for decision makers and populations alike. With so many versions of 
explanations, the goal is to make it impossible to discern fact from fiction, and 
to get readers to question what is purported as truth. The Putin regime wants 
to erode people’s confidence in media, experts, and academia’s objectivity, 
professionalism, and accuracy (Bugajski, n.d.; Calabresi, 2017; Dewey, 2016; 
Gilles, 2016b; Iasiello, 2017; Lucas & Pomerantsev, 2016; MacFarquhar, 2016; 
Porotsky, 2017c; Watts, 2017; Weisburd et al., 2016). The end goal is to create 
distrust and doubt in what is being communicated in the West and to cause 
confusion, panic, and internal conflict within Western societies (Boot, 2017; 
Bugajski, n.d., 2016; Gilles, 2016a, 2016b; Iasiello, 2017; Lucas & Pomerantsev, 
2016; MacFarquhar, 2016; Porotsky, 2017c; Vowell, 2016; Waltzman, 2017; 
Watts, 2017; Weisburd et al., 2016). The Russian government does not just 
promulgate one consistent message with its information operations activities. 
Different, and sometimes conflicting, messages are disseminated: these are 
tailored for different audiences, and sometimes the fabricators are testing to 
see which themes resonate with audiences the best. Since the ultimate goal 
is to undermine truth, the communications are not intended to necessarily 
be credible or universally persuasive (Duncan, 2017; Gilles, 2016a, 2016b; 
Lucas & Pomerantsev, 2016; MacFarquhar, 2016; Paul & Courtney, 2016; 
Paul & Matthews, 2016; Waltzman, 2017). The Russian government uses a 
multi-channel approach so that audiences are more likely to be exposed to 
Russia’s messages, so that an atmosphere of consensus is created, and so that 
recipients have the impression that the information must be true since it can 
be found within so many different sources (Gilles, 2016b; Paul & Matthews, 
2016). The Russian government uses its multitude of narratives to change the 
conversation away from themes disadvantageous to its policies and prestige. 
Overly sophisticated arguments, presented with ample evidence (even though 
false), confuse people into accepting the conclusions as true, even if the recipi-
ent did not fully understand the argument. Russian information operations 
can elicit emotional responses of helplessness, dismay, or anger by dismiss-
ing critics, deliberately distorting facts, or appealing to fears, divisions, and 
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discontent (Dawsey, 2017; Gilles, 2016a; Lucas & Pomerantsev, 2016; Nimmo, 
2015; Raju et al., 2017; Skaskiw, 2017; Waltzman, 2017).

Identifying truth and falsehoods is made even more difficult with the 
existence of white, grey, and black outlets, all of which Russia uses to propa-
gate its narratives and disinformation. White channels are overt Russian 
sources such as state-sponsored and pro-Russian news networks (such as 
RT and Sputnik News) and legitimate professional Western news networks. 
Russian information operations use grey outlets, such as English-language 
dump sites (DC Leaks and WikiLeaks) and conspiratorial websites that sen-
sationalize fake news, hoaxes, and conspiracies. Legitimate Western news 
networks often report news found on grey channels, thus amplifying, dis-
seminating, and legitimizing the disinformation among Western audiences. 
Grey channels can be controlled by Russia (but this is harder to trace) or pro-
moted by “useful idiots” who chose to regurgitate Russian themes voluntar-
ily and without any ties to Russia. Black outlets are covert operations where 
hecklers, hackers, and bots use fake or hacked social media accounts that 
appear to be those of ordinary citizens residing in Western countries. This 
information is even more difficult to link to official Russian direction, but 
these information operations efforts are deliberately sinister and purposely 
intend to distribute and amplify disinformation, propaganda, and Russian 
narratives (Lucas & Pomerantsev, 2016; MacFarquhar, 2016; Porotsky, 2017c; 
Watts, 2017; Weisburd et al., 2016).

The use of third parties allows the Russian government to be disconnected 
enough from information operations to claim plausible deniability. Russian 
officials use proxies—groups that are sympathetic to Russian objectives or 
policies—around the world to carry out information operations messaging. 
This can be Russian gangs and biker clubs that engage in intimidation tactics 
domestically; or European protest movements or far-right political parties; 
or Russian diasporic populations in the Baltics that perpetuate complaints of 
discrimination and mistreatment; or American citizens who use social media 
to amplify links to websites, articles, or ads created by Russian sources on 
divisive social issues. Local actors are easier to believe and more difficult to 
tie to the Russian government (Chivvis, 2017b; Duncan, 2017; Guide, 2017; 
Iasiello, 2017; Lauder, 2017).

Russian information operations have achieved a high impact through 
social media by using humans and automation to disseminate and amplify 
disinformation and propaganda. Russian disinformation agencies hire people 
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to hold multiple fake social media accounts (usually under false identifies, 
often pretending to be from the United States or other Western countries) so 
that they can engage other social media users for the purpose of propagating 
Russia’s strategic narratives, polluting the information environment with dis-
information, polarizing online communities by focusing on controversial so-
cial and political issues, and diverting and suppressing actual political debate. 
Called “trolls,” these individuals use their hacked, hijacked, or black-market 
social media accounts to flood news site comment sections and social media 
with sensational views and links to fake news stories or websites featuring 
stolen/hacked documents. Agencies with ties to the Russian government 
have hired so many of these online hecklers that they are called troll farms 
or factories. The Internet Research Agency (IRA), based in St. Petersburg, 
has been identified as such a troll factory; it operates around the clock with 
over a thousand employees each working twelve-hour shifts to meet indi-
vidual daily quotas, such as 135 posted comments, each of 200 characters 
minimum, as well as 80 comments and 20 shares of internally created blogs, 
for propagating assigned themes and messages over Live Journal, VKontakte, 
Facebook, Twitter, Instagram, and various chat rooms, discussion fora, and 
news comment sections (Bertrand, 2017; Boot, 2017; Calabresi, 2017; Chen, 
2015; Chivvis, 2017b; Fedyk, 2017; Gilles, 2016b; Iasiello, 2017; Lapowsky, 
2017; MacFarquhar, 2018a; Porotsky, 2017c; Shane, 2017; Shane & Goel, 2017).

Trolls not only hold multiple identifies over numerous social media plat-
forms to increase the quantity of disinformation each individual can push 
into global communications systems; they also further amplify their impact 
by using bot networks—groups of computers and/or social media accounts 
that have been automated to send out messages based on built-in instructions. 
Thousands of Russian-linked Twitter accounts have been automated, and 
they repeatedly send out the identical message, seconds apart and in alpha-
betical order based on the bots’ account names on the automation list. Cyborg 
accounts are heavily automated but require some human involvement in their 
operation. During the 2016 US presidential election, six hundred troll and 
bot accounts were synchronized with news being broadcast from the RT and 
Sputnik News websites, further amplifying official Russian narratives. The use 
of humans and bots increases the proficiency with which malicious actors can 
flood and pollute the information space with manipulated material; in many 
cases, they eventually succeed in getting legitimate media sources to report on 
the inaccurate and false stories as if they constituted genuine breaking news 
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(Bertrand, 2017; Gilles, 2016b; Porotsky, 2017c; “Russian Twitter accounts,” 
2017; Rutenberg, 2017).

Some trolls take on a more intimate interactive role with targeted social 
media users—also known as the role of a honeypot. Based on the historical 
use of attractive female spies to lure adversaries’ agents into compromising 
situations, the online honeypot sets up a social media profile that might 
feature an attractive profile picture, but more often than not, online honey-
pots present themselves as having common interests (e.g., hobbies, political 
views) so that they can befriend other online users, who have purposely been 
selected through social engineering to be susceptible to Russian information 
operations efforts. After building trust and lowering defences via these com-
monalities, the honeypot will start to work on the target’s political views by 
introducing political discussions that propagate Russian influence narratives; 
sending links to supposed articles of interest that in reality will download 
malware onto the target’s computer; attempting to entrap the target in a com-
promising situation or find embarrassing information on their electronic 
devices in order to blackmail them and secure their compliance; or bringing 
an agent of influence into the conversation, under the guise of introducing 
a friend, to expertly argue Russian positions regarding political and geo-
political issues. The goal is to convert this local individual into a believer of 
Russian positions so that they will share Russian narratives and propaganda 
links, shut down healthy debate among his/her own friends, or vote against 
politicians who oppose Russian policy positions (Porotsky, 2017c; Watts, 
2017; Weisburd et al., 2016).

Although the Russian government uses proxies for hacking computers 
and disseminating information operations messages over social media, the 
state is directly involved in shaping the information sphere. Russia is able 
to control the messages heard by domestic audiences through censorship of 
anything that does not support state narratives and policies and through state 
ownership or state control of the television, newspapers, and radio stations 
that Russian citizens access. The propaganda with which domestic audiences 
are inundated encourages citizens to feel paranoid and to believe that their 
nation, culture, and way of life is under siege by the West (Pomerantsev, 2014; 
Skaskiw, 2017).

State-owned and state-controlled media also carry the Russian govern-
ment’s propaganda and narratives to international audiences as well. RT 
(formerly known as Russia Today) and Sputnik News are both operated by 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y92

a company that is funded by the Russian government. Margarita Simonova 
Simonyan has been editor-in-chief of RT since 2005; on 31 December 2013, 
she was also made editor-in-chief of the government-owned news agency 
Rossiya Segodnya (which runs the Sputnik News agency, websites, and radio 
broadcasting services). RT, which now reaches international audiences (in 
English, Arabic, German, and Spanish), originally aimed at changing the 
world’s view of Russia, but the network has rebranded itself for greater im-
pact (and responsiveness to the Russian government’s information operations 
efforts), such that it now questions more and purposely features stories that 
have not been reported by the mainstream media. Sputnik News provides an 
alternative to the Western media’s unipolar world view and aims to tell what 
it claims is the untold story. This agency is anti-Western, anti-establishment, 
and is purposely hostile toward mainstream media; it targets disenfranchised 
audiences, and its gives disproportionate coverage to dissident members of 
European countries’ governments. RT and Sputnik News propagate news 
stories that have been approved by the Russian government; these stories 
contain a mixture of truthful fact and skewed and manipulated information. 
These television and Internet articles are amplified over RT’s and Sputnik 
News’s social media accounts (and associated trolls and bots). The Russian 
government attracts non-Russian audiences in Ukraine and the Baltics be-
cause the Russian programming there tends to be more professional-looking 
and entertaining than local media productions. These audiences tune in to 
Russian television for the serials and talent shows, but viewers end up con-
tinuing to watch the news and current affairs programs, thus becoming ex-
posed to Russian propaganda, narratives, and interpretations of world affairs 
(Chivvis, 2017b; Lucas & Pomerantsev, 2016; MacFarquhar, 2016; Nimmo, 
2016; ODNI, 2017; Paul & Courtney, 2016; Rutenberg, 2017; Weisburd et al., 
2016).

Besides controlling media messaging through its control of domestic 
audiences, the Russian government skews academic research by funding 
academic institutions and think tanks with the purpose of producing al-
legedly credible reports to support Russian policies, claims, and narratives. 
Russia also funds European politicians and protest movements that expound 
Russian positions and criticize the United States and other Western organiz-
ations (Chivvis, 2017b; Lucas & Pomerantsev, 2016; Stewart, 2017; Thomas, 
2016; Waltzman, 2017).
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By using all forms of information dissemination—state and commer-
cial television, newspapers, radio, the Internet, social media platforms, and 
in-person influence agents, along with trolls, bots, and false accounts, con-
ventional and social media synchronization;, and white/grey/black sources 
and outlets—Russian information operations efforts have been structured to 
reach as wide a range of audiences as possible. In addition to controlling the 
messages heard by domestic audiences and crafting propaganda to maintain 
domestic support for the Russian government and its actions, Russian in-
formation operations are directed at audiences in eastern Europe, western 
Europe, the United States, and their allies. Russian information operations 
target discontented groups around the world, looking for individuals who will 
believe and disseminate Russian narratives over social media. Information 
operations target journalists and politicians’ staff to see who might be willing 
to engage in pro-Russian dialogue and to promote pro-Russian policies and 
narratives. 

Influencing the selection of decision makers during elections requires 
the targeting of an adversarial nation’s domestic population. Information 
operations are used to influence public opinion, affect mass consciousness, 
manipulate popular perceptions, and perhaps even destabilize a nation from 
within or suppress voter segments by severely dividing opinion or causing 
people to lose faith in the potential/resulting mandate (Gilles, 2016a, 2016b; 
Gunzinger, 2017; Iasiello, 2017; Joyal, 2016; Lucas & Pomerantsev, 2016; 
Porotsky, 2017b; Raju et al., 2017; Thomas, 2016; Tomášek, 2015; Shane, 2017; 
Waltzman, 2017; Weisburd et al., 2016).

Elections offer a target-rich environment where voters turn to the 
Internet to get the latest news on candidates’ platforms and to social media 
to discuss contrasting policy views. The Russian government turned the 
Western media’s tools and practices for supporting democratic debate against 
European and American establishment candidates in 2015, 2016, and 2017, 
flooding the Internet and social media with propaganda, disinformation, and 
stolen private correspondence resulting from computer hackings, as well as 
through Russian news agencies, social media trolls and bots, and independent 
users convinced and confused by Russian information operations efforts. T﻿he 
following section will detail Russia’s information operations efforts during 
the 2016 US presidential election and how it sowed confusion and division by 
offering multiple conflicting narratives and amplifying already contentious 
topics.
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Russian Information Operations during the 2016 US Presidential Election
The Russian government has been evolving its use of hybrid warfare and in-
formation operations over the past decade. On the one hand, after the in-
formation attack on Estonia in April 2007, the Putin regime has combined 
information operations with conventional warfare in its near-abroad, as seen 
in Russia’s interventions in Georgia and Ukraine (Crimea) (Chivvis, 2017b; 
Duncan, 2017; Fedyk, 2017; Foxall, 2016; Iasiello, 2017; Joyal, 2016; Lucas & 
Pomerantsev, 2016; Polyakova, 2016; Vowell, 2016). On the other hand, Russia 
has depended more on information operations techniques when it comes to 
intimidating Baltic nations, potential NATO members, and NATO missions 
(Brewster, 2017; Campion-Smith, 2017; Gilles, 2016a; Henderson, 2016; Kepe, 
2017; Lucas & Pomerantsev, 2016; MacFarquhar, 2016; Read, 2016). More re-
cently, the Russian government has discovered the impact it can have by sys-
tematically using the Internet and social media to interfere with democratic 
elections in the United Kingdom, France, Germany, Spain, and the United 
States (Alandete, 2017; Daniels, 2017; “France’s Macron,” 2017; Schwirtzsept, 
2017; Stelzenmüller, 2017; Watts, 2017). All of these examples demonstrate 
that Russia is actively conducting information operations to support its stra-
tegic objectives against its adversaries, those from both near and abroad. The 
logical conclusion is that the Russian government will continue to practise 
and perfect these methods unless Western nations disrupt Russia’s informa-
tion operations capabilities. Russia has had the greatest information warfare 
success when countries are not prepared for Russian information operations 
interference. Whether the nation is a small country or one of the Western 
powers, Russia’s ability to hack computer networks and directly reach the 
voting public can have serious and detrimental consequences if a government 
is unsuspecting or complacent in terms of technical and psychological prep-
arations and protections. The case study of Russian interference in the 2016 
United States presidential election is of relevance since it directly impacts 
Canada’s closest ally as well as the defence of North American democracies.

E X P E C T E D  A N D  U N E X P E C T E D  E L E C T I O N  I N T E R F E R E N C E :  E L E C T R O N I C  P O L L 
B O O K S  A N D  E M A I L  H A C K I N G

When American officials considered how the Russian government might 
interfere with the 2016 presidential election, the inclination was to protect 
voting technology against tampering so that voting counts could not be 
changed. It appears that these protection efforts were successful; there has 
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been no evidence of this type of vote tampering. Nevertheless, Russian hack-
ers did interfere with some states’ electronic poll books (laptops and tablets 
loaded with voter check-in software). For example, VR Systems, the electronic 
poll book supplier for North Carolina, was hacked by the GRU (Glavnoye 
Razvedyvatelnoye Upravlenie, Russia’s military intelligence body) in August 
2016. The hackers then sent spearphishing emails from fake VR Systems email 
accounts to 122 local and state election jurisdictions in the hope that some 
election officials would be tricked into downloading malware that would al-
low the hackers to take over computer systems linked to the US election pro-
cess. On Election Day, the hackers manipulated electronic poll books to keep 
some Americans from casting their votes. At the polling stations, people were 
told that, according to the electronic poll books, they had already cast ballots, 
or were ineligible to vote, or needed to go to another polling station (where 
they were turned away again since this information was wrong). Some North 
Carolina counties experiencing electronic poll book problems reverted to 
paper registration lists, but this slowed the voting process so much that large 
numbers of voters gave up waiting and left the polling stations without cast-
ing a ballot. Electronic poll book problems often occurred in counties where 
the largest cities were located. Russian hackers targeted the election systems 
of twenty-one states during the 2016 presidential election. Russian spies had 
been collecting intelligence since 2014 on US election processes and techno-
logical equipment, and they determined that the most profitable course of 
action would be to avoid altering vote tallies and instead target Internet-based 
systems such as email accounts, voter databases, election websites, electronic 
poll book vendors, and back-end election services (Perlroth et al., 2017).

The Russian government’s interference with the US political system did 
not just begin during the 2016 presidential election campaign. Hacking ef-
forts and social media disinformation operations both started in 2014, and 
these grew more extensive the closer the election came. Hackers linked to 
the Russian government penetrated unclassified email systems in the State 
Department in November 2014, and the Joint Chiefs of Staff in July 2015, by 
successfully installing malware that took data out of the hacked email ac-
counts. In March 2016, the State Department was hacked again, and in June 
2016, hackers stole one hundred thousand individual tax returns from the 
Internal Revenue Service. Hackers have been using spearphishing emails to 
install malware on computers by including supposed links to stories likely to 
be of interest to the email account holders. During the summer of 2015, the 
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group of Russian hackers known as Cozy Bear sent spearphishing emails to 
government agencies, government contractors, and non-profit organizations 
in Washington, DC. In 2016, messages were sent to ten thousand Department 
of Defense Twitter users with links, masquerading as special interest stories, 
that would download malware. The day after the November 2016 election, 
Cozy Bear hackers sent another five waves of spearphishing emails, this time 
to think tanks and non-profits, hoping to get access to more email accounts 
after the successful hacking of Democratic Party members during the 2016 
election (Calabresi, 2017; Foxall, 2016; Lipton, 2016).

Russian hackers had been trying to hack into members of the Hillary 
Clinton election campaign more than a year before the presidential election. 
Cozy Bear hackers had successfully hacked into the Democratic Congressional 
Campaign Committee (DCCC) email system before September 2015, which 
is the month that an individual from the Federal Bureau of Investigation 
(FBI) contacted the DCCC to let them know that at least one of their com-
puters had been compromised by Russian hackers. The DCCC contact who 
took the FBI’s call did not believe he had really been speaking with the FBI, 
and hence did not follow up with the caller’s information. DCCC information 
technology specialists did not immediately see evidence of Russian hackers in 
their computer systems, and thus did not hire cyber-security experts to help 
until April 2016. In the meantime, the hackers were gleaning information 
with impunity, first to simply gather intelligence; this subsequently evolved 
into an operation to harm Clinton’s election campaign. The DCCC’s realiz-
ation concerning the breech came a month after Cozy Bear had hacked into 
the DCCC and sent spearphishing emails to Clinton campaign members. A 
campaign worker clicked a link to change a supposedly compromised Google 
email password, which resulted in campaign chairman John Podesta being 
hacked and sixty thousand of his emails stolen. In May 2016, a member of the 
GRU publicly bragged that Hillary Clinton would experience payback for her 
2011 influence operation against Putin and her role in orchestrating the mass 
protests in Russia during Putin’s 2012 election campaign. Three days before 
the DCCC meeting, on 22 July 2016, WikiLeaks began publishing sensitive 
emails stolen from the DCCC. Podesta’s emails were leaked to the public on 7 
October 2016, one month before the presidential election vote. Russian hack-
ers timed these leaks to ensure that voters were inundated with the media’s 
reports of, and reactions to, the emails’ politically embarrassing contents dur-
ing critical decision points (Calabresi, 2017; Lipton, 2016).
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T H E  I N T E R N E T  R E S E A R C H  A G E N C Y  T R O L L  F A R M

An additional surprise to American election officials, voters, and politicians 
was Russia’s level of cognitive interference in the 2016 election through a 
deliberate disinformation campaign that used fake news, fake websites and 
videos, fake advertisements, fake persona, and fake accounts on social media, 
all of which were fed directly into American voters’ Facebook, Twitter, and 
Instagram accounts. After the 2016 presidential election, it was discovered 
that false personal social media accounts and Twitter bot accounts were 
involved in Russian disinformation activities, and these were linked to the 
well-known Russian troll factory called the Internet Research Agency (IRA) 
(Lapowsky, 2017; Mueller, 2018; Stretch, 2018). In 2011, Russian opposition 
groups hostile to Putin used social media to convince Russian citizens to 
carry out anti-government protests. Putin reacted by taking greater control 
of the Internet: bloggers had to register with the government, some websites 
were censored, and some social media platforms experienced government 
pressure while Kremlin allies took control of other platforms. The govern-
ment instituted purposeful posting of pro-government messages on social 
media to drown out opposition voices as well; one such messaging factory, 
the IRA, was established in 2013 as a Kremlin-backed propaganda arm for 
Putin. Originally, it focused on communicating with domestic audiences by 
flooding social media with messages that attacked opposition figure Aleksei 
Navalny, praised the stability of Putin’s regime, criticized the chaos and mor-
al corruption of the United States and the West, condemned the West’s eco-
nomic sanctions, and supported the annexation of Crimea and the separatist 
insurgency in eastern Ukraine. Putin aimed to spoil the Internet for Russian 
citizens; he wanted to cultivate an atmosphere of hate and negativity with 
the trolls’ activities so that most people would not want to use the Internet. 
People were attracted to the IRA by the salaries it offered recruits—which 
were notably higher than typical Russian wages. By late 2014, approximately 
four hundred people were working twelve-hour shifts for the IRA, thus en-
abling the troll factory to send out messages 24/7 (Calamur, 2018; Davlashyan 
& Titova, 2018b; MacFarquhar, 2018a, 2018c; Mueller, 2018; Taylor, 2018).

In 2014, the Russian government decided that the approach of officially 
disseminating Russian narratives and denigrating adversaries could work 
against foreign audiences as well, so efforts began to communicate directly 
with Western audiences over social media. In April 2014, the IRA formed a 
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separate department to oversee the Translator Project—disinformation activ-
ities targeted specifically against the United States, carried out over Facebook, 
Twitter, Instagram, and YouTube. The Translator Project was part of a larger 
interference operation called Project Lakhta, which included all of the IRA’s 
disinformation targeting both domestic and foreign audiences, with the goal 
of solidifying Putin’s support in Russia and spreading confusion and distrust 
of government institutions in the West. The strategy to interfere with the 
2016 US presidential election was devised in May 2014. Employees at the IRA 
began monitoring American social media accounts focused on politics and 
other sources of information about the 2016 election. The goal of the IRA’s 
trolls was to spread distrust about US candidates and the political system 
in general and to create discord and tensions among the electorate before 
the vote took place. The IRA grew to over one thousand employees by 2015. 
There were approximately eighty to ninety people working on the Translator 
Project, the majority being students from St. Petersburg University. Not only 
were they highly skilled in the English language, but they were also work-
ing on degrees in international relations, linguistics, or journalism. Because 
of this specialized expertise, their pay rates were double those of the trolls 
working in the domestic operations department (Apuzzo & LaFraniere, 2018; 
Calamur, 2018; Davlashyan & Titova, 2018a, 2018b; MacFarquhar, 2018a, 
2018b, 2018c; Mueller, 2018; Scannell et al., 2018).

By early 2016, the Putin regime and the IRA purposefully began sup-
porting the Republican Party’s presidential candidate, Donald Trump, and 
attacking the Democratic candidate, Hillary Clinton. On 10 February 2016, 
officials at the IRA circulated guidance that social media posts should con-
tain content about the US elections, including derogatory information about 
Clinton. Employees were encouraged to denigrate other Republican candi-
dates as well, such as Ted Cruz and Marco Rubio, but instructions were given 
to be supportive of Democrat Bernie Sanders in addition to Trump. It has 
also been reported that Putin believed that Clinton sponsored the release of 
the Panama Papers (stolen documents from the legal firm Mossack Fonseca, 
which specializes in facilitating offshore banking). Because these documents 
implicated Putin and his close friends in crime and corruption related to $2 
billion worth of offshore deals and loans, Putin reportedly decided in April 
2016 to retaliate against Clinton by attacking her election campaign efforts 
(Apuzzo, 2018; Gregory, 2016; Harding, 2016; Mueller, 2018; Taylor, 2017). 
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By the summer of 2016, the IRA’s monthly budget for Project Lakhta 
was US$1.25 million, which was being funded by the wealthy Russian oli-
garch Yevgeny Prigozhin through the entities that make up his Concord 
Management and Consulting group of companies. Prigozhin became a fa-
voured business contact of Putin. Once known as Putin’s chef (since Prigozhin 
frequently provided Putin with catering services), Prigozhin has financially 
benefited from being willing to conduct favours and less savoury tasks for 
Putin, such as recruiting soldiers to fight in Ukraine and Syria, providing sol-
diers to protect Syrian oil fields, and establishing an online news service that 
disseminates nationalist views; he is the founder and head of the private mil-
itary contractor organization known as the Wagner Group. Putin rewarded 
Prigozhin’s loyalty and work through lucrative government contracts (he has 
received US$3.1 billion worth in the five-year period 2012–17) and a percent-
age of Syria’s oil revenues. Since Prigozhin not only funded the IRA’s dis-
information operations, but has also met and communicated frequently with 
the IRA’s top official, General Director Mikhail Bystrov, he both controls and 
approves of the IRA’s work against the United States and the West. Because 
of the Putin regime’s relationship with the IRA’s patron, US government of-
ficials and security analysts have determined that Putin and his government 
endorse the IRA’s mandate and operations while enjoying the plausible deni-
ability of working through an intermediary. According to security analysts, 
individuals in developed states do not launch private wars against the world’s 
superpower; hence, the type of Russian troll attacks that were occurring 
throughout the US election would have needed the Russian government’s 
approval (Calamur, 2018; Davlashyan & Titova, 2018b; MacFarquhar, 2018a, 
2018b; Mueller, 2018; Scannell et al., 2018). 

I R A  S O C I A L  M E D I A  A C T I V I T Y  I N  T H E  U S  2 0 16  P R E S I D E N T I A L  E L E C T I O N

The IRA’s trolls interfered with the 2016 US presidential election by open-
ing social media accounts using false identities; these fake profiles were in-
tended to convince other users that they belonged to Americans, ranging 
from ordinary citizens to politically engaged individuals to political activists 
(Apuzzo, 2018; Edgett, 2017; Mueller, 2018). In addition to opening accounts 
on Facebook and Twitter under fake identities, these IRA trolls also creat-
ed Twitter bot accounts that were programmed to relay propaganda auto-
matically without human involvement; hundreds of these automated accounts 
would often amplify the same message at the same time, in alphabetical order 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y100

of the account names on the IRA’s distribution lists. In addition to 2,752 IRA-
linked Twitter accounts producing organic content (free messages and posts, 
as opposed to paid advertisements), Twitter was able to identify 36,746 bot 
accounts more widely linked to Russia (Edgett, 2017, 2018; Lapowsky, 2017; 
Mueller, 2018; Popken, 2017; Porotsky, 2017c; Smith, 2017; Solon & Siddiqui, 
2017; Stretch, 2017). 

IRA employees used stolen identities (social security numbers, addresses, 
and dates of birth) and illegally purchased credit cards and bank account 
numbers to pass verification checks when opening PayPal accounts. Such ac-
counts were often used to purchase advertisements on multiple social media 
platforms. The IRA had 470 Facebook accounts involved in spending over 
US$100,000 to purchase 3,000 ads on Facebook. Nine Russian-linked Twitter 
accounts conducted ad campaigns. Two RT Twitter accounts carried out 44 
ad campaigns (costing $234,600 for ads targeting US audiences), while the 
other seven accounts spent US$1,184 to run 50 ad campaigns in the United 
States. Twitter earned US$1.9 million from all of RT’s advertising efforts. 
Google determined that Russians spent US$4,700 on advertising over its plat-
forms, as well as eighteen YouTube channels where 1,108 videos (amounting 
to forty-three hours of viewing material) had been uploaded in connection 
with the US election (Apuzzo, 2018; Dawsey, 2017; Edgett, 2017; Guide, 2017; 
McCabe, 2017; Mueller, 2018; Popken, 2017; Raju et al., 2017; Seetharaman, 
2017a; Solon & Siddiqui, 2017; Stretch, 2017, 2018; Walker, n.d.).

IRA trolls’ social media accounts were actively posting organic messages 
during the election campaign. The 470 Facebook accounts identified as linked 
to the IRA created 80,000 pieces of organic content. Between September and 
November 2016, the 2,752 IRA Twitter accounts pushed out election-related 
tweets, half of which were automated messaging. Social media investigators 
discovered 170 IRA Instagram accounts that posted over 120,000 pieces of 
content during the election. Social media platform executives estimated 
that approximately 150 million Americans were exposed to Russian election 
propaganda (Lapowsky, 2017; Smith, 2017; Solon & Siddiqui, 2017; Stretch, 
2017).

IRA employees used Facebook to help organize political events in the 
United States, such as protests and rallies. By January 2018, Facebook investi-
gations determined that the IRA had set up thirteen Facebook pages through 
which trolls created 129 events and sent out notifications announcing these 
events, aims, times, and locations. These Facebook event notices were seen 
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by 338,300 Facebook accounts, and 62,500 users indicated that they would 
be attending at least one of the IRA’s events. With information available in 
October 2017, the Wall Street Journal found that eight IRA Facebook accounts 
had publicized, and even financed, 60 events; the Facebook notices for these 
60 events alone were liked two million times. It has been confirmed that at 
least 22 of the 60 events actually took place. IRA trolls pretended they were 
politically engaged Americans who wanted to organize public gatherings on 
a variety of topics, some of which conflicted: supporting police shot in the 
line of duty versus protesting police shootings of civilians; wanting to make 
Muslim neighbourhoods safer versus opposing an Islamic centre in Houston; 
pro-Trump rallies versus African Americans protesting the election of Trump; 
anti-Clinton rallies versus rallies supporting Clinton because she supported 
Muslims and Islamic law. Although some events were sparsely attended, 
others garnered media coverage, thus increasing their legitimacy. IRA em-
ployees had impact within the United States using their Facebook pages and 
accounts: people attended events; there were actual confrontations between 
protesters and counter-protesters; Americans helped organized events on be-
half of one of the IRA’s fake American personas, who could not attend; and 
the organizing and advertising of events via Facebook got other American ac-
tivists to volunteer to help with future IRA political events (Lapowsky, 2017; 
Mueller, 2018; O’Sullivan, 2017; Scannell et al., 2018; Seetharaman, 2017b; 
Shinal, 2018; Stretch, 2018).

S P E C I F I C  I R A  M E S S A G E S  A N D  G O A L S  I N  T H E  U S  2 0 16  P R E S I D E N T I A L  E L E C T I O N

With the potentially global exposure offered by social media, the IRA 
had three objectives for their accounts, bots, ads, and events: to divide the 
American electorate with divisive messages on political issues; to support 
Trump and harm Clinton’s campaign; and to suppress voter turnout. Russian 
trolls helped inflame discord among American voters during the 2016 elec-
tion with their purposely anti-immigration messaging designed to appeal to 
supporters of Trump’s hardline positions (e.g., the proposed Muslim travel 
ban). IRA employees promoted anti-Muslim messages in ads, organic posts, 
and events. Other controversial topics included ethnic and racial issues, 
the right to gun ownership, religion, and lesbian, gay, bisexual, and trans-
gender rights (Apuzzo, 2018; Dawsey, 2017; Lapowsky, 2017; Mueller, 2018; 
O’Sullivan, 2017; Raju et al., 2017; Satter & Vasilyeva, 2018; Solon & Siddiqui, 
2017; Stretch, 2017; Taylor, 2018).
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In keeping with the direction given by Putin and IRA management, the 
IRA’s social media material began in 2016 to explicitly support candidate 
Trump and denigrate Clinton’s credibility as a potential president. Attacks on 
Clinton included fake stories about her having Parkinson’s disease, running 
a pedophile ring, and being involved in murder. IRA employees used social 
media ads to try to convince voters that Clinton supported the institution 
of sharia law in the United States. Furthermore, IRA Facebook and Twitter 
accounts (human and bot) disseminated links to hacked email dumps on 
WikiLeaks and DCLeaks.com (Apuzzo, 2018; Calabresi, 2017; Dawsey, 2017; 
Edgett, 2017; Mueller, 2018; ODNA, 2017; O’Sullivan, 2017; Porotsky, 2017c; 
Shane, 2017). IRA employees, using their fake American social media per-
sonas, contacted members of the Trump campaign in Florida and New York 
more than once seeking co-operation during IRA rally or protest events. 
There is evidence that some Trump campaign workers did respond to these 
fake personas (e.g., a volunteer from Trump’s New York campaign agreed to 
provide signs for a pro-Trump rally march organized by the IRA) (Mueller, 
2018; Scannell et al., 2018).

Voter suppression occurred when IRA-linked Twitter accounts sent 
messages instructing Clinton supporters to vote online, by text, or over the 
phone—methods that had not been implemented by American election in-
stitutions. IRA-linked social media accounts encouraged Muslim Americans 
to boycott the 2016 elections, claiming that Clinton would continue the war 
against Muslims in the Middle East if elected. Other messages told African-
American readers they were better off not voting (rejecting both Clinton and 
Trump) or voting for a third-party candidate such as Jill Stein. More gener-
ally, IRA-linked accounts aimed to discourage voters from taking part in the 
election with allegations of voter fraud by the Democratic Party (Edgett, 2017, 
2018; Mueller, 2018; Satter, 2018).

With the quantity of information shared on social media about an indi-
vidual’s personal preferences, political views, and opinions on social issues, 
social media platforms (as well as outside companies such as Cambridge 
Analytica) have created algorithms that can segment users into subgroups, 
identify the hot-button issues most likely to garner reactions from certain 
individuals, and enable other users to target audiences with specific messages 
and disinformation that speak to their interests, pull emotional strings, and 
elicit a desired response (Brannelly, 2017; Calabresi, 2017; Porotsky, 2017a). 
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IRA social media accounts were known to target individuals, specific so-
cial groups, and particular geographical regions with their messages, posts, 
and ads. Russian information operations have targeted the social media 
accounts of journalists deemed to be more gullible or likely to believe con-
spiracy theories. These accounts are then flooded with links to false stories, 
with the expectation that the targeted journalist will report on these links in 
mainstream media and disseminate them to his or her social media follow-
ers. IRA employees used social media to identify which congressional aides 
might be favourable to Russia’s policy objectives; these staffers would then 
begin to receive stories, ads, and posts about Russian policies, with the IRA 
operatives hoping the staffers would share their personal opinions and views 
with their members of Congress in an effort to gain support for the issue by 
an elected member of the US government. IRA trolls would target specific so-
cial groups based on the organizations that these users were following, pages 
they had liked, or key words that were common in their posts and profiles 
(e.g., “Christianity,” “God,” “conservatism,” “family,” “country,” “American,” 
“patriotic,” “and military”). Russian disinformation operations over social 
media platforms, such as Facebook ad campaigns, were seen to have targeted 
three states that were key to Trump’s election victory: Wisconsin, Michigan, 
and Pennsylvania. The goal was to reinforce pre-existing divisive views in 
order to get chosen users to convince friends and family to vote the same way 
(i.e., for Trump), to nudge other voters to solidify their pro-Trump tendencies 
by committing to voting for him; to persuade those who were undecided to 
vote for Trump on a specific issue about which the disinformation campaign 
informed them; and to discourage Democratic voters who were not thrilled 
with Clinton as a candidate from supporting her on Election Day, either by 
not voting at all, voting for a third-party candidate, or voting for Trump 
as a protest vote (Calabresi, 2017; O’Sullivan, 2017; Porotsky, 2017b, 2017c; 
“Presidential election results,” 2017; Raju et al., 2017; Watts, 2016, 2017).

E S T I M A T I N G  T H E  P O T E N T I A L  I M P A C T  O F  I R A  S O C I A L  M E D I A  I N F O R M A T I O N 
O P E R A T I O N S

Without further data identifying the number of American social media users 
who saw Russian ads, events, or posts, and the number of American voters 
who made their political choice in 2016 based on Russian-linked social media 
material and interactions, it will remain unknown exactly how much impact 
Russian information operations had on the 2016 US election in taking votes 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y104

away from Clinton and increasing support for Trump: Russian influence 
could have been manifested by Democratic voters’ choosing not to vote at 
all because they were turned off from supporting Clinton due to IRA social 
media messaging and disinformation, by potential Democratic voters casting 
protest votes for Trump or a third-party candidate, by persuading individual 
voters to choose Trump based on specific policy preferences, or by solidifying 
anger over divisive issues to such an extent that typically complacent indi-
viduals decided to cast ballots in order to make sure their voices were heard. 
There were three states where Trump won the Electoral College votes by less 
than 45,000 votes: in Pennsylvania (representing 20 Electoral College votes), 
Trump won by 44,292 votes; in Wisconsin (10 Electoral College votes), Trump 
won by 22,748 votes; and in Michigan (16 Electoral College votes), Trump 
won by 10,704 votes. Consequently, Trump won the US presidency based on a 
difference of 77,744 votes over three states. If Clinton had been able to garner 
merely 77,745 votes across these three states, she would have won 46 extra 
Electoral College votes and, consequently, the presidency. It is possible that 
Russian information operations could have changed the votes of less than 
78,000 voters (which is 0.56 per cent of the electorate) in these states’ total 
13,940,012 votes cast—out of 4,799,284 total votes in Michigan, 2,976,150 in 
Wisconsin, and 6,165,478 in Pennsylvania—and hence the outcome of the 
2016 election (Borchers, 2017; “Presidential election results,” 2017; Raju et al., 
2017; Scannell et al., 2018).

Although Facebook and Twitter executives tried to downplay the im-
pact of Russian social media activities (e.g., by emphasizing that the quantity 
of Russian-linked content present on Facebook’s newsfeeds was estimated 
to be only 0.004 per cent of all newsfeed content), the fact that 150 million 
Americans were exposed to Russian disinformation over social media shows 
that a significant portion of the American voting population was subject 
to the nefarious actions of a foreign power. In 2016, the US population was 
approximately 323.1 million people; approximately 235.3 million of these 
people were of voting age. This means that 63.8 per cent of the voting popu-
lation could have been exposed to Russia’s social media content (150 million 
out of 235.3 million). Among Americans old enough to vote, 65 per cent used 
the Internet as their leading source of election news; this translates to 152.945 
million voters who were using online information to stay informed on elec-
tion-related issues. This means that 98 per cent of voting Americans using 
the Internet for election information could have been exposed to Russian 
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social media disinformation (150 million out of 153 million). These calcu-
lations are simply meant to demonstrate that the number of Americans ex-
posed to Russian social media disinformation was by no means insignificant. 
Of course, not every American voter using the Internet for news uses social 
media for that purpose. Furthermore, of the 150 million Americans exposed 
to Russian information operations material, it is unknown how many of these 
users are duplicate users across multiple social media platforms. Although 
the current data does not allow analysts to calculate how many people were 
turned away from voting for Clinton, were influenced to vote for Trump, 
or remained uninformed by debate due to cloistering themselves in echo 
chambers and avoiding exposure to other opinions and points of view, for-
mer Central Intelligence Agency director John Brennan’s assessment that it 
is “implausible that Russian actions did not influence the views and votes 
of at least some Americans” is nevertheless both sobering and probably true 
(Edgett, 2018; Scannell et al., 2018; Stretch, 2017, 2018; Walker, n.d.).

Examples of recent Russian information operations and interference 
should be a call to action for Western leaders to better protect citizens and 
governments against Russian influence narratives causing confusion and 
division. The following section will outline some recommended measures 
that the West, its allies, and Canada could take in order to counter Russian 
information operations and diminish adversaries’ information warfare 
capabilities.

Recommendations: Deliberate Strategic Communications Efforts Needed
The Russian government, under the leadership of Putin, has deliberately de-
signed an omnipresent information operations threat. Russia not only acts 
within a persistent state of information warfare; its use of information oper-
ations to challenge Western alliances, institutions, and the rules-based liberal 
world order will continue and indeed expand if left unchallenged by Western 
nations. By comparison, some analysts argue that the Western response to 
Russian information operations has been slow, reactive, piecemeal, amateur-
ish, and inadequate (Nimmo, 2015). Unless Western nations counter Russian 
information operations with the same level of persistent, deliberate messa-
ging, accompanied by their own thoughtful development of information 
operations concepts and methods for global audiences, Russia will continue 
to maintain information operations superiority and do damage to Western 
ideals, alliances, societies, democracies, government institutions, election 
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processes, and the belief in truth. The failure to substantively react to elec-
tion meddling and interference efforts by Russia means these activities will 
continue into future elections and evolve into something even more insidious 
(Berthiaume, 2017; Boutilier, 2018; Bronskill, 2021; Canada, 2017; Nanji, 2017; 
Wherry, 2017). This final section will outline recommendations for improv-
ing the West’s (and Canada’s) information operations capabilities.

Russia is spreading disinformation about Western nations and NATO 
members, which forces the attacked countries to try to undo the damage 
and dispel myths by sharing truthful accounts after the fact. Psychological 
studies have shown that it is harder to dispel people’s beliefs in information 
they have already internalized and accepted. Western nations need to carry 
out strategic communications campaigns that proactively tell audiences what 
Western democracies represent before disinformation has been distributed 
by adversaries. To this end, the Government of Canada needs to develop a 
narrative that explains to domestic, international, allied, neutral, and adver-
sarial audiences what defines Canada, its beliefs, and its actions. For example, 
Ian Schugart (deputy minister of foreign affairs at the time) articulated the 
following vision for Canada to a Department of National Defence/Canadian 
Armed Forces audience in late February 2018: Canada believes in, will work 
for, and will defend open trade, free navigation of the seas, multilateral-
ism, multilateral institutions, a rules-based world order, human rights, and 
democratic and coalition-based solutions to international problems. Such 
a narrative needs to be officially created and disseminated proactively by 
whole-of-government strategic communications capabilities. 

 Government strategic communications expertise is not just needed in 
military theatres during combat missions; strategic communications capabil-
ities are also needed in peacetime as a means of maintaining public support 
and pre-emptively deterring some adversarial information operations at-
tempts. For each known object of Russian attack, there needs to be a delib-
erate and proactive Western response to deliberately defend what the Putin 
regime is specifically trying to destroy. Nations that support the rules-based 
liberal world order need to develop and disseminate narratives that promote 
democracy and democratic institutions, defend liberal values and the concept 
of truth, and protect the countries’ being attacked by Russia by promoting 
these nations’ positive contributions and right to self-determination, and by 
exposing Russia’s aggression, hypocrisy, corruption, and detrimental actions 
toward neighbours and the international community (Calabresi, 2017; Fedyk, 
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2017; Gilles, , 2016a, 2016b; Guide, 2017; Lucas & Pomerantsev, 2016; Nimmo, 
2015; Šuplata & Nič, 2016; Synovitz, 2017; Watts, 2017). 

Western nations need to create and support organizations—either within 
government or through non-governmental organizations—that are dedicated 
to identifying, monitoring, tracking, studying, analyzing, and advising on 
Russia’s (or any adversarial actors’) information operations efforts. Strategic 
communications organizations need to be stood up that consist of expert 
researchers, professional writers, and technology platform operators to dis-
seminate the necessary material across social media, the Internet, and other 
telecommunications platforms. Civilian and military researchers at such 
interdisciplinary institutions would study information attack examples to 
clearly identify what Russia attempts to do and actually accomplishes, what 
protections have worked and what capability gaps exist, and what lessons 
can be learned by Western nations to better enhance peacetime and home-
front defences, as well as in-theatre protections and wartime information 
operations. The researchers would also need to focus on the regions where 
threats exist and counter-narratives are needed by analyzing regional adver-
saries, audiences, culture, linguistics, politics, allies, adversarial messaging, 
and Western strategic communications reception (Fried & Polyakova, 2018; 
Gilles, 2016a; Gould, 2017; Iasiello, 2017; Kepe, 2017; Lucas & Nimmo, 2017; 
Lucas & Pomerantsev, 2016; Nimmo, 2015; Polyakova, 2016; Šuplata & Nič, 
2016; Tomášek, 2015; Waltzman, 2017).

There needs to be more decisive counter-information operations from 
the West. In addition to committing to deliberate Western narratives and 
proactive Western strategic communications efforts, members of NATO and 
the European Union need to better define critical infrastructure and harden 
its protection; expand cyber security; investigate Russian information oper-
ations funding and cut it off; restrict access to Western telecommunications 
for Russian news outlets (television, radio, and Internet) that carry out state 
disinformation and propaganda campaigns; educate the public and media 
organizations as to the nature and danger of, and how to identify, Russian 
information operations efforts; and rate Internet news sites to improve/en-
sure media quality and identify fake news and sock-puppet websites (Chivvis, 
2017b; Iasiello, 2017; Lucas & Pomerantsev, 2016; McClintock, 2017; Paul & 
Courtney, 2016; Paul & Matthews, 2016; Polyakova et al., 2016; Šuplata & Nič, 
2016; Watts, 2017).
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Conclusion
The Putin regime has declared that it is in a perpetual state of conflict against 
the West and will consequently persist in its information operations activities. 
Hence, Western nations—including Canada—need to be in a perpetual state 
of concerted self-defence and deterrence by methodically defending, through 
strategic communications, the concepts, institutions, and military missions 
that Russia is attacking, and by proactively and pre-emptively disseminat-
ing strategic narratives that decrease support for Russia’s aggressive policies 
and military actions and consequently deter the Russian government from 
continued attacks. Since Putin is carrying out a war against information, 
Canada and its Western allies must carry on a war against Russian deceit and 
disinformation. If left unchallenged, Russia will always have the advantage 
as long as it does not have to abide by the same rules and faces only a dis-
jointed Western reaction after the fact rather than deliberate, proactive, and 
coordinated information operations and counter–information operations 
campaigns that come to the defence of truth, democracy, and the rules-based 
liberal world order that the West has enjoyed and cultivated since the end of 
the Second World War.
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The Evolution of China’s Information 
Exploitation of COVID-19

Anthony B. Seaboyer and Pierre Jolicoeur

Introduction
China is the single state actor producing the greatest volume of COVID-
related disinformation. The effects of this targeting became increasingly 
evident with more waves of outbreaks unfolding as vaccination rates were 
insufficient. A major factor—but not the only contributing factor for the con-
tinuation of the pandemic—was disinformation-based vaccine reluctance. 
Some Western governments—such as the US government under the Trump 
administration—have undoubtedly also contributed to the COVID disinfor-
mation that Western audiences have consumed. But in terms of the amounts 
of COVID-related disinformation reaching Western audiences, China is the 
state actor that has most targeted the Western information space. 

This chapter asks how China’s messaging related to COVID has evolved 
during the pandemic. As COVID-related exploitation of the information 
space is part of China’s information warfare operations, the chapter first de-
scribes China’s general information warfare capabilities and how they evolved 
to show the context in which COVID-related messaging was exploited. It 
then looks into the role of information exploitation in China’s political sys-
tem and policies and the effects China’s messaging is having. Based on this 
background, the chapter then describes five trends that can be observed in 
the evolution of China’s COVID exploitation in the information space. The 
authors argue that the evolution can be described as moving from a limited 
quantity of defensive, unspecific, and rather vague posts, primarily directed 
at domestic audiences via local sources, to strategic, widespread, and very 
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specific and aggressive messaging increasingly targeting Western audiences 
through Western social media outlets. 

What Are the Information Warfare Capabilities of China?
To understand the evolution of China’s COVID-related exploitation of the 
information space, it is essential to consider the context in which these mes-
saging operations are implemented. China’s COVID messaging is part of its 
broader information warfare operations, which, in the early stages of the pan-
demic, initially primarily served the general goal of improving China’s repu-
tation both domestically and abroad. Information exploitation has played a 
very crucial role in China’s political development in the past.

For decades China has focused on what it has described as “information-
alization” by trying to catch up with Western development though informa-
tion exploitation at all levels of the state—while at the same time attempting 
to control the very flow of all information—domestically and abroad. In an 
effort to simultaneously exploit information-based systems and control the 
flow of information, China developed a model for propaganda distribution 
and censorship that is unmatched in scale and, at some levels at least, such as 
censorship, also effectiveness.

Chinese information warfare (IW) capabilities can be divided into seven 
different categories: information operations (IO), cyber warfare, comput-
er network operations (CNO), psychological operations, electronic warfare 
(EW), legal warfare, and space-based operations.1 

Information Operations
The Chinese regime considers information operations to be at the core of 
IW, just as it considers IW to be at the core of informationalization (Anand, 
2006). Chinese IO capabilities enable the implementation of the following 
strategies:2 sabotaging information operation structures (Lovelace, 2015; 
Sabbagh, 2021); creating false situational impressions (Anand, 2006); launch-
ing surprise information attacks (Anand, 2006); weakening adversary infor-
mation fighting capacity (Office of the Director of US National Intelligence, 
2021; Spade, 2012); dispersing an adversary’s forces, arms, and fires (Office 
of the Director of US National Intelligence, 2021); confusing or diverting the 
adversary (Ventre, 2014); information deception (Ellis, 2020; Ruwitch, 2021; 
Tsang, 2010); diverting an adversary’s reconnaissance (Dell, 2017; Romo, 
2021); targeting an adversary with false impressions or statements (Harold 
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et al., 2021); disrupting adversarial thinking (Cheng, 2021); forcing adversar-
ies to believe what is true is false and what is false is true (Anand, 2006); 
information-based attacks exploiting collected information (“Hearing on 
China,” 2021); information reconnaissance (Stokes et al., 2011); directing pol-
itical, military, academic, and media assets as agents of influence (Bronskill & 
Bryden, 2021; Shaffer, 2017); intellectual property theft to access capabilities 
and technologies (Sobiesk, 2003); intercepting adversary signals (Sahay, 2016); 
mapping targeting information in foreign military, government, and civil 
infrastructure (Wortzel, 2010); influencing foreign media broadcasting—
also through foreign media acquisition (Raska, 2015); influencing foreign 
information dissemination—also through distributor acquisition (Tromblay, 
2017); propaganda production and dissemination abroad (Swanson, 2016); 
influencing foreign entertainment production and distribution (Tromblay, 
2017); media broadcasting (Karásková, 2020; Quing & Schiffman, 2015); and 
social media exploitation (Cadell, 2017; Harold et al., 2021).

How Has China’s Information Warfare Capability Evolved?

I N F O R M A T I O N A L I Z A T I O N

China’s leadership has a long history of valuing information exploitation. The 
People’s Liberation Army (PLA) has traditionally seen information as a key 
to victory (Pomerleau, 2017a, 2020)—to help improve China’s standing and 
capabilities as a developing country, but also as a dictatorship needing to con-
trol information as a central element enabling the Chinese Communist Party 
(CCP) to stay in power (Cheng, 2016). As the world economy became more 
globalized and information more integrated with development, the CCP view 
of the relationship between information and power has evolved. Initially, 
the Chinese understanding of IW was based on Western concepts (Anand, 
2006), though China soon moved toward evolving its own orientation of what 
Chinese analysts have named “informationalization”: 

Informationalization is a comprehensive system of systems, 
where the broad use of information technology is the guide, 
where information resources are the core, where information 
networks are the foundation, where information industry is the 
support, where information talent is a key factor, where laws, 
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policies and standards are the safeguard. (State Council Infor-
mation Office, 2002)

Accordingly, threats to China’s national security (where perceived) also 
have become informationalized as adversaries enjoy unprecedented access 
to national economies, populations and decision makers: “as the long-range 
missile allows an opponent to directly strike a nation without having to break 
through ground or naval defences, so too information outflanks tradition-
al military forces” (Cheng, 2016, p. 1)—to which we might add borders and 
most kinds of traditional protections against adversaries. The CCP began to 
perceive information itself as a threat. It is capable not only of eroding the 
morale of the military or reducing the population’s support for a mission, 
but internally can also lead to much better-organized uprisings and domestic 
challenges to party leadership. With the increased “informationalization” of 
Chinese society, the CCP adapted its definition of national security interests 
and its military and security apparatus to lead informationalized wars and 
defend against informationalized attacks. At the same time, the CCP deter-
mined that security in the age of informationalization requires a response 
both on the civilian side and in government institutions. “An informational-
ized society will create an informationalized military, while an information-
alized military can be produced only by an informationalized society and 
economy,” which leads to the need to prepare for informationalized warfare 
(Cheng, 2016, p. 2). 

I N F O R M A T I O N  A S  T H E  K E Y  T O  D E V E L O P M E N T

In the 1950s, as a highly disadvantaged country, China perceived that ac-
cess to technical and military information could be a means to improve its 
standing and capabilities (Cheng, 2016). At the time, the primary target 
for China’s information and political warfare campaigns was Taiwan (then 
known as Formosa, the seat of the Nationalist Chinese government-in-exile), 
with operations attempting to exploit political, cultural, and social frictions 
inside Taiwan, undermine trust between varying political-military author-
ities, de-legitimize Taiwan’s international position, and gradually subvert 
public perceptions in order to “reunite” Taiwan on Beijing’s terms (Chan & 
Thornton, 2022; Raska, 2015). Since then, China has been broadcasting propa-
ganda toward Taiwan through the “Voice of the Strait” radio. Soon, though, 
added value was seen in investing in information technology as a means to 
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improve China’s economic situation. Heavy investment in information tech-
nology followed in order to improve China’s standing as a developing coun-
try (Cheng, 2016). The goals then were not only to enhance communication 
between ground troops in the PLA and generally improve communication in 
China, but also to catch up to the development level of Western countries and 
transition toward an information economy.

I N F O R M A T I O N  A S  A  K E Y  T O  E X P A N D I N G  N A T I O N A L  P O W E R

As the leadership of China became interested in expanding its comprehensive 
national power, it identified that it could only do so if information technolo-
gies were incorporated and integrated into the broader society. To this end, 
Beijing refocused its informationalization activities from building an infor-
mation economy to creating an information society (Cheng, 2016).

In 1999, the then vice-minister of science, technology, and industry for 
national defence, defined IW as the exploitation of information technologies 
to influence enemy decision-maker determination while protection China’s 
systems (Ventre, 2016).

In 2002, the Sixteenth Party Congress formally recognized “information-
alization” as essential for Chinese “comprehensive National Power” (Cheng, 
2016). China’s goal in using IW had by then evolved to be to “force the enemy 
to regard their goal as our goal, to force the opponent to give up the will to 
resist and end confrontation and stop fight by attacking enemy’s perceptions 
and belief via information energy” (Anand, 2006, p. 785). Apart from defence, 
the Chinese leadership also identified that “modernization in all parts of soci-
ety depends on the information sector” (Cheng, 2016, p. 6). Accordingly, the 
Tenth Five-Year Plan (2001–5) for the first time included national “informa-
tionalization” among China’s top sixteen priorities (Cheng, 2016).  

The 2004 “Historic Missions for the New Phase of the New Century,” as 
introduced by the chairman of the Central Military Commission, declared 
that the PLA’s support role in maintaining the nation’s interests would, 
for the first time, also include the information domain. In 2005 the focus 
on information integration was formalized in the first “National Strategy 
for Informationalization Development for 2006 to 2020.” The strategy re-
quested the strengthening of information security systems and enhancing 
the use of information in China on all levels of society (Cheng, 2016). To 
enable sufficient training, an information warfare simulation centre was cre-
ated for training the PLA. The centre uses high-tech simulation skills and 
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equipment to simulate information warfare and its environment (Anand, 
2006). In 2007, after the Seventeenth Party Congress, five members of the 
Politburo (out of twenty-four) directly focused on the informationalization 
of Chinese society. This reflected not only a substantial slice of Chinese polit-
ical power, as well as high-level attention to the role of information, but also 
the increasing dominance of military and security interests in the area of 
information. Consequently, in 2008, most of the information technology (IT) 
and aerospace sectors were consolidated into the Ministry of Industry and 
Information Technology. This super ministry also oversees the military in-
dustrial complex (Cheng, 2016).

Since 31 December 2015, the Strategic Support Force (SSF) is respon-
sible for the PLA’s space, cyber, and electronic warfare missions (Costello, 
2016). The SSF’s space unit is responsible for preparation and conduct of 
co-orbital counter-space missions, while its cyber and EW unit is responsible 
for jamming satellite communications and GPS signals, as well as comput-
er network operations against space facilities and satellites (Costello, 2016). 
The establishment of the SSF suggests that information warfare, including 
space warfare, long identified by PLA analysts as a critical element of future 
military operations, appears to have entered a new phase of development 
in the PLA (Pollpeter et al., 2016). It unifies the PLA’s space, cyber, and EW 
capabilities for the first time (DOD, 2017). The SSF may be the PLA’s first 
effort to combine cyber reconnaissance, attack, and defence capabilities in 
one organization (Pomerleau, 2017a). This of course leads to a further blur-
ring of the distinction between peacetime and wartime capabilities in that 
peacetime operations now include the defence of the electromagnetic space 
and cyberspace (Bing, 2017). It appears there is no longer any detectable dif-
ference between wartime and peacetime information management in China, 
as informationalization is now all about expanding the political power of the 
leadership. At the same time, any flow of unauthorized information is seen as 
a national security threat, and China’s leadership may well perceive itself to 
be in a constant wartime environment.	

What began in the 1980s as an effort to enable the PLA to move from a 
loosely connected body of soldiers on the ground now extends to outer space, 
the electromagnetic spectrum, and the information domain. Today China is 
still assumed to remain behind US capabilities and is therefore improving 
training and domestic innovation to achieve its cyber capability develop-
ment goals (Pomerleau, 2017b). It has openly appreciated the effectiveness 
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of information and cyber warfare in recent conflicts and is continuing to 
make further significant investments in a more “informationalized” military. 
Its officially disclosed defence budget has increased on average by 8.5 per 
cent during the 2007–17 period, though the steady increases fell during the 
pandemic, due to China’s economic downturn (DOD, 2017). China’s focus, 
though, has shifted away from a primary focus on domestic interests to more 
global ones. Accordingly, its military modernization program has become 
more intent on supporting missions beyond China’s periphery, including 
power projection through information warfare. The opening of China’s first 
overseas military base in Djibouti is testament to the country’s new ambitions 
(Lendon & George, 2017). There can be no doubt that China has placed a 
growing emphasis on cyber and information warfare, pursuits for which it is 
streamlining its forces (O’Connor, 2017).

China has been learning from Russia’s 2014 annexation of Crimea and 
the reaction of the international community. Chinese policy seems to have 
moved away from opposing any sovereignty movements (such as in Tibet) 
to caring less about the perceptions of the international community and in 
many cases simply adopting Russian narratives and approaches (Saalman, 
2016). China subscribes to the Russian treatment of the Ukraine crisis as a 
“great power competition” between Washington and Moscow (Saalman, 
2016). China’s tactics more and more seem informed by some of Russia’s 
while often further developing them (Saalman, 2016).

H O W  A R E  N O N - S T A T E  A C T O R S  A N D  P R O X I E S  U S E D ?

In China, as in Russia, the aim of the country’s leadership is to “weaponize” 
the whole society, both covertly and overtly. Besides the openly involved state 
actors like state media or individual government officials, unofficial media is 
forced to abide by the same strict rules regarding the handling of informa-
tion and what can be published (“Complete list of blocked websites,” 2021; 
DFRLab, 2020). Through the trust system, citizens are forced to police other 
citizens or face dire consequences. As such, there is hardly any meaningful 
differentiation between state and non-state actors among the population at 
large, though actual adherence to the rules varies significantly. Corruption 
is very widespread in all levels of society. In China, similar to Russia, there is 
a clear implementation of the weaponization of society, from schools to the 
arts, media, architecture, and science. The PLA directs, manages, or guides 
political, military, academic, media, and intelligence assets that either overtly 
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or covertly serve as agents of influence of the Chinese government (Anand, 
2006).

There are many examples of how China uses proxies. The PLA even uses 
engagements with foreign militaries in order to enhance its presence and in-
fluence abroad, to bolster its image, assuage other countries’ concerns about 
its rise, and to communicate its positions to foreign audiences (DOD, 2017).

A more direct example of China’s exploitation of proxies is its manipula-
tion of media and journalists. Official media sources in China are considered 
by the public to be experts on the position of the state and in manipulat-
ing public opinion (Cheng, 2016). But non-official media is thought to re-
port slightly more from the perspective of the public and in a less biased way 
(Stockman, 2011). Actually, though, the so-called non-official media is only 
slightly less official as it acts under almost all of the same rules with only 
slightly more relaxed restrictions (Cheng, 2016). China’s government uses un-
official media to disseminate propaganda from seemingly non-state sources. 
As a result, in 2021 Reporters without Borders ranked China 177 out of 180 
countries for press freedom, and in 2017 it called China the “world’s leading 
prison for citizen journalists” (Reporters without Borders, 2021a). There is no 
longer any independent commercial or private media in China today (Cheng, 
2016). China is also aggressively exporting its state media networks, particu-
larly to Africa, Southeast Asia, and eastern Europe, and in this sense very 
much follows the Russian model of exporting RT (formerly Russia Today) and 
its global, multilingual apparatus (Mwakideu, 2021; Sui, 2019).

The CCP’s Central Propaganda Department (CPD) exercises close over-
sight of all Chinese media (including cultural products). The CPD regularly 
issues directives on news topics, dictating which topics should and should 
not be covered, and which specific perspectives should be allowed, encour-
aged, or forbidden (McGregor, 2010). These directives come with the threat 
of punishment, including fines, job dismissal, jail time, or even the closure 
of entire news outlet. Also, any interviews with experts must be approved by 
both the work unit leadership and the CPD. Not only are certain stories for-
bidden; if incidents are intended to be covered up, stories to divert attention 
are suggested and encouraged (Murphy, 2011). Foreign journalists are also 
used—even against their will—as proxies. Journalists, as part of their “pro-
fessional conduct,” are not allowed to speak about any kind of information, 
source material, or news product (Foreign Correspondents Club of China, 
2014). Any foreign journalist interviewing a Chinese journalist must either 
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report the chosen narratives of the Chinese government or risk harming their 
Chinese colleague. Chinese journalists are generally not allowed to partici-
pate in any professional exchanges or co-operate in any form with foreign 
media. Even Chinese citizens who work for foreign media organizations are 
regularly harassed or arrested (Kockritz, 2015).

The Chinese government goes even further, forcing foreign journalists 
to report according to its agenda. To begin with, only a small number of for-
eign journalists are allowed to work in China (Foreign Correspondents Club 
of China, 2014). They are granted permission only after a very lengthy and 
strenuous process that effectively chills any desire to risk gaining the atten-
tion of the authorities. If a foreign journalist nevertheless publishes stories 
critical of the Chinese government, visas are no longer issued to journalists 
from that organization. For this reason, Bloomberg and the New York Times 
can no longer report from inside China. Imagine a foreign journalist, who 
may have had to learn Mandarin for many years, considering such critical 
coverage while contemplating the fact that they will subsequently never be 
able to work in China again. The chilling effect is obvious—as is the likely 
desire to maintain a good relationship with Chinese authorities—and this 
again enables potential proxy relationships. Furthermore, journalists apply-
ing for a visa to report on a specific story face the same challenges as they have 
to be invited by a China-based organization. This process effectively makes 
hosts responsible for the reporting of their foreign invitees and assures that 
visiting journalists refrain from reporting on any other topics during their 
stay (Cheng, 2016).

CNO grant funding is a good example of the blurred line separating 
the state and non-state actors with whom the Chinese government works. 
Government grant programs to support CNO-related research (offensive and 
defensive) aim at commercial IT companies as well as civilian and military 
universities. As Krekel et al. (2012) show, a review of PRC university technical 
programs, curricula, research foci, and funding for research and develop-
ment in areas contributing to information warfare capabilities illustrates the 
breadth and complexity of the relationships between the universities, gov-
ernment and military organizations, and commercial high-tech industries 
countrywide.

In civilian academia, the government has created at least five nation-
al grant programs for information warfare research, and at the same time 
has also funded the PLA’s informationalization programs. Fifty civilian 
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universities conducting information security research benefit from one or 
more national-level grant programs, reflecting a broad technology-develop-
ment plan. There is considerable debate as to the extent and effectiveness of 
China’s influence over foreign academic institutions, particularly when those 
institutions become accustomed to the funding provided by the Chinese gov-
ernment (Krekel et al., 2012).

The PLA relies strongly on China’s commercial IT sector for research 
and development (R&D) of dual-use and military-grade micro-electronics 
and telecommunications. Rather than isolate certain state-owned IT firms as 
exclusively “defence” in orientation, the PLA, often operating through its ex-
tensive base of R&D institutes, alternately collaborates with China’s civilian 
IT companies and universities and benefits as a customer of nominally civil-
ian products and R&D. The military benefits from this arrangement because 
it receives access to cutting-edge research. This work is often carried out by 
Chinese commercial firms with legitimate foreign partners supplying critical 
technology and often sharing the cost of the R&D (Krekel et al., 2012).

This enables the state to enjoy the latest commercial off-the-shelf tele-
communications technology available through China’s access to foreign joint 
ventures and international markets. The close relationship between some of 
China’s—and the world’s—largest telecommunications hardware manufac-
turers creates a potential vector for state-sponsored or state-directed pene-
tration of international supply chains for micro-electronics (USCC Research 
Staff, 2011).

This has played out in the debate over Huawei’s development of 5G net-
works, or the outright banning of Huawei’s involvement in joint ventures 
in several countries, such as Japan, the United Kingdom, and Australia 
(Panettieri, 2021).

What Effect Has Been Achieved in Operations?
Domestically, the government has succeeded in eradicating any truly in-
dependent media in China. It is increasingly difficult for Chinese citizens to 
access “unauthorized” information—from either domestic or foreign sources. 
However, at least up until the recent blocking of the use of VPNs (virtual 
private networks), Chinese citizens have been very creatively circumventing 
government censorship by, for example, reading foreign media. So as to have 
debates on issues that are censored, citizens use code words that are very dif-
ficult for the government to censor. 
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After the death of Nobel laureate and famous dissident Liu Xiaobo of 
cancer in a state prison (due to the government’s denial of medical treatment), 
his name became a targeted keyword, and Weibo blocked all mentions of him 
since 13 July 2017 (Si, 2017). Simultaneously, the “RIP” abbreviation, and even 
the candle emoticon, were blocked (Hernandez, 2017). Instead, citizens used 
the image of an empty chair, or simply the years of Liu’s lifespan (1955–2017), 
to reference the dissident. He was also referred to by way of the phrase “some-
one died today,” while others referred to the thunder and lightning storms 
that day in Beijing as a sign of “heavenly disquiet” (Mitchel et al., 2017). So 
while the Chinese government manages to control most communication, it is 
far from able to silence all dissenters in China or effectively block out ideas 
from other cultures.

Netizens posting videos and other content describing the most deplor-
able conditions in Chinese hospitals at the beginning of the pandemic repre-
sent further examples of dissidents circumventing the PRC’s influence efforts 
(Ruan et al., 2022). The sheer number of code words and euphemisms that 
exist for sensitive content make it impossible for the government to achieve 
full censorship (Si, 2017)—unless it wishes to ban every image of a chair. It ap-
pears also that China’s sensors are starting to realize, at least to some extent, 
that full censorship is not possible (nor particularly desirable). China’s digital 
firewall, known as the “Golden Shield,” was created to “protect” the Chinese 
population from the influence of unauthorized information from external 
and internal actors (Cheng, 2016). It appears, though—despite its efforts to 
drastically reduce what the general public can access—that the government 
is always a few steps behind when it comes to patching holes that have been 
found and exploited by citizens interested in real information. With some 
effort, it is still possible to access independent information in China. It is, 
however, increasingly difficult to do so—particularly without being noticed 
by the authorities. 

China has undoubtedly succeeded in infiltrating the computer systems 
of foreign governments around the world to extract information from diplo-
mats or members of the economic or defence industries. They have also suc-
cessfully targeted defence contractors and succeeded in stealing proprietary 
information, such as plans of for high-tech military systems such as aircraft 
(Pomerleau, 2017b).

One of the most prominent Chinese successes in this regard was the 
2015 hack of the US Office of Personnel Management database, which saw 
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the personal data of over 22 million federal employees breached (Nakashima, 
2015). This hack included the fingerprints of 5.6 million US federal employ-
ees, enabling unprecedented exploitation of personal information (Associated 
Press, 2015). China is clearly capable of penetrating the computers that control 
vital national and military infrastructure, reconnoitering them electronic-
ally, and mapping or targeting nodes in the systems for future penetration or 
attack and planting malicious code to facilitate future entry (Wortzel, 2014). 

China has also been successful in using its economic strength to inject 
itself into Western media, providing the ability to directly influence Western 
information dissemination and thereby influence foreign government deci-
sion making. The Chinese government has purchased telecoms, media com-
panies, movie production companies, and even video game companies, which 
can all be used to disseminate Chinese propaganda through Western organ-
izations. China can effectively diminish the impact of films that it deems to 
be counter to its interests, such as those portraying China as an aggressor or 
glorifying protest and civil disobedience. Ownership of distribution and pro-
duction capabilities gives China increased influence on what Western audi-
ences see. These acquisitions not only lead to heightened Chinese influence 
but also to the degradation of Western interests through the production and 
dissemination of hostile propaganda by (for example) Hollywood companies.

In the field of video games, China has succeeded in acquiring Riot 
Games, Epic Games, and Cryptic Studios. Similar to movies, video games can 
be designed to propagate desired messages. The positive treatment of China 
in virtual combat settings or the incorporation of Chinese mythology into a 
game’s narrative could make effective use of high-end technology for percep-
tion management (Tromblay, 2017).

China has also succeeded—at least initially—in forcing a highly reputable 
publishing house, Cambridge University Press, to remove from its Chinese 
website 315 articles from China Quarterly, a journal published by Cambridge 
(Link, 2017). Immediate and extensive protest from Western academics led 
Cambridge to reverse its decision. China’s response to this decision was very 
telling; speaking through the state-controlled daily paper the Global Times, 
the government offered the following rejoinder: 

It’s no big deal if a few barely-read China Quarterly articles 
cannot be found on China’s Internet. The real issue is that the 
fundamental principles of the two sides are in conflict, and the 
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question is: Whose principles are a better fit for today’s world? 
This is not a matter of “each to his or her own”; it is a contest of 
strength. In the end time will tell who’s right and who’s wrong. 
(“China Quarterly debate,” 2017)

China sees itself in a contest for information dominance—no longer just do-
mestically, but globally as well.

The Evolution of China’s COVID-19 Exploitation
From the very beginning of the pandemic, China began spreading disinfor-
mation related to the virus. As early as 31 December 2019, Chinese govern-
ment officials tried to deflect attention from reports on the origin of the virus 
and aimed to cast doubt on claims that the source of infection was in China 
(Kinetz, 2021). After facing increasing criticism and scrutiny for China’s re-
sponse to the virus, the country’s officials took the lead in spreading disinfor-
mation related to the virus. Since the beginning of the pandemic China has 
been the single largest state actor spreading COVID-19-related disinforma-
tion targeting Western audiences. However, the forms, style, quantity, and 
targeting of such messaging has evolved since the beginning of the pandemic.

Initially, the main focus of narratives spread by China were directed at 
creating a positive image of the country, depicting as decisive in its actions 
against the virus and competent in meeting the challenge presented by the 
emerging pandemic (DFRLab, 2020). Positive events in the PRC’s dealing 
with the virus where also exploited for propaganda to improve China’s overall 
image domestically and abroad (“SARS hero follows leads,” 2020). This in-
itial messaging was basically an adaption of the main pre-pandemic focus of 
Chinese state propaganda, which aimed to establish a highly favourable im-
age of the country while distracting from commentary critical of the Chinese 
government. While some messaging initially was directed at casting doubt 
as to the origin of the virus, as well as distracting from growing criticism of 
the country’s handling of the pubic health crisis, the majority represented 
a continuation of information operations strategies already in use, such as 
downplaying, undermining, and/or discrediting any narratives that seemed 
undesirable to the PRC’s leadership. Also, when positive messaging did not 
seem sufficient to cover up or distract from undesired foreign criticism, PRC 
messaging aimed at diminishing the credibility of China’s geopolitical rivals 
(DFRLab, 2020). 
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As reports about the virus became more widespread, PRC officials aimed 
at suppressing reports of outbreaks of the virus, which led also to large-scale 
muzzling of data reporting (to the World Health Organization and to inquisi-
tive news media), and even the arrest of whistle-blowers and doctors report-
ing on cases of illness related to the virus. 

While PRC broadcasting originally confirmed the Wuhan’s Huanan 
Seafood Market as the place at which the virus first emerged (Pan, 2020), the 
main messaging soon shifted to spreading disinformation about this question 
(DFRLab, 2020). At the same time vast censorship efforts were introduced 
aiming at deleting any online content that contained keywords relating to the 
outbreak—particularly after doctors tried to warn the public about the then 
unknown virus. For example, WeChat broadly censored coronavirus-related 
content, including criticism of the government, rumours and speculative in-
formation on the epidemic that were deemed undesirable, and even neutral 
references to the Chinese government’s handling the outbreak (Ruan et al., 
2022). The key focus of messaging and censorship campaigns became the 
control of available social media content in China relating to the virus (Crete-
Nishihata et al., 2020).

Messaging subsequently focused on how the West was weaponizing 
COVID rumours to harm China (Shi, 2020). At the same time, rumours 
were deliberately spread by PRC sources to deflect from undesirable infor-
mation that showed, for example, the deficiencies in the PRC’s pandemic re-
sponse (DFRLab, 2020). Social media posts by Chinese officials at this time 
raised doubts about the effectiveness of the vaccines then being developed by 
Western-based multinational pharmaceutical companies (Shi, 2020). 

PRC officials then tried to claim that independent, established sources 
form other countries had also identified that the United States was behind 
the virus. In February 2020 the People’s Daily claimed that a “Japanese TV 
report sparks speculations in China that COVID-19 may have originated 
in US” (“Japanese TV report,” 2020). Additionally, PRC sources started to 
disseminate the narrative that COVID was actually a bio-weapon (DFRLab, 
2020). In March 2020, messaging claiming that the outbreak could have ori-
ginated in the United States was being widely distributed. In much larger 
numbers than before, content was posted to Western social media sites by 
China’s Foreign Ministry officials and China’s foreign diplomatic mission 
staff. Many such posts subsequently directly asked for readers to share the 
original posts (Zhao, 2020). 
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Chinese sources started posting on Western social media more aggres-
sively—even though these platforms were blocked in China, as was the case, 
for example, with Twitter3—trying to more effectively target Western audi-
ences. On Twitter, China’s official diplomatic user accounts more than tripled 
from May 2019 to May 2020, going from 40 to 135 in just one year. Narrative 
production doubled and turned more aggressive and conspiratorial as well 
(Watts, 2020). These narratives started to target US audiences directly—for 
example, by claiming that the “CDC was caught on the spot” and that the US 
Army had brought the epidemic to Wuhan (Zhao, 2020).

Chinese narratives then started to become more specific in claiming a US 
origin for the virus. Chinese sources even went as far as to claim that COVID 
was imported to China through a batch of lobsters from Maine (Solon et al., 
2021).

Tying into pre-existing conspiracy theories, social media posts connect-
ed to China’s government started claiming that COVID originated in Fort 
Detrick, in the US state of Maryland, before it was spread to China by the US 
military. Between May and October 2021, over a thousand tweets, videos, and 
articles linked to Chinese accounts claimed that Fort Detrick was the origin 
of the virus (Aghekyan & Shafter, 2021).

Google News searches for “Fort Detrick” in August and September of 
2021 were dominated by Chinese sources. Conspiracy theory narratives re-
lated to Fort Detrick reached a peak in August 2021, when they dominated 
even Google’s Top Stories feature as well as Bing News results, with the Global 
Times and the China Daily appearing in the top results (Aghekyan & Shafter, 
2021). At the same time, four of the six top videos on YouTube in searches for 
“Fort Detrick” came from Chinese media channels, while the remaining two 
also promoted Beijing-friendly talking points. In a further attempt to claim 
that other countries were responsible COVID, in 2022 China spread narra-
tives on social media claiming that Beijing’s first Omicron case came to China 
from Canada (Tunney, 2022). 

This domination of news feeds and search engine results hints at the ex-
tent to which China had increased its narrative output, as well as its focus on 
spreading content targeted at Western audiences—a markable difference in 
output and target audience from the beginning of the pandemic. The follow-
ing six trends can be observed in China’s evolution of COVID exploitation in 
the information space. 
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From Defence to Offense
Messaging related to COVID has evolved from defensive posts covering up 
and distracting from the deficiencies and inhuman measures employed in the 
PRC’s COVID response to offensive narratives aggressively claiming in large, 
international information campaigns that the United States is responsible for 
the origin of the outbreak.

N O N - S P E C I F I C  T O  S P E C I F I C

Initial narratives spread by China were often not specific in their claims. The 
goal was initially to crowd out undesirable information and generally post 
content that made China appear in a positive light. Over time, the posting 
intentionally grew more specific, such as when the virus was claimed to have 
originated in the United States, rather than just raising doubt about reports 
indicating China as the origin. More recently, Chinese sources claim to have 
identified the exact location in the United States at which the virus was pro-
duced, and even that it was allegedly imported to China via a delivery of 
Maine lobsters. 

VA G U E  T O  A G G R E S S I V E

Initial posts where comparatively vague in their claims, often merely casting 
doubt on unfavourable reporting. Following the declaration of a global pan-
demic by the World Health Organization, China’s messaging became increas-
ingly aggressive toward Western actors (the United States in particular), even 
demanding information from US authorities based on nothing more than 
claims from conspiracy theories.

L O W  T O  H I G H  O U T P U T

The sheer volume of messaging related to COVID increased significantly over 
the course of the pandemic. Both due to the proliferation of international 
criticism of China’s handling of the virus and because COVID dominated 
the attention of audiences, which opened up opportunities for exploitation 
related to other messaging agendas. 

I N C R E A S E D  O U T P U T  I N  W E S T E R N  S O C I A L  M E D I A  O U T L E T S

While social media posts were initially directed primarily at domestic audi-
ences in China, the PRC’s messaging soon started to target Western audi-
ences more directly. Increasingly, Western media outlets were targeted—for 
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example, via posts in the online comment sections of the BBC, the Washington 
Post, and other major news outlets, as well as on Western social media.

Overall, based on the above examples, China’s exploitation of COVID in 
the information space can be described as evolving in the following gener-
al directions: from a limited quantity of defensive, unspecific, rather vague 
posts primarily directed at domestic audiences via local sources to strategic, 
very specific and aggressive messaging targeting Western audiences through 
Western social media outlets. 

I N C R E A S E D  C O - O P E R A T I O N  W I T H  R U S S I A  O N  D I S I N F O R M A T I O N  C A M P A I G N S 

In the early phases of China’s COVID exploitation in the information space 
there was little evidence of co-operation between China and Russia on dis-
information campaigns. During the later phases of China’s COVID informa-
tion exploitation efforts, however, this changed, with the two countries show-
ing an increasing level of co-operation in the dissemination of similar nar-
ratives and circular disinformation amplification becoming more common 
(Lucas et al., 2022). China and Russia started co-operating on multiplying the 
effects of their COVID disinformation campaigns by coordinating the distri-
bution of narratives claiming that COVID is a biological weapon created in 
the United States and that China and Russia are responding more effectively 
to the pandemic (Jozwiak, 2020). This trend continues in other contexts today 
as China openly backs other Russian positions, such as narratives related to 
Russia’s February 2022 invasion of Ukraine. Both actors co-operate on infor-
mation space exploitation more than ever (Standish, 2023). Increasingly there 
is now evidence for the formation of a disinformation alliance between China 
and Russia (Bandurski, 2022). 

Conclusion
This chapter asked how China’s messaging related to COVID has evolved 
during the pandemic. After describing the role of information in the recent 
development of the political system in China, and the regime’s general in-
formation warfare capabilities, the chapter described six trends that can be 
observed in the evolution of China’s COVID information space exploitation. 
A transformation can be observed from a limited quantity of defensive, un-
specific, rather vague posts, primarily directed at domestic audiences via lo-
cal sources, to strategic, widespread, very specific and aggressive messaging 
targeting Western audiences through Western social media outlets. Finally, 
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we have observed the emergence of a disinformation alliance with Russia. For 
more definitive conclusions these observations will need to be substantiated 
with much larger research projects that can process a far greater volume of 
PRC-influenced posts. 

While domestic narrative distribution did lead to substantial effects in 
China, where many citizens have been convinced that there is little merit to 
Western criticism of the PRC’s dealing with the virus, internationally the 
impact is different. Despite mass messaging on alleged Chinese successes in 
dealing with the virus, and China’s influence growing in some regions, like 
the Gulf, during the pandemic (Gurol-Haller & Saggar, 2023), few among 
these messages’ Western audience seem convinced (Pierson, 2023; “Wuhan 
lab leak theory,” 2021). Instead, it appears that despite the increasing output 
and sophistication of such messages, and the more direct targeting through 
Western media outlets and social media, Western audiences remain largely 
skeptical of China’s handling of the virus and seem not to have been con-
vinced by PRC online influence campaigns. This impression has not changed 
with China’s declaration of a “decisive victory” over COVID in February 
2023. While China claims to have created “a miracle in the history of human 
civilization,” having had the lowest COVID death rate in the world (Hawkins, 
2023), many countries, as well as the World Health Organization (Rigby 
& Tétrault-Farber, 2023), instead believe that Chinese leaders have been 
under-reporting the country’s COVID deaths (Orr & Munroe, 2023), and that 
they have exploited the COVID response to accumulate power and increas-
ingly establish a totalitarian political infrastructure in China (Xuecun, 2023).  

N O T E S

1	 In research debates, there is no clear agreement on which of these seven components 
belong to IW, or if it even makes sense to separate some of them as they have impacts in 
most of the other areas. This selection is based largely on China-specific perceptions of 
IW based on the work of Vinod Anand (2006, 2014).

2	 As can be seen in the list of examples, the means of delivery have evolved since 2006 but 
the strategies remain mostly consistent. 

3	 Twitter is “officially” banned in China but is widely consumed in China via VPN access. 
Algorithm-based content filters are, however, used in China to prevent the trending of 
certain words, phrases, or hashtags, or to block access to prohibited content.
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Deterrence in the Gaza Conflict: Hamas Case 
Study Analysis

Ron Schleifer and Yair Ansbacher

Introduction
Hamas, the Palestinian branch of the international Muslim Brotherhood 
movement, took over the Gaza Strip in 2007. Fully cognizant of its disparity 
of power vis-à-vis Israel, it deployed a strategy of gradual encroachment de-
signed to get Israel accustomed to Hamas’s breaching of Israel’s sovereignty 
in the South. It in fact utilized this strategy during the period leading up to 
Operation Cast Lead in 2008–9, Operation Protective Edge in 2014, and most 
recently in the lead-up to Operation Guardian of the Walls in May 2021. 

In each instance, Hamas’s approach has involved a very slow and steady 
increase in violence, as mortars, then Qassam rockets, and then Grads have 
been fired first at open territories, then at industrial zones, and finally at in-
habited areas, including the central city of Tel Aviv, and even Israel’s capital 
city, Jerusalem. Hamas’s plan has been designed to psychologically wear out 
Israeli resilience and deter Israel from exercising its military power in the 
Gaza Strip. 

Along with these physical attacks, Hamas has engaged in another form 
of deterrence, disinformation, and the combination of the two concepts is 
unique in the history of warfare, and most probably will be used in the future 
in other conflicts as well. Following the abduction of Israel Defense Forces 
(IDF) soldier Gilad Shalit in June 2006, Hamas warned that the Strip is lined 
with attack tunnels and is booby-trapped; that they possess an arsenal of su-
perior weapons and personnel; that Israel will pay a high price in terms of the 
lives of civilians bordering the strip as well as those far deeper inside Israel; 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y144

that more hostages will be taken if the IDF breaks into Gaza; and that Hamas 
combatants are unafraid of dying and are even willing to produce their own 
civilian casualties, for which Israel will be blamed, as has occurred at the 
International Criminal Court in The Hague. These threats were a mixture of 
fact and fiction but were nevertheless effective. In ensuing operations (2012, 
2014, 2021, 2022), Hamas used disinformation techniques extensively in or-
der to direct blame toward Israel and cover its own failures and losses. This 
chapter will outline Hamas’s use of deterrence and disinformation strategies 
over the past two decades, and how it has eroded Israeli sovereignty and re-
solve and interfered with and disrupted Israeli strategic objectives using a 
variety of tactics and techniques. 

The Strategy of Deterrence
During the Cold War, a theory of nuclear deterrence evolved. At its core was 
the notion that nuclear war could be averted by psychologically influencing 
one’s adversary to carefully weigh the costs of aggression. However, in order 
for deterrence to be effective, the theory posited, the threat should exact a 
cost that outweighs the benefits that the opponent hopes to achieve by his act. 
Deterrence, then, is an attempt to influence the opponent’s strategic calcula-
tion with regard to its cost (Inbar & Sandler, 1993).

Applying that theory to conventional military deterrence—as opposed 
to nuclear deterrence—Israel has maintained a strategy of signalling to Gaza 
terror groups that Hamas will pay a very heavy cost should it and its cohorts 
overstep certain red lines. This was demonstrated in the case of the planned 
“mega” terror attack on Israel that was in the final stages of preparation by 
Zuhir alQaisi (also known as Abu Ibrahim), a terror chief who headed the 
Popular Resistance Committees in Gaza. An IDF strike on 9 March 2012 re-
sulted in alQaisi’s assassination. What followed was four days of intense rock-
et attacks on Israel from Gaza during Operation Returning Echo. However, 
notably, Hamas claimed not to have participated in the fighting directly, 
observing that escalation would “be devastating to the Palestinian people” 
(Brulliard, 2012). 

Defiance in the Face of Kinetic Deterrence
To understand better the wider context in which Hamas uses disinformation 
against Israel, it is first necessary to appreciate the odd deterrence dialogue 
between the belligerents. Israel’s kinetic-based deterrence is having only a 
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limited impact on Hamas’s willingness to fight. At the end of the March 2012 
conflict, a senior IDF military officer was quoted as saying, “We taught them 
a lesson with a hint that they should think twice before they contemplate 
whether to mess with us again” (Melman, 2012). However, Hamas and its 
fellow-travellers failed to take that hint, considering that over 2,600 rockets 
and mortars were fired into Israel from the Gaza Strip during the two-year 
period ending December 2019 alone (Aronheim, 2019). All of which begs the 
question: Who is being deterred? The reality is that rather than deterring 
Hamas from launching rocket attacks and tunnel warfare on Israel, it is Israel 
that has been deterred from taking decisive—or even provisional—reprisal 
against Hamas. Thus, the would-be deterrer, Israel, has become the de facto 
object of deterrence.

Ersatz Air Force
Given the effectiveness to date of Israel’s Iron Dome system in shooting down 
missiles, rockets, and other such conventional offensive weapons, Hamas, 
undeterred, has resorted to simpler, less sophisticated weapons to do the 
same damage. In order to bridge the power gap with Israel, Hamas deployed 
creative substitutes to not only cause physical harm, but also to wage psych-
ological warfare. For example, the organization’s lack of an air force capable 
of striking Israel’s economic infrastructure has been compensated by the use 
of incendiary balloons and kites—airborne explosive devices that destroyed 
hundreds of acres of crops in southern Israel—leaving Israeli farmers de-
fenceless as they watch their fields and livelihoods go up in flames year after 
year. Hundreds of fires have resulted in millions of shekels’ worth of damage 
(Gross, 2018). Hamas’s wind-carried weapons are not just intended to pro-
duce economic damage; they serve as part of its PSYOPS strategy of terror-
izing citizens of the South. Balloons carrying an explosive device landed on 
a trampoline in a family’s backyard in southern Israel. “Balloons on a tram-
poline in the backyard—that’s a decorative play area and beckons the most 
innocent ones, and yet our children have lost their innocence because of this 
phenomenon,” said Meirav Vidal, the mother of that household (Gross, 2018).

In a step-up from armed balloons and kites, Hamas and its affiliates have 
also developed the weaponizing of drones. In May of 2019, Hamas located an 
Israeli Matrice 600 drone that had been lost in Gaza in a previous operation, 
repaired it, took control of its systems, and attached a rocket-propelled gren-
ade launcher to its hull. The drone was then sent into Israeli airspace, and a 
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few minutes after it crossed over the border above Israeli territory, the drone’s 
Hamas handler spotted tanks in a military base. The handler quickly attacked 
one of the manned tanks by dropping a grenade on it from the height of a 
hundred metres. The grenade failed to detonate (Zitun, 2020). The embar-
rassing incident remained shrouded in secrecy by Israel until seven months 
later, but the seriousness of Hamas’s technological advances—as well as the 
damage to Israeli morale and the corresponding boost to Hamas’s—could not 
be ignored. The message delivered thereby to Israel was, “We are creative and 
will use your own forces against you.”

“An Army in Every Way”
As reported in 2017, Hamas is built like an army in every way, with 27,000 
armed men divided into 6 regional brigades, and with 25 battalions and 106 
companies. Nukhba, Hamas’s elite unit, is comprised of 2,500 armed men. 
One-third of these troops is intended to be sent to carry out attacks inside 
Israeli territory. These operatives are supposed to strike from the sea (the 
naval commandos), from the air (using flying ATVs or motorized gliders, 
for example), and from the ground, mainly via cross-border tunnels, from 
which they would emerge to raid an Israeli residential community or army 
base (Issacharoff, 2017). 

Hamas’s Elite Nukhba Naval Commandos
In March of 2014, Hamas operative Ibrahim alAloul was killed in an explo-
sion during what was characterized as a “training exercise.” However, within 
days of his death, rumours circulated that he in fact had been the commander 
of Hamas’s previously unknown naval unit. Confirming the rumours, Hamas 
created a commemorative video featuring members of alAloul’s unit sailing 
on boats, patrolling Gaza’s beaches and launching rockets from the coast-
line into Israel, and alAloul himself training with his nascent navy (Ben-Zvi, 
2014). However, the broad distribution of the video represented far more than 
just an attempt at self-promotion both at home and abroad; rather, it again 
granted Hamas control of a large part of the playing field: it forced Israel 
into expending vast amounts of resources, both financial and military, to deal 
with this new seaborne threat. It also caused a sea change in Israel’s strategic 
thinking as to where future threats would come from—now not merely from 
the air or via tunnels, but from beyond its coastline as well. 
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This new naval threat, which some sought to dismiss as a mere assem-
blage of swimmers and divers, proved itself as a force to be reckoned with 
on 8 July 2014, at the very start of the Gaza war (Operation Protective Edge): 
five Hamas scuba divers armed with rifles, RPGs, and explosives emerged 
from the sea near Kibbutz Zikim in southern Israel, intent on carrying out 
a massive terror attack at the kibbutz and nearby IDF bases (Israel Defense 
Forces, 2015). IDF observers spotted them on camera and all five terrorists 
were neutralized, following their attack on an IDF tank.

By 2018 Hamas had built up a formidable maritime strength, training 
hundreds of divers for its elite Nukhba naval commando unit. This caused 
Israel to employ the IDF’s 916th Division, the unit responsible for the mari-
time sphere around the Gaza Strip and home of Israel’s elite naval commando 
unit, Shayetet 13, focusing its operations on thwarting Hamas’s continuous 
attempts to launch attacks on Israel via the sea. In fact, around 50 per cent 
of the targets attacked from the air by the Israeli Air Force (IAF) during the 
round of escalation that started at the beginning of June 2018 were naval tar-
gets belonging to Hamas, including naval outposts and sea vessels, according 
to a senior Israeli naval officer. In northern Gaza, the IAF bombed a terror 
tunnel intended for use by Hamas’s elite Nukhba naval commandos to secret-
ly go underwater (Zitun, 2018).

Why the focus on Hamas’s “blue tunnel” strategy? One reason is because, 
according to Israeli naval assessments, as far back as 2013, Hamas planned to 
resume attempts to smuggle rocket-building materials from Sinai to Gaza via 
boats, following a pause in such efforts. “The sea is one big blue tunnel,” stated 
an Israeli naval source at the time, and Egypt’s continuing demolition of tun-
nels between Sinai and Gaza was expected to increase attempts to smuggle via 
the sea (Lappin, 2013). Another reason is due to the fact that Hamas received 
Iranian operational instructions on how to prepare swarm-like boat attacks 
for use in clashes with Israel: “It [Hamas] is improving its diving commando 
units, and creating sea forces that are much more capable than they were be-
fore. Hamas has received battle doctrines from Iran—which is also building 
up its sea capabilities—on how to deliver ‘stings’ through swarms,” the source 
said. “They will try to attack our vessels with swarms” (Lappin, 2013). 

Hamas’s Terror Tunnels
Aside from Hamas’s advances in aerial attacks—both with rockets and mis-
siles as well as their crude but effective homemade flying incendiaries—and 
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their sophisticated amphibious skills and weaponry, it is the ever-present 
threat of “terror tunnels” that has been highly effective in keeping Israel on 
guard, because of the security threat they pose to both Israeli civilians as 
well as IDF bases, and in deterring Israel from launching full-scale operations 
against Hamas. The tunnels, dubbed “the Metro” by Israeli military intelli-
gence, due to their being constructed as an expansive underground network 
beneath every major urban centre in the Gaza Strip, are ubiquitous: following 
Hamas’s takeover of the Gaza Strip in 2007, they proceeded to dig in excess of 
five hundred tunnels, employing seven thousand workers, and spreading out 
from underneath such urban areas as Khan Yunis, Jabalia, Shati, and numer-
ous other densely populated towns and cities (Piven, 2014).

 Although initially serving a commercial purpose by circumventing 
overland surveillance of the smuggling of goods, weapons, and other con-
traband from Egypt into the Gaza Strip, even before their official takeover, 
Hamas discovered a practical offensive value of the vast network: on 25 June 
2006, a cell from Hamas’s Izz ad-Din alQassam Brigades infiltrated into Israel 
via a tunnel originating from the Rafah area, passing under the security fence 
to the area between the Kerem Shalom and Sufa crossings. Under cover of 
mortar and anti-tank fire from within the Gaza Strip, the cell attacked an 
armored personnel carrier, an IDF tank, and a watchtower. Two IDF soldiers 
were killed, and a twenty-year-old corporal, Gilad Shalit, was wounded and 
abducted. His captors forced him back into Gaza via the same tunnel from 
which they had emerged (Israel, 2006). IDF forces subsequently uncovered 
the opening of the tunnel inside a Palestinian house located about 350 metres 
from the border fence. The length of the tunnel was about 650 metres.

The abduction of Corporal Shalit set off what was to become a five-year 
ordeal of not only familial anguish but of national torment as well, as Israelis 
felt both helpless to secure the swift release of the soldier, and a new sense 
of vulnerability exposing their sons to a newfound danger unrelated to the 
battlefield experience for which they were trained. In addition, the five-year-
long ordeal was replete with messages and rumours orchestrated by Hamas 
regarding the whereabouts and the welfare of the kidnapped soldier. As if 
this was not enough of a sublime victory for Hamas, it also culminated in 
the successful release of over a thousand Palestinian security prisoners held 
in Israeli jails, among them the infamous Hamas terrorist Ahlam Tamimi, 
who planned and participated in the attack on Sbarro’s pizzeria in Jerusalem 
on 9 August 2001, which left 15 civilians killed and 130 seriously injured 
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(“Interpol said to drop warrant,” 2021). The practical as well as PSYOPS value 
of the Shalit tunnel abduction was not lost on Hamas. 

A New Front Is Opened
Having learned how effective a weapon the tunnels could be, Hamas at-
tempted numerous additional kidnappings of IDF soldiers. On 17 July 2014, 
thirteen Hamas operatives emerged from an underground tunnel inside 
Israeli territory at Kibbutz Sufa, close to the Gaza Strip (Kershner, 2014). 
Although the air force neutralized most of the invaders, some escaped, and 
two IDF soldiers were killed in the ensuing battle. The next day, the IDF said 
it had already uncovered ten tunnels with twenty-two exit points and that 
there were dozens more “terror tunnels” spread around Gaza. In a statement, 
it described tunnels crossing the border from Gaza to Israel (Kershner, 2014).

But the IDF’s efforts to uncover Hamas tunnels were only partially suc-
cessful, and on 19 July, a group of Hamas operatives crossed under the border 
and emerged 700 metres from Kibbutz Ein Hashlosha. Again, IDF soldiers 
spotted the group in time and prevented them from attacking civilians in 
the village. The next day, a massive tunnel was discovered by IDF forces 170 
meters inside Israel, near Kibbutz Netiv HaAsara. Residents of the village had 
to stay inside and lock their doors and windows until it could be confirmed 
that no terrorists had yet used the tunnel. On 21 July, more than ten heavily 
armed Hamas operatives infiltrated Israel through another tunnel. They were 
planning to split into two groups: one to attack Kibbutz Erez and the other 
Kibbutz Nir Am. They were wearing IDF uniforms to deceive civilians and 
Israeli security forces. Ten were killed by the IDF, but four IDF soldiers were 
also killed during the battle (Israel, 2014).

From Vietnam to Mosul to Gaza
During the Vietnam War, in just the first six months of 1967, booby traps 
killed 539 American GIs and wounded an additional 5,532. By the end of 
the war, of the 47,322 servicemen killed, 7,432 (15 per cent) died from such 
explosives (Sheehan, 1966). By the time of the West’s war against ISIS, booby-
trapped tunnels had become the weapon of choice by jihadis fighting Kurdish 
Peshmerga troops. As they fled areas being overrun, ISIS left behind a trail of 
destruction in the form of booby traps and secret tunnels underneath hous-
es, thus making it difficult for Iraqi troops trying to capture and hold terri-
tory in a dense urban area like Mosul (Solomon, 2016). As civilians returned 
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home to Mosul and other areas of northern Iraq freed from the Islamic State, 
homemade bombs and explosives, laid on an industrial scale by the insur-
gents, claimed hundreds of victims and hampered efforts to bring life back 
to normal. Everything from houses, schools, mosques, and streets were all 
booby-trapped; beyond Mosul, in villages and fields stretching from the 
Nineveh Plains to the Kurdish autonomous region, retreating Islamic State 
fighters sowed a vast area with improvised bombs and mines (MacSwan, 
2017). During a two-week period in October 2020, ISIS employed a booby-
trap technique in the Sinai Desert, killing more than a dozen civilians by way 
of explosive devices laid down in several homes (Sweilam, 2023).

It is no wonder, then, that the extensive array of booby-trapped tunnels, 
schools, mosques, hospitals, and other infrastructure throughout the Gaza 
Strip have served as a formidable deterrent to Israeli policy-makers who have 
become circumspect with regards to sending soldiers into the Gaza Strip. 
During the 2014 Operation Protective Edge conflict, exploiting a vast net-
work of secret tunnels to snipe at enemy troops and blast their vehicles even 
inside Israel, Hamas killed thirty-two Israeli soldiers—almost three times as 
many as in the previous major ground clashes in the 2008 conflict (Browning, 
2014). Describing the destruction of an armoured personnel carrier lured into 
a booby trap and the killing of the IDF soldiers inside, Hamas declared, “Our 
holy warriors detonated the minefield with such force that (the carrier) was 
destroyed. They advanced on it, opened its doors and finished off all left in-
side” (Browning, 2014). Noting that this was more than the typical Hamas 
bravado, an Israeli military spokesperson responded, “They have undergone 
extensive training, they are well supplied, well-motivated and disciplined. We 
have met a more formidable enemy on the battlefield. We are not surprised 
about it because we knew that they were preparing for this battle. They didn’t 
just invest in the tunnels for the last two or three years” (Browning, 2014). For 
Hamas, the underpinning of deterrence—exacting a cost that outweighs the 
benefit—is a foreign concept. It thrives upon the ideology of martyrdom and 
suicide as a principle of warfare.

“Dual-Use” Material Diversion
Shortly after the conclusion of Operation Protective Edge, a tripartite agree-
ment between Israel, the Palestinian Authority, and the UN was crafted with 
the aim of rebuilding Gaza. Known as the Gaza Reconstruction Mechanism 
(GRM), the heavily funded, highly ambitious mega-construction project 
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was intended to build new housing, entire neighbourhoods, and vast infra-
structure projects, including a state-of-the-art water de-salinization plant. 
With such humanitarian goals in mind, Israel agreed to allow dual-use ma-
terial into Gaza, such as concrete and rebar (World Bank, 2018).

But despite the import safeguards that Israel insisted be included in the 
GRM as to cement and other construction materials—provisions that Israel 
and Egypt deemed crucial to the GRM—as early as December 2014, Hamas 
nevertheless managed to divert various quantities of cement, which had re-
cently entered Gaza for the purpose of housing and infrastructure repair ef-
forts, to the reinforcement of its damaged tunnel network (“Report: Hamas 
using Gaza reconstruction,” 2014).

A year later, the Coordinator of Government Activities in the Territories 
reported that Hamas had seized the wood and other construction materials 
that Israel had permitted to be imported into the territory, thereby further de-
laying the reconstruction program: “Hamas operatives have forcefully taken 
over storage facilities for housing construction imports, and seized them 
for the organization’s underground infrastructure,” noted IDF major gen-
eral Yoav Mordechai (“Hamas diverting construction materials,” 2015). The 
problem of Hamas’s misappropriation of material and Palestinian Authority 
recalcitrance in working with Hamas was echoed by Israel’s Ministry of 
Foreign Affairs (2017) in an update regarding the slow pace of reconstruction 
in Gaza.

Hamas’s eagerness to threaten Israel therefore takes precedence even over 
housing, sanitation, and every other quality-of-life infrastructure improve-
ment that could benefit its own populace, and any strategy of deterrence that 
Israel thought it could apply in bringing about pressure from Hamas support-
ers for improved conditions simply has no effect upon the Hamas equation 
of one-sided deterrence. The bottom-line message of these deeds is to cause 
despair among Israeli decision makers in the face of Hamas’s never-ending 
resolve.

Disinformation—a Further Tool
How does it come about, then, that the strongest military power in the Middle 
East is effectively stopped from utilizing that power to eliminate—or even 
deter—continuing rocket and arson attacks by the most active anti-Israel ter-
rorist organization in the region? The answer lies in the non-military tools 
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that Hamas has in its arsenal—whether or not these are directly under its 
control. One of these is disinformation.

Disinformation is different from a lie, as it uses large parts of the truth, 
though not all of it. For example, Hamas has been constantly disseminating 
information about Israel’s cruelty toward the Palestinians (the siege on Gaza, 
war crimes, harming civilians), leaving out of its story its own violent activ-
ities. It sends out visuals of ruined buildings, without mentioning that Israel 
almost always warns the residents to clear out of a structure before bombing 
it; more than once it has staged supposed attacks on children, and although 
Israel proved the story to be false, the damage had already been done. The 
demonization of Israel was successful.

As Israel holds world opinion in high regard, in many instances it has re-
frained from taking full-scale action in order to minimize the negative cover-
age such actions might receive. In other words, in this case disinformation is 
being used as a method of deterrence; in fact, it is a key element in deterring 
Israel from using its full range of military abilities.

More directly, the above-mentioned announcement that the entire Gaza 
Strip is booby-trapped, as well as other pieces of disinformation, has had an 
effect on Israeli decision making, as the Israeli public is particularly averse to 
loss of life in what some might consider an unnecessary or hopeless battle.

One example where Hamas has been quite successful in using subtler 
forms of disinformation was in 2014, when Israeli citizen Avera Mengistu, an 
immigrant from Ethiopia, entered the Gaza Strip in an unknown way; he has 
been kept hostage by Hamas ever since. In January 2023 Hamas released a clip 
in which a person calls for the Israeli government to act for Mengistu’s release 
(Martinez, 2023). The clip is unclear, raising doubts of its authenticity. The 
ensuing public debate discussed whether computer technology was used to 
produce a fake clip. Hamas never supplied another clue in authenticating the 
video. It presumably prefers to stoke Israeli internal disagreement and social 
unrest, as Ethiopian political activists accuse the government of not releasing 
Palestinian terrorists in exchange for a dark-skinned person (Mualem, 2015).

The Tools of Diplomatic Deterrence
Yet another tool widely used by Hamas is the diplomatic channel, which is 
building on general disinformation against Israel. After 11 September 2001, 
the European Union established a list of persons, groups, and entities in-
volved in terrorist acts and subject to restrictive measures. Those on the “EU 
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terrorist list” are subject to both the freezing of funds and other financial 
assets, as well as enhanced measures related to police and judicial co-oper-
ation in criminal matters. However, in September 2010, Hamas brought its 
case before the European Council’s General Court, challenging its continued 
presence on the terrorist list, and, in December 2014, the General Court 
annulled (albeit on procedural grounds) the council’s decision to maintain 
Hamas on the list. One month later, the European Council decided to appeal 
against the judgment of the General Court (European Council, 2021), but 
the threat of full engagement with and legitimization of Hamas still looms 
large, as underscored by the writings of Hugh Lovatt, a policy fellow with the 
European Council on Foreign Relations, in which he advocates that “the EU 
should welcome Hamas’ new political platform and seize the opportunity to 
engage moderates within the movement” (Lovatt, 2017).

More insidious is the threat of criminal charges against Israeli officers and 
statesmen alike. In September 2005, as Israeli major general Doron Almog’s 
plane landed at Heathrow Airport, an Israeli embassy attaché boarded the 
aircraft and warned him not to deplane. A warrant had been issued for the 
arrest of the general over the demolitions of terrorist operatives’ houses in 
Gaza—a punitive measure dating, ironically, back to British Mandatory rule. 
He escaped being detained (“Israel slams general arrest bid,” 2005), but the 
episode unveiled a new non-military weapon to be deployed at will by Hamas 
sympathizers. Threats of arrest in the United Kingdom were also faced by 
former Israeli military chief Moshe Yaalon, who cancelled a charitable fund-
raising trip to London for fear of arrest on war crimes charges, and by then 
Israeli chief of staff General Dan Halutz, who was also warned against travel 
to Britain (McGreal, 2005).

It is not only military officers who have been threatened with criminal 
action in the United Kingdom. In December 2009, a British court, again act-
ing under its “universal jurisdiction” premise, issued a purported war crimes 
arrest warrant for Israel’s former foreign minister Tzipi Livni, based solely 
on the fact that she was a cabinet member during the 2008 Operation Cast 
Lead. The warrant was only withdrawn after it was determined that she was 
not in fact in the United Kingdom (Black & Cobain, 2009). In January 2017, 
Livni was forced to cancel a speaking engagement at a European Parliament 
event after Belgian police confirmed that it intended to question the former 
Israeli foreign minister upon her arrival in Brussels in regard to “suspected 
war crimes” (“Tzipi Livni cancels Brussels trip,” 2017).
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The campaign by Israel antagonists to further besmirch the country’s 
reputation on the world stage and to endanger the freedom of movement of 
its political and military leaders reached a new low on 5 February 2021, with 
the ruling by the pre-trial chamber of the International Criminal Court (ICC) 
that The Hague has jurisdiction to open a criminal investigation against 
Israel—and the Palestinians—for war crimes alleged to have taken place in 
the West Bank, Gaza Strip, and East Jerusalem (Magid, 2021). But lest anyone 
believe that the inclusion of “Palestinians” in the ruling signalled even-hand-
edness, ICC chief prosecutor Fatou Bensouda had already made clear in 2019 
that a criminal investigation, if approved, would focus on the 2014 Israel-
Hamas conflict (Operation Protective Edge), on Israeli settlement policy, and 
on the Israeli response to protests at the Gaza border (Magid, 2021). 

Another tool in Hamas’s non-military arsenal, building on disinforma-
tion, is the United Nations High Commissioner for Refugees, which, since 
its inception, has issued many official condemnations of Israel (Sherman, 
2015), and its evidence can be used by prosecutors of the ICC in cases brought 
against Israel. These and other such non-military threats have limited Israel’s 
ability to successfully function on the battlefield.

The Numbers Game
One the very effective ways that Hamas uses disinformation is by concealing 
reality through the diffusion of false numbers of victims in its conflict with 
Israel. During Operation Guardian of the Walls (May 2021), Israel executed 
a deception plan (code-named “Lightning Strike”) that was designed to deal 
a blow to the Nukhba elite force. The IDF mapped the Gaza tunnels and 
announced an incoming raid. Nukhba soldiers entered their underground 
positions and were hit by targeted and precise bombing. To conceal their cas-
ualties, Hamas announced that it suffered a minimal loss, and the dead were 
buried in unmarked graves or announced as deceased due to health problems. 
This ploy proved very effective, as it caused a bitter argument in Israeli media, 
involving among others former IDF officers who claimed this long-planned 
deception plan was wasted as a result of political reasons without bringing 
any significant results (“Report: IAF bombing,” 2021).

On the other hand, Hamas inflated the number of civilian casualties dur-
ing armed conflict (which it tries to prevent as much as possible) with Israel. 
Israeli intelligence noticed that a large number of these clashes involved 
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males aged eighteen and over. Following more digging, their organizational 
affiliation was revealed, but by then the political damage was already done.

The Impact of Hamas’s Deterrence Built on Disinformation
Hamas’s successful campaign of deterrence has resulted in a trajectory 
change in Israel whereby the IDF and its political handlers have orbited away 
from the IDF’s underlying mission to “preserve the State of Israel, to protect 
its independence, and to foil attempts by its enemies to disrupt the normal 
life within it” (Israel Defense Forces, n.d.). Rather, instead of engaging in 
first-strike, pre-emptive measures that Israel used so successfully in the Six 
Day War as well as in other battles—thereby taking control of the battlefield 
from the enemy—current policy has been relegated to a series of tit-for-tat re-
sponses to Hamas’s highly aggressive disruption of normal life. This policy is 
now almost always reactive—coming only after rockets have been fired, acres 
of fields destroyed, or, in the worst case, casualties inflicted—and hardly ever 
proactive. After the 2008 Operation Cast Lead, then Israeli prime minister 
Ehud Olmert declared, “Iran and Hamas mistook the restraint Israel exer-
cised as weakness. They were mistaken. They were surprised” (Israel, 2009). 
In fact, not only does Hamas always regard Israeli restraint as weakness, but 
they have furthermore succeeded in giving certain Israeli policy-makers 
pause to consider whether or not “restraint” should be incorporated as part 
of Israel’s defence policy. 

Yaakov Amidror, former IDF major general and national security ad-
viser to former prime minister Benjamin Netanyahu, underscored the fact 
that Israel’s military strategy has not been aimed at winning the war against 
Hamas for quite some time. “The purpose of all the Gaza operations over 
the past fifteen years has been to hurt Hamas and restore quiet to people liv-
ing in the south—not to topple the terror groups or conquer the Strip,” he 
stated during an interview with Mishpacha magazine. “Israel didn’t embark 
on Operation Guardian of the Walls with the goal of winning,” continued 
Amidror. “The goal was to inflict maximum damage on Hamas’ military 
capabilities, in hopes of establishing deterrence” (Schulman, 2021). There is 
perhaps no greater proof of the failure of those deterrent hopes than the fact 
that, despite the fifteen-year history of that strategy, Hamas was not at all 
deterred from launching attacks on Israeli civilians in 2008, 2014, or even as 
recently as May 2021, while its capacity to influence Israeli calculus through 
disinformation has remained unchallenged.
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Dictating Ceasefires
Israel’s inability to deter Hamas’s aggression has had ramifications not only 
as to how and when wars start, but also as to how and when they end. In 
each of the past three wars, Hamas chose the timing of the start date by util-
izing indiscriminate rocket fire—first into Israel’s southern Gaza envelope 
region, and then expanding as far north and east as Hamas desired—thereby 
drawing Israel into military engagement. And, partway through each of these 
wars, after gaining enough sympathy points with visuals of death and de-
struction across global media outlets, Hamas then complained and employed 
its diplomatic resources to prevent Israel from accomplishing its operational 
goals. In the course of Operation Guardian of the Walls, President Joe Biden 
called Prime Minister Netanyahu four times to express his concerns over 
Israel’s campaign, despite initial public statements of support for Israel’s right 
to defend itself. Finally, on 19 May 2021, the president informed the prime 
minister that he expected “a significant de-escalation today” in Gaza (Macias 
& Wilkie, 2021). But as to how long ceasefires last, Amidror expressed some 
resignation: “The cease-fire will last as long as Hamas wants it to. The fact that 
Israel is dependent on Hamas’ whims is a real problem that we don’t have a 
solution for at the moment” (Shulman, 2021).

Payouts in Lieu of Protection
A further effect of Hamas disinformation can be seen through indirect 
changes in Israeli policies and programs. In December 2020, Israel proudly 
announced the unveiling of its new LahavOr (Light Blade), a laser system 
designed to intercept airborne incendiary threats from Gaza (Saban et al., 
2020). The Light Blade “provides a near conclusive response to everything 
relating to balloons and kites, and delivers a safe and effective solution to the 
drone threat,” boasted Border Police commissioner Major General Yaakov 
Shabtai (Saban et al., 2020). Yet it should be remembered that LahavOr is 
merely another strictly defensive measure. Indeed, just ninety days later, 
Israel’s Ministry of Agriculture and Rural Development, Ministry of Defense, 
and Ministry of Finance formulated a joint decision to support Israeli farmers 
along the Gaza Strip with up to NIS 8 million to encourage early harvesting of 
their crops before the arrival of “arson season” blowing in from Gaza (Savir, 
2021). Dr. Nahum Itzkovich, director general of the Ministry of Agriculture, 
explained that “this support provides a sense of security and certainty for the 
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surrounding farmers and improves their resilience to continue cultivating 
the land near the border” (Savir, 2021). Never before in Israel’s history were 
attacks on civilians and their property responded to with “anticipatory pay-
ments” to would-be victims in place of providing real security and serenity 
for its citizens. 

By contrast, in January 2013, the Egyptian military came up with a 
novel—albeit noxious—new tactic to shut down Hamas’s tunnels: flooding 
them with sewage. Advisers to then Egyptian president Mohamed Morsi, 
himself a leader of the Muslim Brotherhood’s political arm, responded to 
critics by stating that he was determined to shut the tunnels to block the 
destabilizing flow of weapons and militants into Sinai from Gaza (Akram 
& Kirkpatrick, 2013). The response from Hamas—also an offshoot of the 
Muslim Brotherhood—was muted, unlike when former Egyptian president 
Hosni Mubarak used far less effective methods to close the tunnels (Akram 
& Kirkpatrick, 2013).  

For Israel, the notion of employing such a simple but environmentally 
and physically threatening offensive tactic would be unthinkable. Rather 
than risk global condemnation and further accusations of war crimes, Israel 
instead embarked on a NIS 3 billion project beginning in 2017 to erect its 
“anti-tunnel barrier” along the Gaza border (Harel, 2020). In the course of 
the construction, Israel discovered about twenty tunnels, the latest being one 
that was dug from a point east of Khan Yunis to near Kissufim, inside Israel; 
it was comparatively deep underground and penetrated a few dozen metres 
into Israel, but although it didn’t get past the barrier, it seemed to have been 
“a work in progress and was discovered before it was finished,” according to 
the IDF Spokesperson (Harel, 2020).  

“The Devil You Know”
One of the most ironic elements of Hamas’s deterrence against Israel is accom-
plished through its ongoing commitment to floating the notion that “things 
could be worse” in the information environment. When confronted with the 
possibility of regime change from one bad actor to another, one of the guiding 
inquiries for policy-makers has been to weigh “the devil you know versus the 
devil you don’t know.” Is it strictly deterrence by Hamas that restrains Israel 
from acting decisively and resolutely? Or is Israel perhaps further deterred by 
the prospect of “the morning after Hamas”? While the terrorist organization 
does pose a very real threat to the livelihoods, normalcy of life, and indeed 
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life itself for thousands of Israelis living within the Gaza Strip region, and 
while it is true that Hamas’s obsession with destroying Israel has only brought 
misery to its own populace, Hamas’s continued control of Gaza might never-
theless also serve Israel’s interests. Hamas is but one of the Palestinian groups 
opposed to Israel. Jihadist groups more akin to the Islamic State and al 
Qaeda also have limited followings in Gaza, as does Hamas’s long-time rival, 
Palestine Islamic Jihad, which works closely with Iran. In addition, members 
of Hamas’s own military wing have radical leanings. At times, Hamas has 
allowed these groups to operate in order to put pressure on Israel, but Hamas 
also cracks down on these groups, arresting some members and even killing 
others. Hamas fears that these radicals will precipitate an unwanted massive 
clash with Israel and ultimately endanger Hamas’s own power (Byman, 2018). 

The Ultimate Effect of Hamas Deterring Israel through the Information 
Environment 
In the midst of Operation Guardian of the Walls, Michael Armstrong, an 
associate professor of operations research at Brock University in Canada, 
observed that unless Israel occupies Gaza, it will be impossible to disarm 
Hamas. Hamas has shown that it can rebuild its destroyed capacities, so un-
less Israelis want to stay in Gaza and occupy it, he really can’t see how they 
would disarm it (Vohra, 2021).

However, the prospect of putting boots on the ground in Gaza has been 
dismissed as nothing more than an idle threat. The threat tactic worked well 
when, on 14 May 2021, the IDF announced that “ground troops were massing 
on the Gaza border,” only to “clarify” the miscommunication a short while 
later. But after the announcement succeeded in drawing hundreds of Hamas 
fighters into their “Metro” tunnel network, ready to execute suicide measures 
against the would-be invaders, Israeli jets used the opportunity to pound the 
tunnels, thereby dispatching hundreds of Hamas fighters (Vohra, 2021).

But if the reality of four thousand rockets being fired into Israeli civilian 
population centres—including Tel Aviv and Jerusalem—was not enough to 
motivate Israel’s military planners to dismantle Hamas’s rocket industry, as 
Professor Armstrong noted, then it is hard to imagine that Israel will ever 
regain the resolve to enter Gaza, even as a limited incursion, as it did in 2009 
and 2014. To actually exercise the option of sending in ground troops would 
entail a large-scale, long-term, bloody campaign, one for which Israel’s cur-
rent military planners seem hesitant to claim responsibility.
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Conclusion
For how long can Israel’s southern civilian population tolerate continued 
attacks and threats of attacks from Hamas rockets, incendiary devices, and 
tunnel invasions? In reality, if Israel is going to live up to its mission statement 
of safeguarding the security, life, and normalcy of all of its citizens, then it is 
time for a sea change in Israeli foreign and defence policy. Hamas will never 
be placated by Israeli restraint, nor will it be deterred by Israeli military hard-
ware obstacles coupled with brief, periodic incursions. To continue along the 
current path means to remain in a constant state of vulnerability, and this is 
true not just for citizens living in the Gaza region, but—as Hamas has demon-
strated repeatedly—also for those in Tel Aviv, Jerusalem, and residents of all 
of Israel’s major population centres within range of Hamas’s arsenal. 

Israel’s current strategy of deterrence vis-à-vis Hamas has run its course 
and all that remains, in all practicality, is the option of military confrontation 
to dismantle the military wing of Hamas and the other terrorist organizations 
operating in the Gaza Strip (Dekel, 2019). It is indeed a costly proposition 
both in terms of human sacrifice and national losses, but sometimes the Latin 
adage Si vis pacem, para bellum (If you want peace, prepare for war) offers 
the only practical solution. So far, Hamas has been successful in maintaining 
the psychological and informational notion that invading and permanently 
occupying the Gaza Strip is an unthinkable option.

See Postface on page 351 for reflection on current events.
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Resilience as a Framework for Deterrence 
in the Information Age: Lessons Learned 
from Israel about Information and Influence 
Operations

Oshri Bar-Gil

Introduction
The growing use of information and influence campaigns as part of hybrid 
warfare necessitates a new deterrence approach. Although such campaigns 
are on the rise, they are not new; since ancient times, they have been em-
ployed to defeat opponents and prevent rivals from acting. Even the writ-
ings of the ancient Chinese strategist Sun Tzu (2013) emphasized the need to 
obtain dominance and manage information to deter opponents. Throughout 
the last century, different measures have been taken to deceive the adversary, 
boost military morale, and motivate soldiers and leaders to battle. The pur-
pose of indoctrination was to encourage the forces to continue fighting and 
to deter enemies. Propaganda, misinformation efforts, and “active measures” 
were employed in the struggle for narrative dominance. In this process, com-
munication channels are utilized to influence attitudes, beliefs, and actions 
following the objectives of the influential sides. As part of “active measures,” 
spies and influencers affected target audiences to reduce their motivation to 
act, and even  increased  the perceived cost of military actions  to deter the 
adversary from fighting (Rid, 2020).

According to Mazarr (2021), deterrence is convincing one’s adversary that 
the costs and hazards of a particular course of action outweigh its rewards. 
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While the search for deterrence strategies in twenty-first-century wars con-
tinues, one approach to establishing deterrence is through resilience, which 
can circumvent the opponent’s aspirations and prevent him from achieving 
success in this domain.

The purpose of this chapter is to suggest ways to enhance resilience to 
deter adversaries from planning and implementing information operations. 
Looking at the Israeli case, it seeks to understand the strategies, techniques, 
and technologies that Israel used to detect, reduce, or minimize Iran’s non-
state proxy operations. 

The chapter will examine the need for new forms of deterrence in the face 
of hybrid threats and how resilience may be one of them. It will then examine 
the changing context of the information battleground in the twenty-first cen-
tury and the transition to hybrid warfare, which includes political, econom-
ic, and communication measures to disrupt trust and social legitimacy in 
Western democracies. Then it will provide an overview of global threats: first, 
the traditional Russian national model, followed by ISIS’s operational model 
as a global terror organization, and then the broader international model of 
infodemic, which uses disorder to cause even more havoc. The last model 
will be the Iranian threat model, contextualizing the case presented in the 
chapter—Israel’s efforts to deter Iran and its proxies.

The following section will cover general coping methods and responses 
to those threats. These involve the use of social media to acquire intelligence 
against those dangers, acting in a kinetic manner, and creating information 
inoculation tactics. Following a broad description of these strategies, it will 
concentrate on ways to establish national and military resilience as a means of 
deterrence, including ways to develop a framework or doctrine for influence 
campaign resilience. Based on the Israeli experience, the discussion section 
will determine whether resilience-enhancing tactics can truly dissuade ac-
tors from influence campaigns and other elements that should be considered 
when employing this strategy.

“New” Hybrid Warfare and Threats Call for New Methods of Deterrence
Deterrence can be defined as discouraging or restraining someone—in world 
politics, usually a nation-state—from taking unwanted actions, such as an 
armed nuclear attack or information campaign. It entails attempting to halt 
or prevent an action (Mazarr, 2021; Mazarr et al., 2018). The fundamental 
theme of this book is that disinformation should not be tackled solely with 
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inward measures such as resilience development or information inoculation. 
The outward concept of understanding the adversary and how the adver-
sary thinks about us is at the heart of deterrence, thereby allowing us to be 
significantly more proactive. While deterrence comprises the broad mil-
itary dimensions (whether conventional, nuclear, or informational) and the 
means and capacity to respond to an external threat, resilience focuses on 
the preparedness that allows militaries to perform their duty. In other words, 
minimizing the military’s and society’s vulnerabilities reduces the possibil-
ity of an attack by decreasing its effectiveness and strengthening deterrence 
(Lasconjarias, 2017; Thiele, 2016).

In an age of hybrid warfare, cyber and information operations are inter-
twined to amplify enemy achievements through the information they reveal. 
Recently, at the Warsaw Summit in July 2016, NATO acknowledged the 
significance of resilience in deterring hybrid warfare as heads of state and 
government signed an official statement pledging to “continue to build . . . 
resilience against the full spectrum of threats, including hybrid” (Meyer-
Minnemann, 2016; van Doorn & Brinkel, 2021). 

Another hybrid aspect that can be used to guide the definition of resili-
ence in the face of new hybrid threats is cyber resilience, which is defined by 
the US-based National Institute of Standards and Technology as “the ability 
to anticipate, cope with, adapt to, and recover from difficulties, pressures, or 
attacks on systems that use or are enabled by cyber resources” (Ross et al., 
2019, p. 71). This resilience notion has three interconnected layers—prepar-
ation, inclusion, and adaptation—and it may provide some direction while 
trying to establish a resilience framework for influence campaigns.

Hybrid Warfare: From Clausewitz to the Information Battlefield of the 
Twenty-First Century
Born centuries before the Internet, Clausewitz argued that “war is not mere-
ly a political act but a real political instrument, a continuation of political 
intercourse, a carrying out of the same by other means” (Clausewitz, 1989, 
p. 65). Using incorrect, fake, and falsified information to undermine the 
fighting spirit, divide nations, and impair enemy capabilities can be seen as 
a continuation of policy in other ways. Military, intelligence, and operations 
personnel well understand “digital espionage” and its history. Nevertheless, 
there is still some ambiguity over the use of “disinformation,” which further 
influences public opinion and politics through “active measures,” or actions 
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used by parties to sow mistrust and riots among the people while retaining 
intelligence operatives working behind the scenes. 

The modern era of disinformation began in the early 1920s with the KGB’s 
establishment of a foreign propaganda bureau. The KGB even coined the term 
“disinformation” in an attempt to sound French; Singer and Brooking (2018) 
contend that by doing so, the truth was buried alongside the term’s genesis. 
In the meantime, the West referred to it as “political warfare.” It also sought 
to capitalize on rumours, discrepancies, and incorrect or partial informa-
tion within the adversary’s political body (Goldschmidt & Wergan, 2017; Rid, 
2020). 

Over the last three decades, the Internet has become the primary medium 
for communication, messaging, and politics. This global information high-
way was designed in the 1960s under the sponsorship of the US Department 
of Defense as a conduit for communication within the United States and be-
tween it and the rest of the globe amid the threat of a nuclear strike by the 
Soviet Union. The Internet is now as crucial for business and social life as 
it is for governments, armies, and individuals. Everyone uses it to influence 
other people and to conduct information campaigns for economic and polit-
ical benefit, as well as national and other reasons, aimed at winning not only 
on the Internet but also within the global mindset. Online forces’ struggle al-
ters the definition of war. Temporary battles impact the world by influencing 
everything from celebrity status to election results in countries around the 
world. Our physical senses, memories, and consciousness are all part of this 
war, and we are all engaged in wars of which we are unaware. 

Information has become a potent weapon in international politics, and 
the practical tools utilized on the global battlefield have evolved in recent 
years. The attempt to develop new ideas of action in this area and the intensi-
fication of the national-military dialogue about it represent this transforma-
tion, as does the establishment of dedicated entities concerned with the prob-
lem. Weapons and concepts utilized in deterrence strategies have even shifted 
away from the military domain and toward the political, economic, humani-
tarian, and communicative domains, and influence campaigns play a key role 
in these areas (van Doorn & Brinkel, 2021).

These approaches are usually associated with the emerging concept of 
“hybrid warfare” (Chivvis, 2017), which includes using direct force with 
cautious and calculated methods,  constantly weighing and adjusting the 
intensity of various combat efforts, and concentrating on local politics and 
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the civilian population. In addition to cyber-attacks and influence oper-
ations, hybrid warfare employs proxies for broad impact (e.g., economic/
commercial), political influence, extortion (among other things following 
cyber-attacks), and inflammation (Chivvis, 2017). With the introduction of 
new technology and the expansion of Internet culture, the global wave of dis-
information is gradually building and increasing in the first decades of the 
twenty-first century. What was formerly a gradual, professional psychological 
impact is now a high-speed action that even the least competent, remote, and 
disassembled forces may conduct due to technological improvements (Rid, 
2020). According to Schia and Gjesvik (2020), the weaponization of disinfor-
mation has been on the rise in recent years as the Internet and social media 
have grown in popularity (Bennett & Livingston, 2020; Rid, 2020; Singer & 
Brooking, 2018).

Deepfakes represent one newer technology that has recently undergone 
significant improvement. Its name combines deep learning, a machine learn-
ing technology used in artificial intelligence, and the notion of fakeness. The 
American intelligence community designated it a strategic threat to national 
security in 2019. It is a technology that allows the creation of synthetic video 
or audio, such as a video that puts words in the mouth of a leader (Hwang 
et al., 2021). Deepfakes symbolize, in a broader sense, the post-truth ethos, 
which makes the public more distrustful and calls into question the veracity 
of any content to which it is exposed. In other words, such technology dis-
torts the human impression that what we see exists and thereby undermines 
the credibility of any movie or recording, hence lowering the value of truth 
(Andrejevic, 2013).

“Terrorism is theater,” declared RAND Corporation analyst Brian 
Jenkins (1974) in an article that became one of the most recognized studies on 
terrorism. This mindset has guided terrorists for decades. They now have ac-
cess to a new audience and battleground thanks to the Internet, online social 
networking, and new technological tools. Nations fight them in this terrain to 
defend their sense of security, prestige, and public legitimacy.

The affordances brought about by technological advancements and social 
transformations—the blurring of lines between attitude, opinion, and decep-
tion in the “post-truth” era—also impact national security. As conflicts no 
longer conclude in obvious wins, the importance of narrative struggles grows. 
Successes are not solely perceptual; however, the attitudes that troops and 
civilians have in countries worldwide significantly impacts how the success 
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of military missions are evaluated. By building resilience against attempts 
to cast doubt on the military’s capability and purpose, it will be possible to 
prevent opponents from misusing information to nefarious ends.

Overview of Threats from a Global Perspective 
This section will briefly review the critical threat models discussed in the cur-
rent literature: (1) the conventional Russian national model; (2) ISIS’s oper-
ational model as a global terror organization; and (3) the wider global model 
of infodemic, which utilizes disorder to bring about further chaos, as in the 
case of COVID-19 disinformation campaigns. While these three models have 
received much attention, this chapter will focus on a fourth one, a unique 
model that is more pertinent to Israeli efforts to develop resilience as a form 
of deterrence—the so-called Iranian model.

N A T I O N A L  I N F L U E N C E  C A M P A I G N S  C O U P L E D  W I T H  A C T I V E  C O M B A T:  T H E 
R U S S I A N  H Y B R I D  M O D E L  I N  C R I M E A

The actual conquest of the Crimean Peninsula was accomplished through 
military force, but the incursion “into the mind” of Crimean residents began 
far earlier. The 2014  invasion of Ukraine and annexation of Crimea were 
supported by a propaganda campaign conducted by Russian official media 
that was widely circulated on the peninsula at the time. When the Russian 
military offered “assistance” in annexing and safeguarding the peninsula, the 
local population was willing to accept this in part (Summers, 2017). Russia 
has undertaken cyber-attacks on Ukrainian government offices and crucial 
infrastructure, in addition to propagating fake news through social media 
(Greenberg, 2019b; Singer, 2014). These acts exacerbated societal problems 
and rifts while reinforcing public skepticism about the Ukrainian govern-
ment’s ability to safeguard its citizens. This “constant disruption of stability” 
contributed to the narrative that justified Russia’s annexation of Crimea. 

In so doing the Russian state emphasized the “Gerasimov Doctrine,” 
named after Putin’s favourite military intellectual, General Geresimov, which 
takes advantage of information asymmetry. Gerasimov is the creator of the 
Russian version of “hybrid war.” Since 2014, Russia’s military-strategic com-
pass has emphasized a new focus on political, economic, and cyber warfare. 
Russia has committed significant resources to organizing its power through 
influence operations to upgrade the doctrine. It has since been conducting 
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numerous initiatives worldwide to strengthen its positions in a way that al-
lows it to exploit the disparity between it and Western democracies (Stengel, 
2019). 

I N F O R M A T I O N  T E R R O R I S M  I N  T H E  M I D D L E  E A S T:  T H E  I S I S  D I S I N F O R M A T I O N 
M O D E L

The meteoric rise of the Islamic State, or ISIS, terrorist organization demon-
strates social media’s enormous influence. The key to its success is its excep-
tional capacity to dominate social media and draw international attention, 
without distinctive military capabilities or a substantial cyber-attack capacity 
(Stengel, 2019). Its biggest weapon was the hashtag #AlleyesonISIS. During its 
peak, this the was the most popular hashtag on Arab Twitter, filling the screens 
of millions of users, including city residents and defenders. Thousands of the 
organization’s messages terrified defence forces, prompting them to abandon 
helicopters, tanks, and other vehicles; the spread of terror can be matched by 
considering it as an unconventional weapon (Singer & Brooking, 2018). 

T H E  U S E  O F  C O V I D -19  I N F O D E M I C  A S  A  B A S I S  F O R  I N F L U E N C E  C A M P A I G N S 

One of Russia’s most successful operations, Operation Infection, was trig-
gered by an HIV outbreak. KGB agents have directed their colleagues to 
promote the myth that AIDS is a biological weapon created by the United 
States to kill Blacks and homosexuals. This information caused distrust in 
the US military, as seen in increased negative  attitudes among Black and 
LGBT soldiers (Rid, 2020). Looking at the contemporary situation, we can see 
parallels with the COVID-19 pandemic. In early February 2020, the World 
Health Organization named the epidemic an “infodemic” owing to the in-
formation overload that accompanied it (Thomas, 2020). Since then, the in-
fodemic has brought millions of people worldwide to their knees in a torrent 
of information as they tap WhatsApp screens and other social networks at 
an ever-increasing rate. This information crisis costs society dearly, resulting 
in uncertainty, worry, anxiety, misunderstanding, and the inability to make 
social judgments and engage in decision making at a critical time (Bar-Gil, 
2020). In addition to the information epidemic produced by the uncertainties 
surrounding the new virus, some actors began influence attempts compar-
able to the prior exploitation of AIDS. 

According to some, the coronavirus originated in Chinese biological 
weapons laboratories. Another report by Harvard’s Freeman Center for Free 
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Communication claimed that Russia is trying to gain influence by promoting 
conspiracies surrounding the deployment of the fifth-generation communi-
cation network (5G) in the United States, claiming that the radiation it emits 
aggravates the disease (Bush, 2020). As nations raced to vaccinate a sizable 
section of their populations, there were reports that Russia was attempting to 
gain an advantage through hacks, data theft, and disinformation against the 
vaccine (Sabbagh & Roth, 2020). Russian motivations were likely to include 
a desire to weaken Western countries’ trust in the ability of their vaccines 
to compete and restore the economy through widespread vaccination (Scott, 
2020).

T H E  I R A N I A N  M O D E L

US National Security Adviser John Bolton labelled Iran a “national security 
risk” in 2018. Surprisingly, it earned this status for its information efforts, 
which aimed to push topics and narratives in line with Iranian foreign policy, 
supporting “anti-Saudi, anti-Israeli, and pro-Palestinian themes, as well as 
support for certain US policies beneficial to Iran, such as the US-Iran nuclear 
deal” (Tabatabai, 2018).

Tehran is no stranger to information warfare. The Islamic Republic, like 
other authoritarian governments, exploited information as a form of hard 
political capital, and the disinformation strategies used by the Iran are as old 
as the Iranian revolutionaries who worked to depose the shah in the 1970s. 
Back then, they employed various techniques to amplify the voice of Ayatollah 
Ruhollah Khomeini by distributing brochures and cassette recordings with 
his speeches on them. The cassettes were inexpensive, quickly duplicated, and 
easy to hide from the shah’s intelligence agency. Khomeini’s voice and mes-
sage acquired traction on Iranian streets thanks to the cassettes, even as he 
remained in exile in Paris. Khomeini’s advisers, educated in the West, assist-
ed him in marketing his messages to many audiences: Iranians at home and 
in exile, Shia Muslim communities in the Middle East, the broader Muslim 
world, and the West. Khomeini’s supporters laid the groundwork for his as-
cension with a clandestine political strategy that combined propaganda and 
disinformation (Tabatabai, 2018). Nowadays, Iran employs a plethora of fake 
social media accounts, fake websites, and news outlets with cyber capabilities 
to further its policy objectives in many countries. The precise impact of these 
activities is unknown (ClearSky Security, 2018).
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Iran, Russia, and China are active in today’s regional and global informa-
tion war. Iranian attitudes and experiences in such conflicts as the Iraq-Iran 
War and fears about foreign involvement have made information warfare a 
preferred tactic of the Iranian state over the years. Iran demonstrates to its 
adversaries that it can hurt their “soft underbelly,” or the fabric of civilian 
life in their countries, by employing cyber and information warfare. Among 
other methods, Iran aims to hurt Israel through this dimension, which can 
bridge the significant distance between the nations. 

Overview of the Israeli Case
As an introduction, it is critical to recognize that high degrees of trust and 
social legitimacy have evolved to play a growing role in the operations of the 
Israeli military and the State of Israel. In his article “The Clocks that Tapped 
Lazily,” Guy Brooker (2011) cites several critical variables that determine the 
Israel Defense Forces (IDF) public legitimacy and allow it to maintain its mil-
itary freedom of action: the sensitivity to social protest in democratic regimes 
complicates army operations, as seen during the First Lebanon War (1982), 
when public opposition was a primary concern in its administration (Toby 
& Rartner, 2007). The sense of vulnerability on the home front, as well as 
Operation Pillar of Cloud (2012), intensified pressure to stop the war during 
the Second Lebanon War (2006) and Operation Cast Lead (2009), on both 
the international and Israeli fronts. The Israeli public regards the IDF as a 
moral army, and any transgression of this paradigm may jeopardize its free-
dom of action and credibility at home. Globalization trends, which also exist 
in Israel, increase the role of the international arena in managing hostilities, 
and international legitimacy is primarily shaped by public opinion. This in-
fringement was shown in Operation Grapes of Wrath (1996), which resulted 
in considerable internal and international pressure following a misdirected 
attack on a UN refugee compound. 

Over the last twenty-five years, there has been a substantial practice in the 
battle for narrative in Israel. As part of this endeavour, the IDF Spokesperson’s 
Unit has been bolstered, and the Prime Minister’s Office now has a National 
Cyber Directorate. Preparations for the prospect of a negative effect on public 
discourse and democratic processes in Israel, particularly the Knesset elec-
tions, are essential in such attempts (Goldschmidt & Warren, 2017).

The IDF developed and published a doctrine on influence and informa-
tion operations in 2017. The doctrine recognized and defined the threats to 
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IDF action posed by global environmental change. In particular, it recognized 
that “the enemy’s influence effort is activated and developed via a comprehen-
sive examination of the State of Israel’s and its military power’s strengths and 
vulnerabilities. Its underlying premise is based on the notion that the enemy 
will be using asymmetrical tactics to weaken the IDF’s authority, affect its 
public image, and limit its freedom of action” (IDF, 2019, p. 3).

The more complex and advantageous a country’s digital infrastructure, 
the more vulnerable it is to “asymmetric” information and  cyber-attacks. 
Furthermore, the socio-cultural capital of Western democracies, whose cit-
izens and institutions enjoy a higher level of trust, is more vulnerable than in 
low-trust countries (San-Akca, 2014). Compared to its adversaries, Israel has 
more to lose, and more “attack surface” in the form of information networks 
(Mazarr et al., 2022; Ross et al., 2019), and Israel’s adversaries strive to com-
pensate for this advantage through asymmetric warfare.

Some unique features distinguish the Israeli case, and while these may 
limit the generalizability of the research, they may also provide some insight 
into potential essential areas to consider when building a strategy for en-
gaging and deterring threats. The first is the linguistic aspect. Hebrew, the 
most widely spoken language in Israel, is spoken by fewer than ten million 
people worldwide. This could present new difficulties and opportunities. It 
may call into question the availability of global information as well as the 
availability of language-based solutions to combat deception and disinfor-
mation. On the other hand, it provides superior control and the ability to 
discern communication trends. It is a significant barrier for those who seek to 
mount influence campaigns in areas where technical capabilities and English 
are insufficient. They must learn the language and culture to conduct credible 
influence operations.

Another distinguishing feature is the Israeli military’s high level of trust. 
It is the most trusted institution in Israel (Shafran-Gittleman, 2022) and has 
one of the greatest confidence percentages of any of the world’s militaries 
(Gains, 2021). With such high levels of trust, the IDF’s ability to manage public 
dialogue may appear legendary, but this is not the reality. However, the opin-
ions of military personnel (or ex-military personnel) are highly appreciated.

The next distinctive feature to evaluate is Israel’s censorship  and its 
connection with the institutional media. Its role  is to develop the essential 
capacities to monitor, filter, and control content and information in order to 
avoid potential harm. It might be utilized as a significant coordinating and 
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synchronization hub during times of conflict, influencing efforts conducted 
by other governments to weaken Israel’s security and resilience. Some coun-
tries have similar bodies, such as the United States, Australia, Denmark, and 
Belgium (Bodine-Baron et al., 2018; Cooperwasser & Simen-Tov, 2019). They 
do not, however, have the communication-governance mechanisms of legis-
lation and regulation developed in Israel. Those may be of interest and offer 
some insight in attempting to achieve the complex balance between public 
rights, the development of critical thinking, and the need to protect nations 
from foreign influence operations.

The main threat to Israel is the multi-layered Israeli-Iranian confronta-
tion, which has been going on for years. Iran must find ways to bridge the 
physical distance between the two countries. Some of these ways include 
using proxies and acting in dimensions where distance is irrelevant, such as 
the cyber and information spheres. Iran’s influence operations against Israel 
are part of a broader set of initiatives subordinated to the Iranian regime’s 
top priorities. One facet of Iran’s threat to Israel is the deployment of prox-
ies, such as Hezbollah, trained and operated from Teheran, providing it with 
cyber deniability (Clarke, 2017; Schaefer, 2018). Iran employs three primary 
methods that reinforce one another in its influence campaigns against Israel: 
(1) the use of fake accounts to incite public dissent on social media (ClearSky 
Security, 2018); (2) fake news outlets portraying Israel as a weak state while 
delivering news favourable to Iran and its geopolitical objectives (Barel, 
2021); and (3) using cyber capabilities to conduct hack-and-leak operations 
to undermine trust in Israeli officials and institutions and Israeli citizens’ 
sense of security in the cyber domain (Hochberg, 2021). Former intelligence 
minister Eli Cohen recently cited  reports about fake websites identified in 
the country (Cohen, 2018), claiming that Iran is not only attempting to in-
fluence public opinion in Israel but is also investing considerable resources 
in doing so (Halperin, 2020b). These efforts were carried out by operatives 
impersonating Israelis to stir social and political strife (Tony, 2020). It was 
revealed before the 2020 election that Iran utilized an army of bots and phony 
accounts to promote disinformation, bad talk, and provocation. It is also ex-
pected that the infrastructure of false accounts would be utilized for fraud to 
steal information and take over multiple electronic devices and user accounts 
(Rubinstein, 2019). Following a series of extortion operations attributed to 
Iranians, the media’s attention has also intensified. Several such attacks have 
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occurred recently, but the most well-known is the attack on the Shirbit insur-
ance company. 

It was announced in December 2020 that a group calling itself “Black 
Shadow” had targeted Shirbit. It obtained a vast array of data, including 
sensitive information on its policyholders and internal corporate data. The 
attackers later used media attention to humiliate the company and its insured 
customers by revealing several details and negotiating a ransom payment 
(Ziv, 2020). 

Cyber-attacks and influence campaigns promote  embarrassment, hu-
miliation, media awareness, and trust erosion. However, Israel is not alone 
in the world; therefore, on the following section looks at global engagement 
strategies and their local implementation in Israel  in a way that reinforces 
resilience and deterrence.

Deterrence Strategies: From Global Threat to Local Implementation

T U R N I N G  D I S A D VA N T A G E  I N T O  A D VA N T A G E :  U S I N G  S O C I A L  M E D I A  A S  O S I N T

If nations understand how to harness the asymmetry generated by the rising 
use of social networks, they can turn this to their advantage. Extensive infor-
mation can be obtained from expanding open-source intelligence  technol-
ogies (OSINT). The civic intelligence organization Bellingcat, which solved 
the enigma of Malaysian Airlines Flight MH17’s destruction over Ukraine, 
gained widespread attention (Bellingcat, 2018). The group was established 
soon after that tragedy. Following the plane’s destruction, members of the or-
ganization discovered numerous images and videos of a Buk missile launcher 
near the MH17 flight route on the day of the tragedy—within the separa-
tist, Russian-supported zone (Singer & Brooking, 2018). The organization’s 
investigators were then able to locate the unit to which the missile launcher 
belonged. The Bellingcat analysts’ report presented compelling evidence to 
answer the mystery that troubled several Western intelligence organizations 
while relying primarily on visible sources, and they were able to expose the 
misinformation spread by Russia and direct the blame to specific personnel. 

In Israel, the blogger “Abu Ali Express” engaged in similar actions and re-
ceived institutional support. Abu Ali Express is a famous Israeli blogger who 
covers Arab matters on social media platforms such as Telegram and Twitter, 
as well as on his website. He bases his posts on gathering and evaluating open-
source news and social media. He held the Telegram channel with the highest 
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views per post in Israel as of September 2022, and his posts go viral in both 
social media and traditional news agencies. Despite his Arabic alias, the blog 
was founded by an Israeli citizen. In 2021, Haaretz newspaper exposed that 
he had been endorsed by the IDF in 2018 to administer the channel as an 
OSINT-based influence tool to expose disinformation and actors spreading it 
using his fast response and broad audience (Kubovich, 2021). 

A  K I N E T I C  W A R  I N F L U E N C E D  B Y  C Y B E R S P A C E

Following the COVID-19 pandemic, the word “super-spreader” has become 
ingrained in our vocabulary. The role of these players on social media is 
significant. Social media can help spread a particular message in the real 
world. Their virtual networks allow nefarious actors to disseminate lies, hate, 
and other societal toxins. Some nations use kinetic power to harm these 
super-spreaders. Washington killed an ISIS spokesperson in 2019 to prevent 
ISIS from rallying people and resources against the United States via social 
media (Coles et al., 2019). There is no evidence that Israel had used firepower 
against social media influencers, but in May 2019, Hamas attempted to create 
cyber offensive capabilities in Israel. It acted from the Gaza Strip to attack 
Israeli cyberspace. The infrastructure failed to achieve its goal because all 
attempts and operations were identified and blocked technologically. As a 
result of counterterrorism operations, the IDF targeted a Hamas cyber ar-
ray (Newman, 2019; Shahaf, 2019). One might consider kinetic attacks used 
to respond to cyberspace-based activities, such as cyber-attacks or influence 
campaigns, as the opposite of hybrid warfare—taking the cyber battle to a 
kinetic dimension to convey a message rather than simply stopping the activ-
ities in cyberspace.

Developing Military and National Resiliency to Deter Foreign Actors?
While the examples above may deter actors from conducting influence oper-
ations through social media influence or kinetic force, they do not do so by 
establishing resilience. The following section will illustrate various ways to 
develop resilience in general and as a deterrent to information operations. 
It begins by looking at the various ways of implementing national plans to 
improve critical thinking, trust, regulation, and governance processes. It then 
outlines how to increase the military’s resilience and the role of technology 
products and partnerships before concluding with a concept for a resilience 
framework to influence campaigns.
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Developing Nationwide Strategies

S U P P O R T I N G  S O C I A L  C R I T I C A L  T H I N K I N G  M E C H A N I S M S  F O R  S O C I A L  N E T W O R K S 

Could one of the possible solutions to our social media trust problem be a 
different type of social media? In many countries, social media is used to raise 
public awareness of how information is consumed, uncover fraud and lies, 
and promote civic demands (van Doorn & Brinkel, 2021).

Stanford University researchers examined information consumption 
behaviours among three groups: undergraduate students, history PhDs, 
and fact-checking specialists, and compared how they judged the accuracy 
of Internet content. Undergraduate and PhD students received poor grades. 
Despite their apparent intelligence, the study discovered that they focused 
on “vertical” information—evaluating only one source and assessing it from 
within their world view. As a result, they were susceptible to manipulation. 
The researchers concluded that dealing with inaccurate information requires 
learning the proper skills rather than being “clever” (Bergstrom & West, 2020). 
People should be able to identify and cross-reference sources, spot suspicious 
details, and use fact-checking websites to develop the requisite competencies 
(WHO, 2020). While these educational initiatives benefit individuals, soci-
eties can also benefit from comparable methods. Some civic organizations in 
Israel analyze facts and fight disinformation. For-profit news organizations 
even support some of these efforts, but institutionalized support can boost re-
silience to disinformation.

U S I N G  C H A N G E  A G E N T S  A N D  I N F L U E N C E R S  T O  E N H A N C E  T R U S T

Finland, Estonia, Lithuania, and Sweden, all neighbours of the former Soviet 
Union, developed initiatives over the years to prepare their citizens to resist 
Soviet influence, and these methods remain applicable to the post–Cold 
War context. These states’ “immune systems” involve extensive initiatives 
for educating residents and monitoring public information for unfounded 
claims, deception, and foreign media involvement (Singer & Brooking, 2018). 
According to a World Health Organization study, persons who “doubted the 
extent to which they received the message,” or who “did not pass on the com-
munication,” reduced their exposure to fraudulent messages by about 80 per 
cent (WHO, 2020).

Increasing trust and decreasing misinformation affect both individ-
uals and societies. The well-known word “influencers” implies that the way 
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information is consumed is influenced by virtual and traditional leaders in a 
given group. Influencers in various organizations can be trained to establish 
resilience against false and erroneous information. They can have the ability 
to hinder the success of information efforts. Any team member who decides 
not to share material they are unsure about should double-check such materi-
al or even question the distributor (Bennett & Livingston, 2020).

In Israel, one further step aims to capitalize on the high trust enjoyed by 
the country’s military leaders by institutionalizing their role as influencers 
even on subjects that are not strictly military or security related.

R E G U L A T I O N  A N D  G O V E R N A N C E  M E C H A N I S M S

In 1933, the British Mandatory authorities decided to regulate the Jewish 
and Arab press through the Press Ordinance and other censorship agen-
cies. Similarly, the British government enacted the Emergency Protection 
Regulations in 1945, which required all printed material—newspapers, maga-
zine, books—to be approved by the censor before being printed. As soon as 
Israel was established, the Press Ordinance and Emergency Protection 
Regulations were written into Israeli law. Israel is the only Western democ-
racy where censorship is enshrined in law and enforced by the military itself 
(Goldschmidt & Warren, 2017).

In his piece “The End of Censorship,” journalist Guy Kotev (1999) argues 
that new media technologies have led to the demise of censorship, which only 
persists due to the reactive nature of the media. Digital online media neces-
sitates a makeover of Israel’s unique censorship stance and relationship with 
the institutional media (Altshuler & Lurie, 2016). It might help develop the 
tools required to monitor, filter, and control content and information in order 
to avert potential harm. It might be utilized as a significant coordinating and 
synchronization hub for foreign governments’ influence operations to under-
mine Israel’s security and resilience. Similar organizations exist in other 
countries, including the United States, Australia, Denmark, and Belgium 
(Bodine-Baron et al., 2018; Cooperwasser & Simen-Tov, 2019). 

These countries do not, however, have the same rules and mechanisms 
as Israel. The regulations imposed elsewhere may be problematic since they 
impede the transparency and critical thinking required for a thriving democ-
racy, however, adopting them can give Israel an advantage in establishing re-
sistance to influence campaigns. On the other hand, such regulations can be 
why Israel’s National Cyber Security Directorate1 does not consider defence 
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against influence operations as part of its mission, despite global trends that 
place a high emphasis on such efforts (Goldschmidt & Warren, 2017).

Developing Military Resilience: Train Hard to Fight Easy?
A simulated battle breaks out several times a year, forcing the media to cover 
the killing of uninvolved people and the foiling of potential terrorist acts in 
a replica of the Internet designed to mimic what happens in real-world wars 
in the cyber and social networking dimensions. The fabricated network com-
prises blogs, foreign news outlets, and social media profiles that work together 
to create a virtual war in response to the real one. As the units trained at this 
facility deploy on operations, the “people” who oppose them use social media 
to organize their attacks. Singer and Brookings’s book Like Wars (2018) fea-
tures an interview with a former intelligence officer involved in developing 
these scenarios. According to him, such exercises enable soldiers to deal with 
a large and complex information environment. The significance of training is 
found in its application. As a first step, commanders must approach this as a 
new and extensive operational problem. The drills give commanders a better 
grasp of how social media may impact fights and be utilized by the enemy 
to influence them. The operators also learn how their activities affect media, 
how information operations affect their susceptibility and the vulnerability 
of their peers, and so discover better ways to deal with them. This way, the 
units develop resilience and are better equipped to operate in the networked 
social media environment. 

Some commanders’ education includes a social media literacy compon-
ent that aims to educate units to operate in a social media context and to be 
critical consumers of information. To complement the updating of the new 
online communication directive, the IDF’s chief education officer created a 
comprehensive kit for social media usage.

Understandably, soldiers’ and commanders’ social networking partici-
pation is limited in Israel. During an emergency, military personnel will be 
bombarded with information. It will be up to their training to determine 
how they will contribute to the military and national resilience through cru-
cial information consumption.

Resilience through Technology Development
This fight against disinformation does not have to be conducted by  hu-
mans  alone. For instance, it is possible to block information in a widely 
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distributed environment, as seen, for example, through the technology used 
in the war on pedophilia. PhotoDNA is a pedophilia-fighting content-control 
technology. Employing a database containing over a million visual objects, it 
compares any image or video submitted on social media to its massive collec-
tion of pedophilic images to verify that the image posted on the Internet does 
not include or promote pedophilia. Any major social media platform is like-
ly to eventually integrate this technique, drastically lowering the number of 
pedophilia and child pornography cases on social media (Singer & Brooking, 
2018).

In reaction to the PhotoDNA system’s success, Facebook has announced 
a similar initiative to combat the spread of revenge porn—private photo-
graphs obtained illegally or without permission and then published on social 
media to harm the person being photographed. Facebook encourages people 
to report photographs and films they suspect of falling into this category. 
Similarly, it is technologically feasible to create a digital “fingerprint” for in-
correct or harmful visual or textual material spread on social networks in 
order to monitor and prevent its spread (Statt, 2017).

Disinformation is a global problem, and many technologies are available 
to aid in the fight. This can begin with browser extensions that can notify you 
when information is suspected to be fake, sites that check suspicious infor-
mation among expert communities, and plug-ins that check the credibility 
of information sources and block the display of suspected fake sources. All 
these technologies might be converted to the local arena or used to inspire the 
development of comparable tools for soldiers and commanders to resist fab-
ricated, inaccurate, and misleading information. New tools are always being 
developed and enhanced through competitions, grants, and other resources 
(Knight, 2020). The Israeli setting may present distinct obstacles and oppor-
tunities due to the use of the Hebrew language. Israel should encourage the use 
of local platforms and the formation of collaborative action teams with media 
platforms. Learning from other countries’ and platforms’ collaboration has 
been successfully integrated into the fight against ISIS, for example. Building 
partnerships between heads of state, regulators, and technological platforms 
is a major component of such efforts. A meeting in 2016 between US defence 
leaders and the heads of Facebook, Twitter, Google, and other firms to de-
velop a coordinated plan to diminish ISIS’s social dominance provides an 
interesting illustration of this (Wong & Yadron, 2016).
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Creating a Framework for Influence Operations Resilience
The literature in international law provides several recommendations con-
cerning cyber security, foreign influence, multinational regulation of social 
networks, and other broadly applicable recommendations that take a long 
time to execute (Bodine-Baron et al., 2018). This chapter aims to provide pro-
posals that will help nations and militaries right now, until long-term global 
solutions can be established. One crucial recommendation is to develop a 
doctrine capable of deterring opponents from participating in information 
operations by building their internal resilience mechanisms. To this end, I 
endorse Padan and Elran’s (2018, p. 7) definition of resilience: “Resilience is a 
system’s ability to adjust flexibly to interruption and the inevitable functional 
degradation that ensues, then quickly recover, return to full or even increased 
functionality.” The key proposal for developing resilience to threats in this di-
mension is to take a proactive strategy, which can be drawn from the concept 
of resilience to cyber-attacks, available in many military doctrines, and then 
expand it. Cyber resilience refers to the ability to foresee, cope with, adapt to, 
and recover from challenges, pressures, or attacks on systems that use or are 
facilitated by cyber resources. The expansion proposed here is based on the 
National Institute of Standards and Technology’s ideas around cyber resili-
ence, which contain three interconnected layers: preparation, inclusion, and 
adaptation (Ross et al., 2019). In this section, I will go through the changes 
that need to be made to cyber resilience policy and the emphases that will 
allow these updated measures to cope with influence operations, and possibly 
deter them, as well as the concrete recommendations that will result from 
such changes.

P L A N N I N G ,  T R A I N I N G ,  A N D  G A T H E R I N G  D E D I C A T E D  I N T E L L I G E N C E

To fully understand an opponent’s abilities, it is necessary to assign sufficient 
intelligence resources. One type of data collection is exploiting open-source 
intelligence, which adversaries frequently use to coordinate attacks. This 
could involve identifying suspected negative influence attractors online, es-
tablishing analysis tools, and developing and exposing techniques for identi-
fying bots, fake profiles, and coordinated influence networks.

Planning and gathering information intelligence is not enough, however. 
Practice makes perfect, and this is especially true when it comes to building 
resilience. Nations and militaries must brace themselves for influence oper-
ations that may undermine the public’s faith in the military.
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Monitoring and developing appropriate metrics and base rates are part 
of the preparation process. This should also include incorporating and en-
forcing the use of various monitoring technologies so that campaigns can 
be discovered and impacted. These tools should collect data on various par-
ameters, such as posts produced by Israeli users versus posts published from 
other nations. Moreover, regularly monitoring and evaluating popular trust 
in the military is crucial. Such monitoring will allow for the detection of 
anomalous activities during ordinary operations, thereby contributing to our 
understanding of what works and what does not in the narrative battle over 
these topics, and developing methods for mitigating those impacts in emer-
gencies and crises. Furthermore, regular monitoring will aid in detecting 
fake accounts influencing soldiers or preparing infrastructure for subsequent 
cyber activities.

D E V E L O P I N G  F A S T  I N C L U S I O N  A N D  R E S P O N S E 

This phase is the time between the onset of an unrecognized campaign’s effect 
and its discovery and containment to the point that it does not cause more 
damage. It is part of responding to an occurrence quickly and creating the 
resilience needed to continue functioning. Influence operations necessitate 
more resources, just as resources are required to cope with a significant oc-
currence. In a severe occurrence that undermines the credibility and legitim-
acy of army actions, damage must be identified and successfully addressed 
as well as attributed to specific causes. Specific counter-campaigns should be 
used to deal with such damage in order to reduce the short- and long-term 
harm.

Conclusion
Once the Internet became a battleground, its influence could potentially be 
felt by militaries and governments, civilians and operators, in the realms of 
politics and war alike. Identifying who might be hurt by such behaviour is 
critical in developing and evaluating coping mechanisms. The multiplicity of 
actors makes it difficult for militaries and governments to engage in initia-
tives in this area.

When a security organization, the IDF, or other forces monitor social 
media influence and messaging, a delicate balance must be struck that allows 
for the preservation of civil and democratic rights following legislation and 
regulations. While the Israeli context is unique, there is much to be learned 
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from its experience with the threat from Iran in a systematic manner, consid-
ering the different contexts of other nations.

Can resilience deter opponents in this field? To date, resilience can be 
seen as a strategy to combat hybrid warfare campaigns. It can also be a po-
tent deterrent for opponents in this arena by making it difficult for them to 
achieve their goals while also allowing the defender to exhibit a sense of read-
iness and preparedness that provides the ability to “bounce back” in the face 
of such campaigns and to diminish their intended impacts. Although Israel 
can further strengthen its resilience, the intensifying confrontation with Iran 
has yet to prove the role of resilience as a deterrent. 

Disinformation divides societies and organizations into groups by ex-
ploiting psychological and sociological weaknesses. This is more than a scien-
tific debate for us: How can we ensure that open access to information allows 
for a constant appraisal of various societal views while minimizing the po-
tential damage caused by distorted and fraudulent information intended to 
weaken Western militaries and societies?

According to Paul Virilio (1991, 2005), a technology philosopher, every 
new technology is followed by an accident, a catastrophe caused by its unique 
point of failure. He asserted that the invention of the ship brought about the 
possibility of the shipwreck, the development of the plane brought about the 
possibility of the plane crash, and the discovery of the automobile brought 
about the possibility of the car accident. The spread of disinformation could 
be considered a social network accident or disaster. The greater the flow and 
movement of information, the more difficult it is to separate the wheat from 
the chaff and prevent foreign forces from being impacted via cyber or influ-
ence campaigns. As we become more dependent on digital systems, we add 
new risks to our lives—risks that we must strive to reduce in order to enjoy 
the benefits of the digital age fully. It is simply a question of seizing the oppor-
tunity before influence activities occur, as has happened worldwide. 

This chapter indicates that resilience might complement deterrence in a 
novel way, reducing enemy achievements in this domain by action and sup-
porting frameworks and doctrines that will bring about greater results with-
out endangering the open and democratic society’s resilience.
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Deterrence and Strategic Disinformation:  
An Overview of Canada’s Responses

Nicole J. Jackson

Over the past half decade, in Canada and globally, considerable public and 
policy attention has focused on the question of whether and how to respond 
disinformation. Among Western governments, there is now a widespread 
understanding that strategic disinformation, especially through social 
media, may present serious challenges to national and societal security. A 
major concern is that some state and non-state actors, both foreign and do-
mestic, are involved in organized strategic deception and/or are intentionally 
creating confusion by promoting divisive content that plays on pre-existing 
biases. There is an assumption that these actions may undermine credibility 
and trust in authorities, as well as in information itself, which makes it easier 
to manipulate societies and leaders. For the military, a particular concern is 
that disinformation, and other manipulations of information, may exacerbate 
or even create a chaotic environment in which to make decisions. Yet, despite 
the acknowledged need to respond urgently to disinformation, there is no 
academic or policy consensus about whether, when, and how to do so.

This lack of consensus is partly because the subject of disinformation is 
fraught with problems of definition and therefore ambiguity. A spectrum of 
disinformation has always existed, and specific cases have varied, but today 
actors and processes appear and evolve at an unprecedented rate, some almost 
instantaneously and with global reach. Within this context, academics and 
practitioners analyze and advocate for different responses to a range of “dis-
information.” Even when focusing more specifically, for example, on “stra-
tegic disinformation” or “ foreign,” “strategic digital disinformation,” there is 
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little or no consensus as to which measures, or combination of measures, are 
needed, are most effective, or are ethical in particular circumstances. 

 Currently, some experts are questioning whether the theory and prac-
tice of “deterrence” may provide some insights into possible state responses 
in the information environment. The traditional military understanding of 
deterrence is based on the idea that a potential aggressor’s cost-benefit calcu-
lation might be influenced, for example, by the threat of a punitive response 
(deterrence by punishment) or by the realization that the defender’s prep-
arations are so advanced or effective (deterrence by denial) that the costs of 
carrying out the aggression would be too great (Snyder, 1961). Of course, 
when applied to “disinformation” or “strategic disinformation,” as examined 
in this chapter, the traditional logic of deterrence, which is already contro-
versial, is further complicated. In fact, many would argue that deterrence has 
little or no place in a discussion about (dis)information. Yet the concept has 
evolved, and deterrence remains at the core of US and NATO—and hence 
Canadian—strategy.

This chapter therefore examines whether and how both the concept and 
theory of deterrence have evolved in ways that make them useful to under-
stand and assess responses to “strategic disinformation” and uncover their 
limits. It also provides a case study of Canadian security and foreign policy 
responses to specifically ask whether the “widening of deterrence” is help-
ful in explaining Canada’s burgeoning approach. In doing so, we see how 
Canada’s fragmented actions may be illuminated by these wider understand-
ings, in addition to revealing certain missing actions.

The chapter first examines the contested definitions of “disinformation” 
and “deterrence.” Both concepts have been conceptually stretched within 
scholarly works and in practice, creating uncertainty about “what to deter” 
and “how to deter.” It then examines recent literature on the theory and prac-
tice of deterrence to highlight where “new” understandings have relevance and 
limits for considering whether and how to respond to disinformation. Next, 
the chapter examines whether and how Canada is attempting to “deter,” that 
is, how it is trying to foster restraint and prevent (some) disinformation and 
its negative effects. It categorizes the government’s major foreign and security 
actions since 2014 according to whether they fit within deterrence by denial 
(including technical and strategic denial through resilience) or “deterrence 
by punishment or imposing costs” (including social and psychological costs). 
By framing Canada’s major actions through the broadened lens of deterrence, 
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this review also highlights what is missing from Canada’s fragmentary ap-
proach. The chapter concludes by suggesting that, despite the contributions 
of recent literature on deterrence, “democratic suasion” may be a more appro-
priate and holistic concept to describe and guide Canada’s approach.

Of course, context matters, and the context for Canadian (and other 
governments’) responses to disinformation is a world in which many state 
and non-state actors have become more proactive and increasingly global—
by co-opting traditional and social media around the world for their own 
purposes and taking more aggressive moves to shape and suppress online 
and offline discourse at home and abroad. Adding further complexity, but 
also opening new opportunities for reform, this is increasingly happening 
through the use of new technologies at a time when Western liberal democ-
racies are confronted with political polarization, media echo chambers, and 
widespread questioning of the resilience of Western democratic institutions 
and quality of governance.   

The chapter begins by examining the definitional ambiguity and concep-
tual stretching of “disinformation,” which is necessary to answer a question 
of key interest here: What is to be deterred? It then examines the conceptual 
stretching of “deterrence” to discover insights from recent literature that may 
be applied to the questions of whether and how disinformation can be de-
terred, and then to the case of Canada.

The Ambiguity of What to Deter: The Conceptual Stretching and 
“Hybridization” of “Disinformation”
Perhaps the most significant challenge in addressing disinformation is how to 
define it. Definitional and practical scope ambiguity have direct implications 
for thinking about whether we can “deter” the challenge, and how. Whether 
we are, or believe we are, facing “misinformation,” “digital disinformation,” 
“disinformation,” “strategic narratives,” “information warfare,” or “strategic 
information campaigns,” the language we use can imply different sets of chal-
lenges and strategies that need to be addressed, and thus different responses.

Disinformation is not new, and neither is the study of disinformation. 
Yet, despite a recent proliferation of studies, the scholarly definition (and 
identification) of disinformation remains controversial. In practice, disinfor-
mation is often very loosely defined, reflecting its ambiguity and complexity, 
including the blurred line between a variety of often related activities in-
cluding cyber-attacks, leaks, and corruption. Today, there is some academic 
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consensus that “disinformation” is best defined as the deliberate dissemin-
ation of intentionally false or inaccurate information, as opposed to “mis-
information,” which is the act of spreading false information unintentionally, 
including when intent can not be determined (Jack, 2019; Jayakumar et al., 
2021; Lanoszka, 2019; Tucker, 2018). Disinformation, it has been shown, can 
be disseminated through the written word and visually, by traditional means 
(e.g., newspapers, radio, and TV), and by newer digital technologies of social 
media (e.g., Facebook, Twitter, YouTube). Online and offline there are many 
legitimate and illegitimate actors (individuals, groups, states, and non-state 
entities), all manipulating and shaping, or trying to shape, public discourse 
in a constantly evolving process. Recent studies, for example, highlight the 
fact that relatively simple automated bots have been replaced by more sophis-
ticated or blended disinformation agents that include domestic and foreign 
actors (Bradshaw & Howard, 2018).

In the Western context, the term “information warfare” tends to refer 
to disinformation that is deliberate or coordinated in a military context. It 
usually describes limited, tactical information operations carried out during 
hostilities by either state or non-state actors using and exploiting an open 
system with the intent to do harm (some definitions say that harm actually 
has to be done), through illegitimate if not illegal ways (Lucas & Pomeranzev, 
2016). “Information operations” originally was a military term that referred 
to the strategic use of technological, operational, and psychological resour-
ces to disrupt the enemy’s informational capacities and protect “friendly 
forces.” Today, many analysts (and social networking services, most notably 
Facebook), have adopted the terms “information operations” or “information 
campaigns” to refer to a variety of actors’ “deliberate and systematic attempts 
to steer public opinion using inauthentic accounts and/or inaccurate infor-
mation” (Jack, 2019, p. 8).

Questions of how to identify, and whether and how to respond to, such 
a range of amorphous or “soft” phenomenon are obviously exceedingly con-
troversial and challenging. Information operations can involve accurate 
information, misinformation, disinformation, or a mix of all three. What is 
false or misleading information can be contested. Even scientific data evolves 
with new information, and analyses and commentaries are shaped by cogni-
tive biases and preferences that may stem from cultural identities and other 
complex factors. Whether an information campaign edges over from “per-
suasion” to “deliberatively manipulative” or “deceptive” can sometimes be a 
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matter of perspective. Significantly, information is often “laundered,” sources 
can be, and increasingly are, blurred or hidden, and the distinction between 
“domestic” and “foreign” appears less relevant than it once was.

To further complicate matters, it is not just the “disinformation” itself 
that needs to be responded to. There often are other related activities (cor-
ruption, cyber-attacks, etc.) as well the broader strategy itself. Many experts 
are now convinced that (some) deliberate and coordinated disinformation is 
a key part of a broader strategy by various actors to undermine democracy 
and social cohesion (Lin & Kerr, 2021; Wigell, 2019). Some highlight a broad 
global shift since 2014 from “outright falsification to a greater emphasis on 
subtle and strategic manipulation and amplification of divisive narratives”—
for example, on immigration/migration, anti-religious sentiment, nationalist 
identity, women’s health, gender-based harassment, climate change, and now 
COVID-19 (Jackson, 2017). Key think tanks, experts, and government agen-
cies warn that issues and identities (anti-Semitism, anti-Muslim hate speech, 
misogyny, etc.) are being “weaponized” in both targeted and coordinated 
ways, and not only during elections. The strategies, they speculate, include 
undermining arguments for multilateralism, spurring polarization along 
“culture war” lines, eroding trust in democratic institutions, and/or sewing 
confusion (Institute for Strategic Dialogue, 2019). For the military, a key 
concern is that malicious actors may use strategic disinformation and other 
forms of manipulation to gain advantage in the information environment in 
order to create chaos for adversaries’ “command and control.” 

In short, given the complex and ambiguous nature of disinformation, it 
is unsurprising that we encounter loose definitions and “hybridization” of 
the challenge (its rhetorical linkage with other issues) as well as ambiguity 
over whether and what to deter. To understand specific motives requires deep 
knowledge of the context (the different theatres of disinformation), as well 
as the actor(s) and their intentions (if any) over time. A range of disinforma-
tion exists, and it can often be debated what the underlying strategy is, and 
whether and when a range of responses may be needed in both the cyber/
information and the psychological “domains.”

Can We Deter (Strategic) Disinformation, and How? Insights and Limits 
from the Literature on Deterrence
Beyond the above-mentioned definitional difficulties of “what it means to 
deter,” is it possible or even desirable to have “deterrence of disinformation”? 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y194

Do deterrence theory and practice have any relevance to countering “disinfor-
mation,” or more specifically to thinking through responses to state-spon-
sored (and non-state-sponsored) “strategic disinformation”? Scholars point to 
multiple limits and problems with governmental attempts to respond, or not 
respond, to disinformation (Bjola & Papadakis, 2020; Gregor & Mlejnkova, 
2021). For example, as mentioned above, since disinformation can be “laun-
dered,” it can be difficult to attribute sources or to have accountability. Others 
say that this is overstated or that this may also grant flexibility when consid-
ering various responses. Still others could argue that almost any government 
involvement in this area would be/is detrimental, especially if it is perceived 
as a state intrusion on freedom of speech or privacy. In other words, for some 
scholars and practitioners, disinformation (or some disinformation) may be 
better understood and dealt with as a social and cultural issue than as a sec-
urity “threat” (Ramersad & Althiyabi, 2020; Sample et al., 2018).

Nevertheless, the question of how to deter or dissuade efforts at disinfor-
mation has some commonalities with questions about whether and how to 
respond to a range of asymmetrical aggressions from state and non-state ac-
tors. The latter are considered by many scholars and practitioners to be some 
of today’s most urgent and challenging issues. To address them, a growing 
academic and policy literature has sought to examine the role of “deterrence” 
in responding to “cross-domain” (cyber, space, economic, etc.) (Adamsky, 
2015; Brantly, 2018a, 2018b; Lindsay & Gartzke, 2019a, 2019b; Sweijs & 
Zilincik, 2020) as well “hybrid”1 (ambiguous and blended) “threats” (Cullen 
& Wegge, 2019; Jackson, 2019; Stoker & Whiteside, 2020; Sweijs & Zilincik, 
2019). Authors writing on these topics provide insights into how deterrence, 
and understandings about it, are evolving. These in turn have relevance for 
considering responses to disinformation.

How to Deter Disinformation? Technical and Strategic “Deterrence by 
Denial” and Resilience
Both the theory and practice of deterrence have evolved considerably over 
time. The so-called fourth wave of deterrence began at the end of the Cold 
War, when threats came to be perceived as more uncertain and less pre-
dictable. Many scholars have since written about a new, more complex and 
less state-centric environment defined by asymmetric changes. Today, some 
scholars argue that we are in a “fifth wave” of deterrence, defined by the need 
for “resilience” to address vulnerabilities through a long-term approach—for 
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example, to build strong and adaptive infrastructure, to ensure social co-
hesion, and to sustain trust in government (Prior, 2018). In practice, it seems 
that the diffuse nature of threats is leading to more distributed responses 
through new or non-traditional networks and approaches.

Within this recent literature on “deterrence,” “resilience” is concep-
tualized as an important part of both technical and strategic “deterrence by 
denial.” The logic is that to increase resilience not only mitigates harmful 
effects of hostile influence, but also changes adversaries’ cost-benefit analy-
ses by denying them (technical or strategic/political) benefits. In strategic 
“deterrence by denial,” the strategic or political impact is absorbed with no 
long-lasting result (Hartmann, 2017; Hellman, 2019), as opposed to technic-
al “deterrence by denial,” which denies direct impact. Applied to the case 
of disinformation, technical denial could then occur, for example, through 
the bolstering of cyber defences and technical capabilities (or shutting down/
denying access to a news outlet). Strategic denial could include credible 
actions to deny objectives, for example, by protecting the psychological realm 
(e.g., through education to increase critical thinking, or in media to increase 
fact-checking) or by strengthening democratic institutions. If an adversary’s 
strategy is to gain “information dominance,” then showing that society can 
“keep going” physically and psychologically (and leaders can keep making 
sound decisions)—despite the disinformation and related confusion—may 
help to “maintain deterrence.”

The literature on deterrence in the so-called grey zone between peace 
and war applies this logic of “deterrence by resilience” to “hybrid threats.” It 
argues that greater resilience might be accomplished through a coordinated 
approach, with governments, private actors, and civilians working together at 
the domestic and/or global levels (Lorenz, 2017; Wilner, 2017). By extension, 
actions to increase technical and strategic denial to “strategic disinformation” 
would also include a range of efforts in different areas, including political/
institutional (e.g., efforts to secure elections, or to increase trust in democrat-
ic institutions), military (e.g., efforts to improve strategic communications), 
infrastructure (physical or digital), social (e.g., to increase awareness), and 
information (e.g., to govern platforms or regulate media) at home and abroad 
(Monaghan, 2019). Strengthening resilience to disinformation in this way 
would be a “cross-domain” effort to prepare societies in a “cross-sectoral” 
approach in order to convince actors/adversaries of the futility of their efforts 
to engage in strategic disinformation (Sweijs & Zilincik, 2020).
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In other words, widening the theory and concept of “deterrence” to in-
clude strengthening resilience to hybrid threats helpfully points to a range 
of non-traditional responses to a variety of hybrid challenges, including 
disinformation. Some scholars argue that this widening alters too much the 
traditional logic and practice of deterrence, even while others argue that it 
adds little in the way of new benefits (Lindsay & Gartzke, 2019a). Similarly, 
the concept of “resilience” significantly alters the focus of traditional deter-
rence responses. This can be criticized for encompassing too many activities 
to be analytically or practically helpful. Resilience can also be a confusing 
term in that it aims to represent processes that simultaneously seek to main-
tain status quo in the face of shocks and those that allow for transformation 
(Bourbeau & Ryan, 2018). 

Nevertheless, in practice, and facing the rapidly evolving and increas-
ingly global reach of some “hybrid threats” such as strategic disinformation, 
Western governments have called for strengthening domestic (and global) 
resilience as a means to “deter” activities in the “grey zone.” The United 
Kingdom, for example, now interprets the term “deterrence” very widely to 
include defensive resilience measures (reasoning that capable and resilient 
governance raises the price of hybrid aggression and reduces its chances for 
success) (UK Ministry of Defence, 2019). At the same time, and seeming-
ly paradoxically, recent calls by NATO and the European Union for “more 
resilience” have been critiqued both for trying to legitimize these organiz-
ations’ roles in countering “hybrid threats” (including disinformation), and 
for abdicating or transferring responsibility to domestic actors. Below, we 
will see how resilience has become a cornerstone of Canada’s approach to 
disinformation.

How to Deter? The Broadening Conceptualization of “Costs” and 
“Punishments” 
The more traditional concepts of “deterrence by punishment” and “deterrence 
by increasing costs” (as well as the more proactive “compellence”) (Shelling, 
1966) have also been applied in the so-called cross-domain literature (Sweijs 
& Zilincik, 2020). In other words, just as the logic of “deterrence by denial” 
has been applied to other domains (e.g., cyber, economic, and outer space), so 
has the logic of ensuring that punishments or costs “outweigh benefits” been 
brought to bear in a variety of areas outside traditional military concerns. 
Furthermore, the traditional understanding of “costs” and “punishments” 
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has been expanded to include, for example, the relevance of identity and belief 
systems to the cost-benefit analysis. For example, recent research examines 
the benefits of increasing the social costs of norms (the “calling out” of bad 
behaviour) and increasing the negative costs, through “deterrence by de-legit-
imization” (raising the reputational cost to motivate restraint) (Wilner, 2014, 
p. 449), or through “deterrence by counter-narrative” (Knopf, 2010). At the 
same time, scholars have examined how positive incentives can play a role in 
dissuading attacks—for example, by fostering interdependence through “de-
terrence by entanglement” (Brantley, 2018). 

Applied to disinformation, these new understandings provide a wider 
range of options for how to “deter.” They include not only military means 
(kinetic and non-kinetic), but also, for example, political (travel restrictions, 
expulsions of diplomats), economic (sanctions, financial penalties), civil (pub-
lic blaming), information (legislation), and international law. In keeping with 
traditional deterrence theory, they also suggest a reactive approach. However, 
a more extreme version of “deterrence by punishment” also includes offensive 
actions aimed at disrupting or degrading an adversary’s capacity for action. 
An example here is the US strategy of “persistent engagement” to shape the 
parameters of acceptable behaviour in cyberspace, including, if necessary, 
aggressive cyber operations (Healey, 2019). Unsurprisingly, when applied to 
strategic disinformation, attempts to prevent an adversary from taking fur-
ther action (offensive pre-emption) are also the most controversial since they 
raise concerns about intervention and sovereignty and the need for secrecy 
versus transparency.

The Illusion and Limits of “Deterrence of Disinformation”
Recent literature on deterrence also suggests possible limits to the logic of 
“deterrence of disinformation,” showing that creating an “illusion of deter-
rence” may be especially relevant in response to an ambiguous threat. 

First, much of the recent literature stresses that deterrence is fundamen-
tally the outcome of a psychological relationship (Kroenig & Pavel, 2012), 
meaning that capabilities are less relevant than our perception about them 
(Jervis, 2016). The implication is that even though strategic disinformation 
can never be completely countered, and our capabilities will always be limited 
or in need of “catching up,” the “illusion of capability” (to deter) is still pos-
sible, and indeed may matter most. Nevertheless, as others have commented, 
this is not a new revelation, and perception has long been acknowledged as 
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central to traditional deterrence theory and international relations (Hudson, 
2014).

Second, recent literature finds that deterrence is not about absolutes, it 
is about making “attacks” less likely or effective over time (“cumulative” or 
“punctuated” deterrence) (Kello, 2017; Tor, 2015). If (an adversary’s) indi-
vidual activities can be rendered difficult, the greater process may be under-
mined. As mentioned above, the “cross-domain” literature also suggests that 
actions taken in adjacent areas may render the broader strategy ineffective. 
Thus, to deter disinformation, actions in other realms may be possible (e.g., 
sanctions in the economic realm), and even minor actions taken may affect 
an adversary’s perceptions and actions. Moreover, when disinformation is 
understood as part of “hybrid warfare,” or one of many hybrid threats, then 
“hybrid deterrence” (as opposed to “comprehensive deterrence”) may make 
sense as an approach to deter (some) strategic disinformation (Monaghan, 
2019). Related to this, if success can be rendered tactically difficult (e.g., 
through regulation of social media platforms), it may be harder to maintain 
coordination, and the whole effort may be undermined (i.e., “tactical denial”) 
(Kroenig & Pavel, 2012).  

Third, there is a developing consensus in the deterrence literature that 
more needs to be understood about actors, their motivations, aims, and lim-
its. For example, work on deterrence and terrorism has shown the limits of 
deterrence while highlighting that terrorists may be deterred—we just need to 
find out and target what they really cherish (e.g., political motives) (Trager & 
Zagorcheva, 2006; Wilner, 2011, 2014). It can also be logically speculated that 
the same may be true in the case of disinformation, thus it is not just the pro-
cesses (e.g., media, bots, culture) that we need to examine, but also the actors’ 
key (political and other) motivations and other root causes of disinformation.

Deter How? A Case Study of Canada’s Responses to Disinformation  
This section provides an overview of where the Canadian case fits with the 
above analysis of recent literature on deterrence and how it may be applicable 
to disinformation.

D E T E R R E N C E  B Y  D E N I A L :  B U I L D I N G  T E C H N I C A L  A N D  S T R A T E G I C  R E S I L I E N C E

Although strategic disinformation can obviously not be completely shut out, 
denial of direct access aims to make it more difficult through technical solu-
tions and bolstering infrastructure and institutions. In Canada, attempts to 
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deter strategic disinformation have included accelerated efforts to strengthen 
cyber defence and resilience and to develop legislation and norms to hamper 
disinformation efforts, especially during elections. More generally, there have 
been efforts to increase co-operation and to share more information (about 
disinformation) to “deny” actors (further) access at the domestic and inter-
national levels. 

To give some examples, the Canadian Departments of National 
Defence (DND) and Public Safety, CSIS, and the Communications Security 
Establishment (CSE), among others, have increased their work to develop 
greater internal IT capacity, discover data solutions, and strengthen institu-
tional resilience in response to an array of recent misinformation and dis-
information. The CSE and CSIS joined Elections Canada to track and analyze 
big data to share with other G7 members and conducted simulations to iden-
tify vulnerabilities (Government of Canada, 2019; Pinkerton, 2019). There has 
also been a significant increase in research concerning the creation, attribu-
tion, and dissemination of (especially digital) disinformation, including, for 
example, research into the development of algorithms to identify and block 
“fake news.” It is widely acknowledged that the next shift in disinformation is 
well underway with the artificial intelligence (AI) revolution, and this reality 
is informing research into how to leverage AI against AI, including how to 
detect coordinated activities by malicious actors. In this regard, Canada has 
greatly increased its co-operation with other governments and NGOs work-
ing in these fields. For example, it supports and shares technical and other 
research on fake online personas and images with the US Global Engagement 
Center. At the same time, Canada has actively supported research into the 
ethical implications of possible responses. 

The Canadian government has also developed new legislation to counter 
disinformation. The 2019 Elections Modernization Act, for example, intro-
duced new provisions aimed at deterring or preventing “foreign interference” 
(Reepschlager & Dubois, 2019). Other institutional initiatives have aimed to 
increase bureaucratic collaboration. For example, in advance of the October 
2019 federal election, the government created a new RCMP-led task force, 
Security and Intelligence Threats to Elections (SITE). SITE included Global 
Affairs Canada, the CSE, and CSIS, to build awareness and prepare the gov-
ernment to prevent and respond to “covert, clandestine or criminal attempts 
to interfere with the electoral process.” It analyzed foreign social media and 
coordinated responses with the G7 Rapid Response Mechanism (see below) 
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(Government of Canada, 2019). The government also initiated the Critical 
Elections Incident Public Protocol, under which five senior bureaucrats were 
to be informed of any potential interference during the 2019 federal election, 
in order to determine whether the incidents were serious enough to inform 
Canadians (none were) (House of Commons, 2019). 

Canada’s attempts to “deny through information sharing” have also 
taken place at the international level. They include the efforts of Global 
Affairs Canada (GAC) to position Canada at the centre of collective cyber 
defence by sharing reports, coordinating roles, and sharing best practices 
as network coordinator of the Rapid Response Mechanism (Government 
of Canada, 2019). GAC also addresses disinformation and related “foreign 
interference” through many partnerships—for example, with NATO and the 
European Union, as well as with NGOs such as the US Alliance for Securing 
Democracy. 

However, as mentioned above, “deterrence by denial” is not just about 
denying or making access more difficult; it is also about denying political 
and cognitive “wins.” Here the Canadian government has encouraged the 
development of individual/cognitive and societal resilience to misinforma-
tion and disinformation through programs designed to foster awareness of 
the challenges. Since 2014, Canadian government departments and security 
agencies have been quick to publicly explain why disinformation is a secur-
ity challenge and to expose specific actors and their actions (Jackson, 2022). 
A series of bureaucratic and think-tank reports examine the roles allegedly 
played by Russia (and Russia-related actors) and China, as well as Iran, North 
Korea, former US president Donald Trump, right-wing extremists, etc. These 
reports, along with heightened political rhetoric about the dangers of dis-
information from leaders such as then Canadian foreign minister Chrystia 
Freeland, have played an important role in raising awareness about the chal-
lenges and their (possible) negative effects (Bradshaw, 2018; Canadian Centre 
for Cyber Security, 2018, 2020; CSE, 2017; Greenspoon & Owen, 2018; Kolga, 
2019; National Security and Intelligence Committee of Parliamentarians, 
2020; Picard, 2019; Sukhankin, 2019; Tenove, 2018). Recent works on deter-
rence would suggest that such reports may further increase societal resilience 
and trust in government responses by signalling governments’ respect for 
truth and transparency (Doorn & Brinkel, 2020). The Canadian government 
has also articulated its intentions to respond to misinformation and disinfor-
mation in official cyber-strategy documents, in Canada’s defence policy, 
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and in several other non-legal documents. These stated intentions refer to 
disinformation and the wider category of misinformation in relation to the 
challenges of “hybrid conflict” and “foreign interference,” and they propose 
“whole of government” and “whole of society” responses. Taken together, 
this official and rhetorical “securitization” of disinformation (using rhetoric 
to refer to it as an urgent security threat) may itself function as a deterrent 
by signalling recognition of a challenge and implying clear intentions to act. 
However, it may also be criticized for being vague and not showing enough 
political resolve.

Other efforts to develop strategic “deterrence by denial” include a range 
of attempts to identify specific targeted messages and audiences and to deploy 
credible narratives (or counter-narratives) through strategic communications 
(Pamment et al., 2018). Overall, Canada’s military and security agencies have 
increased their monitoring (in terms of aggregate data and community poli-
cing), research, and exposure of false or manipulative narratives. The latter 
are not generally directly responded to because such efforts can backfire and 
have unintended consequences. However, as mentioned above, there are dif-
ferent kinds of disinformation “campaigns” that have targeted Canada, and 
there are also examples of Canada making specific and effective small-scale 
responses (Potter, 2019). For example, Canada’s Task Force Latvia, along with 
the local Canadian embassy, was adept at using various public outreach ef-
forts in countering malicious narratives designed to impugn Canadian mil-
itary personnel. 

To give some other examples of broad Canadian efforts in this area, the 
Canadian military and the DND track trends in narratives and emerging 
technologies such as “deepfakes,” both of which are recognized now as pot-
entially decisive factors in future conflicts. The RCMP examines how foreign 
actors intersect with domestic extremism, reflecting the current concern that 
disinformation may be part of a broader phenomenon of violent transnation-
al social movements, based locally, but inspired internationally (Kelshall & 
Dittmar, 2018). Similarly, Public Safety Canada is exploring links between 
communities, extremism, and disinformation.

D E T E R R E N C E  T H R O U G H  T H R E A T S  O F  P U N I S H M E N T S  A N D  I M P O S I N G  C O S T S

Beyond attempts to build technical and strategic resilience, Canada has 
pursued some threats and attempts to impose “costs” (narrowly and wide-
ly defined) on the perpetrators of disinformation. These include attempts 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y202

to impose normative costs through “public blaming,” as well as legislation 
and international law. Such attempts are, however, limited, and it is highly 
questionable whether the costs imposed or threatened outweigh aggressors’ 
perceived benefit. 

First, Canada has called out the “bad behaviour” of certain actors (as seen 
above in Canada’s bureaucratic reports and political rhetoric), and it can be 
argued that this “shaming and blaming” may also increase social and psych-
ological costs. Theoretically, along with other allies’ similar actions, over time 
they may contribute to “deterrence through de-legitimation” (and bolster 
resilience, as seen above). On the other hand, they may also contribute to 
perceived grievances and hinder other diplomatic efforts.

Perhaps Canada’s greatest efforts thus far to impose normative costs and 
restrain behaviour have been in legislation and international law. These in-
clude Canada’s engagement with allies to develop norms in response to vari-
ous activities in cyberspace, including disinformation. For example, Canada 
has been involved in intergovernmental negotiations at the United Nations 
to create a new global cyber-security architecture that would protect digital 
information and the infrastructure on which it resides. This effort faces many 
obstacles, but the point here is that it is an attempt to deter “by entanglement,” 
by increasing interdependence among states (if not among the non-state ac-
tors, or state-affiliated actors, that act independently).2 Canada’s initial efforts 
to regulate social media platforms are outside the scope of this chapter, but 
they are also examples of attempts to impose “harder” costs by regulating 
rules, content, and competition. 

There is little public information about Canada’s consideration of more 
offensive cyber “punishments” of actors engaged in response to strategic 
(digital) disinformation. Certainly, some argue for Canada to take more 
offensive actions to disrupt or degrade actors’ capacity to spread strategic 
disinformation as part of a more effective “deterrence by punishment” re-
sponse.  (Such actions have also been framed as a pre-emptive measure to 
increase defensive resilience.)  However, steps have been taken to revamp 
Canada’s national security infrastructure and to give the CSE the power to 
defend elections if they come under cyber-attack. In June 2019, the CSE was 
granted wide-ranging powers to engage in “defensive cyber operations” and 
“active cyber operations” to “degrade, disrupt, influence, respond to or inter-
fere with the capabilities, intentions or activities of a foreign individual, state, 
organization or terrorist group as they relate to Canada’s defense, security or 
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international affairs,” as per the wording of the National Security Act of 2017. 
In other words, for the first time, Canada could launch its own cyber-attacks. 
The threat of possible Canadian counterattacks (including against the digit-
al information environment) is meant to deter attacks and “proactively shut 
down the source of a possible attack against Canada” (Kolga, 2019, p. 26).

Of course, the larger context of Canada’s responses to strategic disinfor-
mation includes efforts to “deter” aggressive actors and actions. For example, 
in the case of Canada’s responses to Russia, deterrence is practised through 
military means to increase “costs” (by stationing troops in the Baltics), polit-
ical means (through the expulsion of diplomats and travel restrictions), and 
economic means (economic sanctions). None of these attempts to impose 
costs have been used specifically for disinformation “acts” or applied spe-
cifically to those who spread disinformation. However, there may be some 
“spillover” in the area of disinformation. As mentioned above, actions taken 
in adjacent areas may render the broader strategy ineffective. Yet Canada has 
not yet clearly communicated any exact costs in relation to specific cases of 
disinformation. Imposing targeted sanctions in the information realm would 
narrow the focus of deterrence, but it is not clear how effective they would be. 
Nevertheless, they are one example of how, despite heightened rhetoric, there 
is more that could be done to show capacity and the political resolve to follow 
through.

Conclusion and Discussion: Deterrence, Delusion, or Democratic Suasion?
This chapter attempted to show that, despite many challenges, “deterrence” 
has relevance when considering how to respond to strategic disinformation. 
Recent literature expands the scope of traditional deterrence and points to a 
wider range of non-traditional means “to deter.” Applied to strategic disinfor-
mation, these means include strengthening technical, individual, and social 
and institutional “resilience” and imposing a broad range of “costs” and in-
centives in a nuanced cost-benefit analysis. The literature further highlights 
the significance of the “illusion to deter,” which may be especially important 
in responding to ambiguous threats such as disinformation. Other insights 
include the importance of acting in areas outside the information domain 
in order deter any larger strategy, as well as the need to learn more about 
actors’ perceptions, aims, and strategies (which can be extremely difficult to 
ascertain). 
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These contributions can be used to illuminate Canada’s fragmented for-
eign policy and security responses to disinformation. They show that Canada 
is attempting to deter disinformation by taking a broad yet ad hoc approach 
that reflects the real difficulties and uncertainty about how to respond to such 
a complex and ambiguous challenge. At first glance, Canada may seem to be 
taking a random “whack-a-mole” approach. However, overall its rhetoric and 
actions fit within the wider understandings of both technical and strategic 
“deterrence by denial.” Canada’s responses, including what might be termed 
“denial by information sharing,” are attempts to increase resilience, so that 
society can “take the first punch” and “negate the benefits.”

Examples of strategic disinformation have also been “called out” and 
normative costs “raised.” However, these actions are limited. Specific thresh-
olds for specific actions are not clear, and there have been few, if any, posi-
tive inducements to change behaviour (e.g., the lifting of sanctions). More 
generally, viewing Canada’s actions through the lens of deterrence highlights 
the fact that assumptions, especially about actor motivations and strategies, 
could be further questioned and more effort made to shape the perceptions 
and thinking of adversaries, as well as giving more consideration to the un-
intended consequences of actions.

In sum, while this overview shows that deterrence in its broad concep-
tualization may rightly point to a range of activities in response to disinfor-
mation, it remains questionable whether it is a sufficiently accurate concept 
with which to describe or analyze Canada’s (and other countries’) actual or 
possible responses. In a recent study, Sweijs and Zilincik (2020) proposed 
“dissuasion” to describe the broader efforts that are now often encompassed 
under the term “deterrence.” Similarly, Wiggle (2021) coined the term 
“democratic deterrence,” which he conceives as a “whole of society approach,” 
coordinated by the government, to build resilience. 

This chapter concludes with the suggestion that “democratic suasion” 
is another umbrella concept worth developing. “Democratic suasion” would 
encompass dissuasion and persuasion, since disinformation is often at its core 
a political problem, dependent upon the type of relationship between the dis-
informing actor and its target. It would also capture Wiggle’s stress on build-
ing democratic institutional and ideational resilience as a key deterrent and 
means of compellence. In this conceptualization, “democratic suasion” may 
be a better and more inclusive term than “deterrence” to capture Canada’s 
stated policy aspirations to create a more holistic approach and the diverse 
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actual and possible responses needed in response to this complex challenge. 
Democratic suasion would suggest strengthening technical and democratic 
resilience, building upon recent domestic and international collaborations, 
but also incentivizing “good behaviour” and “thinking ahead” to consider 
aggressors’ motivations and how to shape their thinking. In contrast to deter-
rence, this would be more along the lines of a context-specific “public health 
approach” where more preventative action would be taken, but with a focus 
on reducing the harm from disinformation, while accepting that some kinds 
of disinformation will always be with us. For the military, this would mean 
continuing work with allies and other domestic actors and civil society to 
address the strategy behind disinformation, and showing that it can function 
despite disinformation and related manipulations, which increase confusion. 

This chapter provides an overview of Canada’s actions in light of new 
thinking about deterrence and its application to disinformation. Future stud-
ies could usefully examine the above ideas and their limits, analyze in more 
depth specific Canadian responses in specific theatres of disinformation, their 
effectiveness in different cases, and how Canada’s experiences in turn may 
contribute to the literature on deterrence. 

N O T E S

1	 The “hybrid warfare” paradigm perceives (some) disinformation as part of an 
ambiguous or blended conflict or one of multiple instruments that may be used 
in synchronized “attack” and tailored to specific vulnerabilities. Either way, it is 
understood as deliberate and strategic, but also including elements of uncertainty and 
deniability. 

2	 The 2014–15 Group of Governmental Experts outlined voluntary, non-binding 
peacetime norms of state behaviour in cyberspace. Subsequently, the General Assembly 
unanimously adopted a resolution that states should be guided by these norms. See 
United Nations (2015).
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Exit, Voice, or Loyalty? Functional Engagement 
as Cyber Strategy for Middle Power Statecraft

Joseph Szeman and Christian Leuprecht1

Introduction
The cyberspace environment is a microcosm of deepening geopolitical com-
petition between adversarial state actors (Valeriano et al., 2018). Since other 
operational domains (land, air, sea, space) and national instruments of power 
(diplomatic, information, military-economic, finance, intelligence, and law 
enforcement) are increasingly enabled by, and dependent on, cyberspace, such 
dependence opens opportunities for state and non-state actors to leverage 
cyber operations to disrupt, degrade, deny, or influence rivals’ instruments 
of statecraft to meet objectives or jockey for strategic advantage (Fischerkeller 
& Harknett, 2017). Over two decades of trial and error, malicious state actors 
have demonstrated intent and capability to leverage cyber espionage, subver-
sion, and sabotage operations to advance their national interests and degrade 
those of their rivals (Leuprecht, Szeman, & Skillicorn, 2019). Between 2005 
and 2020, the Council on Foreign Relations’ cyber operations tracker found 
that China, Iran, North Korea, and Russia sponsored 77 per cent of all sus-
pected operations. China and Russia each carried out nearly fifty adversar-
ial cyber campaigns between 2000 and 2016. The scale and impact of cyber 
operations conducted by malicious state actors to achieve strategic advantage 
in the international environment are growing exponentially (Maness et al., 
2022).

Middle powers have high levels of digital connectivity; strong, know-
ledge-based economies; leading research institutions; and membership in 
coveted multilateral groupings and security alliances. Generally, middle 
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powers also have limited resources with which to defend and assert them-
selves, and consequently represent low-risk, high-reward targets for more 
powerful adversarial state actors to exploit in cyberspace. Middle powers 
thus have strong incentives (but limited capability) to prevent the cyber-en-
abled degradation of their sovereignty, stability, and economic competitive-
ness. In essence, middle powers (and especially those aligned with the United 
States) are both targets of significant adversarial cyber activity, yet are too 
resource-constrained to engage shield and spear persistently. Absent a cyber 
doctrine tailored to the unique geopolitical characteristics and resource real-
ities of middle powers, state actors—and not only Russia and China, but also 
Iran—have the initiative.

How should middle powers respond to their strategic deficit in cyber-
space? Albert Hirschman’s (1970) classic book Exit, Voice, and Loyalty posits 
a framework for describing how an individual or group will react to a dele-
terious change in their environment. Hirschman identifies three possible 
responses: the actor can exit, use voice, or demonstrate loyalty (Hischman, 
1970). By choosing to exit, an actor accepts the undesirable change in their 
environment and alters their behaviour to adapt to the new situation. For 
example, a middle power could respond to the deleterious changes in their 
environment resulting from a weakened rules-based international order and 
unrestricted cyber activity targeting their interests and instruments of na-
tional power by abandoning its status and role as a middle power. Choosing 
voice means taking forms of direct action to change the environment back to 
its original condition. For example, a middle power could attempt to reverse 
changes to its environment, asserting itself in and through cyberspace by de-
vising strategies to uphold the international order, advance its interests, and 
protect its sovereignty. Finally, choosing loyalty means the actor accepts the 
undesirable change in their environment but does not change their behaviour. 
This response means a middle power accepts the changes to its environment 
and the resulting threats to their interests and the rules-based international 
order by not altering its response, and instead choosing to draft behind the 
activities and responses of more powerful allies. This chapter contends that a 
loyalty response, which characterizes current multilateral efforts to develop 
explicitly accepted cyber norms, has not (and will not) provide middle pow-
ers with a solution to the increasing threats they face from malicious cyber 
activity. Instead, this chapter advances a voice strategy for middle powers to 
participate more actively and effectively in efforts to develop cyber norms 
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by shaping the boundaries of adversarial cyber activity. This strategy draws 
from research on cyber persistence and the cyberspace strategy of persistent 
engagement and is tentatively termed “functional engagement.” 

First, this chapter describes the broad constitutive characteristics of mid-
dle powers. This section contextualizes the unique foreign policy interests of 
middle powers and identifies what types of middle powers would benefit most 
from a strategy of functional engagement. To illustrate the challenges facing 
middle powers that seek to pursue a loyalty-based approach, the second sec-
tion broadly outlines the failures of multilateral efforts to establish explicitly 
accepted cyber norms. The third section describes the contours of cyber per-
sistence theory and argues that as a complement to ongoing multilateral ef-
forts, the boundaries of tacitly acceptable state behaviour in cyberspace, and 
potentially even in the wider geopolitical environment, can be cumulatively 
shaped by employing cyber operations in response to unacceptable behav-
iour (the voice approach). The fourth section illustrates the point: it draws on 
traditional middle powers that are vulnerable to exploitation in cyberspace 
yet have limited resources to respond to formulate the concept of functional 
engagement as a voice approach tailored to middle powers. As a case study, 
this section posits functional engagement as an alternative strategy well-suit-
ed to Canada’s geopolitical identity as a middle power, the threats it faces in 
cyberspace, and the resources it has at its disposal.

The characteristics of middle powers
Analysts had initially bifurcated the international community into small and 
great state powers, but it soon became apparent that some small states were 
more powerful than others. Relative strength was to be recognized in the 
form of a “scheme of gradation” (Mitrany, 1933), which, in the 1930s, gave rise 
to the concept of “middle powers.” The concept gained momentum thanks to 
the concerted diplomatic efforts of Canada and Australia to justify and solid-
ify their international influence and core roles in the post-1945 global order 
(Shin, 2015). In 1947, Canadian diplomat and historian George Glazebrook 
(1947) asserted that the formation of the United Nations would enable “mid-
dle powers” to be “capable of exerting a degree of strength and influence not 
found in the small powers.” A growing number of states have since either 
self-identified or been described as middle powers, including Argentina, 
Australia, Canada, Brazil, Denmark, Japan, Malaysia, the Netherlands, 
Norway, Nigeria, Spain, Sweden, South Korea, and Turkey (Cooper, 2011; 
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Patience, 2014). Although the question of what constitutes the attributes of 
a middle power is controversial, international relations scholars generally 
identify at least three theoretical perspectives: hierarchical, functional, and 
behavioural (Chapnick, 1999). 

First, the hierarchical approach categorizes states by measuring object-
ive capability, asserted position, and recognized status (Chapnick, 1999). 
It typically ranks states according to economic, military, or social metrics 
(Holbraad, 1984; Shin, 2015). Their capabilities, international standing, or 
status rank these states in the “middle” of the international system: greater 
than those of small states but lesser than great powers. To explain the unique 
foreign policy behaviour of middle powers, functional and behavioural ap-
proaches take the middle power concept beyond the status of a mere tool for 
ranking real capability. 

Second, the functional perspective argues that middle powers may on 
occasion exert influence in international affairs in specific instances based 
on their relative capabilities, interests, and degree of involvement (Chapnick, 
1999). By contrast, great powers are always capable of exercising international 
influence, while small states are incapable of exerting any real influence 
(Chapnick, 1999). At the core of the functional concept is the idea that a state 
with relatively limited military and economic capacity may nonetheless be 
successful in accruing “degrees of influence and authority among great pow-
ers and its neighbours that even reach into global forums” (Holbraad, 1971). 
This view holds that middle powers commit to maintaining the status quo, 
security, and order in the international system through leadership on specific 
global problems and foreign policy niches of their choosing (Cooper et al., 
1993). 

Lastly, the behavioural approach is the dominant contemporary paradigm 
for characterizing foreign policy behaviour by middle powers. Sometimes 
also referred to as the middle power internationalist approach, the behaviour-
al approach contends that a country is a middle power if it exhibits a certain 
type of foreign policy behaviour—namely, advocating for compromise and 
seeking multilateral solutions to international problems (Cooper et al., 1993). 
Within this understanding, middle powers rely on international law to ensure 
predictability in global interactions, and on international organizations to 
provide forums through which they can establish and enforce acceptable con-
duct. To this end middle powers focus their foreign policy efforts on global 
normative arrangements promoted through international organizations 
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(Cooper et al., 1993). Accordingly, the behavioural approach reflects a “par-
ticular style of diplomacy, or a strategy backed by a commitment to liberal 
values and the absence of unilateralism which is a defining trait of a great 
power” (Lee & Soeya, 2014). The behavioural approach parses into “trad-
itional” and “emerging” middle powers (Jordaan, 2003). Traditional middle 
powers are “wealthy, stable, egalitarian, social democratic and not regionally 
influential,” exhibit “a weak and ambivalent regional orientation,” and offer 
appeasing concessions to pressures for global reform”: Australia, Canada, 
Norway, and the Netherlands are examples of traditional middle powers 
(Jordaan, 2003). In contrast, emerging middle powers are semi-peripheral to 
the core of the global political economy, “materially inegalitarian and recent-
ly democratised states that demonstrate much regional influence and self-as-
sociation” (Jordaan, 2003) and that seek to reform the global order: examples 
of emerging middle powers include Argentina, South Africa, Malaysia, and 
Turkey. Traditional and emerging middle powers both benefit from the status 
quo of the current liberal international order (Jordaan, 2003). Since they lack 
the real capacity to alter the global balance of power or affect deep change 
in the international system, both types of middle powers are vulnerable to 
global instability that threatens to upend the status quo. Traditional middle 
powers seek to legitimize and stabilize the international order since they al-
ready occupy privileged positions at the core of the global political economy. 
In essence, their interests are best asserted by defending and upholding the 
status quo of this order. Whereas emerging middle powers may benefit from 
their regional economic dominance within the international order, they do 
not occupy privileged positions within the global political economy and thus 
have an incentive to transform the international order. 

Although the constitutive features of middle powers are up for debate, 
common to all three approaches is an understanding that middle powers have 
limited economic or military capabilities and are capable of exerting only 
narrow influence in the international system (the hierarchical approach). To 
address these challenges and participate in foreign affairs, middle powers 
focus their resources on specific, relevant issues (the functional approach), or 
to enhancing their influence through explicit bargaining processes, conflict 
management, and multilateralism (the behavioural approach). The distinc-
tion between traditional and emerging middle powers is a function of diver-
gent interests and incentives. As legitimizers and stabilizers of their privileged 
role within the current global order, traditional middle powers in particular 
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stand to face the most significant disruption from contemporary threats to 
the established rules-based international order—including from cyberspace. 
Owing to their role in the international system, they have a particular incen-
tive to address cyber threats.

The Loyalty Approach and the Issue of Multilateral Effort to Develop 
“Cyber Norms”
In principle, the deteriorating stability of cyberspace makes the diffusion of 
transnational norms to regulate the behaviour of state actors in cyberspace 
appealing to great and middle powers alike. Over the years, these efforts have 
taken a multilateral shape, touching numerous organizations, including the 
United Nations, G7, G20, and the Council of Europe (Grigsby, 2017; Maurer, 
2020; Tikk-Ringas, 2017). Within more exclusive multilateral security alli-
ances, additional attempts have also sought to codify an understanding of 
norms in cyberspace and the applicability of international law to cyber oper-
ations through NATO’s “Tallinn Manual” (Jensen, 2017). 

Multilateral efforts to establish cyber norms have been floundering for 
good reason. First, liberal and illiberal states differ fundamentally in their re-
spective visions of the future of cyberspace and the rules-based international 
order (Jensen, 2017). Illiberal regimes are working to shape the digital eco-
system in line with authoritarian values, advancing the state-centric concept 
of “cyber sovereignty” to prioritize the role of regime security and preser-
vation over individual liberty. Russia and China, backed by other member 
states of Shanghai Cooperation Organisation, have prioritized the concept 
of “information security” instead of “cyber security.” Information security 
deems uncontrolled information flows dangerous to internal stability and 
seeks to prevent the dissemination of information incompatible with coun-
tries’ internal political, economic, and social stability, as well as their spiritual 
and cultural environment (Stevens, 2012). States that adhere to the concept 
of information security fundamentally perceive the content of information 
itself as a threat, which requires them to advocate for deeper state control over 
online content to preserve regime stability. The fundamental divide between, 
on the one hand, the United States and its Western allies and, on the other, 
Russia, China, and other illiberal states, indicates that great power compe-
tition and divergent conceptions of cyberspace, particularly regarding the 
free flow of information, the applicability of international humanitarian law, 
and the doctrine of state responsibility, permeates multilateral negotiations 
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(Tikk-Ringas, 2017). Consensus on a normative framework for state behav-
iour in cyberspace is thus constrained by broader competitive interactions 
between great powers and perceived threats that the liberal order and the 
interconnectedness of cyberspace pose to illiberal regimes (Hurwitz, 2014; 
Maurer, 2020).

At the same time, multilateral efforts have grown increasingly divorced 
from the operational realities of conducting cyber activities (Grigsby, 2017; 
Maurer, 2020). Indian diplomat Arun Sukumar argues that multilateral ef-
forts are doomed to fail since states are rapidly scaling up their offensive cyber 
capabilities and are “buying time” to test the possible effects of new offensive 
cyber capabilities (Sukumar, 2017). Illiberal states are concerned that any 
further endorsement of international law will undermine asymmetric advan-
tages they derive from operating in cyberspace (Sukumar, 2017). Even during 
the most productive years of UN-led efforts to develop cyber norms, the pace, 
scale, sophistication, and severity of cyber operations of all types conducted 
by Russia and China have continued unabated. In 2015, as UN diplomats and 
scholars hailed the recently attained international consensus related to the 
applicability of international law to cyberspace, Russian cyber actors targeted 
and disrupted parts of the Ukrainian power grid and nearly destroyed the 
computer networks of French TV channel TV5 Monde (Corera, 2016; Cyber 
Law Toolkit, 2015). In 2017—the same year that the Group of Governmental 
Experts process collapsed over a lack of consensus on the applicability of 
international humanitarian law to cyberspace—the release and global prolif-
eration of the NotPetya malware, which incurred estimated losses in the tens 
of billions, was attributed to Russian state actors (Greenberg, 2018). Despite 
efforts to curb economic espionage and intellectual property theft, an exten-
sive US investigation concluded in 2018 that China has buoyed its economic 
growth with persistent campaigns of widespread, cyber-enabled technology 
transfer and intellectual property theft causing estimated losses to the US 
economy ranging from US$225 billion to US$600 billion annually (United 
States of America, 2018). By July 2021, the United States and an “unpreced-
ented” number of allies and partners, including the Five Eyes, the European 
Union, NATO, and Japan jointly condemned widespread cyber espionage 
campaigns conducted on behalf of the Chinese government (United States of 
America, 2021). Yet, the boundaries, scope, and scale of malicious state cyber 
activity have been expanding apace. 
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After two decades, norms for state behaviour in cyberspace remain “con-
tested, voluntary, unenforceable, vague and weakly internalized” (Maurer, 
2020). Some scholars are highly pessimistic, asserting that great power dy-
namics and fundamental disagreements between liberal and illiberal states 
over the preferred shape of the international order have so permeated multi-
lateral processes that agreement among cyber powers is unlikely. Traditional 
middle powers lack the real capabilities necessary to deter or coerce malicious 
state actors effectively. Yet, they are especially vulnerable to weak normative 
frameworks for state behaviour in cyberspace. Multilateral efforts alone are 
insufficient to meet the urgent challenge of setting clear, reasonable, and en-
forceable international rules for cyberspace. As the development of an explicit 
normative framework drags on, the empirical record of the past two decades 
shows that states are increasingly using cyber capabilities as tools of statecraft 
to achieve strategic advantage in the international environment. Curiously, 
these activities have largely remained below the threshold of armed conflict, 
which may indicate that cyberspace norms are actually being shaped tacitly 
through operations, rather than in the boardrooms of multilateral organiza-
tions (Maurer, 2020). 

A Voice Approach: Cyber Persistence and Shaping Cyber Norms through 
Tacit Bargaining
The extensive record of cyberspace competition occurring without escala-
tion to armed conflict signals the emergence of a “new competitive space” 
wherein explicit agreement over the substantive character of acceptable be-
haviour remains immature (Goldman, 2022). In essence, state actors appear 
to acknowledge tacitly that most competitive interactions in cyberspace are 
“bounded by a strategic objective to advance national interests while avoiding 
war,” and thus are most easily and effectively employed as tools to achieve 
strategic advantage below the threshold of armed conflict and just short of 
war (Fischerkeller & Harknett, 2018b). The empirical record of the last decade 
and scholarship on cyber escalation appears to confirm this assertion (Healey 
& Jervis, 2020; Kreps & Schneider, 2019). 

To characterize the nature of strategic competition between states in 
cyberspace, scholars have, in recent years, coined the term “cyber persis-
tence,” which aims to capture how states employ cyber operations as tools 
of statecraft to change the relative balance of power and achieve strategic 
advantage in the international environment (Fischerkeller & Harknett, 
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2017; Harknett & Goldman, 2016; Harknett & Smeets, 2022). The dynamics 
of cyber persistence are derived from a fundamental feature of networked 
computing: interconnectedness, which produces a “structural imperative” 
for constant contact among all adversaries in the global system (Harknett 
& Goldman, 2016). Interconnectedness increases the scale at which a state’s 
“core economic, political, social, and military capability and capacity could 
be undermined” by cyber actors without regard for the constraints of geog-
raphy and without the degree of control over the global commons on which 
the projection of conventional force is premised (Harknett & Smeets, 2022). 
Cyberspace is both offense-dominant insofar as it favours the attacker over 
the defender and has “very low entry costs for core access,” as it offers asym-
metric opportunities for attackers to generate cyber operations at scale against 
larger rivals that are orders of a magnitude greater than would otherwise be 
possible outside of cyberspace (Fischerkeller & Harknett, 2018a). Together, 
interconnectedness, offence-dominance, and asymmetry facilitate constant 
contact among all states, thereby producing a strategic environment that is 
structurally characterized by persistent (as opposed to episodic) competitive 
interactions below the threshold of armed conflict (Fischerkeller & Harknett, 
2017, 2019; Harknett & Goldman, 2016). The scale of these activities in con-
junction with the technical complexity of cyber operations has exceeded the 
ability of states to understand, manage, and reach consensus on cyber norms 
to regulate acceptable state behaviour in cyberspace.

Proponents of cyber persistence contend that the consistent employment 
of cyber operations below the threshold of armed conflict by both liberal and 
illiberal states demonstrates a process of normalization or agreed competition, 
whereby tacitly accepted cyber norms have gradually evolved through com-
petitive interaction between states in cyberspace (Fischerkeller & Harknett, 
2018b; Goldman, 2020). Through this process (which cyber persistence schol-
ars call a “tacit bargaining” approach), cumulative and robust operation-
al engagement with adversarial actors has the effect of developing mutual 
understandings of the boundaries of acceptable/unacceptable state behaviour 
in cyberspace. Ergo, to shape behaviour proactively, states must seize the in-
itiative by actively operating and engaging with adversaries in cyberspace in 
order to tacitly reach informal agreements about the boundaries of accepted 
behaviour (Fischerkeller & Harknett, 2018b, 2019; Goldman, 2022). As part of 
the tacit bargaining process, cyber persistence scholar Michael Fischerkeller 
suggests that states should coalesce around “focal points,” which he defines 
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as “mutual understandings of acceptable/unacceptable behaviour in agreed 
competition” (Fischerkeller & Harknett, 2019). These focal points, if well-es-
tablished and continually reinforced, may provide some needed stability in 
cyberspace by enabling states to use them to predict how other states may 
interpret or respond to a cyber operation (Farrell & Glaser, 2017). For trad-
itional middle powers, these focal points might include malicious state-spon-
sored cyber activities that undermine the rules-based international order or 
that seek to degrade public confidence in democratic institutions, subvert or 
sabotage critical infrastructure systems, or reduce the effectiveness of inter-
national and multilateral organizations. 

But is the substantive nature of the “agreed competition” between states 
in cyberspace beneficial to the interests of traditional middle powers? The 
“maturity” of these cyber norms remains nascent and “differing perspectives, 
ambiguity or uncertainty” over the character of acceptable cyber operations 
short of armed conflict is likely to continue to cause uncertainty and present 
a risk for inadvertent escalation (Fischerkeller & Harknett, 2019). Essentially 
this means that the absence of explicitly accepted cyber norms and the cur-
rent immaturity of tacitly accepted norms leaves room for malicious state ac-
tors to legitimize the use of significantly disruptive cyber operations short of 
armed conflict (Fischerkeller & Harknett, 2019).

In fact, tacit bargaining processes in cyberspace that are antithetical to 
liberal interest and values may already be occurring. For much of the pre-
vious decade, the United States’ restraint in responding to the continuous 
aggression in cyberspace from illiberal state actors such as Russia, China, and 
Iran has had a destabilizing effect by failing to disincentivize aggressors from 
operating with impunity. The result has been the gradual shaping and tacit 
acceptance of norms toward illiberal conceptualizations of cyberspace and 
the international order (Goldman, 2020). By failing to shape the development 
of cyber norms in their operational infancy, liberal states risk losing the in-
itiative necessary to manage the emergence of norms that facilitate “massive 
theft of intellectual property, expanding control of internet content, attacks 
on data confidentiality and availability, violations of privacy, and interference 
in democratic debates and processes” (Goldman, 2020).

Shaping the Cyberspace Environment through Persistent Engagement
In 2018 the United States Cyber Command (USCYBERCOM) undertook 
a series of cyber operations to respond to Russian disinformation efforts 
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targeting US elections and institutions by publicly exposing individuals in-
volved in disinformation efforts and disrupting the functions of the Internet 
Research Agency—the troll farm at the heart of Russian disinformation oper-
ations (Gallagher, 2019; Nakashima, 2019). These activities formed part of 
the opening salvo of USCYBERCOM’s novel cyberspace strategic doctrine 
of “persistent engagement”—described as the most important development 
in US cyber doctrine in two decades. These persistent engagement attempts 
sought to address a perceived strategic deficit in cyberspace on the part of the 
United States relative to its adversaries by operating as close as possible to the 
origin of adversarial cyber activity, and persistently contesting adversarial 
actors to generate continuous tactical, operational, and strategic advantage 
(United States of America, 2018a). To do so, USCYBERCOM expects to oper-
ate “seamlessly, globally and continuously” in cyberspace, using continuous 
engagement with adversaries to seize and maintain strategic and tactical in-
itiative (United States of America, 2018a). Since 2018, under the banner of 
persistent engagement and to challenge adversarial activities wherever they 
operate, USCYBERCOM has deployed at least twenty-seven Cyber National 
Mission Force teams (called “hunt forward” operations by USCYBERCOM) 
to fifteen separate countries as part of its efforts to track and disrupt specif-
ic nation-state actors in foreign cyberspace (Pomerleau, 2022). Reportedly, 
USCYBERCOM efforts to defend the 2020 US elections may have involved 
eleven hunt forward operations across nine different countries (Pomerleau, 
2022). More recently, in February 2022, prior to the Russian invasion of 
Ukraine, hunt forward operations that partnered with Ukrainian network 
operators were credited with mitigating malware capable of disrupting 
Ukrainian railway networks, enabling millions of Ukrainians to escape to 
safety and ensuring the flow of Western assistance remained undisturbed 
(Srivastava et al., 2022).

Persistent engagement aims to generate “continuous tactical, operation-
al, and strategic advantage in cyberspace,” with the ultimate objective of 
cumulatively shaping the boundaries of acceptable adversarial behaviour 
in cyberspace (i.e., through the tacit bargaining approach described earlier) 
(Fischerkeller & Harknett, 2017, 2019; Harknett & Goldman, 2016). Ergo, 
cyber activities driven by persistent engagement are meant to function as a 
never-ending series of signals that will coerce adversaries toward a preferred 
set of cyberspace norms (Healey & Caudill, 2020). In 2018, the USCYBERCOM 
operationalized a strategy of persistent engagement in its Command Vision for 
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U.S. Cyber Command: Achieve and Maintain Cyberspace Superiority (United 
States of America, 2018a). Through this strategy, USCYBERCOM aims to “se-
cure US national interests in cyberspace and disrupt the cyber campaigns of 
US adversaries” by “defend[ing] forward as close as possible to the origin of 
adversary activity, and persistently contest[ing] malicious cyberspace actors 
to generate continuous tactical, operational, and strategic advantage” (United 
States of America, 2018a). The ultimate objective of the strategy is to “influ-
ence the calculations of [US] adversaries, deter aggression, and clarify the 
distinction between acceptable and unacceptable behaviour in cyberspace” 
(United States of America, 2018a). In essence, the strategic doctrine of per-
sistent engagement necessitates a more active US posture in cyberspace, with 
the overall strategic objective of inhibiting an adversary’s attempts to intensi-
fy cyber operations against the United States and allies.

Proponents of persistent engagement contend that previous US ap-
proaches to cyberspace were overly reliant on multilateral initiatives to es-
tablish cyber norms explicitly, which in turn resulted in a restrained and re-
active operational strategy in cyberspace (Fischerkeller & Harknett, 2017). By 
contrast, the very raison d’être of the persistent engagement strategy is as an 
operational counterweight to overreliance on multilateral efforts to develop 
cyber norms, which is believed to have ceded the advantage in cyberspace 
to adversaries with an incentive to be more aggressive in their use of cyber 
operations.

Through persistent engagement, the United States aims to “gain strategic 
advantage” in cyberspace by changing the distribution of power in its favour. 
This objective is broad, ambitious, and global in scope, with an end state—
an altered balance of power—that is challenging to measure. The distinction 
between what USCYBERCOM defines as acceptable or unacceptable behav-
iour in cyberspace is also somewhat ambiguous (Smeets, 2019). Critics of per-
sistent engagement are also concerned about the lack of defined objectives 
and clarity regarding the strategy’s actual implementation, proposing that 
in its current form, persistent engagement appears to proscribe an endless 
deployment of cyber resources in pursuit of vague strategic objectives (Lin 
& Smeets, 2018; Lin & Zegart, 2018). Other critics argue that the persistent 
deployment of US cyber capabilities against rivals is destabilizing and risks 
unintended consequences through inadvertent escalation, thereby exacerbat-
ing instability in cyberspace and accelerating an already hyper-competitive 
and unstable environment (Haley, 2019). However, concerns about escalation 
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in and through cyberspace have generally been overstated. Recent research 
suggests that cyber operations are only narrowly escalatory, and only within 
the context of broader geopolitical crises (Healey & Jervis, 2020).

Functional Engagement for Traditional Middle Powers
Traditional middle powers face significant threats in cyberspace and are vul-
nerable to adversarial cyber espionage, sabotage, and subversion operations 
that undermine their national and global interests. Middle powers have large-
ly responded to this growing threat by taking a passive approach: hardening 
their cyber defence capabilities and participating in multilateral initiatives to 
develop and diffuse transnational cyber norms. Middle powers may expect 
that the combination of these efforts will reduce the threats they face from 
malicious state actors in cyberspace. Since multilateral cyber diplomacy ef-
forts have largely stalled, and given that the threats middle powers face in 
cyberspace are increasing exponentially, an alternative, or complementary, 
approach is necessary.

Cyber persistence theory and the concepts of tacit bargaining and norma-
tive shaping in cyberspace hold significant strategic utility for middle powers. 
The problem: cyber persistence theory has been formulated to guide the US 
approach to countering adversarial behaviour in cyberspace. The only known 
operationalization of cyber persistence theory—persistent engagement—spe-
cifically aims to alter the global balance of cyber power in the United States’ 
favour by continually contesting its adversaries around the clock (United 
States of America, 2018a). These objectives are unattainable for middle pow-
ers, not only by virtue of resources, but also because they are misaligned 
with the foreign policy ambitions and characteristics of middle powers. In 
contrast, foreign policy interests more characteristic of middle powers might 
include maintaining the status quo; ensuring security and order in the inter-
national system; upholding the integrity of international organizations and 
democratic institutions; and protecting economic security and prosperity.

This chapter posits the cyber-strategic concept of functional engagement 
as a variation on persistent engagement uniquely tailored for operationaliz-
ation by traditional middle powers. Functional engagement seeks to harness 
the strategic utility of cyber persistence theory and persistent engagement by 
adapting it to align more closely with traditional middle powers that strive 
to influence international affairs selectively as a function of their relative 
capabilities, interests, and degree of involvement (Chapnick, 1999; Cooper et 
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al., 1993; Holbraad, 1971). The key difference between functional engagement 
and persistent engagement is the scope and scale of their respective objectives. 
Functional engagement proscribes a narrower application of tacit bargaining 
and normative shaping in cyberspace that reflects the limited cyber capabil-
ities and foreign policy ambitions of traditional middle powers. To this end, 
functional engagement is premised on establishing and reinforcing a limited 
set of focal points that are communicated unambiguously to set boundaries 
for acceptable and unacceptable behaviour in cyberspace. Middle powers can 
then harness their limited cyber capabilities more effectively against adver-
sarial cyber actors that transgress these specific focal points.

An initial set of focal points for unacceptable behaviour could include 
malicious activities that subvert or degrade the integrity of electoral processes 
or critical infrastructure systems; actions that undermine economic security 
or competitiveness; and behaviour that undermine the effective functioning 
of international institutions. Instead of continuously and globally employing 
cyber capabilities to change the overall balance of power in the international 
system, functional engagement calls for middle powers to deploy cyber es-
pionage, subversion, and sabotage operations more narrowly, in specific in-
stances when a malicious actor conducts cyber activity that is antithetical to 
tacitly accepted focal points. In turn, this strategy enables traditional middle 
powers to bolster focal points for cyber norms while upholding the rules-
based international order.

Canada: A Case Study for Employing Functional Engagement
As a variant of the United States’ persistent engagement approach, this chap-
ter contends that functional engagement is better suited to states with lim-
ited resources but whose geopolitical ambitions render them targets of, and 
vulnerable to, adversarial state-sponsored cyber activity. Traditional middle 
powers provide a critical case study to this effect.

T H E  F U N C T I O N A L  P R I N C I P L E  A N D  I T S  A P P L I C A T I O N  T O  C Y B E R S P A C E  D O C T R I N E

In the post–Second World War period and throughout the Cold War, Canada 
leveraged the “functional principle” (from which the functional engage-
ment and the functional perspective of middle power identity derive their 
names) to pursue its interests, justify a disproportionate influence in the 
international system, and cement its post-1945 status as a leading “non-great 
power” (Chapnick, 1999, 2000). First articulated by Canadian diplomat Hume 
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Wrong, the functional principle stipulated that an individual small state’s 
involvement in international affairs should be based on (1) the relevance of 
the state’s interests; (2) the direct contribution of the state to the situation 
in question, and (3) the capacity of the state to participate (Chapnick, 2000). 
Practically, the functional perspective holds that middle powers commit to 
maintaining the status quo, security, and order in the international system 
through leadership on specific global problems and foreign policy niches of 
their choosing (Cooper et al., 1993).

Indeed, growing instability and escalating strategic competition between 
states in cyberspace are both global problems and a foreign policy niche high-
ly relevant to Canada’s national security and foreign policy interests. Owing 
to the resource constraints that characterize middle powers, for the past two 
decades Canada has been struggling to demonstrate effective international 
leadership and respond to a highly competitive cyberspace environment. At 
least three factors continue to coalesce to make Canada a low-risk, high-pay-
off target for malicious cyber activity. First, Canada has limited soft and 
hard power resources, which constrains its ability to combine instruments of 
power or retaliate unilaterally. Second, Canada’s economy is highly advanced, 
with a strong technology sector, high levels of digital connectivity, vast nat-
ural resource wealth, and cutting-edge research and development activities 
(Siebring, 2021). Third, Canada’s special relationship with the United States 
and its membership in an array of coveted security alliances and multilateral 
institutions provides potential adversaries with an efficient means of target-
ing both Canada and its great power allies (Canadian Security Intelligence 
Service, 2021).

Threats to Canada in cyberspace are escalating in sophistication, quan-
tity, and complexity, and the country’s core national interests continue to be 
undermined by malicious state-sponsored cyber actors. Canada’s national 
security and its international interests have long been assured by its geo-
graphic location, the security assurances of multilateral institutions, and 
the legal and normative frameworks of the rules-based international order 
(Macnamara, 2012). Cyberspace represents a unique departure from these 
assurances: it allows Canada’s adversaries to bypass its geographic advantage 
entirely, while multilateral approaches to managing state behaviour in cyber-
space lack a foundation of stable laws, norms, and incentives to encourage 
malicious state actors to discipline their activities.
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Canada’s tradition of liberal internationalism has reflexively inclined it to-
ward supporting multilateral processes that attempt to establish explicitly ac-
cepted boundaries for state behaviour in cyberspace. Since 2010, Canada has 
participated in at least forty-five multilateral statements, communiqués, and 
initiatives on cyber norms in the G7, G20, NATO, ASEAN, OAS, OSCE, the 
Commonwealth, and the UN (Carnegie Endowment, 2022). Concerted cyber 
diplomacy efforts notwithstanding, the Canadian military unambiguously 
asserts that state actors are increasingly pursuing their agendas using hybrid 
methods below the threshold of armed conflict (including in cyberspace) to 
threaten Canada’s defence, security, and economic interests (Canada, 2017). 
Moreover, the director of Canada’s domestic security service, the Canadian 
Security and Intelligence Service, has warned that Russian and Chinese 
state-sponsored commercial espionage remains the most significant threat 
to the Canadian economy and future economic growth (Vigneault, 2018). 
According to Canada’s 2020 National Cyber Threat Assessment, cyber oper-
ations by China, Russia, Iran, and North Korea posed the most significant 
threat to Canada’s national security and its strategic interests. The assessment 
further asserts that state cyber actors have carried out cyber operations to 
influence the Canadian public and conduct espionage against Canadian in-
dustry, government, and academia to “advance foreign economic and nation-
al security interests while undermining the same within Canada” (Canada, 
2020).

Canada also has significant and steadily evolving capabilities that may 
enable it to play a leadership role in shaping norms in the cyberspace environ-
ment. The 2020 Harvard Belfer Center Cyber Power Index (CPI)—ostensibly 
the most comprehensive effort to evaluate and compare the objectives and 
capabilities of states in cyberspace—ranks Canada eighth in comprehensive 
global cyber power (behind the United States, China, the United Kingdom, 
Russia, the Netherlands, France, and Germany, but ahead of Japan and 
Australia) (Voo et al., 2020). The CPI characterizes Canada as a high-intent, 
low-capability cyber power with notable strengths in cyber defence, cyber 
norms development initiatives, and surveillance (Voo et al., 2020). By con-
trast, Canada’s intent and capability to conduct cyber-enabled foreign intel-
ligence and offensive cyber operations places it in in the middle of the CPI 
pack: lagging Russia and China and its Five Eyes partners, the United States 
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and the United Kingdom (as well as the Netherlands and Israel) (Voo et al., 
2020). On the one hand, the CPI’s evaluation of Canada reflects two decades 
of focus on implementing cyber-security initiatives. On the other, the rank-
ings may indicate a strategic deficit and thus the need for a cyberspace doc-
trine that can cohesively leverage a range of cyber espionage, subversion, and 
sabotage capabilities.

In recent years, Canadian policy-makers have made deliberate efforts to 
develop institutional and legislative mechanisms to support a more assertive 
cyberspace posture. Canada’s 2017 defence policy, Strong, Secure, Engaged, 
recognized that cyberspace is essential for the conduct of modern military 
operations and complemented a strong defensive cyber posture with more 
assertive cyber operations (Canada, 2017). In 2019, passage of Bill C-59, An 
Act Respecting National Security Matters, bolstered the prospect for Canadian 
cyber operations. Bill C-59 expanded the role and impact Canada could have 
in cyberspace by authorizing the Communications Security Establishment 
(CSE) to conduct offensive cyber operations, which the legislation parses into 
“active cyber operations” and “defensive cyber operations”—to supplement 
CSE’s traditional role of ensuring cryptographic security and collecting for-
eign signals intelligence. The addition of these capabilities to CSE’s mandate 
was hailed as a major step in aligning Canada’s cyber operations authorities 
with its Five Eyes allies (Carvin, 2018). For the first time in its history, the 
combination of foreign intelligence, active cyber operations, and defensive 
cyber operations mandates may enable it to conduct the full spectrum of 
cyber espionage, sabotage, and subversion operations.

In summary, Canada may be an ideal candidate for functional engage-
ment since it (1) has a legacy of restraining its influence on geopolitics to for-
eign policy niches of particular relevance (the functional principle); (2) faces 
significant and mounting threats to its national and international interests 
as a result of malicious state-sponsored cyber activities; and (3) may already 
have, or is otherwise well on the path toward developing, the requisite cyber 
capabilities and authorities to begin upholding its interests in the cyberspace 
environment.

F U N C T I O N A L  E N G A G E M E N T  I N  T H E  C A N A D I A N  C O N T E X T

Canada may have an opportunity to demonstrate independent international 
leadership to reduce instability and uncertainty in cyberspace. In doing so, it 
can uphold and extend its strategic interests. According to cyber persistence 
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theory, helping to establish and strengthen tacitly accepted cyber norms by 
regularly employing cyber capabilities is the most effective way Canada can 
reduce uncertainty in cyberspace and limit threats to its national interests. 
Due to Canada’s resource constraints and limited foreign policy ambitions (in 
comparison to the United States and other great powers), functional engage-
ment prescribes that Canada employ the full range of its cyber capabilities 
to establish and reinforce a limited set of clearly defined and communicated 
focal points that define what it deems acceptable and unacceptable behav-
iour in cyberspace. Instead of continuously and globally employing cyber 
capabilities to change the overall balance of power in the international sys-
tem, functional engagement calls for Canada to employ its cyber capabilities 
more narrowly, in specific instances when a malicious cyber actor conducts 
activity that is antithetical to those focal points.

An initial set of focal points for unacceptable state-sponsored behaviour 
in cyberspace could include malicious activities that (1) directly degrade 
Canada’s sovereignty and the security of its people (e.g., cyber operations that 
target civilian critical infrastructure and ICS/SCADA systems); (2) degrade 
or subvert international law and the integrity of international, electoral, or 
democratic institutions (e.g., cyber operations that target electronic voting 
systems or the functioning of international institutions); and (3) undermine 
Canada’s economic security, competitiveness, and prosperity (e.g., cyber 
operations that target intellectual property). In turn, this approach remains 
true to the fundamentals of cyber persistence but is more aligned within the 
limited resources and unique character of Canada’s geopolitical identity as a 
middle power.

Conclusion
The volume and sophistication of state-sponsored activities in cyberspace has 
increased apace with deepening global dependence on the Internet and digital 
technologies. Twenty years of sustained state interactions in cyberspace have 
demonstrated that cyber conflict is rare and that states prefer to employ cyber 
operations as tools of statecraft well below the threshold of armed conflict. 
While the immediate risk of cyber escalation appears to be low, campaigns of 
cumulative cyber operations aim to generate strategic effects over time, by de-
grading the integrity of international, democratic, and electoral institutions, 
undermining economic competitiveness, and/or generating strategic infor-
mation advantage over an adversary. Meanwhile, multilateral initiatives to 
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reduce instability in cyberspace and develop explicitly accepted cyber norms 
have failed to deliver significant advances toward regulating the boundaries 
of state behaviour in cyberspace.

Traditional middle powers, especially those with highly interconnected 
societies, advanced economies, world-renowned research institutions, 
and memberships in an array of multilateral and security institutions face 
threats in cyberspace as acute as those faced by great powers, and possibly 
even more so given their limited economic and military capabilities and nar-
row influence in the international system. Traditional middle powers thus 
present a low-risk, high-payoff target for their adversaries in cyberspace, 
and consequently are accumulating a strategic deficit vis-à-vis other states 
that have more readily grasped such threats—and the opportunities of cyber 
operations as a tool of statecraft. By failing to shape adversarial behaviour 
in cyberspace around tacitly accepted focal points cumulatively, Canada, the 
Netherlands, Australia, and other traditional middle powers are ceding the 
operational initiative to illiberal adversaries such as Russia and China, who 
will in turn seize that initiative to generate cyber norms that support their 
strategic interests (Jordaan, 2003).

Faced with the prospects of a deleterious change to their environment as 
a result of growing instability and malicious activity in cyberspace, middle 
powers can exit, use voice, or demonstrate loyalty. Traditional middle powers 
such as Canada had hitherto pursued a voice approach that prioritizes multi-
lateral efforts to develop explicitly accepted cyber norms. These efforts have 
yet to yield significant payoff and have failed to stem the rising tide of adver-
sarial activity that is sweeping traditional middle powers in cyberspace. As a 
variation on persistent engagement for the United States, functional engage-
ment for traditional middle powers is a voice approach that adapts cyber-stra-
tegic concepts of cyber persistence theory and persistent engagement to align 
with the limited resources and foreign policy ambitions of middle powers. 
Functional engagement in cyberspace seeks to harness the potential of tacit 
bargaining and normative shaping by focusing the limited cyber capabilities 
of traditional middle powers in pursuit of narrow strategic objectives. To 
this end, traditional middle powers need to leverage the full range of cyber 
capabilities at their disposal deployed to establish and, as required, reinforce 
a set of focal points that delineate acceptable and unacceptable behaviour by 
states in cyberspace.



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y230

Acknowledgement
Research for this article was supported by the Social Sciences and Humanities 
Research Council of Canada Partnership Grant 895-2021-1007.

R E F E R E N C E S
Canada. (2017). Strong, secure, engaged: Canada’s defence policy. Department of National 

Defence. https://www.canada.ca/en/department-national-defence/corporate/
policies-standards/canada-defence-policy.html

Canada. (2020). National cyber threat assessment 2020. Canadian Centre for Cyber 
Security. https://cyber.gc.ca/sites/default/files/publications/ncta-2020-e-web.pdf;

Canadian Security Intelligence Service. (2021). CSIS public report 2020. Government 
of Canada. https://www.canada.ca/content/dam/csis-scrs/documents/
publications/2021/CSIS-Public-Report-2020.pdf

Carnegie Endowment. (2022, 15 July). Cyber norms index and timeline—Canada. 
Carnegie Endowment for International Peace. Retrieved 15 July 2022 from https://
carnegieendowment.org/publications/interactive/cybernorms#timeline-section  

Carvin, S. (2018, 27 April). Zero D’Eh: Canada takes a bold step towards offensive cyber 
operations. Lawfare. https://www.lawfareblog.com/zero-deh-canada-takes-bold-
step-towards-offensive-cyber-operations

Chapnick, A. (1999). The middle power. Canadian Foreign Policy Journal, 7(2), 73–82. 
https://doi.org/10.1080/11926422.1999.9673212

Chapnick, A. (2000). The Canadian middle power myth. International Journal, 55(2), 
188–206. https://doi.org/10.2307/40203476

Cooper, A., Higgott, R., & Nossal, K. (1993). Relocating middle powers. University of 
British Columbia Press.

Cooper, D. (2011). Challenging contemporary notions of middle power influence: 
Implications of the proliferation security initiative for middle power theory. 
Foreign Policy Analysis, 7(3), 317–36. https://doi.org/10.1111/j.1743-8594.2011.00140

Corera, G. (2016, 10 October). How France’s TV5 was almost destroyed by “Russian 
hackers.” BBC News. https://www.bbc.com/news/technology-37590375

Cyber Law Toolkit. (2015, 23 December). Power grid cyberattack in Ukraine (2015). Cyber 
Law Toolkit. https://cyberlaw.ccdcoe.org/wiki/Power_grid_cyberattack_in_
Ukraine_(2015)

Farrell, H., Glaser, C. (2017). The role of effects, saliencies and norms in U.S. cyberwar 
doctrine. Journal of Cybersecurity, 3(1), 7–17. https://doi.org/10.1093/cybsec/tyw015

N O T E S

1	  An earlier version of this chapter appeared in the US Army Cyber Defense Review.

 



2319  |  D e t

Fischerkeller, M., & Harknett, R. (2017). Deterrence is not a credible strategy for 
cyberspace. Orbis, 61(3), 381–93. https://doi.org/10.1016/j.orbis.2017.05.003

Fischerkeller, M., & Harknett, R. (2018a). Cyber persistence theory, intelligence contests and 
strategic competition. Institute for Defense Analysis. https://apps.dtic.mil/sti/pdfs/
AD1118679.pdf

Fischerkeller, M., & Harknett, R. (2018b, 9 November). Persistent engagement and tacit 
bargaining: A path toward constructing norms in cyberspace. Lawfare. https://
www.lawfareblog.com/persistent-engagement-and-tacit-bargaining-path-toward-
constructing-norms-cyberspace

Fischerkeller, M., & Harknett, R. (2019). Persistent engagement, agreed competition, 
and cyberspace interaction dynamics and escalation. Cyber Defense Review–
Special Edition. https://cyberdefensereview.army.mil/Portals/6/CDR-SE_S5-P3-
Fischerkeller.pdf

Gallagher, S. (2019, 27 February). Report: US cyber command took Russian trolls 
offline during midterms. Ars Technica. https://arstechnica.com/information-
technology/2019/02/report-us-cyber-command-took-russian-trolls-offline-during-
midterms/

Glazebrook, G. (1947). The middle powers in the United Nations system. International 
Organization, 1(2), 307–18. https://doi.org/10.1017/S0020818300006081

Goldman, E. (2020). From reaction to action: Adopting a competitive posture in cyber 
diplomacy. Texas National Security Review, 3(4). https://repositories.lib.utexas.edu/
bitstream/handle/2152/83957/TNSRVol3Iss4Goldman.pdf?sequence=2

Goldman, E. (2022). Paradigm change requires persistence—a difficult lesson to learn. 
Cyber Defense Review, 7(1), 113–18. https://www.jstor.org/stable/48642031

Greenberg, A. (2018, 22 August). The untold story of NotPetya, the most devastating 
cyberattack in history. Wired. https://www.wired.com/story/notpetya-cyberattack-
ukraine-russia-code-crashed-the-world/

Grigsby, A. (2017). The end of cyber norms. Survival, 59(6), 109–22. https://doi.org/10.1080
/00396338.2017.1399730

Harknett, R., & Goldman, E. (2016). The search for cyber fundamentals. Journal of 
Information Warfare, 15(2), 81–8. https://www.jstor.org/stable/26487534

Harknett, R., & Smeets, M. (2022). Cyber campaigns and strategic outcomes. Journal of 
Strategic Studies, 45(4), 534–67. https://doi.org/10.1080/01402390.2020.1732354

Healey, J. (2019). The implications of persistent (and permanent) engagement in 
cyberspace. Journal of Cybersecurity, 5(1), 1–15. https://doi.org/10.1093/cybsec/
tyz008

Healey, J., & Caudill, S. (2020). Success of persistent engagement in cyberspace. Strategic 
Studies Quarterly, 14(1), 9–14. https://www.airuniversity.af.edu/Portals/10/SSQ/
documents/Volume-14_Issue-1/Healey.pdf



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y232

Healey, J., & Jervis, R. (2020). The escalation inversion and other oddities of situational 
cyber stability. Texas National Security Review, 3(4), 30–53. http://dx.doi.
org/10.26153/tsw/10962;

Hirschman, A. (1970). Exit, voice, and loyalty: Responses to decline in firms, organizations, 
and states. Harvard University Press.

Holbraad, C. (1971). The role of middle powers. Cooperation and Conflict, 6(1), 77–90. 
https://doi.org/10.1177/001083677100600108  

Holbraad, C. (1984). Middle powers in international politics. Macmillan.

Hurwitz, R. (2014). The play of states: Norms and security in cyberspace. American Foreign 
Policy Interests, 36(5), 322–32. https://doi.org/10.1080/10803920.2014.969180

Jensen, E. (2017). The Tallinn manual 2.0: Highlights and insights. Georgetown Journal 
of International Law, 48(1). https://www.law.georgetown.edu/international-law-
journal/wp-content/uploads/sites/21/2018/05/48-3-The-Tallinn-Manual-2.0.pdf

Jordaan, E. C. (2003). The concept of a middle power in international relations: 
Distinguishing between emerging and traditional middle powers. Politikon South 
African Journal of Political Studies, 30(2), 165–81.

Kreps S., & Schneider, J. (2019). Firebreaks in the cyber, conventional, and nuclear 
domains: Moving beyond effects-based logics. Journal of Cybersecurity, 5(1), 1–9. 
https://doi.org/10.1093/cybsec/tyz007

Lee, G., & Soeya, Y. (2014). The middle-power challenge in East Asia: An opportunity for 
co-operation between South Korea and Japan. Global Asia, 9(2), 85–91.

Leuprecht, C., Szeman, J., & Skillicorn, D. B. (2019). The Damoclean sword of offensive 
cyber: Policy uncertainty and collective insecurity. Contemporary Security Policy, 
40(3), 382–407.

Lin, H., & Smeets, M. (2018, 3 May). What is absent from the U.S. cyber command 
“vision.” Lawfare. https://www.lawfareblog.com/what-absent-us-cyber-command-
vision

Lin, H., & Zegart, A. (2018). Bytes, bombs, and spies: The strategic dimensions of offensive 
cyber operations. Brookings University Press.

Macnamara, D. (2012). Canada’s national and international security interests. In D. 
McDonough (Ed.), Canada’s national security in the post-9/11 world: Strategy, 
Interests, and threats (pp. 45–56). University of Toronto Press.

Maness, R. C., Valeriano, B., Jensen, B., Hedgecock, K., & Macias, J. (2022). The dyadic 
cyber incident and campaign dataset, version 2.0. Harvard Dataverse. https://
dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/CQOMYV

Maurer, T. (2020). A dose of realism: The contestation and politics of cyber norms. Hague 
Journal on the Rule of Law, 12(2), 227–49. https://doi.org/10.1007/s40803-019-
00129-8

Mitrany, D. (1933). The progress of international government. Yale University Press.



2339  |  D e t

Nakashima, E. (2019, 27 February). U.S. Cyber Command operation disrupted Internet 
access of Russian troll factory on day of 2018 midterms. Washington Post. 
https://www.washingtonpost.com/world/national-security/us-cyber-command-
operation-disrupted-internet-access-of-russian-troll-factory-on-day-of-2018-
midterms/2019/02/26/1827fc9e-36d6-11e9-af5b-b51b7ff322e9_story.html

Patience, A. (2014). Imagining middle powers. Australian Journal of International Affairs, 
68(2), 210–24. https://doi.org/10.1080/10357718.2013.840557

Pomerleau, M. (2022, 4 March). Cyber Command has deployed to nations 27 times 
to help partners improve cybersecurity. Fedscoop. https://www.fedscoop.com/
cyber-command-has-deployed-to-nations-27-times-to-help-partners-improve-
cybersecurity/

Shin, Dong-Min. (2015, 4 December). A critical review of the concept of middle power. 
E-International Relations. https://www.e-ir.info/2015/12/04/a-critical-review-of-
the-concept-of-middle-power/

Siebring, J. (2021). Choosing complicated: The Canadian approach to national security in 
cyberspace [Master’s directed research paper, Royal Military College of Canada]. 
Canadian Forces Digital Library.

Smeets, M. (2019, 20 March). There are too many red lines in cyberspace. Lawfare. https://
www.lawfareblog.com/there-are-too-many-red-lines-cyberspace

Srivastava, M., Murgia, M., & Murphy, H. (2022, 9 March). The secret US mission to 
bolster Ukraine’s cyber defences ahead of Russia’s invasion. Financial Times. 
https://www.ft.com/content/1fb2f592-4806-42fd-a6d5-735578651471;

Stevens, T. (2012). A cyberwar of ideas? Deterrence and norms in cyberspace. 
Contemporary Security Policy, 33(1), 148–70. https://doi.org/10.1080/13523260.201
2.659597

Sukumar, A. (2017). The UN GGE failed. Is international law in cyberspace doomed as 
well? Lawfare. https://www.lawfareblog.com/un-gge-failed-international-law-
cyberspace-doomed-well

Tikk-Ringas, E. (2017). International cyber norms dialogue as an exercise of normative 
power. Georgetown Journal of International Affairs, 17(3), 47–59. https://www.jstor.
org/stable/26395975

United States of America. (2018a). Command vision for U.S. Cyber Command: Achieve and 
maintain cyberspace superiority. United States Cyber Command.

United States of America. (2018b). Findings of the investigation into China’s acts, policies, 
and practices related to technology transfer, intellectual property, and innovation 
under section 301 of the Trade Act of 1974. Office of the United States Trade 
Representative Executive Office of the President. https://ustr.gov/sites/default/files/
Section%20301%20FINAL.PDF

United States of America. (2021, 19 July). The United States, joined by allies and partners, 
attributes malicious cyber activity and irresponsible state behavior to the People’s 
Republic of China. White House. https://www.whitehouse.gov/briefing-room/
statements-releases/2021/07/19/the-united-states-joined-by-allies-and-partners-



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y234

attributes-malicious-cyber-activity-and-irresponsible-state-behavior-to-the-
peoples-republic-of-china/ 

Valeriano, B., Jensen, B., & Maness, R. (2018). Cyber strategy: The evolving character of 
power and coercion. Oxford University Press.

Vigneault, D. (2018, 8 December). Remarks by Director David Vigneault at the Economic 
Club of Canada. Government of Canada. https://www.canada.ca/en/security-
intelligence-service/news/2018/12/remarks-by-director-david-vigneault-at-the-
economic-club-of-canada.html?fbclid=IwAR2VWCrD1F4aCznfNfeQrQoyZd_
CMxAfCi8ihugtNmzjE_BrjFG4jPD7Pag

Voo, J., Hemani, I., Jones, S., DeSombre, W., Cassidy, D., & Schwarzenbach, A. (2020). 
National cyber power index 2020. Belfer Center for Science and International 
Affairs. https://www.belfercenter.org/sites/default/files/2020-09/NCPI_2020.pdf



235

S E C T I O N  I V

EMERGING TOOLS AND APPROACHES





237

10

Digital Tribalism and Ontological Insecurity: 
Manipulating Identities in the Information 
Environment

Sarah Jane Meharg

In a world of growing anxiety and fear, new renderings of tribalism emerge to 
decrease individual anxieties related to belonging. While tribes are relational 
and emergent in their scope and scale, they are often cast in the same light as 
engineered populist movements that generate hatred and othering to increase 
fear, resentment, and contestation, in effect increasing individual anxieties 
and contributing to the production of anxious publics. Organic tribes, on 
the other hand, are a relational and network-based grouping of like-minded 
people seeking ontological security to assuage a growing sense of uncertainty 
in an ever-globalizing, placeless lived experience. “Cultural anxiety and tur-
moil” are a consequence of the effects of globalization—people are becom-
ing unsettled because they feel they are losing links to their local or national 
communities (Lieber & Weisberg, 2002). While mainstream media and some 
scholarly efforts conflate populism with tribalism, this chapter examines 
digital tribalism as a pathway to reducing ontological insecurity in individ-
uals by focusing on the affective dimensions of belonging and the routin-
ization of such belonging. The chapter examines individual ontological (in)
security, rather than international relations scholarship applied at the state 
level, as the source for the search for belonging that metes itself out in digital 
materiality. To deter nefarious intentions weaponized through engineered 
digital tribalism from destabilizing material worlds, the chapter sheds light 
on ontological security theory (OST) as a theoretical framework to under-
stand the stabilizing effects produced through organic digital tribalism.
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The manipulation of ideologies, the molestation of identities, and the era 
of digital and material cancel culture is a hallmark of twenty-first-century 
public spheres. The deleterious effects on people from the manipulation of 
narratives of identity and the destruction of places and histories, understood 
as identicide (Meharg, 2001, 2006, 2011) mark uncertain times for peace and 
stability. What are digital tribes capable of? How quickly can they mobilize 
against/inside of liberal democracies? How are they being manipulated? To 
what effect? Are all questions for twenty-first-century deterrence scholars 
focused on methods for deterring actions? Also, equally important, how do 
we balance the creation and contestation of powerful competing narratives 
through private, for-profit social media platforms that simultaneously seal us 
into our online bubbles while allowing us to see the other in new frames of 
reference? Understanding ways to take advantage of and manipulate people 
through ontological- and identity-based means in the information environ-
ment may expose how adversaries shape digital tribes to achieve political, 
economic, religious, and cultural agendas. This chapter examines OST and 
digital tribalism as a way to understand why and how liberal democracies 
could be manipulated by adversaries. In reflecting on uncertain identities 
generated by the breakdown of the liberal democratic rules-based order, 
there emerge a number of broad deterrence implications in the information 
domain—namely, information operations undermining ontological security 
of the people and groups that make up a nation-state. Preliminary considera-
tions are introduced in this chapter, with a focus on the connection between 
sub-state ontological security, digital tribalism, and identicide.

The ubiquitous social media platforms of the 2000s have contributed to 
intensified focus on public engagement (Alvares & Dahlgren, 2016) while be-
ing less proficient at promoting democratic values, as shown by the results of 
European and American election results. The intrusion of the Internet into all 
facets of life has fundamentally changed the spatial aspects of the geospheres 
experienced by publics. “An individualization of civic cultures has emerged 
in tandem with the growth of mediated populism through the use of new 
technologies, with a tendency towards personalization in the public domain.” 
(Alvares & Dahlgren 2016, p. 46). This includes effects on transnational and 
diasporic identities, as well as hyper-local and new identities. “The innova-
tive affordances of new media technologies, such as social networking sites, 
podcasts, blogs, open-source software and wikis” (Husain, 2012, p. 1028), 
pave the path for an individualized civic environment (Gerodimos, 2012), 
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with engagement in the public domain being “subjectively experienced as 
more a personal rather than a collective question” (Dahlgren, 2013, p. 52). 
While these engagements can be fair and democratic, emerging organically 
through processes of informal belonging and identity groups, they can also 
be hostile and aggressive weaponizations of identity, engineered by nefarious 
puppeteers intent on manipulating publics to advance agendas. This balance 
between belonging and manipulation comes to the fore through the examin-
ation of tribalism.

Tribalism
Since the 1950s, tribalism has been understood as a distinctive reproduct-
ive organizational form based on kinship structures and “social organiza-
tions defined by ascribed traditions of common descent, language, culture 
and ideology, and reliant on the maintenance of territories and boundaries” 
(St. John, 2018, p. 5). Tribalism was part of an assemblage of discourses and 
practices that contrasted traditional societies and that was synonymous with 
agrarian, patriarchal societies with modern nation-states. Characteristics 
of tribalism included Indigeneity, kinship, and bounded territory. Other 
elements of membership included face-to-face belonging, recognition, and 
mutuality/reciprocity. Groupings shared cultural symbols, signs, and practi-
ces that ranged from the vernacular to the sacred. Western writings on tribal-
ism, and particularly its uses for rationalizing the foreign control or influence 
of faraway places, cannot be understood outside of constructions of race, 
class, and gender inherent in (neo)colonialism. Recent contributions by set-
tler colonial writers, including Wolfe (2006) and Grosfoguel (2013), show how 
colonial discourses rationalized the forcible removal of Indigenous groups 
from their ancestral lands, thereby allowing them to claim terra nullis and 
ignore the territorial claims of Indigenous peoples (Wolfe, 2006). Colonialists 
not only controlled this territory with superior military technologies, they 
also attempted to erase Indigenous knowledge by burning texts, removing 
Indigenous children from their families, and establishing residential schools. 
Some have called this cultural genocide, and others epistemicide (Grosfoguel, 
2013) and identicide (Meharg, 2001). We will return to identicide understand-
ings later in this chapter.

Tribalism is the production of safety, security, and belonging in concur-
rence with the strengthening of identity and cohering of autobiographical 
narratives. These two activities seek to reduce and minimize anxiety, fear, 
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and uncertainty in members of a tribe. The reduction of these emotions 
strengthens a sense of self, producing certainty of oneself now and in the 
future. Tribalism, in its digital form, is a conceptual haven creating a sense of 
togetherness that transcends the superfluous notion of physical connected-
ness. An alternate theory to explain the drive to enhance in-group identity is 
uncertainty reduction as a social category prototype to define a framework for 
how group members view each other and how they ought to act and interact, 
thereby rendering behaviours (including one’s own behaviours) predictable 
(Grimson, 2010; Hogg, 2001). Group members also take comfort from the 
idea that a social identity has persistence. By contrast, threats to the group’s 
continuity will cause members to feel uncertainty, which in turn can lead to 
increased conformance to group norms/prototypes, greater levels of intoler-
ance and ethnocentrism, higher in-group solidarity and cohesion, and acts 
of derogation or retaliation against the out group. Threats that generate such 
responses include physical threats (harm to group members, group structure, 
vernacular places, including homes), symbolic threats (damage to values, 
prestige, symbols, distinctiveness, etc.), physical extinction threats (destruc-
tion of the group), and symbolic extinction threats (destruction or permanent 
loss of prestige, symbols, and sacred and symbolic places) (Meharg, 2001, 
2011; Niedbala & Hohman, 2019; Osborne, 2001; Wohl et al., 2010).

With its accessibility, convenience, and popularity, the Internet has en-
abled tribalism to take on a new form and force. While in-place belonging 
exists strongly, a new form of belonging has emerged that is both placeless 
and attractive. “Digital tribalism” refers to the formation of groups in the 
digital realm centred around commonalities, including ethnic background, 
nationality, culture, hobbies, and political affiliation. The use of the word 
“tribe” is intentional, referring to the instinctive need for humans as social 
animals to recognize and bond with others that are similar; indeed, a “tribal 
level of organization is the most striking derived feature of human social 
organization,” with “no close analog in other animals” (Richerson & Boyd, 
2000). Characteristic of tribalism (as opposed to simple groupings) is a sense 
of “internal identification and loyalty,” which results in a “cohesive extended 
familyhood” (Plater, 1990). It is the intensity of this affiliation that sometimes 
causes tribalism to be cast in a negative light, with connotations of exclusion, 
suspicion, competition, and conflict. 
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Organic or Engineered Tribes?
Engineered tribes weaponize their membership through securitization, or-
ganization, and financing. No longer on a level playing field, these engineered 
tribes invoke contestation and elimination of alternative opinions: voices 
viewed as counter to a weaponized agenda are targeted and removed. This 
elimination is a form of identicide (Meharg, 2001, 2006, 2011) as the spaces, 
symbols, and people are targeted and destroyed in a form of attack that has 
moved conflict into the digital realm. Private-sector digital technologies are a 
weapon system to shape structures and agents in incalculable ways, resulting 
in intense levels of contestation that can violently erupt back into the material 
world. Technologies are not tools accessible by the state, but can be concep-
tualized as available to the highest bidder. Weaponizing tribal identity in the 
digital information domain using technologies with effects-based operations 
has brought conflict to the Internet. Online wars are less messy, easier to ma-
nipulate, and take place in a relatively plastic environment through which 
to implement policies, programs, and policing. While it is relatively easy to 
understand the religious radicalization of people through digital means, it is 
now not unusual for humanitarian-minded tribes to choose sides and escalate 
through the early stages of hostilities against their perceived contested “other.” 
Balance, fairness, and free speech are yesterday’s ideals—the new game is in-
formation control, which leads to control of people, funding, and identities. 
These new threats to democracy and freedom are advanced through auto-
cratic dictatorships functioning inside states, where they operationalize and 
weaponize identity narratives producing ontological insecurity at the cost of 
the many for the gain of a few. Information operations are rarely scrutinized 
and mostly go unnoticed by people, and this inspires a growing scholarly and 
practical interest in deterrence. Concurrently, the manipulation of publics is a 
growing marketing specialization, with companies like Cambridge Analytica 
being thrust into the limelight.

The Search for Security
People are seekers of neither routine nor certainty, but of belonging. Anxious 
publics seek belonging, choosing to find a tribe despite the knowledge that they 
might be manipulated by ads, videos, fake news, deepfakes, and incentives to 
share and retweet incendiary content. In the face of this, people still choose 
to belong together online. OST has strong relevance to our understanding of 
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this desire to belong and connect together, highlighting new modalities of 
deterrence that may contain digital togetherness where it is, online, rather 
than drawing contestation and violence into the material world.

OST suggests that identities are constructed in an ongoing, continuously 
constituted process of identification in interlinked processes of agents’ iden-
tity, narrative constructions, and their performance through practice and 
action. The need for coherence between identity, narrative, and routinized 
actions contributes to ontological security (Hom & Steele, 2020). The cor-
ollary insecurity emerges through incoherence and inconsistencies in state 
autobiographical narratives, and in the de-routinization of familiar and ex-
pected practices (Mitzen, 2006) in places or inside communities. People at-
tempt to preserve predictability and re-establish routines that remind them of 
previous practices. Analysis of how tribal routines maintain pattern and var-
iety provides insights into how synchronic routine processes are connected to 
diachronic routine processes (Feldman et al., 2020, p. 508). When routines are 
changed or broken, people go through a process of building, strengthening, 
and reassertion, seeking processes of stability. An examination of digital rou-
tine-breaking raises questions about cancel culture, digital character assassin-
ations, digital hit squads, being jailed by Facebook, or algorithmically induced 
echo chambers, to name just a few examples, and the effects of contestation 
between groups/tribes online resulting in concerns about digital tribalism in-
truding upon the material world and claiming material territory. Digital and 
social media literature examining online groups is divided between negative 
discourse and positive discourse. When they are experienced as advancing 
democracy, globalism, pluralism, or cosmopolitanism, they are good and 
more commonly referred to as communities or social justice movements, yet 
conversely, when they are experienced as advancing populism, radicalism, 
and fundamentalism, they are bad and referred to as tribal. Tribalism is not 
inherently bad, but it can lead to ideological thinking and sacred values 
that distort cognitive processing of objective information in ways that af-
firm and strengthen the views of one’s group. Such tribal tendencies lead to 
ideologically distorted information processing in any group—whether con-
servative or liberal, left or right (Clark & Winegard, 2020). Questions arise 
when observing whether organic or engineered digital tribalism is at its core 
contentious and nefarious or ambivalent and benign.
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Individual and State Security in a Digital World
Deterrence theory has been a cornerstone of strategic thinking since the end 
of the Second World War, when fears of nuclear escalation led Western states 
to focus on methods of conflict resolution that did not involve direct military 
confrontation (Freedman, 2020). During the Cold War, deterrence dogma 
was premised on the aggression of the Soviet Union, creating the dominant 
paradigm of deterrence as punishment—demonstrating to an aggressor that 
the cost of an attack would be unbearable due to the retaliation that would 
follow. However, such an attitude saw the development of scholarship on de-
terrence theory become trapped in a rigid framework of analysis incompat-
ible with rapidly evolving information, technology, and the benefit of hind-
sight (MccGwire, 1986). Only in recent decades have other aspects of deter-
rence been explored, including defensively minded strategies (deterrence by 
denial), as well as when and how deterrence can be employed (Mazarr, 2018).

The current trend has been to apply deterrence theory beyond the trad-
itional nuclear scope, taking into account the social and technological ad-
vancements of the twenty-first century. Scholars have sought to apply varying 
deterrence theories to new modes of conflict, resulting in a mass of new litera-
ture in areas such as counterterrorism (Trager & Zagorcheva, 2006). Most re-
cently, deterrence in cyberspace has captured the attention of researchers, but 
whether it will last long in the limelight is a matter of much debate (Schulze, 
2019). While the literature has largely focused on military networks, govern-
ment databases, and other state-level digital structures as the prime battle-
fields of cyberspace, the sub- and supra-state levels have yet to be explored in 
depth. 

“Digital tribalism” describes the creation of socially cohesive groups in 
an online space. Tribes can be founded from commonalities—for example, 
shared cultures or hobbies—leading to a strong sense of kinship between 
tribe members. This can pose a security threat, as platforms for individuals to 
congregate with like-minded peers may create an environment encouraging 
radicalization. Tribes can create connections within and/or across borders, 
and within their closed communities disseminate extremist views; for ex-
ample, many Islamist and far-right groups who feel that they have lost their 
identities through globalization resort to using digital tribes to spread their 
ideologies (Abbas, 2017). Misinformation in such closed communities spreads 
in a virus-like fashion, misleading members and inciting them to potentially 
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violent action (Cronkhite et al., 2020; Lewandowsky & Smillie, 2020). Thus 
it is important to understand how to identify the role digital tribes play in 
cyberspace, when they become dangerous, and how to prevent them from 
becoming a threat to national security.

Interactions between users on social media mirror those in real life, lead-
ing to the formation of communities composed of distinct groups, intermedi-
aries, and follower networks (Przemyslaw et al., 2012). The need for communi-
cation and connection through digital means is a growing global trend. In the 
United States, approximately 75 per cent of households have Internet access, 
with seven in ten Americans using social media (Pew Research Center, 2021a, 
2021b). Studies of African countries, where the number of households with 
Internet access is below 20 per cent, cite social media as a primary motivator 
for increasing Internet adoption (Stork et al., 2013). One would assume that 
with lower Internet access and social media participation compared to other 
countries, digital tribes would have less influence in such areas. This is not the 
case: tribes have caused just as much national upheaval in Africa through on-
line congregation and the spreading of misinformation as their counterparts 
in the United States. For example, fake news sites and troll armies of Twitter 
users, coordinated by public relations firms, were used to spread narratives 
about the South African president, with such tweets receiving thousands of 
interactions through circulation within the troll army. These high engage-
ment numbers imply to outsiders the legitimacy of the information being 
spread (Wassermann, 2020).

I wish to amplify the apparent asymmetry of tribalism’s two spatial 
imaginaries, the material and imagined processes and outcomes of belong-
ing-seeking, in order to suggest that, in their unlikely compatibility and 
alignment, something critical about how deterrence operates above and be-
neath the state is to be gleaned. To comprehend digital tribalism’s belong-
ing-making potential and limitations for producing ontological security, we 
require deeper understandings of how they become meaningful, how they are 
felt/sensed, and how they are (re)produced in, and as part of, everyday iden-
tity narratives of political, economic, and cultural belonging. As we progress 
through the twenty-first century, how will tribalism continue to evolve and/
or be deterred?



2451 0  |  D i g i t a l  T r i b a l i s m  a n d  O n t o l o g i c a l  I n s e c u r i t y

Tribalism in the Twenty-First Century
In recent years, the subject of tribalism has had a renaissance of sorts, in-
creasing its cross-disciplinary appeal. Contestation of the other can lead to 
increased anxiety culminating in degrees of cultural intolerance, and ex-
posure to other groups, world views, cultural objects, routines, and more 
can be accelerated and appreciated in the intensively interconnected world 
of the twenty-first century (Karim, 2020). The contemporary variant is nei-
ther related to collectivities based on kinship structures nor anchored to a 
territorially bounded space. Current iterations use tribalism to understand 
such phenomena as political polarization (Chua, 2018; Hobfoll, 2018; James, 
2006; Mason, 2018), nativism, white nationalism, extreme xenophobic in-
tolerance to difference and populism. Chua (2018), for example, contends that 
American political tribalism as manifest in partisan polarization and polit-
ical dysfunction in Washington threatens to fragment and weaken the social 
cohesion of the state—once comprised of a super group, one whose narrative, 
while critical to the coherent autobiographical narrative of the people making 
up the nation-state, is often ignored, contested, or outright unknown by for-
eign interveners or the institutions making up the liberal democratic rules-
based world order. Chua draws parallels with the Robbers Cave experiment 
by Harvard social psychologist Muzafer Sherif in 1953, when researchers 
divided boy campers into two groups and orchestrated situations designed to 
provoke mutual distrust and animus.

 However, the Robbers Cave experiment was preceded by an experiment at 
Middle Grove, which Sherif chose not to publish because the findings under-
mined his preferred narrative (Perry, 2018). In this earlier experiment, two 
groups of boy campers chose to co-operate rather than turn on one another, 
despite deliberate efforts on the part of Sherif ’s team to prompt competitive 
and vengeful inter-group behaviours. Partly because they had come to know 
and befriend one another prior to the experiment, the boys co-operated to 
uncover the source of a series of hapless incidents (Perry, 2018). Adding to 
these dynamics are shared loyalties to persons, whether political or popular 
chieftains, and concepts evoked and maintained through affects and emo-
tions. Members of digital tribes, unlike the Middle Grove and Robbers Cave 
subjects, do not typically know each other in person, but shared affects cre-
ate a strong sense of belonging between and among members, compelling 
them in contexts of nationalism to bridge the divide between the material 
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and digital worlds to lay claims in both (Duile, 2017, p. 252; Janowitz, 2009). 
Similarly, those in contexts of leisurely pursuits (sports, for example) have 
created a safe belonging space for participants to escape from society and 
produce a territory to defend (Baumann, 1996; Delanty, 2011; Hayday et al., 
2021; Kauss & Griffiths, 2012). These social, psychological, and political re-
search experiments suggest that organic tribalism itself is neither inherently 
competitive nor violent; rather, the contextual conditions create a permissive 
environment for these behaviours and the potential weaponization of people 
to achieve political, economic, and/or cultural agendas.

An Appeal to Emotion
A tribe’s interpellation of political discourse to their publics must resonate 
within tribe members’ affective dimensions of their personal life-world and 
enhance their autobiographical narratives or suffer rejection. Note that dis-
courses are usually built on simplifications and strong emotional appeals 
(Alvares & Dahlgren, 2016). All information is potentially politicized and 
rendered vulnerable to malign intent (Waisbord, 2018). Political discourse 
embodies rhetorical dimensions that speak to citizens’ emotional sides, and 
populist agendas in Europe are no different; political engagement per se would 
not take place were it not in part driven by affective dimensions (Alvares & 
Dahlgren, 2016; Dahlgren, 2006; Papacharissi, 2015), and instant communi-
cation between members of digital tribes, facilitated by social media, to incite 
escalation into real-world mass mobilizations. Emotionally driven narratives 
describing a trigger event can provoke action in material worlds. Following 
the death of George Floyd, for example, trending hashtags on Twitter and 
memorial posts on Instagram were used to quickly coordinate mass protests. 
Social media allowed users to communicate quickly with each other while 
also evading detection, as calls to stage protests would be posted and removed 
in the course of a single day to make developments difficult for authorities to 
track (Heaney, 2020). Thus it becomes easy for the puppeteers of contrived 
belonging and engineered tribalism to use social media to turn the Internet 
into a massive, anonymous, and instant protest organizational body, which 
is almost impossible to track or prevent by local authorities. Ergo, thousands 
of online users can band together over an emotionally charged topic and at-
tempt to exact justice in the material world. This is worsened when influential 
users weigh in on issues, broadcasting calls to action to their large follow-
er bases and increasing the likelihood of action. While this sometimes has 
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positive consequences, such as the firing of an employee for a racist tirade 
in public, it can escalate into violent attacks and material damage of other 
identity groups, as with the razing of over two dozen churches in Canada fol-
lowing the discovery of mass graves outside residential schools. Additionally, 
the 2021 Capitol riot in the United States was orchestrated by groups on 
Twitter, Facebook, and Parler over the course of months. Prior to the riot, 
subgroups had already formed to coordinate rallies, plan travel routes, collect 
funds, and identify targets (Atlantic Council Digital Forensic Research Lab, 
2021). Psychological factors influenced the groups’ ability to collaborate and 
carry out an armed attack: followers of political leaders with authoritarian 
personalities tend to have a preference for aggression, and are more willing 
to legitimize actions going beyond normative expectations (Petersen, 2020). 
Later studies showed that there was an enhanced correlation between the par-
ticipants in the riot and members of Trump-supporting communities that 
perceived themselves to be socially isolated (Van Dijcke & Wright, 2021). In 
essence, members of digital tribes that feel threatened may be more motivated 
to resort to acts of violence as a twisted means of self-defence, especially when 
the tribe is formed around an extreme political cause. Orchestrators lurking 
behind engineered tribes can operationalize and harness trigger events for 
ideological gains.

Ontological (In)Security
Ontological security scholars have been influenced by Gidden’s structuration 
theory (1984, 1991), which draws on the work of R. D. Laing’s understand-
ing of security of the self as that which denotes a state of confident auton-
omy (2010). From this understanding, Giddens defines ontological security 
as “confidence or trust that the natural and social worlds are as they appear 
to be, including the basic existential parameters of self and social identity” 
(Giddens, 1984, p. 375). Giddens contends that, through social interaction, 
individuals learn the rules and codes of conduct, which guide predictable and 
routinized behaviours, and render fear and anxiety manageable and consti-
tute self-identity. Routinized practices make life knowable. However, when 
conditions change to the extent that the future is no longer knowable and pre-
dictable, whether due to forces beyond an individual’s control, or the result 
of decisions and actions by an individual, a person experiences ontological 
insecurity. Since persons exercise agency, they are not totally under the whim 
of forces outside their control or of their own making. They may act in ways 
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that attempt to restore the status quo, or to create routinized behaviour and 
practices. Both courses of action are designed to restore a knowable, predict-
able future in which reassurance emerges, and anxiety is mitigated.

In their study on ontological insecurities and the politics of populism, 
Steele and Homolar (2019) expand on Giddens’s ideas by describing the psych-
ological need for continuity as the gateway for populist politics that leverages 
promises to regenerate and reinforce past notions of spatialized belonging 
and inclusion, in particular when agents experience trauma and anxiety. Self-
identity consists of the development of a consistent feeling of who one is in 
relation to others, offering biographical continuity in which an individual is 
able to sustain a narrative about oneself and answer questions about doing, 
acting, and being, informed from a bifurcated reality of us and others.

International relations (IR) scholars have drawn on this concept of onto-
logical security from the fields of psychology and sociology to understand 
state and interstate relations and to scale up the analytical level from the indi-
vidual to the state and interstate relations. While traditional realist approach-
es focus on the politics of fear under conditions of anarchy, ontological sec-
urity scholars are careful to differentiate fear from anxiety. They define fear 
as an emotion that is directed at a specific object, such as the death of one’s 
child, or business closures enforced through COVID-19 pandemic politics or 
the threat of violence from a transnational terrorist group such as al Qaeda 
or ISIS, which elicits a fight, freeze, or flight response. In contrast, anxiety is 
a psychic condition or mood associated with uncertainty that can trigger a 
range of emotions and responses not limited to fight/freeze/flight. Attention 
to anxiety derives from the view that anxiety is increasing in the context of 
human displacement and migration, employment precariousness, and global 
inequality linked with globalization, climate change, pandemics, and digital 
technologies (Kinnvall, 2004; Kinnvall & Mitzen, 2018). 

States defend against ontological insecurity with a range of behaviours. 
These include a turn toward authoritarianism and populism, as evidenced by 
the electoral victory of the Law and Justice Party in Poland and slogans like 
“Take Britain back again” and “Make America great again” by Brexiteers and 
Trump supporters, respectively (Browning, 2019; Kinnvall, 2018). Anxiety is 
also linked with othering and scapegoating, in which groups are named as 
a threat to the nation’s imagined identity, prompting hard-line foreign af-
fairs and security policies with regard to immigration and border control. 
Examples of extreme security policies include the so-called Muslim travel 
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ban in the United States, the construction of border walls and fences in Israel-
Palestine, the US-Mexico border, and Hungary’s fence in the context of the 
migration to Europe. Scapegoating is not limited to groups like migrants 
and refugees but extends to philanthropists like George Soros and Bill Gates 
through anti-Semitic or conspiratorial campaigns. Anxiety is also linked 
with the concept of a risk society (Beck et al., 1992) and efforts to identify and 
manage national and transnational risks.

The second-generation scholarship attempts to overcome the reliance on 
Giddens’s ideas about ontological security, particularly his emphasis on the 
need to maintain psychological well-being and avoid existential anxieties, 
which centre on stasis and cannot fully account for change. Kinnvall (2018) 
moves away from Giddens’s approach of ontological security as a security 
of being in favour of a focus on ontological security as a process of becom-
ing (2018). Connecting to process relational philosophy, we can understand 
tribes, their members, and the geoscape in which tribes are (re)produced and 
maintained as being in various states of subjectivity and digital materiality.

Current examinations of ontological security through an IR lens are 
pushing the boundaries in a number of directions relevant to this chap-
ter. Looking at the first boundary—the under-specification of unconscious 
processes—Cash (2020) employs a psychoanalytic approach to explore un-
conscious defences against anxiety. Cash makes reference to Isabel Menzies 
Lyth’s 1960 case study of the norms and rules of behaviour governing nurse 
conduct in a UK hospital to defend against the anxieties evoked in the 
process of executing their care duties to ill and terminal patients. Menzies 
Lyth argued that nurse trainees adopted routines and practices to socialize 
themselves to manage such anxieties. These included minimizing patient 
contact, maintaining strict hierarchies and deference to superiors, restricting 
independent judgment and discretion, and limiting any sharing of feelings 
about their work with experienced staff. Cash sees this as “a cultural rep-
ertoire, predominantly encoded with psychic mechanisms of splitting and 
projection, organized role-identities, practices, emotions, and social relations 
in order to support the ontological security of nurses who regularly have to 
deal with anxiety-provoking situations” (2020, p. 315).

Another boundary is the tendency of proponents like Mitzen (2006) and 
Steele (2008) to focus on the actions of actors to preserve their self-identity 
and restore or protect ontological security. Browning and Joenniemi (2017) 
argue ontological security scholarship is prone to collapsing notions of self, 
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identity, and ontological security. By focusing on how perceived threats to an 
actor’s established identity undermine their ontological security and ration-
alize security moves to defend and reinforce self-identity, securitization is 
equated with moves to enhance stability, and de-securitization is linked with 
instability. But since identities are always in flux and “never fully stable, settled 
and complete, the promise of stability in securitization practices is illusory” 
(Browning & Joenniemi, 2016, p. 34). Browning and Joenniemi argue that it 
may be more productive to understand how actors come to self-identify and 
articulate identity claims instead of emphasizing identity stability. Instead, 
they argue that “more focus is needed on how reflexivity towards identity is 
also central to ontological security . . . [and that] desecuritization—and not 
just securitization—may be central to re-stabilization processes” (Browning 
& Joenniemi, 2016, p. 34). 

An overview of related arguments (Kinnvall & Mitzen, 2020, pp. 251–2) 
suggests that when ontological insecurity is experienced, there are options for 
the anxious and fearful, producing a reflexive opportunity to engage uncer-
tainty and dwell in ambivalence (Cash, 2016; Kinnvall, 2018; Solomon, 2015). 
“The amorphous, ambivalent character of politics, while often frustrating for 
analysts, is also a long-term strength for democracy, allowing citizens to en-
gage, participate and ally themselves in ever-new constellations” (Alvares & 
Dahlgren, 2016, p. 51).

Lastly, ontological security studies in IR have scaled up the work to the 
state level but have not adequately addressed the international level (Rumelili, 
2020). For this chapter in particular, understanding the production of anxiety 
and belonging-seeking at the supra-state level will be an area of further re-
search relevant to engineered digital tribalism and the deterrence of negative 
effects of such belonging.

The need for ontological security, a sense of continuity and order, is deep, 
and attachment to routines is profound and universal. Change to an individ-
ual’s established routines can be disruptive, ranging from something as sim-
ple as a highway detour to something more complex like the arrival of a new 
baby, loss of employment, or homeschooling during the COVID-19 pandemic. 
Empirical research in various areas of social psychology confirms that uncer-
tainty generates identity insecurity, which is resolved through routines. The 
basic insight of anxiety/uncertainty management (AUM) theory, for example, 
supported by experimental work, is that uncertainty is both a cognitive and 
affective problem (Grinson, 2010; Hogg, 2001). Humans need to make sense 
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of their world, and when there is insufficient information or meanings are un-
settled, individuals suffer anxiety. “When ‘normal’ expectations are not met 
. . . reactions are anomic and demonstrate confusion. Ontological security is 
the mechanism individuals employ to get on with their daily lives” (Steele & 
Homolar, 2019, p. 215). Ontological insecurity produces existential anxiety.

Identicide
When identities and autobiographical narratives are disrupted, various forms 
of insecurity emerge. This can be intentionally induced through identicide: 
the deliberate, systematic, and targeted destruction of one’s established 
places, symbols, objects, and routines, including ideas, values, and aesthetica, 
and other cultural property that represent the identity of a people, with the 
intent to erase the cultural narrative and memory of that people, demoralize 
a population, absorb it into another cultural/political verity, or to rid an area 
of that people altogether (Meharg, 2001, 2006, 2011). 

Identicide can include the calculated targeting of the places and objects 
that hold identity for a contested group, but also the intentional targeting 
of places and objects in cyberspace—namely, elements of digital materiality 
that generate meaning for people online. Identicide is more easily observed 
in the destruction of physical buildings and symbolic objects, limiting the 
ability of an identity group to carry out well-established and important rites 
and practices, and arresting and harming individuals who are responsible for 
maintaining and passing down crucial societal information, oral histories, 
and customs. It is less easily detected, while no less harmful to people, in the 
destruction of intangible digital-material aspects of modern life that generate 
life-worlds and contribute to ontological security. The destruction, suspen-
sion, and manipulation of online content, digital assassinations, bullying and 
vilification of ideological views and sacred values, disappearance of truth 
and the generation of deepfakes produces levels of anxiety in people, and the 
results of such destruction can trigger ontological insecurity in individuals, 
groups, and entire nations and states. Identicide is a precursor stage of geno-
cide but does not necessarily result in genocide. As a conflict strategy it delib-
erately targets and destroys the cultural elements of a people through a variety 
of means in order to contribute to the eventual acculturation, removal, and/or 
total destruction of a particular identity group, including its contested signs, 
symbols, behaviours, values, heritages, places, and performances. Identicide 
is the intentional killing of the relatedness between people and place that 
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eliminates the bond underpinning individuals, communities, and national 
identities. Identicide takes many forms but serves a single function: to nega-
tively affect the relationships between people and their places (Meharg, 2011), 
whether these places exist in the physical world, the imagined world, or the 
digital world. The resulting condition of anomie destabilizes one’s sense of 
the future, and this leads to inconsistencies in actions, attitudes, and social 
behaviours. When important places and symbols, as well as their digital-ma-
terial counterparts online, have deep cultural meaning and are intentionally 
targeted and destroyed during periods of contestation as a strategy to rid an 
area of a marginalized people and to reduce their cohesion, ontological sec-
urity becomes a useful framework for understanding strategies that secure 
identity and offer a certain future for affected peoples and their tribes.

Yet the implications of human behaviour and identity on stability and the 
wider security dimension have frequently been disregarded by those seeking 
to assess a situation and to potentially intervene. By making alternative per-
spectives, identities, histories, and narratives invisible, identicide effectively 
negates the presence and value of others, and allows for their reconstruction 
in a manner that is untethered from existing structural and socio-cultural 
realities. Negation is a necessary precondition for reconstructing identities 
in specific ways. It is through routines and relationships and narratives that 
identities are constructed (Mitzen, 2006; Subotić, 2016). Identity has two in-
strumental aspects—in other words, it has a form expressing agency. This 
agency can then turn into action when there is a threat or a perceived notion 
of a threat. Therefore, it is critical that the discussion-to-action transition is 
deterred.

Deterrence and Digital Tribes
Attempting to provide oven-ready policy prescriptions that represent effective 
deterrence in the context of all “digital tribes” is far from a fruitful approach. 
The complexity of these tribes and the threats that they may pose is such 
that one cannot hope to cover the necessary degree of tailoring strategies in a 
single chapter. Nevertheless, this section will use some of the core principles 
of deterrence theory to explore the broad contours of key considerations in 
shaping a deterrence posture in direct reference to digital tribes. 

The definition of deterrence has been given in too much detail elsewhere 
to reiterate here, but it is worth noting that the “fourth wave” of deterrence 
research has led to “new constructivist and interpretive scholarship that 
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explores the practices of deterrence” and that acknowledges the social con-
struction of deterrent strategies (Lupovici, 2010). This acknowledgement of 
identity and ideology as a point of serious consideration in relation to deter-
rence is of particular importance in this case. It is also crucial to note that 
deterrence is inherently relational. That is, deterrence posture is connected to 
place, actors, and action. What deters in one relationship between adversaries 
cannot be assumed to deter in another, and an action that one actor perceives 
to be necessary to deter may not be mirrored by another actor. It is also un-
avoidably connected to the concept of costs and cost imposition. Even if a 
necessarily broad understanding of “costs” is used, deterrence is predicated 
on one actor deciding that the costs associated with accomplishing a certain 
action are either greater than the anticipated benefit, or that the response to 
that action, even if the action were to be accomplished, would impose such 
costs as to render the initial action unwise (Gray, 2000). The nature of these 
costs may be diverse, and what is considered “costly” can differ spectacularly, 
but it is here that the confluence of perceptions of belonging, digital tribalism, 
and the mitigation of threat occurs.

It is evident that digital tribalism and its psychological effects on identity 
building can be highly influential in pre-emptively dissuading an aggressor 
from taking action. Interference with a group’s sense of self can pacify ag-
gression, interrupt communication, or (de)construct identities. Such conse-
quences reflect deterrence attributes such as fear (fear that digital tribes will 
be disrupted and coordination made impossible), denial measures (creating 
a stronger digital tribe that is a repository of information and seems futile to 
attack), and cost-benefit analysis (having a digital tribe disrupted in retalia-
tion for an attack) (McKenzie, 2017). 

There are, therefore, three key questions associated with deterrence and 
digital tribalism. While they may seem straightforward, their articulation is 
central to understanding an appropriate deterrent posture: (1) Who is to be 
deterred? (2) What actions are we intending to deter? And (3) what costs can 
be leveraged on a digital tribe? 

The action to be deterred is not simply stand-alone behaviour, but part of 
a continuum (Mazarr et al., 2018). The behaviours leading to this point may 
not be desirable or considered reasonable, but they are nevertheless (at worst) 
tolerated, and it is a particular action that is the focus of deterrence. This 
provides an opportunity to make a warning signal to turn a digital tribe from 
continuing their route toward physical violence prior to the threats central to 
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the deterrence posture being carried out, but also necessitates a conversation 
about the extent of action or conversation that is allowed to occur. Thus, one 
could posit a posture that attempts to deter the formation of any or all digital 
tribes. This would be challenging, but in theory it is an arguably robust ap-
proach to preventing existing social orders from being broken down. Perhaps 
more reasonably, one could seek to deter digital tribes from considering or 
discussing the use of violence in the physical realm. While it would undoubt-
edly be to the benefit if no one within a digital tribe realistically conceived 
to use violence to advance their aims, in practical (and clichéd) terms, talk is 
cheap. The real harm of the discussion of violence in itself is, in short, limited. 
Setting aside the potential requirement that violent action requires discussion 
prior to its use, where the discussion of violence becomes actually problematic 
for digital tribes, and therefore the key focus of deterrence, is the potential 
crossover from the discussion of violence to its manifestation in a material 
environment. As such, we must conceive of the costs that a digital tribe can 
impose as an amalgam of drawing individuals into the tribe to the extent 
that they consider themselves in opposition to the identity narrative of the 
state, and radicalizing such individuals to the extent that they take physical 
and violent action against the state. The recruitment and development of the 
digital tribe may be problematic in eroding what unity exists within a state, 
but it is the violent action that is the absolute focus of the deterrence. 

Similarly, we must think of the threatened imposition of costs that com-
prise deterrence as actions that would disrupt a member of the digital tribe, 
or the tribe as a whole. The costs to be imposed on a digital tribe can therefore 
fall into three categories: (1) those that affect an individual member; (2) those 
that affect intra-tribe bonds; and (3) those that affect the material ability of 
the tribe to effect its desired goals. The influence of all three of these in certain 
scenarios is discussed in more detail below.

Deterrence and deterrence theory encompasses a multitude of facets and 
approaches, but it is two core (and interlinked) pairs of precepts that must 
remain the focus of consideration here. The first pair relates to the form of 
deterrence that is to be leveraged—deterrence by punishment, or deterrence 
by denial (Mazarr, 2018). In practice, of course, it is rare for one to occur 
without the other, but in dictating a deterrent posture one may lean more 
heavily on the communication of an ability to defend oneself, or the abil-
ity to counter-attack. Parsing these two approaches in isolation is helpful in 
illuminating the nature of the threat posed by digital tribes and the most 
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efficient deterrent posture in this context. The second pair underpins the way 
in which deterrence is successful. Returning to the decisional basis of the 
theory, the deterree (in this case, the digital tribe) must decide that their ad-
versary has the capability and resolve to carry through the threats signalled 
by their deterrent posture (Jarvis, 1976). Obviously, if these threats are actual-
ly carried out, then deterrence has failed, but successful deterrence requires 
a belief that the deterred action would be carried out, and impose significant 
costs if done so. Thus, whatever strategy or posture is adopted to deter digital 
tribes, it must be feasible and realistic.

Deterring Digital Tribes by Denial
Deterring by denial, that is, demonstrating that the costs incurred in con-
ducting a particular action would outweigh the benefit (either because the 
target is resilient and the action would not produce the intended psychologic-
al or strategic outcome, or because the targeted actor would not allow the 
action to occur at all), inherently provides the more normatively acceptable 
policy approach—since, in principle, wielding a shield against which an ad-
versary’s attacks will founder has fewer negative connotations than the use of 
the sword to impose direct costs on an adversary, even if this is in response 
to their attack (Snyder, 1960; Wilner & Wagner, 2021). Similarly, it is pref-
erable to deter through the ability to prevent an attack, rather than rely on 
the retaliatory imposition of costs—in the case of deterrence failure (that is, 
the adversary takes the action that one has attempted to deter), denying the 
adversary the ability to accomplish their goals would, in all likelihood, mean 
that one has not had to weather significant costs.

However, deterrence by denial brings with it some particular challen-
ges. First, there is a universal inability to accurately ascertain whether the 
defences that one has in place are, in fact, sufficient to deter, let alone defeat, 
an adversary’s attack. Second, violence does not generally occur with abso-
lute suddenness, but is a product of a longer arc of behaviour that culminates 
in such action. This raises questions about identifying the moment at which 
deterrence has failed and pre-emptive action is required. In this case, the 
challenge is about knowing when violent online discourse will be turned into 
violent action, or how long the deterrent posture will hold such action at bay.

That said, deterrence by denial in the context of digital tribalism may be 
worthwhile. The resiliency approach may not, however, be efficacious. The 
act of physical violence in itself can have a meaning beyond the damage that 
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it causes, delineating even more clearly the “other.” Thus, even if a digital 
tribe conducted an action that caused significant destruction, merely demon-
strating that the destruction made no meaningful difference to the routines 
of the attacked party may not deter similar future actions, regardless of the 
response. 

In deterring by denial, we must therefore look to the threat of pre-
emptive action. In this case, such a posture relies on the ability to monitor the 
communications of digital tribes and successfully identify the key moment at 
which the threat is bound to become realized. As noted, this is a difficult task. 
Nevertheless, by threatening the disruption of groups through the removal of 
key individuals (permanently or temporarily) from engagement with others 
within the tribe, or removing equipment if there is an expectation of immin-
ent violence, it is possible to ensure that potentially dangerous digital tribes 
steer clear of violent action in the material world. The individualized effects 
of violence in the digital world is thus far not fully understood by sociologists, 
cultural geographers, and ethnographers, to name but a few, and therefore 
will have to await future diagnosis with regard to deterrence. For now, we can 
rely on understandings of violent action in the material world. In an example, 
the challenge of disrupting groups in the United States through the remov-
al of guns is, of course, rendered more difficult due to Second Amendment 
rights, but the belief of the deterree that the deterrer has an ability to impose 
costs through actively pre-empting an attack can be a powerful disincentive 
to commence preparation.

Considering the possible success of such actions requires turning to the 
potential ability to signal capability and resolve to effectively pre-empt the 
transition to physical violence. Such capability must be demonstrated across 
three levels. The first is in the ability to monitor the communications of the 
digital tribe in order to ascertain the shift in likelihood of physical violence. 
The second is the ability to take action against individuals within the tribe. 
The third, more broadly, is the ability to effectively coordinate knowledge 
and action across what have traditionally been understood to be intelli-
gence boundaries. Part of the distinction of digital tribes is their potentially 
cross-national structure. This is not totally unique—the emergence of terror-
ist groups and other non-state military actors has followed a similar trajectory 
in recent years—but digital tribes represent a slightly new challenge. While, 
at least in the West, terrorist organizations have been universally condemned, 
or at minimum understood to be dangerous actors, understandings of the 
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actual goals of, and threats posed by, a digital tribe may differ between the 
various state actors that play a role in deterring their transition to violence. 
As such, coordination is likely to be not only a matter of security and logistics, 
but also of delicate negotiation that must take into account distinctions in 
political, economic, religious, and social cultures.

It is also worth considering the normative and practical challenge of 
monitoring the communications of a digital tribe. The well-acknowledged 
labyrinth of secure digital communications and complexity of symbolism 
can make the identification of centres and trajectory of discourse difficult 
(Parker et al., 2019), exacerbated by the disruption of platforms that forces 
groups into different online locations. 

Capability is demonstrated by indicating an ability to intercept com-
munications before they reach a critical or dangerous stage. This raises a 
further challenge in “tipping one’s hand” to potentially dangerous actors. By 
indicating that a particular channel of communication is monitored, rath-
er than convincing them of the futility of planning an attack, it may simply 
cause a shift to another, unknown, channel of communication. Similarly, 
overt monitoring of communications could further strengthen the bonds 
between digital tribe members, even if no further action is taken, creating a 
more dominant framing of the tribe as outsiders who are viewed with suspi-
cion, if not hostility.

Signalling the capability to take action against individuals within the 
digital tribe and/or digital objects owned by the tribe can only occur through 
demonstrated action. This is a challenge for deterrence, which is fundamen-
tally about not performing the threatened action. Nevertheless, if the poten-
tially dangerous digital tribes are viewed as discrete units, then the successful 
interdiction of one tribe (and thus the failure of deterrence in that case) could 
potentially deter others from taking similar steps. Such action would also be 
a key demonstration of resolve, signalling that a state is willing to take pre-
emptive action despite the legal and normative justifications that such action 
would require in the post-event environment.

Deterring Digital Tribes by Punishment
Perhaps the more traditional understanding of deterrence, particularly with 
regard to strategic nuclear weapons, rests on the concept of punishing an ac-
tor for taking the action that was the focus of deterrence, such that the costs 
imposed vastly outweigh the benefits of the action. Punishment in the context 
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of digital tribes could focus on individuals, but unlike the “denial” approach, 
it may also target the digital tribe more broadly. That is, the punishment for 
translating violent discourse into violent action would be the obliteration of 
that tribe or the erosion of its identity such that it no longer exists as a mean-
ingful actor.

This is, however, a simplistic response, paralleling the attempted deter-
rence of terrorist groups (or other non-state violent actors) whose existence 
has been characterized by physical violence through selectively punishment 
of particular individuals and/or the group as a whole. The literature on 
leadership decapitation indicates that this is not universally helpful (Jordan, 
2009). Although the threatened punishment of leaders for violent actions 
should not be discounted as a potential deterrent, this does not appear to be a 
particularly straightforward or effective mode of punishment. Particularly on 
the understanding that a digital tribe has developed organically, punishing 
leadership is rendered more challenging by a potential lack of an identifiable 
hierarchy or leadership. While ideas and symbols may be communicated, this 
does not necessarily occur within the forms of structures that have emerged 
in governments or among non-state actors. One current example of this is the 
incel movement, a roughly aligned digital tribe whose members have con-
ducted a number of violent actions, but for whom there does appear to be a 
central hub of coordination (Brzuszkiewicz, 2020). Punishment is therefore 
meted out only to those who conduct violent actions. However, in the context 
of digital tribes who share a common understanding that their cause tran-
scends individuals, or in the context of a digital tribe who believes that the 
costs they impose on another group, regardless of a member’s own destruc-
tion, may create a martyr, rather than a deterrent.

As such, the solution would appear to be the punishment of the digit-
al tribe as a whole, the forcible dissolution of bonds that link members of 
the tribe, thereby preventing their reconnection so as to undermine the re-
inforcement of beliefs. Such an act would be, to all intents and purposes, a 
form of identicide. In some cases, such action may not appear to represent a 
particular problem, but these seemingly clear cases veil the true normative 
challenge: At what point does the violent actions of one individual within a 
digital tribe necessitate the entire tribe’s complete destruction? The forcible 
removal or alteration of identity is an action that should not be entered into 
lightly. The destruction of a digital tribe is also given a further level of com-
plexity due to the speed with which everyday or common symbols can be 
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co-opted and internalized as part of a particular identity, without necessarily 
requiring conversion into physical objects. Preventing connection between 
members is therefore a significant challenge, and when achieved, may induce 
higher levels of anxiety in members, contributing to insecurity writ large.

In addition, once again the threat of punishment, if not communicated 
effectively, may be counterproductive. The uniqueness of the digital tribes 
in relation to the way in which they create or develop a sense of belonging 
that transcends physical space allows for the carving out of a distinct sphere 
of influence and tight bonds of belonging between members. Once created, 
this bond’s potential destruction is an act of considerable violence, and may 
further inculcate a perception of shared otherness. In combination with the 
perception that the tribe to which they belong holds a unique position of 
normative or social rightness, its threatened destruction can provide further 
confirmation of members’ position within existing social frameworks, and 
the threat may further strengthen bonds or result in pre-emptive attack. 

Consequently, demonstrating capability and resolve to destroy such tribes 
is a considerable challenge. Again, it may be helpful to view digital tribes in 
distinct silos, and to understand that the destruction of one may deter others, 
but measuring the likely effectiveness of this is extremely difficult. Despite 
these challenges, deterrence is critical, particularly given the disconnect be-
tween certain digital tribes and Western society, and the possibility of the 
spillover into physical violence in the material world.

However, the nature of tribalism and the acceptance in the West of the 
value of, and right to, alternative viewpoints also necessitates the considera-
tion of parallel approaches. Deterrence must always be seen on the spectrum 
of (inter)action that spans persuasion and compellence. If we can accept an 
understanding of the basis of these tribes that stems from a perception of a 
lack of belonging, it is also possible to conceive of an approach that involves 
persuasion whereby the group is not perceived to be an other and an under-
standing their networks of belonging are at least tangentially connected to 
those of the state. 

Of course, we cannot condone the existence of groups that advocate vio-
lence against us, nor should this involve even a tacit acceptance of the values 
of a digital tribe deemed fundamentally at odds with our own. Nevertheless, 
without going so far as to promote a fully global community (which indeed is 
a cause of some concern to certain digital tribes) it is only through creating a 
sense of unity in diversity that the possibility of violence can be reduced. The 
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threatened imposition of costs alone can provide only limited comfort that 
the transition from violent discourse to violent action will not occur.

Conclusion
People experiencing globalization (especially in the West) as a negative ex-
perience are seeking connection and belonging because of unconscious anx-
ieties caused by ontological insecurity. This is more than the ubiquitous call 
to “find your tribe!” Rather, it exists as the existential experience of belonging 
to a group that reinforces autobiographical narratives of identity. Evidence 
of this activity is seen with the rise of powerful leftist and rightist digital 
tribes like QAnon, European and American populist political groups, and 
COVID-19 pro-vaccination warriors, as well as social justice groups like Black 
Lives Matter, Stop AAPI Hate, and benign groups with hugely supportive fan 
bases such as YNABers (You Need a Budget, ynab.com). This type of belong-
ing-seeking with groups of like-minded people ensures the reduction—even 
the elimination—of specific threats of globalism—namely, threats against the 
hierarchy of needs expressed by Maslow, most particularly individualized 
security, esteem, and belonging. A never truly belonging state of mind can be-
come chronic. Belonging-seeking is a pathway to reinforcing a coherent sense 
of one’s autonomy and ontological security. Uncertainty of one’s future leads 
one to cling to the familiar and continue to recreate the familiar through 
material acts aimed at the routinization of belonging. In this time of social 
networking, popular social media sites are the place to find one’s tribe and to 
satisfy the need to belong.

These connections are forged through social media networks in ways that 
mirror the forging of connections in places, and they contribute profoundly 
salient elements to one’s identity narratives. Routinization of belonging to 
a digital tribe takes place online through specific, culturally contextualized 
action(s). This produces the effect of belonging. While contrived and weapon-
ized digital tribalism can advance counter-democratic processes, organic 
digital tribalism is an activity enjoyed by people who are mostly doing noth-
ing more than assuaging their deep psychological-biological need to belong. 

The connection between OST and deterrence is belonging. To reduce 
existential anxieties in fringe or marginalized groups, we must focus on re-
ducing anxieties (encouraging belonging) rather than building on fear (re-
moval of Facebook pages, cancel culture, pulling down web content). These 
are essentially undemocratic activities that lean toward identicide, and as 
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such democratic stakeholders should abstain from these actions if their pur-
pose is the deterrence of non-aligned ideologues. If marginalized, or even ne-
farious, engineered digital tribes are targeted and contested, their organizers 
may reorganize, disappear, appear. This itself is a cause of uncertainty in tribe 
members and can be at the root of belonging-seeking, and such uncertainty 
can artificially suspend—perhaps indefinitely—the satisfaction of the most 
basic of human needs. Online tribalism reduces the traditional conflict/war 
effects within the geoscape, therefore, with regard to deterrence, encouraging 
digital tribing may reduce the movement between digital and material worlds. 
While our security apparatuses are set up for conflicts in the physical world, 
much work must still be done to recalibrate these apparatuses to confront 
conflicts in the digital world, and to contain them where they derive from.

There is no singular narrative or super group, as Chua (2018) claims, but 
rather multiple complementary, conflicting struggles over identity coexisting 
in the media terrain of the geoscape. Reducing existential anxiety through 
belonging—particularly in the form of routines—is a pathway to deterring 
behaviours that, if actioned, could confine violence to discourse rather than 
action inside democratic states. Coupling material and digital environments 
creates a more permanent certainty for people. Kinnvall and Mitzen (2018) 
offer a prescription for such anxiety: “To hold existential anxiety at bay, focus 
on practices of the ‘everyday,’ such as routines and maintaining a coherent 
autobiographical narrative” (p. 245). Minimizing belonging to engineered 
tribes by exposing the nefarious intentions of orchestrators may reduce anx-
ieties related to political, economic, and cultural identity in participating 
publics, who in a manipulation process of information operations advance 
anti-democratic and anti-humanitarian agendas.

Therefore, deterrence strategists do not need to allocate resources and 
assets to understand broadly defined identities and autobiographical narra-
tives of a state, an adversary, or a digital tribe to gain an advantage. Rather, 
strategists could allocate resources to analyze the routines of tribes repre-
senting identities. In situations in which identity routines have been dis-
rupted, OST offers a lens through which to understand modalities of identity, 
narratives, and digital materiality. New renderings of tribalism as anxiety-re-
ducing mechanisms produce a psychological sense of certainty in an other-
wise uncertain state of anxiety.
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Deterrence for Online Radicalization and 
Recruitment in the Twenty-First Century

Anne Speckhard and Molly Ellenberg

In comparison with other Western countries, Canada may be considered 
relatively lucky in terms of its history of violent extremism. The Canadian 
Incidents Database identified 1,405 terrorist or extremist incidents occurring 
in Canada between 1960 and 2014, in addition to 410 Canadian-affiliated 
(perpetrator or target) terrorist or extremist incidents occurring outside of 
Canada during the same period. These incidents include bombings (46 per 
cent), facility or infrastructure attacks (24 per cent), threats (18 per cent), 
thefts (3 per cent), armed assaults (2 per cent), unarmed assaults (2 per cent), 
and others (5 per cent), and were linked to groups representing or claim-
ing to represent a myriad of ideologies (Canadian Network for Research on 
Terrorism, Security and Society, n.d.).

Canadian Militant Jihadists
Canadian militant jihadists became a focus in the twenty-first century, es-
pecially after the events of 11 September 2001. Indeed, Canada had its own 
landmark terrorist event inspired by al Qaeda that thankfully was thwarted 
before being carried out by the so-called Toronto 18. The global “war on ter-
ror” consumed counterterrorism experts in the West, including in Canada, 
though, aside from the thwarted Toronto attacks, which would have been 
of the same magnitude of those of 9/11, there have been only 6 militant ji-
hadist-inspired attacks perpetrated in Canada over the past two decades, 
with all of them inspired by ISIS and committed during ISIS’s heyday be-
tween 2014 and 2018. All were committed by so-called lone actors as well; 
these individuals did not have direct contact with ISIS members but were 
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inspired to commit violence after engaging with the group’s content online. 
Prior to September 2014, there were no successful jihadist-inspired attacks 
on Canadian soil, though 5 plots were foiled, and 25 people were arrested in 
connection to those plots, including the Toronto 18. Another 3 jihadist-in-
spired plots were thwarted between 2014 and 2020, with 4 people arrested. 
Harris-Hogan, Dawson, and Amarasingam (2020), whose research on violent 
extremism in Canada is paramount to any relevant literature review, note 
that only 3 of the 14 executed or planned jihadist attacks in Canada over the 
past twenty years targeted civilians, with the majority targeting police, the 
military, or the government. They also note that all of the attacks involving 
a single actor using an edged weapon or firearm were successfully executed; 
Canadian security services were able to thwart planned attacks using explo-
sives, but not smaller-scale attacks that did not require as much preparation. 
These plots, successful and thwarted, involved 36 individuals who were ar-
rested or killed in the course of the attacks. Another 14 Canadian domestic 
jihadists have been arrested since 2000 on other terrorism charges, including 
financing or assisting international attacks. In total, Harris-Hogan, Dawson, 
and Amarasingam identified 50 Canadian domestic jihadists active over the 
past twenty years (Harris-Hogan et al., 2020). This number pales in compari-
son to the approximately 185 Canadian citizens and residents who left Canada 
to join ISIS in Iraq and Syria as foreign terrorist fighters (FTF), including one 
who returned and infuriated Canadians by his claims made in the New York 
Times’ Caliphate podcast series.

In many ways, Canadian FTFs are similar to those of other Western 
countries, though a far greater number left from western Europe than from 
North America and their reasons for travel differ in important ways. Western 
Europe has also faced attacks perpetrated by people who trained with ISIS in 
Syria before returning home, while Canada and the United States have not. 
This is despite the fact that somewhere between 10 and 60 Canadian FTFs 
have returned home since 2017 (Wickson, 2019).  Both European and North 
American ISIS members were also recruited by the ISIS emni (intelligence) to 
train in Syria and then later return to carry out attacks at home. Interviews 
with Canadian FTFs, family members, friends, and other connected parties 
conducted by Dawson, Amarasingam, and Bain (2016) found that many 
Canadian FTFs were radicalizing and travelling to join ISIS in clusters of 
friends, primarily from larger cities. They also found that Canadian FTFs 
seemed to cite more “pull” than “push” factors in their decisions to travel to 
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join ISIS. That is, they did not feel marginalized or discriminated against in 
Canada, as many Muslims do in the West, but rather joined because they be-
lieved that it was their religious duty to make hijrah and fight jihad (Dawson 
et al., 2016). Indeed, many left at a time when ISIS was advertising itself 
as a functioning state. ISIS cadres were sending around pictures of them-
selves hanging out in villas with pools and eating well, while claiming that 
Canadians holed up in snow needed to come help their Muslim brothers and 
sisters suffering under Assad’s atrocities.

Canadian White Supremacists
Of course, militant jihadists are not the only terrorists who have posed a threat 
to Canada in the past, nor are they the only terrorists who will pose a threat 
to Canada in the coming decade. White supremacists and other far-right vio-
lent extremists are a growing threat in Canada, and indeed throughout the 
Western world. These groups have been active in Canada for decades but have 
long been underestimated. As a case in point, a study in the Canadian Review 
of Sociology (conducted in 1993 and published in 1997) concluded that “the 
political consciousness of skinheads is rooted in extreme violence and lacks 
coherence: this, combined with the structure of their groups and their hist-
ories of [personal] oppression, serves to inhibit long-term political activity” 
(Baron, 1997, p. 125). Even in 2015, another study concluded that the Extreme 
Right was a “negligible” force in Canada (Ambrose & Mudde, 2015). 

More recent research, and the testimony presented in this chapter, dem-
onstrate that these predictions were wrong. There is evidence that increased 
anti-immigrant and Islamophobic rhetoric in Canadian local and national 
politics may have contributed to a “climate of hate” that empowered some far-
right extremists, and that police and security services in Canada, as in other 
Western countries, have underestimated the threat of far-right extremists in 
comparison to militant jihadists (Perry & Scrivens, 2018). Likewise, with their 
neighbour having a president seemingly encouraging white supremacists and 
groups like the Proud Boys, vulnerable Canadians were undoubtedly also 
influenced to have a less dim view of such groups. Indeed, one study attrib-
utes the rise of white supremacist violence and hate crimes in Canada, which 
paralleled trends in the United States, to the rhetoric and election of former 
president Donald Trump, with a flyer posted on the McGill University cam-
pus reading, “Tired of anti-white propaganda? It’s time to MAKE CANADA 
GREAT AGAIN!” The article acknowledged, however, that Canada has an 
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insidious far-right history, specifically the neo-Nazi skinhead movement that 
began to arise in the 1970s, influenced by the British white power music scene 
(Perry et al., 2018). Perry and Scrivens (2015) note that far-right violent ex-
tremists in Canada, who include more traditional white supremacist groups 
(including Canadian chapters and offshoots of American groups) as well as 
sovereign citizens and some single-issue groups, often engage in non-ideo-
logical criminality, such as drug dealing and fighting (Perry & Scrivens, 2015). 
This is a key difference between white supremacist violent extremists and mil-
itant jihadists who may have histories of non-ideological crime. Whereas the 
former continue their criminality, the latter often refrain from drug use and 
criminality that is not related to the militant jihadist cause. However, there 
are plenty of non-ideological criminals who have been recruited into militant 
jihad and whose recruiters encouraged them to continue their criminal ac-
tivities against the kuffar (unbelievers), giving a share of the proceeds to the 
jihadist cause. It is also critical to note that not all white supremacy in Canada 
is imported. The Proud Boys, a far-right group that has recently gained a great 
deal of media attention, is typically identified as an American group, yet its 
founder, Gavin McInnes, is Canadian (Leichnitz, 2020). Finally, involuntary 
celibates, or incels, are often identified as part of the Far Right, given their 
misogynistic views and the overlap between participation on incel and white 
supremacist web forums. However, the incel ideology, the “blackpill,” does 
not have any white supremacist connotations (Speckhard et al., 2021). Canada 
has experienced a few incel-related attacks, including Alek Minassian’s 2018 
Toronto van attack, which killed ten people, and the government deciding 
in 2020 to charge a minor with a terrorism offence after he fatally stabbed a 
woman (Hoffman et al., 2020).

Online Radicalization and Recruitment

O N L I N E  V I O L E N T  E X T R E M I S T  A C T I V I T Y  I N  C A N A D A 

Unsurprisingly, given the ubiquity of social media in people’s daily lives and 
the increasing evidence of terrorists’ adept use of social media for radicaliza-
tion and recruitment, social media has played a role in Canadian radicaliza-
tion and recruitment. A 2018 study of Canadians involved in militant jihadist 
terrorism since 2012 found that for at least twenty-one of the thirty-two in-
dividuals for whom information on radicalization was available, the Internet 
played a role in the radicalization process. The authors found that at least 
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half of the subjects who were converts to Islam became radicalized online, 
and that at least twenty-six individuals in the sample used the Internet to 
post support for terrorism or to communicate with other violent extremists 
after they became radicalized. Combining these data, they concluded that 
“the Internet played a role either during or after the radicalization process of 
at least 76 percent (n = 39) of the sample” (Bastug et al., 2018, p. 631).

Scrivens and Amarasingam (2020) examined far-right extremism on 
Facebook, finding that those individuals whom they identified could be cat-
egorized as members of either anti-Islam or “white Canadian pride” groups. 
Both groups targeted Islam and shared Islamophobic posts, but the latter was 
more focused on condemning the Canadian government for its stance on 
immigration more generally, which were supposedly destroying traditional 
Canadian values. The study also found that these groups were not growing 
in popularity at any meaningful rate, but that they do not appear to be taken 
down by Facebook at the same rate as jihadist groups. The authors noted, 
however, that the more extreme far-right groups may not be using Facebook 
at all, and are instead promoting their ideology on platforms such as Reddit, 
4chan, 8chan, and Gab (Scrivens & Amarasingam, 2020). Likewise, it is nota-
ble that immediately following the 6 January Capitol Hill riots, Facebook 
and other mainstream social media platforms took a more aggressive stance 
against such accounts.

T H E  I M P A C T  O F  C O V I D -19

There is extensive evidence that the COVID-19 pandemic has been linked to 
increased violent extremist radicalization and recruitment online. Not only 
are people simply spending more time online during lockdowns, especially 
young people who might otherwise be in school, but the anxiety regarding 
public health and the economy has led many to search for some sense of cer-
tainty online. Indeed, there is evidence that feelings of personal uncertainty, 
related to one’s health or financial security, for instance, can increase people’s 
tendency to identify with a group that provides them with a sense of certainty 
(Hogg & Blaylock, 2011). This certainty may be provided by conspiracy theor-
ies such as those spread by militant jihadist and white supremacist groups 
alike. Such conspiracy theories and disinformation were accompanied by 
a slew of hate crimes, especially against Asian Americans during the early 
months of the pandemic (Kruglanski et al., 2020). The danger of conspiracy 
theories morphing from online communities to groups of violent actors was 
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put on full display on 6 January 2021 on Capitol Hill in Washington, DC, 
where adherents of the QAnon conspiracy were among the rioters attempting 
to stop the peaceful transfer of power in the United States (Paresky et al., 
2021).

In Canada specifically, a large study (n = 644) found that COVID-19 
risk perception was similar to that in the United States in that it was high-
ly politically polarized. Despite the fact that no members of the Canadian 
Parliament were found to be downplaying the seriousness of the virus, as 
many American legislators did, Canadian conservatives nevertheless viewed 
the virus as less severe than liberals did. Misperceptions related to a reduced 
risk perception included conspiracy theories believed by small minorities of 
Canadians. These included claims that the coronavirus was created in a lab 
(6.99 per cent), that the coronavirus was created as a bio-weapon (5.66 per 
cent), that a cure for the coronavirus had already been discovered at the time 
of the study but was being suppressed by people who wanted the pandemic to 
continue (3.57 per cent), and that the coronavirus was probably a hoax (0.62 
per cent) (Pennycook et al., 2020). Interestingly, while the QAnon conspiracy 
is largely centred around the United States government, it also has follow-
ers in other countries, including Canada. One such adherent was arrested in 
July 2020 for attempting to assassinate Prime Minister Justin Trudeau, whom 
the perpetrator believed was trying to “turn Canada into a communist dic-
tatorship.” One Canadian QAnon social media channel alleged that Hillary 
Clinton and former Canadian prime minister Paul Martin were working 
together to sell children, and that Trudeau was aware of their criminal be-
haviour (Ling, 2020).

Beyond QAnon, the researchers at Moonshot CVE (2020) found that 
there was a marked increase in engagement with online extremist content in 
Canada’s largest cities since the onset of COVID-19 restrictions. Specifically, 
weekly searches for violent far-right content increased by an average of 18.5 
per cent. Such content included podcasts by purveyors of misinformation and 
conspiracies such as Alex Jones, a Nazi-glorifying documentary entitled The 
Greatest Story Never Told, forums and social networks favoured by white su-
premacists, and high-risk searches such as “how to make a Molotov cocktail” 
and “how to join Ku Klux Klan” (Moonshot CVE, 2020).
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The Present Study
It is clear from recent research that both Canadian militant jihadists and 
white supremacist violent extremists pose a risk that has yet to be fully under-
stood. Over the next decade, online recruitment and radicalization are likely 
to become even more of a threat than they have been previously, and such 
online behaviour could translate into violent, in-person crime. Moreover, 
while the primary militant jihadist threat in Canada, Canadians joining ISIS 
abroad, appears to have abated with the territorial defeat of the Caliphate, the 
risk of an ISIS resurgence remains and is in fact growing. Thus, preventing 
future waves of Canadian domestic attacks as well as FTFs is paramount. 
The present study examines all of these risks. First, we examine the preva-
lence of online radicalization and recruitment among a sample of 261 ISIS 
returnees, defectors, and imprisoned cadres. We then explore the modes by 
which Canadian FTFs specifically were recruited to join ISIS abroad, and 
their motivations for doing so. We then provide in-depth case studies of three 
Canadian FTFs and three Canadian former white supremacists, focusing on 
what can be learned for future counterterrorism efforts aimed at preventing 
and countering violent extremism. Finally, we discuss strategies for deterring 
violent extremist radicalization. We argue that in the twenty-first century, 
with people more connected than ever through social media, efforts at de-
terrence must be widespread and well publicized, including through online 
campaigns. In Canada specifically, deterrence by denial—reducing the per-
ceived benefits of joining a violent extremist group—may be a prudent course 
of action given that many Canadian violent extremists appear to be pulled 
toward violent extremist groups by the opportunity to gain a sense of mean-
ing, significance, and purpose, rather than pushed out of mainstream society 
via discrimination or marginalization. 

M E T H O D

The present study utilizes interview data from two larger projects aimed at 
understanding the vulnerabilities, motivations, influences, roles, experiences, 
and sources of disillusionment of male and female ISIS and far-right violent 
extremist group members. The study sought to gain access to any member of 
ISIS or a far-right violent extremist group, male or female, whether a defect-
or, returnee from the battleground, or imprisoned ISIS cadre, and to then 
conduct a semi-structured, video-recorded, in-depth psychological interview 
with that person. The lead researcher worked with prison officials, fixers, 
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translators, and research associates, who arranged access to, video recorded, 
and translated the interviews. Moreover, in six cases, these individuals car-
ried out the interview in the researcher’s absence, in one case due to the ISIS 
cadre arriving unannounced, in the second due to the interviewee refusing 
to talk to a woman, and in the last four due to the COVID-19 pandemic and 
technical difficulties of achieving a stable video link-up.

The sample for this study is by necessity a convenience sample, as it is ex-
tremely difficult to gain safe access to ISIS cadres and to obtain their informed 
consent for an in-depth interview; thus, random sampling is not possible. The 
first author, who served as interviewer, attempted to obtain a representative 
sample in terms of requesting access to women as well as men and attempting 
to talk to a wide range of nationalities and ethnicities, age groups, and roles 
fulfilled within ISIS. 

Interview Procedure and Ethical Considerations
The authors of this study are associated with an independent, non-profit think 
tank with its own internal institutional review board (IRB) modelled after the 
first author’s previous experience with the RAND Corporation’s IRB. In all 
cases, the semi-structured interview started with an informed consent pro-
cess followed by a brief history of the interviewee focusing on early childhood 
and upbringing and covering life experiences prior to becoming interested 
in ISIS or their far-right group. Demographic details were gleaned during 
this portion of the interview, as were vulnerabilities that may have impact-
ed the individual’s decision to join their group. In the case of ISIS cadres, 
questions then turned to how the individual learned about the conflicts in 
Syria, and about ISIS, and became interested in travelling and/or joining, as 
not all of the interviewees actually travelled to live under ISIS; a few acted as 
recruiters at home. Similarly, members of far-right groups were asked how 
they first learned about their group and its ideology. Questions explored the 
various motivations for joining in order to obtain a detailed recruitment his-
tory: how the individual interacted with their group prior to joining; whether 
recruitment took place in person or over the Internet, or both; how travel 
was arranged and occurred; intake procedures and experiences with other 
militant or terrorist groups prior to joining their group; and training and 
indoctrination. The interview then turned to the interviewee’s experiences 
in their group: family, living, and work experiences, including fighting and 
job history; the positive and negative aspects of the individual’s experience 
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in their group; possible disillusionment and doubts; traumatic experiences; 
experience and/or knowledge about one’s own or others’ attempts to escape; 
being, or witnessing others, being punished or tortured; imprisonment; the 
owning of slaves; treatment of women and the prevalence of marriages. The 
interview covered where the individual worked and lived during his or her 
time in their group and changes over time in orientation to the group and its 
ideology, which often ranged from strongly endorsing it to wanting to leave. 
The semi-structured nature of the interview ensured that participants were 
asked the same questions about their emotional states throughout their tra-
jectories into and out of terrorism, regardless of gender. Moreover, the inter-
viewer found that all interviewees, including men, found it easy to express 
themselves emotionally when in the presence of a non-judgmental female 
psychologist.  

In accordance with American Psychological Association guidelines and 
United States legal standards, a strict human-subjects protocol was followed 
in which the researchers introduced themselves and the project, explained 
the goals of learning about ISIS and/or the Far Right, and noted that the 
interview would be video recorded with the additional goal of using video-re-
corded material of anyone willing to denounce the group to later create short 
counter-narrative videos. These videos use insider testimonies denouncing 
ISIS and white supremacist groups in order to disrupt these groups’ online 
and face-to-face recruitment and to de-legitimize the groups and their ideol-
ogies. The subjects were warned not to incriminate themselves and to refrain 
from speaking about crimes they had not already confessed to the author-
ities, but rather to speak about what they had witnessed inside their groups. 
Likewise, subjects were told they could refuse to answer any questions, end 
the interview at any point, and could have their faces blurred and names 
changed on the counter-narrative video if they agreed to it. Subjects’ real 
names are used in both the counter-narrative videos and the present study 
only for those individuals who gave explicit consent to do so. Subjects who 
did not explicitly agree to use their real names in counter-narrative videos 
and in research papers were given pseudonyms. Prisoners are considered a 
vulnerable population of research subjects, so careful precautions were taken 
to ensure that prisoners were not coerced into participating in the research 
and that there were no repercussions for not participating. The interviewer 
also made clear to the participants that she was not an attorney or country 
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government official and could not provide them with legal advice or assist-
ance regarding their situation.

Risks to the subjects included being harmed by members of their re-
spective groups for denouncing the group, although for those who judged 
such punishment to be a significant risk, the researchers agreed to change 
their names and blur their faces and leave out identifying details. Likewise, 
there were risks of becoming emotionally distraught during the interview, 
but this was mitigated by ensuring that interviews were conducted by an ex-
perienced psychologist who slowed things down and offered support when 
discussing emotionally fraught subjects. The rewards of participating for the 
subjects were primarily to protect others from undergoing a similar negative 
experience with their respective groups and having the opportunity to sort 
through many of their motivations, vulnerabilities, and experiences in the 
group with a compassionate psychologist over the course of an hour or more. 
The majority of interviewees thanked the researcher for the interview.

Statistical Analyses
The data presented in this chapter are both qualitative and quantitative. 
The researchers used the interviewer’s notes, transcribed interviews, and 
video-recorded interviews to perform a comprehensive thematic analysis, 
which, along with the interview questions, decided a priori, was then used 
to create 342 variables on which the semi-structured interviews were coded. 
The 342 variables related to the participants’ demographic information, life 
experiences, motivations and influences for joining their groups, travel to 
Syria or Iraq if applicable, roles and experiences in the group, sources of dis-
illusionment with the group, and present feelings about the group and each 
participant’s actions within the group. The second author coded the inter-
views on 342 variables and conducted the data analysis for this chapter in the 
SPSS data-analysis software. 

Quantitative Results

O N L I N E  R E C R U I T M E N T

The full sample. Of the 263 ISIS returnees, defectors, and imprisoned cadres 
interviewed by the first author, 260 are analyzed herein. This number includes 
211 men and 49 women. Of those, 50.8 per cent were influenced or recruited 
to join ISIS, at least in part, over the Internet. This includes watching videos 
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produced by ISIS, other groups, or by Syrian civilians online, communicating 
over social media with friends or family who had already joined the group, or 
communicating directly with ISIS recruiters. Of the entire sample, 20.0 per 
cent were solely influenced or recruited to join ISIS via these online methods. 
Even if their online communication was with people they already knew, they 
had never spoken to these friends or family members in person about ISIS 
or its ideology. Of course, such recruitment does not occur in a vacuum, but 
rather in the psychosocial context of push and pull factors motivating indi-
viduals’ decisions to join.

Foreign terrorist fighters. When people living in Iraq and Syria (“locals”) 
were excluded from the sample, the prevalence of online recruitment and 
radicalization grew. Of the 260 analyzed interviews, 162 were with foreigners, 
though not all actually travelled to join ISIS—they either became recruiters 
at home or were thwarted before making it to Syria. Of the 162, 122 were men 
and 40 were women. Any online recruitment or influence was reported by 
74.1 per cent of the foreigners, and 29.0 per cent reported being influenced 
and recruited to join ISIS solely over the Internet.	

Westerners. In approaching the specific numbers of Canadians influ-
enced or recruited to join ISIS over the Internet, we may first narrow the 
sample down to Westerners. This sample includes those from the United 
States, Canada, Australia, and Europe, including Turkey and the Balkan 
countries, which are aspiring or candidate European Union members. Non-
EU European countries, including the United Kingdom and Switzerland, 
are also included. This sample includes 114 people (86 men and 28 women). 
Once again, this narrowing of the sample increased the prevalence of online 
influence and recruitment, with 77.2 per cent reporting any Internet influ-
ence or recruitment and 29.8 per cent reporting sole Internet influence and 
recruitment. 

Canadians. The final sample includes only those who were living in 
Canada at the time that they joined ISIS (one man was a dual British-Canadian 
citizen and is not included because he did not live in Canada). Three men and 
1 woman were therefore included. Of those, 3 reported any online influence 
or recruitment (75 per cent) and 1 (25 per cent) reported sole Internet influ-
ence and recruitment. Two of the men and the woman’s stories are explored 
in depth in a later section of this chapter. The third man’s story is not reported 
out of respect for his privacy.
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M O T I VA T I O N S

The full sample. Regardless of how they were influenced and recruited to join 
ISIS, the ISIS defectors, returnees, and imprisoned cadres varied in terms 
of their reasons for actually joining. Of the full sample of 260, the most 
commonly reported motivations were the desire to pursue or solidify their 
Islamic identity (31.5 per cent), the desire to help the Syrian people, whom 
ISIS claimed to be defending (30.8 per cent), and the desire to build and live 
under a true Islamic Caliphate (23.1 per cent).

Foreign terrorist fighters. Among the 162 foreigners, the most commonly 
reported motivations were also the desire to help the Syrian people (48.1 per 
cent), the desire to pursue or solidify their Islamic identity (43.2 per cent), and 
the desire to build and live under the Caliphate (29.0 per cent). The higher 
prevalence of these motivations among foreigners as compared to the entire 
sample can be attributed to fewer foreigners being motivated by ISIS’s prom-
ise to fulfill their basic needs (15.0 per cent in the entire sample versus 4.9 per 
cent for foreigners) and to give them employment (17.3 per cent for the entire 
sample versus 4.3 per cent for foreigners).

Westerners. Narrowed down even further, the 111 Westerners were pri-
marily motivated by the desire to help the Syrian people (52.6 per cent), pur-
sue or solidify their Islamic identity (48.2 per cent), and the desire to build 
and live under the Caliphate (30.7 per cent). Once again, the proportion of 
people motivated by basic needs and employment shrunk, though other mo-
tivations were more common among Westerners than foreigners in general 
and the entire sample—namely, the “push” factor of discrimination in their 
home countries (10.0 per cent for the whole sample versus 15.4 per cent for 
foreigners and 20.2 per cent for Westerners). 

Canadians. None of the Canadians were motivated by basic needs or em-
ployment. Two of the 4 were motivated by the desire to pursue or solidify 
their Islamic identity, and 3 of the 4 were motivated by the desire to feel per-
sonally significant. Three were also motivated by the desire to help the Syrian 
people. One Canadian each was motivated by the prospect of adventure, the 
prospect of romance, the desire to pursue or solidify their masculine identity, 
the desire to pursue or solidify their feminine identity, anger at the Assad re-
gime, the desire to build and live under the Caliphate, the desire to engage in 
jihad, belief in the takfir ideology, and the belief that they would be redeemed 
or forgiven in God’s eyes by joining ISIS. Notably, none of the Canadians were 
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motivated by any societal push factors: discrimination, harassment by the 
police, or arrests related to their ideology.

Qualitative Narratives
The above-mentioned data regarding Canadian ISIS members cannot be con-
sidered representative, and the authors’ current sample of white supremacists 
remains too small to glean meaningful quantitative data. However, a great 
deal can be learned from case studies of Canadian violent extremists of differ-
ent genders, ages, religious and ethnic backgrounds, socio-economic statuses, 
and ideologies. What follows are the personal narratives describing the tra-
jectories into and out of violent extremism of three Canadian ISIS members 
and three Canadian white supremacists.

P R O F I L E S  O F  C A N A D I A N  I S I S  M E M B E R S

Mohammed Khalifa was thirty-six years old at the time of his interview in 
an SDF (or Syrian Democratic Forces) prison. Born in Saudi Arabia to an 
Ethiopian family, he moved to Canada at age five. He describes his family 
as happy, and he has a college degree in computer systems. At eighteen, he 
became more religious, and at twenty-three he intently watched the arrests of 
the “Toronto 18,” fourteen adults and four minors who were plotting to enact 
al Qaeda–inspired attacks in southern Ontario. A few years later, he says, “I 
was listening to lectures by Anwar al Awlaki.” He was inspired by “the fact 
that he was approaching the life of the Prophet Mohammed and bringing 
it into a modern context and interspersing it with a jihad narrative.” At the 
same time, in 2013, “I started following Ahrar al Sham on [a] website and 
[watched] videos . . . of going out to battle, shooting a tank, firing off a tank 
artillery, stuff like that. I knew what was going on [in Syria]; I supported the 
cause.” The combination of his support for the Syrian cause and believing the 
jihad narrative as being the authentic interpretation of Islam inspired by al 
Awlaki’s lectures drove Khalifa to decide to travel to Syria.

He reached out to different sources online and finally found an article de-
scribing a hotel in Reyhanli, Turkey, where men with long beards who looked 
like jihadis were gathering before crossing the border into Syria. Khalifa 
saved his money, and, in the spring of 2013, he boarded a flight to Cairo. From 
there, he says, “I took a flight to Hatay. From Hatay, it was close to the border, 
I thought I’d look around and I took a taxi to Reyhanli. I talked to the driver, 
he made it seem easy to cross, so I went straight to the border gate.” From 
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there, he was taken by bus to the Syrian side, where he told someone that he 
wanted to join Jaish alMuhajireen walAnsar, a group consisting of foreigners, 
most from the North Caucasus, that in 2015 pledged allegiance in Syria to 
Jabhat alNusra. As he explains, “I was there to fight the Syrian regime, ISIS 
was not even on my mind until it actually came up itself. They had already 
expanded into Syria, but even then, it was not on my mind.” His unit within 
Jaish alMuhajireen walAnsar pledged itself to ISIS in November 2013, and 
Khalifa did the same.

In the early days of ISIS, the group was less organized. Khalifa did 
not undergo any weapons training or ideological indoctrination, though 
he says, “In Raqqa, I attended a [shariah] course out of my own volition.” 
In January of 2014, “the whole conflict kicked off,” and Khalifa served as a 
fighter and a guard but subsequently decided he wanted to focus on his re-
ligious studies. Later, “the ISIS media heard I knew English and Arabic and 
they took me to Raqqa.” In ISIS’s media department, Khalifa translated the 
group’s propaganda material and did voiceovers for videos to be posted on 
Telegram. Around the same time, in the summer of 2014, he got married to 
a woman from Kenya who was studying medicine in Sudan. Explaining how 
he met her, Khalifa says, “There was a friend in Muhajireen walAnsar, he was 
Portuguese, he knew my wife online. . . . We were talking online, and I helped 
her with the process, setting it all up. She was happy when she came.” Khalifa 
and his wife had two children, the first in a hospital in Raqqa and the second 
at home, assisted by a midwife. Their life was happy, and Khalifa’s wife hoped 
to finish her medical training at an ISIS-run school in Mayadeen. She was not 
able to do so, as she and her family fled from village to village trying to avoid 
bombings by the Syrian regime. Still, Khalifa admits that he did not become 
disillusioned with ISIS until after he was captured, and that he and his family 
were some of the last to remain in ISIS’s last stronghold of Baghouz, where 
Khalifa left his media job to fight until the end. He recalls, “Basically, during 
the last offensive from Hajin to Baghouz . . . I decided to go out and fight 
instead of staying with media. [I was] in a gun battle [and was] taken by [the] 
SDF. Basically, they called us to surrender. I was out of ammo, so I came out.” 

Working in the media department, it was his job to make ISIS look good, 
but Khalifa states that when he met men in prison who had actually experi-
enced the atrocities he had previously dismissed as “baseless rumours,” he 
began to think more critically about ISIS, though he still appears to deny 
many of ISIS’s atrocities. Khalifa explains, “That ISIS was committing a lot 
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of injustice and oppression behind the scenes [I was] not aware of. To a cer-
tain degree, based on what I’ve heard, the way they operated in their prison 
is not Islamic.” He goes on, “Even though I don’t support them anymore, I 
don’t want to speak out against them. . . . Maybe there is the hope that they 
would realize what they were doing and change for the better.” The remorse 
he feels now relates to the fact that “I ignored what was going on. I ignored 
the warning signals. I dismissed prematurely.” Seemingly failing to grasp the 
power and influence of ISIS’s propaganda in fomenting violence both in Syria 
and Iraq and worldwide, he says, “I hope I didn’t take part in [the atrocities].”

Henricki is another Canadian man in his late thirties. Born in Vancouver, 
Henricki is of Trinidadian-Indian descent. Henricki’s parents separated 
when he was a baby, and after his mother remarried a strict prison officer, 
Henricki spent much of his time with his grandparents in Trinidad. Henricki 
graduated from college with a degree in business and civil engineering and 
was briefly married, though he and his wife divorced before he left for Syria. 
Henricki describes his process of deciding to travel to Syria for what he says 
were purely humanitarian purposes. He recalls that a work colleague knew he 
was Muslim and asked him about Syria:

She was telling me about the news she was hearing. [I thought] 
let me take a look and see what it’s about. I watched the news to 
keep tabs on it. [In] 2012 or 2013, I saw a [video on] YouTube of a 
little girl bombed and she was crying and her whole family [had 
been] killed. It affected me. My older brother, he was working in 
Africa with kids, we are all humanitarian.

In December of 2014, Henricki saw a video in which Syrians were calling 
out for the Muslims of the world to come and help them, that the regime 
was killing their sons, fathers, daughters. In March of 2015, Henricki flew 
to Turkey with a group of friends. By 2015, ISIS’s actions were well-known, 
and Henricki therefore kept his travels a secret. When his mother found out 
about his plans a few days before he left, Henricki told her, “You see what’s 
going on there, we can’t sit and not help the people. I told her I’ll be back. I’ll 
be there for a short while.” This statement, along with the way he claimed 
to have used his money in the first five months he was in Syria, suggest that 
Henricki did intend to offer humanitarian aid in Syria. He says that before 
he was “taken” by ISIS, he spent $6,000 paying a man he met in Aleppo to 
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procure “medication for the kids, Pampers, baby food, milk, rice, flour, . . . 
tablets to treat the water.” 

Henricki’s later experience with ISIS was highly disillusioning: “In 2016, 
I was accused of being a spy and put in prison.” In prison, he was tortured by 
being beaten while suspended such that he was forced to stand on his toes. He 
was starved and waterboarded before being released after “they found noth-
ing on me.” It was during this time that the ISIS emni approached Henricki 
and tried to recruit him to return home to enter the United States to conduct 
an attack. Henricki claims he refused the offer. Later, he and his wife (who 
is profiled later in this chapter) tried to escape. They were caught and put in 
prison. His wife was tortured in prison and suffered a miscarriage after being 
released. The pair could not afford to pay a smuggler to take them out of ISIS 
territory, and they remained in the Caliphate until Baghouz. It was there that 
Henricki’s hatred for ISIS grew stronger:

People were sleeping in the street, no food. If there was food, 
you couldn’t afford it. The ISIS fighters had food. I was angry, I 
actually developed a hate for this organization, for the people on 
top. They don’t know the religion. I’m not a scholar; I can’t read 
a book in Arabic, but they interpret Islam as they want to suit 
their ways, which is extremism, and . . . if you are against them, 
you will be killed. I believe [the ISIS leadership] escaped. They 
were generating $100,000 a day by oil; they could afford to feed 
the people, and it was not happening. Women were asking for 
money to buy milk for their kids, women whose husbands have 
passed away, and they are supposed to be taking care of them, 
but they are begging on the street.

Eventually, Henricki, his wife, and a group of other disillusioned people 
found an abandoned van and drove to an American checkpoint, where they 
surrendered. He insists that if he had known the truth about ISIS, he never 
would have joined, and he encourages others to “seek knowledge that will 
give you the best of advice and the truthful knowledge, not how this organ-
ization made propaganda.” He says that the only positive aspect of his time 
with ISIS was that he met his wife during this period, “who I really love,” and 
that he wants to go back to Canada with her. When told by the interviewer 
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that she would try to talk to his wife, Henricki responded, “Tell her every day 
I pray for her.”

Kimberly Pullman married Henricki after travelling to Syria. Her life 
was fraught with trauma prior to joining ISIS. Her father was addicted to 
amphetamines and died of leukemia when Kimberly was nineteen. She has 
three children, some of whom were the result of rape. After having her chil-
dren, Kimberly converted to Islam in 2004, when she was thirty. She married 
a Kuwaiti man and moved to the Middle East with her children, but her new 
husband mistreated her children and threatened her with violence. She re-
turned to Canada, where she met an Egyptian imam who counselled her and 
her children, even taking them on picnics with his wife, but he raped her as 
well. During his trial for a series of rapes, in which Kimberly did not testify, 
Kimberly experienced deeply distressing PTSD symptoms and had to stop 
taking university classes. Her children moved out and she was about to lose 
her home when she came across a man on Twitter. He asked her why she had 
gotten divorced, and she told him what happened in Kuwait. He responded 
that when Kuwait is “back in actual Muslim hands, we will go and restore you 
and your children’s honour.” Kimberly recalls, “That is something I haven’t 
had. Giving back a purity that was taken away was something I wanted so 
badly, that is something that he didn’t hold against me, and then that pulled 
me in.” 

Kimberly was deeply suicidal at the time she married this man over the 
Internet; during this time, he continued to recruit her, telling her she should 
come join in ISIS’s Caliphate, and threatening divorce if she didn’t travel. She 
remembers, “We are taught in Islam that your husband is the emir of your 
life.” He husband continued to lure her in: “Come where you are loved, your 
children don’t even see you, you have skills, you shouldn’t be alone.” Kimberly 
was suicidal at the time and was taking medication to help with her insomnia. 
She says that she could not afford therapy. Seeing videos of suffering Syrian 
civilians, she thought, “If I was going to die, at least I could die helping chil-
dren. . . . I felt if I did something good, it would overwrite the bad that had 
happened.” In 2015, Kimberly flew to Antalya, Turkey, and was brought to 
Raqqa. Shortly after she left Canada, a letter arrived indicating that she had 
qualified for disability benefits due to her severe mental illness. Kimberly now 
states she would never have left Canada had she known she would be adjudi-
cated as mentally disabled and provided for.  
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Kimberly’s new husband was emotionally abusive, although she claimed 
that he did not need to hit her because she was so weak and vulnerable. He 
later takfired her (declared her an apostate) and left her in a madhafa. To leave 
the madhafa, Kimberly remarried, this time to Henricki, in 2016. True to 
her desire to do humanitarian work, Kimberly worked in a hospital in Raqqa 
as a nurse but was horrified by the injuries she saw from bombings and was 
also becoming deeply disillusioned by ISIS’s un-Islamic actions. Henricki and 
Pullman tried once to escape and were thrown in prison. In the ISIS prison, 
Kimberly was raped yet again. She recounts, “They accused me of being a spy. 
The first night, they pulled me out and you could hear the screams down the 
hallway, and they made me watch. They said if I didn’t start giving [them] 
information, this was going to happen to me too.” Before being released from 
prison with “a massive concussion,” Kimberly was forced to sign her name 
in blood on a statement saying that she would be killed if she tried to escape 
again. She did not tell Henricki exactly what happened to her in prison, as she 
did not trust him to not react violently to the fact that she had been raped.

By the time they got to Baghouz, Kimberly had completely lost her will to 
live. She claims that she kept going in order to save the lives of the orphaned 
children for whom she was caring. Eventually, they made it to SDF territory. 
Sick with lupus and hepatitis, she yearns to go home and feels “abandoned 
by the Canadian government.” She says that ISIS never established a true 
Caliphate, and that she has turned away from the group completely. Indeed, 
Pullman’s case is of a severely mentally disturbed individual suffering from 
repeated rapes and violence prior to her travel to Syria in a suicidal state, 
with her mental condition continuing to worsen over time as the traumas 
continued to pile up. She has many times expressed suicidal ideation to the 
first author and requires medication for her mental suffering and emotional 
anguish, if not immediate psychiatric hospitalization, none of which are pos-
sible while she remains in SDF detention.

P R O F I L E S  O F  C A N A D I A N  M E M B E R S  O F  T H E  F A R  R I G H T

Brad Galloway, aged forty, is a prominent former white supremacist from 
Toronto who is now active in trying to pull others out of the world of violent 
extremism. Adopted as a baby, Brad never felt as though he had a solid iden-
tity or secure attachment to his adopted family, where he didn’t feel that he fit 
in. Early in his high school years, he began selling drugs and fighting, landing 
in the juvenile justice system, which, he says, was not yet focused on harm 
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reduction and prevention. Brad says his risk-taking behaviours stemmed in 
large part from the traumatic experience of hearing about a friend dying in 
a car accident when he was twelve years old. He recounts, “I got into risky 
behaviour because I didn’t care. If she could be killed, maybe I’ll die, maybe 
I won’t.” He recognizes now that this “was my way of processing sadness. 
She was a very good person. I thought death was for bad or old people.” 
Brad was also into the rave and punk music scene of the 1990s. Though Brad 
had friends of different races growing up, he had also grown up hearing his 
grandparents make racist comments and jokes. He had been inured to racism 
and was attracted to the culture of white power music after being introduced 
to it be a friend he met in a bar. He trusted this man and instantly accepted 
the white supremacist ideology of the group he was invited to join so that 
he could fit in. Brad claims that he didn’t become a Holocaust denier, but “I 
thought we should stop immigration and create a white enclave.” He thought 
random acts like vandalism of synagogues did not advance the white cause, 
and yet he admits that he was wearing a shirt with a swastika on it on the day 
he got into a violent fight and was subsequently treated by a Jewish doctor, 
an event on which he later reflected when he decided to leave the movement. 
Looking back, Brad describes his continued involvement with the group as 
an addiction to a peer group that gave him a sense of freedom, belonging, and 
empowerment.

Brad became a major recruiter for the white supremacist cause, utiliz-
ing early Internet chatrooms and web forums like Stormfront. In 1995, he 
established a Canadian chapter of Volksfront, originally started in Portland, 
Oregon. Volksfront’s mission was to buy land in the United States and Canada 
in order to create a white ethno-state. They also raised money for and wrote 
letters to imprisoned hate crime offenders, people they called “prisoners of 
war.” Brad was a leader in his group but found it stressful and depressing to 
try to manage violent and unstable people who were always fighting, even 
with each other. He found it exhausting to wake up with hate in his heart. 
The cause was about saving the white race, he thought, and yet most of its 
adherents were simply “getting arrested and doing horrific things.” There was 
also a lot of in-fighting between different groups, and Brad was afraid for his 
life and his family’s safety. Likewise, he began realizing all of the counter-ex-
amples to the hatred of minorities he was preaching, including looking back 
at the kind Jewish doctor who treated him without saying a word while he was 
wearing a swastika-adorned T-shirt.
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When Brad left the movement, he was cut off from all of his friends and 
once again felt lost. Soon after, he was “doxed,” meaning that his personal 
information was revealed in order to identify him as a white supremacist, and 
he lost his job as a result. Brad struggled trying to keep his family afloat for 
two to three years afterward. In 2015, however, he met a representative of a 
group called Life After Hate. He recalls, “That was a real turning point for me. 
Now I’ve met another person who left these groups, and we can talk about it.” 
While Brad had also tried therapy, he felt alienated by the fact that profession-
als were uncomfortable hearing about his struggle to overcome the traumas 
and reasons behind his white supremacism. “I couldn’t talk in therapy be-
cause they were too uncomfortable hearing about the violence,” Brad recalls. 
He has now started telling his story to practitioners and academics, leading 
to a job as a research assistant, which has given him a new sense of purpose.

Despite all of the progress he has made, Brad still recognizes the jour-
ney from disengagement to de-radicalization is a lengthy process. For him, it 
took four years of work, including intense study of other races and religions. 
About the newer hate groups prevalent now, Brad says, “People think these 
groups evolve. I don’t think they do. They change their look, their name. We 
see militia groups, Proud Boys, it’s all about the way I got in. . . . They are not 
really using anything brand new to recruit people, [just] using differences, 
us and them.” He thinks about all of the different aspects that contribute to 
people joining white supremacist groups: trauma, identity crises, insecure at-
tachment, toxic masculinity. Brad wants the public to understand that even 
though they have involved themselves in hate groups, these people are hu-
man, and that with compassionate interventions, they can change.

Josh Chernofsky is thirty-six years old, born to a Jewish family in 
Toronto. A tall, skinny child with respiratory problems, Josh was bullied in 
school for his inability to succeed in gym class. With no friends with whom to 
bond, he spent most of his time playing video games. Josh went to university 
for a year and a half before dropping out due to mental health challenges. He 
then started working as a security guard. As a plainclothes private investiga-
tor, Josh was pursuing a shoplifter when he lost his balance and fell. His head 
was injured, and he experienced post-traumatic stress disorder.

After a few years of moving from job to job, Josh was working as a process 
server when he heard about a protest from a friend. As he recalls it, “Saturday 
morning, I was bored and antsy, so I decided to check it out.” Josh arrived at 
the protest area and saw members of a variety of different groups carrying 
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Canadian flags. They were Proud Boys, Josh learned, and they were being 
surrounded by people in black masks, whom Josh identified as Antifa. He 
recalls that he “didn’t understand why they were attacking these people with 
the flags. Why were they preventing people from expressing themselves; I was 
always a really strong proponent of that.” After leaving the protest, Josh fol-
lowed the Proud Boys on YouTube and contacted them in order to find out 
about future events.

Josh remembers that the second Proud Boys event he attended ended in 
a violent brawl with Antifa. Josh had never been in a fight before, and after 
the altercation with Antifa, he explains, “I wanted to get them even more.” At 
the time, Josh claims, the Proud Boys were not talking about their ideology, 
though he also admits adhering to some of their core beliefs: “I felt like I was 
standing up for Canada. There were some [members] who weren’t white. One 
guy was Asian.” The values they professed, says Josh, were “Judeo-Christian 
values. They were upset about ‘creeping shariah,’ that our prime minister is 
allowing it,” Josh explained, referring to fears that some non-Muslims express 
about Muslims potentially imposing shariah law where they live. Soon after 
joining, Josh became a sort of intelligence agent for the Proud Boys, helping 
to dox the group’s enemies.

Slowly, however, Josh started to become disillusioned with the Proud 
Boys, in part through interactions with the organizer of counter-protests 
against his own group. The catalyst to his decision to leave came when “an 
activist in Toronto killed herself.” The activist had fled to Canada from Egypt 
after being jailed and tortured for flying a rainbow flag at a concert. Josh 
had never interacted with her personally but had seen her at events where 
his group opposed her. His fellow members called her a terrorist, and after 
she killed herself, they sent messages to her friends suggesting they also 
should commit suicide. Josh thought those messages were “disgusting,” so he 
reached out to his acquaintance from the other side in order to send the ac-
tivist’s family an anonymous condolence letter. Soon enough he was reaching 
out to exit organizations.

Josh’s story of leaving his group demonstrates the danger of doing so, and 
the reason why many who are disillusioned may still be hesitant to leave. Josh 
recounts, “recently I was attacked by someone in my own group, then they all 
turned on me. It started online. He was attacking [online] and wanted to meet 
up for coffee to make amends. I believed he was sincere. [In person,] it escal-
ated, and he punched me in the face.” The same man spread a rumour online 
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that Josh had been hired by Antifa to spy on the Proud Boys, which caused 
Josh so much anxiety that he checked into a hospital. Josh, who was born 
Jewish but converted to Christianity, was threatened by Proud Boys quoting 
the far-right extremist Rabbi Kahane, saying, “we have to kill the fake Jews.” 
As Josh explains, “When I first started doubting things, I wanted to gradually 
exit out, but then I got attacked and it was sudden.”

Now that Josh has left the group, he has found it difficult to find a job, 
since he was doxed. Still, he recognizes, “If you were to search my name on-
line, you’ll see all this stuff. You’ll see my name. Now that I’m out, I’m fully 
responsible for what I wrote. . . . I’m ashamed now.” Looking back, he has 
gained a profound insight into why he joined: “I was bullied and alone as a 
kid. I found these groups of people that welcomed me. [It] felt almost like a 
family. I got so absorbed into that, but after a while, it gets really dark, really 
quick, nothing like a family.” He continues, “Hate is so consuming. It con-
sumes every bit of your life. It is so much easier not to hate people than to hate 
people. It takes so much out of you, fighting other people for simply existing 
or lifestyle choice.”

Tony McAleer, who is fifty-three years old, is another well-known “for-
mer.” Born in England, he moved to Vancouver as a toddler. Tony grew up 
in a troubled family marked, and the experience left him with feelings of re-
jection. Tony was physically abused by priests at his Catholic school and de-
veloped “a healthy mistrust of all authority figures” as a result. He was sent to 
boarding school in England, where he felt rejected and humiliated once again. 
It was in England that he got involved in the punk skinhead scene, which was 
also flourishing back home in Vancouver. He says of the skinheads, “They 
became my best friends. My coping [mechanism] was to befriend the bully, 
become the bully, because I was not big. They had one thing I didn’t have, that 
people feared them. They were tough. I was with them to feel safe, [to gain] 
attention, acceptance.” He explains that after the humiliation he suffered in 
school, “coming from that void of powerlessness, that false sense of power, the 
notoriety and fear that created was intoxicating.”

Tony also got involved in the white power music culture, but in this per-
iod—the late 1980s and early 1990s—the movement was undergoing a shift. 
The Aryan Nations in Idaho was uniting hate groups under the banner of 
“The Order.” Tony explains, “In 1989, I was dressed as a skinhead, and in 
1991, I was in a suit and tie. Mainstreaming myself, I took over an existing 
Aryan group in Vancouver. . . . [I] started a phone line, Canadian Liberty Net, 
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versus Aryan [Liberty Net], saying extreme things in a very pleasant way.” 
Eventually, Tony became the leader of the Aryan Resistance Movement. The 
group’s aim was to create a whites-only homeland. He explains the ideology 
he subscribed to at the time, admitting that he referred to people of colour as 
“mud people,” and said that “Jews were the ones who were engineering the 
downfall of the white race.”

Tony explains, “I don’t know if I bought it, but that’s how I sold it. . . . 
Ideology was the pill I had to swallow to get attention, approval, power, but I 
did swallow it willingly.” Looking back, he realizes that his feelings of power-
lessness and shame made him vulnerable to the desire wanting to belong, 
even at such a high cost, and that the violent fights gave him an addictive rush 
of adrenaline.

In 1998, after over a decade in the movement, Tony began to disengage, 
choosing to focus instead on raising his children. He admits that he was still 
dysfunctional at that time: “[I] didn’t deal with the issues that made it attract-
ive in the first place. Even though I didn’t get in fights, I was still an asshole.” 
Then, he started making more money from his new career as a financial ad-
viser, building relationships, and taking part in personal-growth workshops. 
Tony went to therapy for the first time and confided to his therapist his pre-
viously held beliefs. Tony remembers, “He leans in with a big, huge grin, ‘You 
know I’m Jewish, right?’” This man, for whose annihilation Tony had once ad-
vocated, told him, “That’s what you did, not who you are. I see you. I see little 
Tony.” Tony realized, “If he could love me, [there’s] no reason why I couldn’t 
love myself.” Tony went on to help start the exit organization Life After Hate, 
through which he focused on helping people deal with their internal struggles 
and histories of trauma. 

Lauren Manning, thirty-one, was born just outside of Toronto. Although 
she has happy memories of her family, she also remembers being “shamed” 
by her maternal grandfather for her weight and poor grades. According to 
Lauren, her grandfather had “never wanted a girl. He made that clear to [my 
mom].” When Lauren was seven, her father was diagnosed with leukemia; he 
died when she was sixteen. Over time, Lauren saw her strong, police officer 
father become “weak and dependent.” To deal with her grief and loneliness 
at home and at school, she “started binge drinking and getting in trouble 
at school. Originally petty things, fighting.” From the ages of sixteen to 
twenty-two, she got drunk daily, sometimes mixing alcohol with opioids. 
At seventeen, Lauren was exposed to National Socialist black metal music 
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on Facebook, where she also started communicating with a recruiter. When 
she turned eighteen, her mother and brother “couldn’t take my drinking and 
newfound belief system, [and] I was given an ultimatum: give this up or find 
somewhere else to live.” Lauren moved in with the recruiter.

Recalling her ideological indoctrination, Lauren admits, “I bought into 
the anti-Semitic part right away. [I thought Jews] are in control, at fault for 
everything wrong in your life. I also bought into the white replacement narra-
tive—these people are taking over, we will be wiped out.” Lauren relished her 
new identity as a white supremacist. A loner in high school, “I liked having 
this taboo label. I was always an outsider. . . . It was also a good feeling to think 
you have all this secret knowledge that no one else knows or understands.” 
Soon enough, Lauren had shaved part of her head and gotten racist tattoos 
on her neck and back, all of which have since been removed and covered. 
Still, she felt alone. The Hammerskins enforced hyper-gendered roles, and 
Lauren “didn’t fit in with the rest of these guys’ wives and girlfriends; I’m not 
feminine, not subservient.” She was expected to have children, but the group 
would not allow her to fight or give her patches to symbolize her membership. 
Looking back on the relationship she had with her father, who taught her 
self-defence, she says, “If my dad would come back from the dead, [he] would 
come back to beat my ass for putting up with this.”

Lauren recounts that her group made an effort to recruit people with 
military experience. She explains, “There were a few guys that were in the 
Canadian Forces. One got discharged for his severe PTSD from Iraq; he was 
out when he joined us. Ex-military have that very tribalist mindset, [so it is] 
very easy to go to a group like this. There were others who had been in Iraq as 
well as him. They were valuable.” She continues, “They can bring their former 
combat training and impart those skills.”

Lauren began her disengagement and de-radicalization process in 2012, 
when her friend in the group was murdered in self-defence while “doing col-
lections for bikers.” As Lauren describes, “The group was trying to appropriate 
his death, spin doctor the story into a hate crime against our people, saying 
he was targeted for being in the group. But he really walked into it himself.” 
Lauren tried to leave the group immediately but was violently attacked by her 
former comrades. She then took a more gradual approach, getting sober and 
seeking treatment for post-traumatic stress disorder. She used her sobriety 
and her break-up with her partner as an excuse to distance herself from the 
group. Despite continued attempts by the group to pull her back in, Lauren 
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was finally able to cut all ties, and she continues to work every day to control 
some of the ideological indoctrination that sneaks into her thoughts.

Elisa Hategan was born in Bucharest, Romania, the only child of parents 
with a thirty-year age gap between them. When she was nine, Elisa’s mother 
defected to Canada and left her with her emotionally and physically abusive 
father. At eleven, Elisa and her father joined her mother in Canada, but her 
father returned to Bucharest to be with his mistress; he died soon after. Elisa’s 
relationship with her mother was no better than that with her father: “She 
wanted to tell me what to do, wanted me to translate. I was backwards, not 
fitting into Canadian society. She would be angry, hit me, very physically abu-
sive. I ran away at fourteen.” Elisa was bullied at school and in the group home 
where she lived after running away, including by some of the Black residents, 
whom her mother had already told her were “troublemakers.” Skipping school 
and counting down the days until she could get a job, Elisa saw a clean-cut 
man on TV: “He was saying what’s wrong with being proud of your white 
heritage?” She wrote to the Church of the Creator in the United States, in-
quiring as to whether there were any similar groups in Canada. Soon enough, 
she was meeting a recruiter from Heritage Front at a mall. She recalls, “I was 
just happy that someone was asking questions about me’ [before that] nobody 
cared. Asking questions [like,] ‘What do you want for your future?’ He said I 
was so smart at such a young age to be racially conscious.” The recruiter told 
Elisa that she could become a journalist for their new magazine, and “within 
a month I was recording messages for the hotline. They cast me as the face 
of this organization. I was the only female representing the Heritage Front.” 

Elisa used her young age to “slip into high schools and put flyers in 
lockers.” She gave speeches at rallies, and “really believed there would be a 
revolution, . . . [that] we are being exterminated.” Cracks started to appear 
in the ideology when the group asked Elisa to terrorize women who were 
involved in anti-racist groups. Heritage Front leadership wanted her to im-
personate the women and to call sex lines, saying, “I want Black men to come 
to my house and rape me,” and then to give them these women’s addresses. 
Elisa recounts, “This was no longer defending our rights.” When she asked 
the leadership why all of the people they were terrorizing were women, she 
was told that “women are more emotional, easier to break.” She realized that 
Heritage Front thought the same about her. The group’s leaders also used an-
ti-gay slurs when describing the anti-racist women, which hit Elisa, who had 
been denying her own sexuality, to her core. 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y292

At eighteen, Elisa was arrested for distributing racist flyers. Heritage 
Front wanted her to take the fall for the entire group, even though Elisa had 
not made the flyers, and in fact had actually been using them to warn women 
to be careful. Feeling that she had no way out of the group, she decided to 
take her own life by overdosing on pills from her mother’s medicine cabinet. 
Before she died, someone called an ambulance, which brought her to the hos-
pital. Elisa did not know whom to call when the hospital staff told her that 
she could not leave alone. “I didn’t have a mother, couldn’t call the Heritage 
Front.” One phone number Elisa remembered was that of the anti-racist 
woman whom she had once terrorized. When Elisa called, “She thought it 
was a sting, some sort of set-up. She came with a partner and picked me up. 
For the next three weeks we met in secret. She did de-programming, [asking] 
‘Why do you believe this?’ She gave me stats that answered each thing. In 
talking to her, I realized I had no sense of myself anymore.” 

On 23 November 1993, Elisa went “underground, ran away to this [an-
ti-racist] network,” after providing the police with information that they 
could use to charge Heritage Front members. She eventually needed to return 
to Toronto to testify but was not given witness protection despite feeling that 
she was truly in danger: “Through the grace of strangers, I was able to make 
it through that time. In my short eighteen years, I could count on one hand 
the people who were kind to me. . . . I stayed on an Indian reservation, with a 
Black pastor. I used to hate these people, but if it wasn’t for them, I don’t know 
what I would have done.”

Future Risk
Moving forward into a new decade, it is imperative that researchers, prac-
titioners, and policy-makers take into account past lessons as they make 
decisions. Much has changed over the past decade, with five lessons from 
the data and narratives presented here standing out. First, while earlier ex-
tremists also used the Internet to recruit and send around their hate propa-
ganda, social media is an increasingly potent tool for violent extremists and 
terrorists. Nowadays, individuals can build trusting, intimate relationships 
without ever meeting in person, and global connectivity and awareness can 
make them sympathize with the plight of victims thousands of miles away. 
Used strategically, social media can also be a tool for counterterrorism and 
preventing and countering violent extremism, but it is clear that the field is 
years behind the terrorists. Second, security services and other professionals’ 
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underestimation of the violent Far Right is apparent and must be remedied. 
Third, we know that experiences of discrimination and marginalization 
increase the risks of recruitment into violent extremism, and this effect is 
amplified as reciprocal radicalization occurs when opposing groups violent-
ly fight and attack one another, accelerating polarities and acts of violence. 
Fourth, culture can be used for good or for bad. In the case of the Far Right, 
hate music coupled with drinking has been used to draw new recruits in, 
conferring a sense of belonging that comes at a price. In the case of ISIS and al 
Qaeda, hijacked and twisted scriptures and revised interpretations of Sunni 
Islam have been used to draw in new recruits. To adequately counter either 
of these and redirect potential recruits, one needs to understand the aspects 
of culture being used to manipulate and draw in new recruits. Fifth, people’s 
desire for a sense of belonging, a feeling of significance, purpose, and dignity 
are often important vulnerabilities, and they are needs that are met by these 
groups with promises of family, belonging, purpose, and dignity conferred 
upon joining. These also lend credence to the Three N model posited by Arie 
Kruglanski, which holds that needs, network, and narrative are essential to 
someone becoming a violent extremist (Kruglanski et al., 2019).

I S I S  R E S U R G E N C E

With regard to militant jihadist violent extremism, the primary risk for 
Canada appears to be future waves of FTFs participating in conflicts abroad, 
and so-called lone wolf attacks called for by these groups and enacted on 
Canadian territory. Returning FTFs currently held by the SDF may pose some 
risk, either in radicalizing others in prisons or in carrying out acts of violence 
if these individuals go free, and they should have access to proper rehabilita-
tion and reintegration services to preclude either happening, though Canada 
has not yet been the target of any attacks committed by returnees. Rather, it 
appears more likely that returnees are disillusioned and want to simply return 
home, face justice if necessary, and pursue normal, low-profile lives. However, 
ISIS is currently undergoing a resurgence in Syria and Iraq, as well as in other 
areas where they have established wilaya (provinces). They continue to post 
high-quality propaganda content, encouraging their followers to help them 
rebuild their once-great Caliphate and telling them to enact revenge at home 
for its downfall.

There is extensive documentation of diehard ISIS women continuing 
to enforce ISIS rules, especially surrounding proper dress, in SDF camps, 
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primarily Camp al Hol. The women have violently attacked and even killed 
other women who have become disillusioned with ISIS, as well as the guards 
in the camp. They are indoctrinating their children, teaching them to throw 
rocks at the guards. Moreover, these women run social media pages through 
which they fundraise to be smuggled out of the camps. Some women simply 
wish to escape their dire circumstances and return home, but others aspire 
to help rebuild the Caliphate. They have also encouraged male followers to 
commit attacks in SDF territory on their behalf (de Azevedo, 2020). These 
efforts do not, however, appear to involve Canadian women.

In Syria and their various provinces, ISIS has been continually con-
ducting assassinations, kidnappings, and suicide bombings since the loss of 
their last stronghold, Baghouz, and the death of Abu Bakr al Baghdadi in 
2019. As of 2020, ISIS’s remaining war chest was estimated at over US$400 
million, a far cry from the US$2 billion they were once estimated to possess, 
but nevertheless enough to finance attacks with lethal consequences. These 
attacks and proof of wealth are also useful in showing supporters and po-
tential recruits that ISIS is thriving. The group’s propaganda emphasizes the 
narrative of the “long war” and pushes followers to engage in “digital jihad,” 
thus keeping them engaged even without a territorial Caliphate or iconic ca-
liph (Azman, 2020).

F A R - R I G H T  G R O W T H

Canada has recently taken a number of steps that indicated that the govern-
ment takes the threat from far-right violent extremists seriously. In 2019, 
neo-Nazi groups Blood and Honour and Combat 18 were added to Canada’s 
list of terrorist organizations, which had never before included white su-
premacist groups. Around the same time, the Canadian Security Intelligence 
Service also identified far-right violent extremism as a national security threat 
(Kaur, 2019). In 2021, following the Capitol Hill riot, Canada added the Proud 
Boys to its terrorist list, along with a slew of other white supremacist groups. 
Designating these groups does not simply symbolize a strong stance against 
white supremacist violent extremism, however, as Canada’s Anti-terrorism 
Act allows the government to seize the property and monitor the finances of 
individuals or entities on the list of terrorist organizations (Li, 2021).

Scholars suggest that the surge in far-right violent extremism in Canada 
can be attributed to white supremacists having been empowered and em-
boldened by the far-right rhetoric of politicians all over the world. This 
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empowerment has led to a greater number of rallies and demonstrations, an 
increase in the frequency and severity of hate crimes, and the establishment 
of a number of new groups, including the Proud Boys. As these scholars have 
explained, a focus on white supremacist violent extremism does not negate 
the threat of militant jihadism. Rather, we must shift our focus because the 
understanding of white supremacist violent extremism is far less developed 
than that of militant jihadism. Likewise, it is important to understand how 
these groups radicalize in a reciprocal fashion. Especially unexamined is the 
prevalence of far-right violent extremist activity in rural areas of Canada, 
which may be more culturally conducive to far-right ideology than urban 
areas, despite generally higher levels of crime in urban areas. Indeed, a study 
of far-right violent extremist incidents in Atlantic Canada (which is more 
rural than the rest of Canada) between 2000 and 2019 identified 156 such 
incidents. The same study also showed that the frequency of incidents was 
increasing, with 60 per cent of the identified incidents occurring after 2016. 
This finding is consistent with previously cited studies positing that 2016 was 
a turning point for white supremacists in Canada, as it was in the United 
States (Hofmann et al., 2021). Other studies have found that the number of 
far-right violent extremist groups active in Canada grew by 30 per cent be-
tween 2015 and 2019, and that the number of reported hate crimes increased 
by more than 60 per cent between 2014 and 2017 (Habib, 2019).

Policy and Practice Recommendations
The quantitative and qualitative data presented in this chapter provide a road 
map for preventing and countering violent extremism as we move into the 
new decade. As previously noted, two primary implications of the last decade 
of research in this field, including that described in this chapter, are the po-
tential for radicalization and recruitment to terrorism to occur solely online, 
and the increased risk posed by far-right violent extremist groups. The quali-
tative narratives from Canadian violent extremist themselves, coupled with a 
meticulous review of the literature, can inform future practice and enable us 
to counteract both of these threats.

With regard to online radicalization and recruitment, broadly speak-
ing, government and non-governmental efforts at deterrence by denial and 
counter-speech must parallel the quality and quantity of violent extremist 
propaganda, which advertises the benefits, both material and existential, of 
joining violent extremist groups. Essentially, in this case deterrence refers to 
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denying violent extremist recruiters the opportunity to radicalize potential 
followers, in addition to denying potential followers the supposed benefits 
of becoming radicalized. Narratives aiming to counter these messages must 
be just as emotionally engaging and credible. In many cases, counter-narra-
tives produced by government entities are not trusted by vulnerable audi-
ences. The Breaking the ISIS Brand Counter Narrative Project is perhaps an 
exception. It was created by a non-profit organization and uses actual ISIS 
insiders to speak out against the group, and it has been found to be credible 
and emotionally evocative (Speckhard & Ellenberg, 2020a; Speckhard et al., 
2018, 2020). Likewise, the Escape Hate Counter Narrative Project encourages 
former white supremacists to denounce their groups and their ideologies. 
These counter-narrative projects, as well as others, also produce videos, and 
then provide resources to help viewers understand the content they’ve just 
consumed, including resources for counselling and off-ramping. These re-
sources and action items are key, as violent extremist groups are successful in 
radicalizing and recruiting online because they immediately provide poten-
tial recruits with concrete steps that allow them to act on whatever they have 
learned from their online content. This could range from attending a rally 
or protest, to conducting an attack at home, to travelling to Syria to join the 
Caliphate or help to rebuild it. It also behooves organizations to deploy skilled 
professionals who can reach out to vulnerable individuals online to answer 
questions and suggest alternative paths that meet their needs for acceptance, 
belonging, meaning, and significance.

In Canada specifically, the qualitative testimony from former ISIS 
members emphasizes the impact of pull, rather than push, factors in their 
decisions to join the group. Therefore, especially effective counter-narratives 
for Canadians might emphasize ISIS’s lies and the reality of its actions and 
life under the Caliphate, utilizing the testimony of former ISIS members. 
Additionally, alternative narratives may be more effective in Canada than 
they have been elsewhere. A primary criticism of alternative narratives has 
been that they do not resonate with their target audiences. For example, a 
video extolling the virtues of a liberal democracy may not be convincing to 
a Muslim woman in western Europe who has been harassed or discrimin-
ated against because she wears a niqab. She will not be convinced that she 
can practise her religion freely if her daily experience is inconsistent with 
such claims. While this is not to say that Muslims and people with immi-
grant backgrounds do not experience discrimination in Canada (the rise of 
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white supremacism is evidence to the contrary), the research presented in this 
chapter and elsewhere suggests that Canadian ISIS members were not driven 
to join the group because they felt alienated and marginalized in Canada. 
Moreover, the few militant jihadist attacks on Canadian soil have been aimed 
at hard targets representing the Canadian government and military, not at 
civilians. These attacks, both successful and thwarted, were horrific and 
exemplify the militant jihadist view that the West is at war with Islam, but 
they also demonstrate a lack of anger at Canadian society more broadly on 
the part of the perpetrators. Thus, exposing adherents to the reality of ISIS 
and encouraging them to find a sense of purpose outside of militant jihad 
may be effective in countering such groups’ online content. Likewise, the 
government could take greater care in explaining its foreign policies in ways 
that ensure that Muslims are not affronted, or, for those already convinced by 
jihadist narratives, that make clear the West is not at war with Islam.

With regard to the Far Right, the steps that the Canadian government 
has taken over the past year are in the correct direction, but policy-makers 
must be judicious in their decisions to designate various groups as terrorist 
entities. The advantages of doing so, such as the ability to seize property and 
monitor finances, are great, but such designations also pose a risk of further 
alienating already marginalized communities. Early counterterrorism ef-
forts in the wake of 9/11 led to the unfair and unwarranted securitization of 
Muslim communities, thus pushing them out of the mainstream and making 
some individuals more vulnerable to terrorist narratives. Efforts going for-
ward must be cognizant of these unintended consequences. For instance, the 
decision to charge a seventeen-year-old incel with terrorism offences, in the 
absence of a full terrorist designation for the incel movement writ large, risks 
isolating an already isolated community that is largely non-violent and has 
yet to be fully investigated with regard to whether it can truly be considered a 
violent extremist movement (Speckhard et al., 2021).

Other efforts must be made to approach white supremacist violent ex-
tremism with the same seriousness as militant jihadist violent extremism. 
Further research and investigation are needed to fully understand the scope 
of white supremacist violent extremism in Canada, specifically the risk factors 
for joining such groups and the best practices for disengagement and de-rad-
icalization. Strategies for countering online radicalization and recruitment 
must also be pursued with regard to white supremacist violent extremism. 
There is a great deal of debate as to the utility and efficacy of removing content 
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from social media, but Scrivens and Amarasingam (2020) found that posts by 
and on violent far-right groups on Facebook were less likely to be taken down 
than militant jihadist posts. Regardless of whether governments and social 
media companies use this as a mechanism for countering radicalization and 
recruitment online, white supremacist radicalization and recruitment must 
be considered just as grave a threat to Canadian national security as militant 
jihadist radicalization and recruitment are.

Lastly, it is important in trying to thwart any type of violent extremism to 
look at push and pull factors with an awareness that violent extremist recruit-
ers promise a sense of belonging, significance, purpose, and dignity alongside 
adventure and even perhaps a paid job and housing, as well as an outlet for in-
ternal rage. When society is failing to offer all its citizens pathways to success, 
a sense of significance, belonging, purpose, and dignity, we can be sure that 
violent extremists will step in to fill that gap. Of course, good governance is 
the better answer. Deterrence by denial, therefore, can include the provision 
of benefits that would otherwise be offered by a violent extremist group, thus 
denying violent extremist radicalizers and recruiters the opportunity to prey 
on vulnerable people and propagate their heinous views.
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Assessing Influence in Target Audiences that 
Won’t Say or Don’t Know How Much They Have 
Been Influenced

Ronald D. Porter, Minqian Shen, Leandre R. Fabrigar, and 
Anthony Seaboyer

Introduction: The Challenge of Measuring Influence 
Defending against and conducting influence operations has always been an 
important challenge facing the Canadian Armed Forces (CAF) and other 
national security organizations responsible for protecting Canadian citizens. 
For example, the CAF has long recognized the value of having a capability 
to influence the attitudes and behaviours of enemy forces in support of its 
military operations conducted abroad. Such a recognition by the CAF has 
resulted in the training of military personnel specifically tasked with con-
ducting influence operations (i.e., psychological operations, or “PSYOPS,” 
personnel).   

However, with the increasing centrality of the Internet in every facet of 
citizens’ lives and the prominence of social media platforms as a means of 
communication, the potential “battlefield” for social influence operations has 
expanded far beyond what might have been imagined by national security 
organizations even twenty-five years ago. In the online information environ-
ment of contemporary liberal democracies, both state and non-state adver-
saries are routinely targeting audiences with persuasive appeals designed 
to shape their attitudes and behaviours (e.g., see Kim et al., 2018)—though 
the degree of persuasiveness varies significantly depending on the adver-
sary, the level of effort, and other mitigating factors (e.g., corruption in the 
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implementation of influence operations). For instance, the intelligence servi-
ces of adversaries might be expected to conduct social influence operations 
in an effort to undermine support for a nation’s leaders, policies, and insti-
tutions. Likewise, armed non-state groups and other radical organizations 
conduct influence campaigns in an effort to recruit new members or incite 
lone individuals to undertake violent or destructive actions. In response to 
such efforts, government organizations in some liberal democracies some-
times attempt to counteract the persuasive efforts of adversaries with their 
own influence operations.

At least since 2016, governments have understood the power non-kinetic 
influence campaigns can have compared to the more traditional measures of 
security organizations. The election of Donald Trump was, at the very least, 
supported by massive adversarial influence campaigns that were launched 
through micro-targeted, hyper-personalized influence campaigns (Lewis 
& Hilder, 2018). Many—but not all—subject-matter experts claim that the 
Russian influence campaign was effective enough to sway the election by 
2–3 per cent, a margin that may well have been crucial to the outcome. Long 
before 2016, adversaries focused the larger part of their operations against 
the West in the non-kinetic environment. In a 2013 article, Russian gener-
al Valery Gerasimov famously described his perception that the way war is 
conducted has fundamentally changed and that non-kinetic means exceed 
kinetic means in a ratio of 4:1 (Gerasimov, 2016). China, other actors such 
as Iran and North Korea, as well as armed non-state actors, have certainly 
implemented similar strategies. Additionally, digitalization and the increas-
ing use of social media are making influence operations more effective, eas-
ier, less risky for the actor, cheaper, and more efficient (Seaboyer, 2016, 2018; 
Singer, 2018). Finally, the need to understand which adversarial influence 
operations are actually effective derives from the fact that our information 
space in democratic societies is much easier to target than the information 
space of our adversaries—in which the Internet is heavily censored and (and 
at least somewhat) contained by firewalls and other measures to reduce for-
eign influence. Therefore, in order to defend our open democratic societies, it 
is essential to understand which adversarial influence campaigns are effective 
so that defence resources can be directed to where they are likely to be the 
most effective. 

For these and other reasons, Western governments are increasingly see-
ing the importance of understanding which influence campaigns are effective, 
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and are therefore focussing efforts on increasing their abilities to measure the 
impact of influence campaigns.

Regardless of whether influence operations are being conducted on the 
traditional battlefield or in an online environment, key to evaluating the im-
pact of an adversary’s attempts at influence, as well as the efficacy of one’s own 
efforts at influence, is the ability to measure attitudes in the target audiences 
of interest—as a first step to identifying the effectiveness of campaigns. More 
specifically, the impact of influence can only begin to be empirically evalu-
ated when we are able to measure a target audience’s attitudes both before 
and after exposure to that attempt. Alternatively, we must be able to meas-
ure attitudes in a subgroup of the target audience that has been exposed to 
an influence attempt, and then compare those attitudes to the attitudes of a 
comparable subgroup of the target audience that has not been exposed to the 
influence attempt. In either case, in the absence of an effective method for 
measuring attitudes, it is impossible to know which of an adversary’s mes-
sages is proving especially effective, and thus to prioritize counteracting it. 
Likewise, it is difficult to know which of one’s own influence operations are 
successful, and then accord them further resources.1 

Unfortunately, the target audiences of adversaries’ social influence oper-
ations are often not amenable to traditional methods of assessing public opin-
ion (e.g., telephone or online surveys). For instance, members of radicalized 
audiences that are likely to be targets for recruitment by armed non-state ac-
tors might be expected to be unwilling to participate in a telephone survey on 
their views of political violence, and if they did participate, they might not be 
expected to give honest answers. Likewise, the target audiences of Canadian 
national security organizations’ influence operations abroad are also unlikely 
to be audiences whose attitudes can be assessed using traditional approaches. 
For example, the soldiers of an adversary targeted by the CAF with PSYOPS 
leaflets urging surrender are unlikely to be in position to complete a survey 
indicating how seriously they are contemplating surrender. Thus, in many 
(perhaps most) cases in which national security organizations such as the 
CAF might wish to evaluate the efficacy of their own influence operations 
or those of their adversaries, the ability to measure the attitudes of target 
audiences is a major challenge.

The importance of measuring attitudes in such contexts, as well of the 
practical challenges of accomplishing this objective, have long been recog-
nized by national security organizations such as the CAF. For example, in a 
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comprehensive review of military PSYOPS training manuals from the United 
States, United Kingdom, Canada, and NATO, Fabrigar and Porter (2008) 
noted that such materials routinely acknowledged the importance of assess-
ing the impact of social influence attempts and the need to develop non-trad-
itional measures for doing so. However, their review also noted the absence 
of concrete standardized procedures for constructing such measures in these 
training materials.

Chapter Overview and Objectives
The central goal of the present chapter is to discuss some of the challenges of 
assessing attitudes in the sort of environments and among the target audi-
ences for which social influence must be evaluated by the CAF and other 
national security organizations. As it turns out, some of these challenges par-
allel those faced by social scientists in other contexts. In an effort to overcome 
these challenges, social scientists have developed a number of indirect meas-
ures of attitudes (e.g., see Gawronski & De Houwer, 2014; Kidder & Campbell, 
1970; Petty et al., 2009; Webb et al., 1966). We begin by reviewing the reasons 
why social scientists have sometimes used indirect attitude measures before 
providing an overview of traditional indirect measures and more contempor-
ary indirect measures of attitudes that have been proposed to overcome these 
problems. In discussing these traditional and contemporary approaches, we 
describe the procedural features of these measures, discuss their strengths 
and weaknesses, and evaluate their potential utility for use by the CAF and 
other national security organizations. In the next section, we propose po-
tential adaptations to existing indirect measurement approaches that might 
enhance their utility for national security applications. We also discuss more 
novel procedural innovations that build on the principles of prior indirect 
measures that could potentially lead to other indirect measures with practical 
utility for national security contexts. In the final section, we present a set of 
key unresolved issues that must be addressed in order to develop an enhanced 
capability to assess the impact of social influence operations in national sec-
urity settings. 
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Traditional and Contemporary Indirect Measures of Attitudes: The Origins 
of Indirect Attitude Measurement
Beginning in the 1920s, researchers in psychology and related disciplines 
began to develop formal procedures for assessing people’s attitudes (e.g., see 
Guttman, 1944; Likert, 1932; Osgood et al., 1957; Thurstone, 1928). These 
various procedures all involved what have been traditionally called “direct 
measures” of attitudes and are now more commonly termed “explicit meas-
ures” of attitudes. Essentially, direct measures assess people’s attitudes in 
overt ways by specifically prompting people to report their likes and dislikes 
(e.g., “Do you favour or oppose the death penalty for serious crimes?”). Such 
direct measures, when carefully constructed, have substantial utility, and they 
continue to be the most common form of attitude measures used in both re-
search and application. However, even at a fairly early phase in the history of 
the research literature on attitude measurement, social scientists recognized 
that direct measures were not without their limitations (e.g., see Hammond, 
1948; Proshansky, 1943). Concerns regarding direct measures arose from two 
potential problems. 

First, because direct measures are so overt, the intent of what they are 
designed to assess is readily apparent. For many issues (e.g., “To what extent 
do you have a negative versus positive opinion of Crest toothpaste?,” “To what 
extent do you dislike versus like spaghetti?”), this property of direct measures 
is unlikely to be a problem as people might be entirely comfortable report-
ing their attitudes. In other cases, issues might be more sensitive, but placing 
people in a sufficiently comfortable context (e.g., in a situation where their 
answers are anonymous) might be sufficient for people to respond accurate-
ly. However, in other cases, the issues might be so sensitive, or mistrust on 
the part of respondents might be so pronounced, that people are unlikely to 
respond honestly even when their responses are anonymous. In these cases, 
people might be expected to refuse to answer questions, or, if they do answer, 
to provide answers they believe the questioner wishes to hear rather than their 
true views (i.e., to engage socially desirable responding; see Paulhus, 1991).

A second potential limitation with direct measures that was recognized 
early on in the attitude measurement literature, and which has been even 
more prominently featured in contemporary discussions of attitude meas-
urement, is that direct measures are to some degree based on the assumption 
that people can accurately access their own attitudes. That is, in order for a 
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person to directly report their attitudes, they must know what their attitude 
is. However, what if people have positive or negative reactions to something 
of which they are not consciously aware? Or alternatively, what if people have 
instant positive or negative “gut” reactions of which they are consciously 
aware, but whose accuracy they might doubt upon careful reflection? Despite 
their more considered doubts regarding these instant reactions, might these 
people’s responses influence them when they are not actively monitoring 
these reactions? One might expect that direct measures of attitudes would 
do a poor job capturing such unconscious and/or spontaneously activated 
positive or negative reactions. 

To overcome these potential problems, a number of “indirect measures” 
of attitudes (now more commonly termed “implicit measures” of attitudes) 
have been suggested.2 Indirect measures involve a procedure for assessing 
attitudes that does not require overtly asking people their likes and dislikes. 
Rather, attitudes are inferred on the basis of some behavioural response or 
set of behavioural responses presumed to be related to the attitude of interest, 
or on the basis of how people perform some judgmental task presumed to be 
related to the target attitude of interest. Initial interest in indirect measures 
began in the 1940s and continued to grow through the 1950s and ’60s (see 
Kidder & Campbell, 1970; Webb et al., 1966). While interest in indirect meas-
ures never entirely disappeared, it waned somewhat over the next thirty years, 
and then exploded in the early 2000s under the rubric of “implicit measures” 
(Porter, 2010). This interest has continued for the past twenty years, and the 
study of implicit measures remains a major topic of inquiry in contemporary 
social psychology and related disciplines (Gawronski & De Houwer, 2014; 
Petty et al., 2009).  

Traditional Indirect Measures
Early attempts to indirectly measure attitudes were based on projective ap-
proaches (e.g., the thematic appreciation test; see Proshansky, 1943), but in-
direct measures soon evolved into more structured judgmental tasks (e.g., 
error choice; see Hammond, 1948) or behavioural observation procedures 
(e.g., lost letter; see Milgram et al., 1965).3 Here, we discuss some of the bet-
ter-known traditional indirect measures to illustrate the logic underlying 
these procedures and comment on their strengths and limitations. 
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B E H AV I O U R A L  O B S E R VA T I O N S

One general approach to indirectly measuring attitudes is through the exam-
ination of a person’s demonstrable behaviour. The underlying premise of this 
approach is that, if someone has a favourable or unfavourable attitude toward 
an attitude object, then it would presumably be reflected in their behaviour 
toward that attitude object. One of the best-known early examples of this 
approach is the lost letter technique (LLT) (Milgram et al., 1965).  In this 
technique, a specific attitude object is identified (e.g., legalized abortion). A 
large number of pre-addressed and stamped envelopes are then randomly left 
in a variety of public locations. Half of the envelopes are addressed to an or-
ganization (fictitious but plausibly real) that someone could clearly identify 
as being positive toward the specific attitude object (e.g., “The Citizen Pro-
Choice Coalition”) and the other half addressed to an organization that could 
be clearly identified as negative toward the attitude object (e.g., “The Pro-Life 
Citizen Alliance”). The researcher then tracks how many letters are delivered 
to each addressee. The underlying assumption of this technique is that when 
a letter is found, people assume it has been accidentally dropped and are 
more likely to place it in a mailbox if it is addressed to an organization that is 
consistent with their own attitude, thereby providing a rough estimate of the 
popularity of each position. In this way, the people are not affected by social 
desirability because no one, other than themselves, are aware of their actions. 
Research has indicated that the LLT provides a reasonable overall estimate 
of the popularity of a given attitudinal position in a group of people (i.e., the 
group of people represented by the physical local in which the letters were in-
itially distributed; Milgram et al., 1965), and can even function adequately in 
settings where people might fear for their physical safety were they to openly 
express their opinions (Kremer et al., 1986). However, one limitation of the 
approach is that although it can be used to infer the general distribution of 
two opposing views in a group of people, it does not provide individual-level 
information regarding the opinions of specific people (i.e., one has no way 
of deducing who specifically returned letters and thus what their opinions 
might be). 

More recently, the LLT has been adapted to work in a more current 
technologically oriented environment focusing on emails rather than letters 
(Stern & Faber, 1997; Vaughan-Johnston et al., 2021). As a result, the name has 
been changed to the lost email technique (LET). The underlying premise of 
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this technique is similar to the LLT, except emails are sent “in error,” with the 
rates of return assessed (Stern & Faber, 1997). In the LLT the participant has 
two options (mail or ignore the letter), whereas in the LET the recipient of the 
email can ignore or delete (interfere with the communication), send the mes-
sage to the intended recipient, or return the email to the originator (letting 
them know that they made an error). The discrepancies in return rates in the 
LET can then be interpreted as either approval or disapproval of the contents 
(i.e., message) of the email (Bushman & Bonacci, 2004; Stern & Faber, 1997). 
In the case of the LET, one would often be able to infer the identity of indi-
viduals who received emails and whether they returned/forwarded the email 
or ignored/deleted them. Thus, one could infer individual-level attitudes, al-
though such inferences would provide only a crude dichotomous assessment 
of attitudes (i.e., whether people are positive or negative in their evaluations, 
but not the extremity of those evaluations) and would likely reflect a substan-
tial amount of error (e.g., some people might inadvertently miss the email or 
be very busy at the time the email arrives or regard the email as spam).   

There are a number of other behavioural observation methods that have 
demonstrated validity in applied settings (Webb et al., 1966). Behavioural ob-
servation  is the systematic recording of behaviour  (usually surreptitiously) 
by an observer. The underlying premise of this approach is that, if someone 
has a favourable or unfavourable attitude toward an attitude object, then it 
would presumably be reflected in their behaviours toward that attitude ob-
ject. Additionally, because evidence of people’s attitudes is gathered from 
unobtrusive observation, attitudes can be assessed without affecting the be-
haviour of the people whose attitudes are being assessed (Webb et al., 1966). 
A number of general categories of behaviour have been suggested as reflective 
of attitudes. For example, Webb et al. (1966) noted that the physical distance 
people place between themselves in environments in which they can control 
their physical location can be used to infer interpersonal attitudes. Likewise, 
the tone of a person’s voice when discussing a particular attitudinal position 
or when interacting with another person can be reflective of their attitudes 
toward that attitudinal position or that person. Obviously, any single behav-
iour will be determined by multiple factors and as such provides a very im-
perfect measure of attitudes. However, if a variety of behavioural responses 
can be aggregated, this aggregate score is likely to provide a more accurate 
assessment of attitudes. 
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Such observational behaviour approaches have often been advocat-
ed for use in military settings such as the assessment of PSYOPS activities 
(Goldstein & Findley, 1996). In theatre, for example, this could be the num-
ber of opposition soldiers that surrender following an information operation, 
or the number of posters torn down advocating a particular group or stand 
on a policy. However, discussions of behavioural observation measures have 
generally been highly specific and illustrative rather than leading to the de-
velopment of standardized behavioural assessment procedures that might be 
applied broadly such as the LLT.

As with the LLT, in many cases it will not be possible to track the iden-
tity of specific people who have performed the target behaviours (e.g., the 
specific people who tore down posters). Thus, such observational measures 
will generally not permit the collection of individual-level information re-
garding people’s attitudes as much as group-level information regarding the 
popularity of a particular position within a specified region or target group.

J U D G M E N T A L  B I A S  A P P R O A C H E S 

An early indirect approach to attitude measurement involved the use of a 
modified self-report measure called structured objective questionnaires. In 
this method, respondents are given what they believed to be an objective in-
formation test that assesses their knowledge on a particular subject; however, 
some of the questions are not objective and have no correct response. Rather, 
these questions have responses intentionally weighted for or against an at-
titude object and randomly dispersed within the information test (Coffin, 
1941; Hammond, 1948; Kubany, 1953; Newcomb, 1940, 1946; Smith, 1947; 
Weschler, 1950a, 1950b). The underlying premise of this approach is that there 
is a relationship between a person’s attitudes and how they interpret infor-
mation presented as fact. That is, this method assumes that when people are 
presented with a question for which they do not know the correct response, 
their guessing reflects the respondents’ attitudes (Coffin, 1941; Hammond, 
1948; Newcomb, 1946).  

Probably the best exemplar of this general approach is the error choice 
(EC) technique (Hammond, 1948). The EC technique involves presenting a set 
of objective knowledge questions that are in principle knowable but unlikely 
to be known and whose response options imply something either positive or 
negative about the attitude object. This procedure rests on two basic premises. 
First, when people are faced with a knowledge-based question for which they 
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do not know the answer, their guess will not be random; and one factor that 
they might rely upon in such guessing is their attitude. For example, when 
faced with a question where there are two factual possible answers, they will 
tend to pick the answer that best fits with their attitude. Thus, across a series 
of objective knowledge questions that are in principle knowable, but to which 
respondents are very unlikely to know the true answers, one might expect 
to find a systematic guess pattern that is consistent with people’s attitudes. 
The second premise of the measure is that, because each of the items is pre-
sented as a factual question, people will not be aware that their attitude is 
being assessed. Early research suggested that the EC technique had promise, 
but its performance was never fully evaluated in subsequent research. More 
recent examinations of EC have provided further encouraging evidence (see 
Porter, 2010). Specifically, answers to EC questions do appear to reflect a sin-
gle systematic response pattern that is comparatively reliable and at least in 
part represents the respondent’s attitude. These studies also suggest that (as 
intended) this response pattern to the EC questions is highly resistant to so-
cially desirable responding. Importantly, completion of measures allows for 
the collection of individual-level information about peoples’ attitudes, just as 
completion of direct measures provides such information. 

Contemporary Indirect Measures    
Beginning in the late 1990s, interest in indirect measures of attitudes under-
went a renaissance with the emergence of a new generation of indirect meas-
ures (e.g., Fazio et al., 1995; Greenwald et al., 1998), now more commonly 
referred to as implicit measures. These new methods built on methodologic-
al procedures used and phenomena documented in the research literatures 
within cognitive psychology and social cognition. These new implicit meas-
ures required the use of computers, which allowed for very precise timing in 
the presentation of stimuli and high-resolution recording of reaction times in 
responding to stimuli. Although different implicit measures vary in their spe-
cifics, all of these procedures involve presenting people with stimuli related to 
the topic of interest (i.e., the attitude object), usually in the form of words and/
or images, and then asking people to perform some sort of judgmental task re-
lated to the stimuli. Some aspect of how these judgments are performed (e.g., 
the speed with which judgments are made) is assessed. This task performance 
criterion is, on the basis of some theoretical logic, presumed to be influenced 
by the attitude of interest. Importantly, these measures are all indirect in that 
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they never specifically ask people to report their attitudes. A number of such 
measures have been proposed (see Gawronski & De Houwer, 2014; Petty et 
al., 2009). For purposes of illustration, we will just briefly discuss three of the 
better-known of these contemporary indirect measures.

Implicit Association Task
The implicit association task (or IAT; see Greenwald et al., 1998) is a measure 
that, in its original form, assesses attitudes toward two competing persons, 
objects, or concepts. The technique has most famously been used to assess 
prejudice toward social groups (e.g., racial groups), but can be adapted to as-
sess attitudes toward virtually anything. Participants complete rapid judg-
ment tasks in which they are instructed to sort words (or images) into one of 
two categories as quickly as possible using one of two designated computer 
keys to indicate the group to which the word belongs. 

For example, an IAT designed to measure attitudes toward Canada ver-
sus the United States would first present respondents with words either asso-
ciated with Canada (maple leaf, Ottawa) or America (Washington, DC, bald 
eagle). Respondents indicate for each word presented whether it is a word re-
lated to Canada or America by pressing one of the two designated keys. They 
are then presented with a new list of words (e.g., death, love, vomit, peace) 
with a second categorization task of indicating whether the words are positive 
or negative, once again using the two designated response keys. 

In the critical later phases, these two categorization tasks are combined 
so that words are randomly presented from either list (Canada/America and 
positive/negative), but only two response keys are used, which mean the keys 
must be shared for both categorization tasks. For example, if the classifying 
categories are Canada/America and positive/negative, one of the two keys 
might be designated for words that are related to Canada or positive, and the 
other key for words that are related to America or bad. In a later phase, this 
sorting task is repeated for the reverse combination of shared keys (i.e., if the 
first round used Canada/positive and America/negative, the next phase would 
use America/positive and Canada/negative as the shared response keys). The 
time it takes for participants to sort each word after presentation is recorded.

The theory behind the IAT is that strong congruent associations between 
concepts should lead to fast responses when they share a response key, and 
that strong incongruent associations between concepts should lead to slow 
responses when they share a response key. In other words, if people have very 
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positive attitudes toward Canada, they should be relatively fast at performing 
the task when Canada/positive share the same response key compared to 
when Canada/negative share the same response key. Likewise, very positive 
attitudes toward America should produce a response pattern in which people 
are much faster when America/positive share the same response key than 
when America/bad share the same response key. Thus, the difference in time 
it takes for people to perform the task when Canada/positive and America/
negative share keys compared to when America/positive and Canada/nega-
tive share response keys provides a measure of whether people’s attitudes 
toward Canada are more positive versus negative than their attitudes toward 
America. Revised versions of the IAT have been developed that can be used 
to assess attitudes toward a single group, concept, or person (Karpinski & 
Steinman, 2006). 

The strengths of the IAT mainly revolve around its implicit nature; by 
assessing implicit evaluations through quick reaction time–based tasks, re-
spondents do not have time to consider whether their responses are socially 
appropriate. Similarly, word sorting does not have very intuitive connections 
to attitude assessment, and thus respondents will be less likely to ascertain 
the intent of the measure, further shielding them from socially desirable 
modified responses. Another strength of the IAT is its versatility; it can be 
formatted to measure associations between any classification/concept (e.g., 
black/white, fat/thin, America/Iraq) and virtually any attribute (good/bad, 
strong/weak). Thus, the core procedure of the IAT can be adapted to study a 
wide range of judgments. 

Of course, the practical weaknesses of the IAT include its resource de-
mand and the vulnerability of its accuracy to outside interference. The IAT is 
a computer task that requires limited distractions for an extended period of 
time (often fifteen to twenty minutes) in order to gather high-resolution data 
based on reaction times. Thus, participants in uncontrolled settings might be 
unwilling or unable to complete the IAT appropriately, although reasonably 
good data can be collected in online settings if respondents are sufficiently 
motivated and have a location where they can perform the task that is not too 
distracting (e.g., Xu et al., 2014).

Evaluative Priming
Evaluative priming (or EP, also sometimes referred to as affective priming; see 
Fazio et al., 1995) involves presenting target words (or images) representing 
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the topic of interest for which one wants to measure attitudes along with 
words (or images) representing positive or negative evaluation. The words 
representing the topic of interest serve as the “primes,” and the words repre-
senting positive or negative evaluation serve as the targets of judgment. In 
this task, respondents are told that they will first be presented with an orien-
tation word to help focus their gaze on the appropriate location on the com-
puter screen (the prime) and that this word will appear only briefly, rapidly 
followed by the target word. They must then judge as quickly as possible if the 
target word is either positive or negative. For each judgment, the speed with 
which the target word is judged is recorded by the computer.

For example, if EP was being used to measure attitudes toward Canada, 
the prime words used for each trial would be words strongly related to 
Canada (e.g., maple leaf, Ottawa). The target words would be words almost 
universally seen as positive or negative (e.g., love, vomit). The EP procedure 
is based on a well-documented phenomenon that when evaluative responses 
are evoked, they will tend to facilitate the ease with which people can make 
judgments about things congruent with that evaluation and will interfere 
with judgments about things incongruent with the evaluation. Thus, if people 
have very positive attitudes toward Canada, the Canada-related prime words 
should evoke positive evaluative responses in people, which will in turn make 
them very fast at categorizing positive target words (e.g., love) and very slow 
at categorizing negative target words (e.g., vomit). People with negative atti-
tudes toward Canada should have negative evaluative responses evoked by 
the Canada-related prime words, thus showing a reverse pattern (i.e., fast at 
judging negative words and slow at judging positive words). The difference 
in the average speed of judging positive target words versus negative target 
words that are preceded by Canada-related prime words provides the meas-
ure of people’s attitudes. 

Evaluative priming shares some of the same practical strengths and 
weaknesses of the IAT. The task itself largely bypasses any effortful modi-
fication of responses due to the primed words being presented very briefly 
and the need to categorize target words very quickly. Importantly, people are 
never asked to make any judgments of the word primes themselves (which are 
the words actually related to the topic of interest), and thus the intent of the 
task is not readily apparent. However, like the IAT, it requires a reasonably 
large number of judgment trials to be valid, and thus requires some extended 
time and effort on the part of respondents. Likewise, the high-resolution 
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concerning reaction times required for the measure are vulnerable to outside 
distractions. 

A F F E C T - M I S A T T R I B U T I O N  P R O C E D U R E

Similar to evaluative priming, the affect-misattribution procedure (or AMP; 
see Payne et al., 2005) uses words (or images) related to the topic of interest 
as “primes” in a judgmental task. However, the specific targets of judgment 
in the task are somewhat different in that they are stimuli that would not be 
expected to evoke a negative or positive evaluation (e.g., an abstract shape, 
symbol, or ideograph). Participants are then asked to judge target neutral 
stimuli as either positive or negative.

For instance, continuing with our attitudes toward Canada example, the 
primes could once again be words related to Canada (e.g., maple leaf, Ottawa). 
The neutral stimuli could be letters from an ancient language unknown to the 
respondents. For each trial, the prime word (e.g., maple leaf, Ottawa) would 
very briefly appear, rapidly followed by a letter from the ancient language, 
which itself is presented only briefly. Respondents are then queried to judge 
if they feel more positive or negative toward the letter that was just presented. 

The logic behind the AMP is simple; the primed word will trigger an 
evaluative response within the respondent, which, because of the very brief 
presentations of both the prime and the target of judgment, will subsequently 
be misattributed to the neutral stimulus. Hence, the task works via affect mis-
attribution, as the evaluation of the ambiguous stimulus is directly influenced 
by an individual’s evaluation of the primes representing the topic of interest 
(e.g., Canada). Thus, in the case of our example, positive attitudes toward 
Canada would be expected to produce a response pattern in which people 
tend to report being positive toward most of the letters that are preceded by 
Canada-related words. In contrast, negative attitudes toward Canada would 
be expected to produce a response pattern in which most of the letters preced-
ed by Canada-related words would be judged negative. 

Like the IAT and EP, the AMP is opaque in its intent in that people are 
never asked to judge the primes (i.e., the stimuli directly related to the topic 
of interest). Additionally, because of the very rapid presentation of stimuli, it 
is very difficult for people to exert intentional control over their responses. 
Indeed, instructing respondents to not allow the primes to have any effect 
on their judgments of targets has little actual impact on their judgments of 
the neutral stimuli (e.g., ancient letters). Because the procedure involves very 
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precise timing in presenting stimuli, it requires computers in order to be ad-
ministered. However, the procedure makes no use of the reaction time of the 
respondents, but instead simply the proportion of positive versus negative 
responses to the letters or other neutral stimuli. Thus, it is likely less sensitive 
to distractions. Additionally, the measure can be used with comparatively 
few trials and thus can be completed in just a few minutes. Hence, the simpler 
nature of the AMP makes it a potential candidate for wider adoption in a 
variety of circumstances. 

Concluding Thoughts on Existing Indirect Measures of Attitudes
As illustrated in our review, the use of indirect measures has a long history in 
social psychology and related disciplines. In some respects, the reasons for de-
veloping these measures arose in response to challenges that parallel the sort 
of issues faced by the CAF and other national security organizations when 
they attempt to gauge the efficacy of their own influence operations or those 
of their adversaries (e.g., concerns that target audiences might be unwilling 
to honestly report their attitudes). Specifically, these existing measures were 
designed to assess attitudes in audiences and/or contexts where people might 
be unwilling or unable to respond to overt attitude measures.

That being said, there are important practical differences in how these 
existing measures have been applied in social science research and the likely 
contexts and audiences for which they would need to be used in national sec-
urity settings. In many situations, the contexts and audiences in national sec-
urity settings present far more challenging practical constraints, and thus one 
cannot assume that respondents will have either the ability or the motivation 
to undertake lengthy measurement procedures, even when they are unaware 
of the intent of these procedures. For instance, soldiers of an adversary are 
unlikely to have the opportunity or inclination to complete a twenty-minute 
IAT procedure assessing their attitudes toward surrender. Thus, compara-
tively few of these indirect measures are likely to be suitable in their current 
form for use in national security settings. That being said, many of the core 
concepts and procedures underlying these existing indirect measures could 
provide a foundation for developing indirect measures that might be suitable 
for these more demanding contexts and audiences (e.g., enemy soldiers on 
a battlefield). It is this possibility to which we turn our attention in the next 
section of this chapter. 
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Developing Indirect Measures for National Security Settings
Conceptually, indirect attitude measures share a number of features. Most 
notably, people are never directly asked to report their attitude, making it 
difficult to deduce what exactly these techniques are measuring. In addition, 
many of these procedures are designed to assess attitudes without giving 
people a chance to intentionally adjust or consider their responses, which can 
be important for gathering information in areas where expressing one’s true 
attitude may carry negative consequences and/or when one wants to assess 
people’s instant “gut” reactions. That said, the contemporary techniques that 
are particularly salient here are computer-based assessments that require 
attention and time, which can often not be guaranteed in field settings. In 
some cases, it might be possible to overcome these practical challenges sim-
ply by presenting these tasks in creative ways that might be likely to engage 
people to expend the effort to complete the procedures. Thus, with some min-
or adaptations, existing measures could be rendered suitable in some circum-
stances. In other cases, more fundamental changes might be necessary that 
ultimately involve creating new indirect measures. However, even in these 
cases, the existing measures might provide a conceptual and/or procedural 
starting point upon which to base these new measures.

Potential Adaptations of Existing Indirect Measures
Even if the exact procedures for the techniques previously discussed cannot 
be precisely replicated for use in some field settings, the core procedural fea-
tures could be utilized in many settings where online-based administration 
of measures is feasible. As we have noted, with the explosion of social media 
platforms for communication, much of the social influence conducted by ad-
versaries and the government organizations tasked with countering them is 
likely to occur in online settings or via other forms of digital communication. 
Many of the methods previously discussed could be administered in these 
settings, and indeed social scientists have been collecting data using indirect 
measures in online settings for many years (e.g., the Project Implicit Website 
at https://implicit.harvard.edu/implicit/; see also Xu et al., 2014). The primary 
challenge is finding ways to “frame” the purpose of these tasks such that they 
are at best likely to encourage people to devote time to completing them, and 
at worst do not cause the target audience to actively avoid responding to these 
measures. That is, these measures must be opaque not only in terms of what 
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they are measuring, but also who is sponsoring them and the purpose for 
which the information is being used.

In considering existing measures for adaptation, perhaps the easiest might 
be the error-choice technique (EC) and the affect-misattribution procedure 
(AMP), because neither measure requires high-resolution response-time data 
and both are comparatively short in duration. These procedures could be 
administered in online environments and likely completed even in contexts 
where people have some outside auditory distractions. However, plausible 
cover stories would need to be provided for the purposes of such measures. 
For example, the AMP could be presented under the guise of a game that 
informs the respondent of a certain skill based on their evaluation of neutral 
stimulus. Judging unknown letters might be framed as a measure of people’s 
ability to learn or intuit new languages or symbol systems. In the case of the 
EC, it could be framed as a test of people’s knowledge of certain topics or 
general trivia knowledge. Importantly, just as such Internet games often in-
clude prizes for performance, similar prizes could be offered to induce people 
to undertake these tasks. Such games could be advertised on social media, 
where they would be exposed to many people within a specified geographical 
area, interest group, or other designation to allow for widespread but precise 
data collection.

Similarly, if the target group of interest is likely to be accessing measures 
in contexts where distractions are comparatively modest and they might have 
time to complete lengthier measures (e.g., a home or a workplace setting), re-
action time–based measures such as EP and IAT could be feasible. These tasks 
could be advertised as “reaction time” or “brain age” tests for participants to 
assess their cognitive speed. Once again, incentives could be offered and ad-
vertisements on social media outlets could be targeted at designated groups.

Potential New Indirect Attitude Measures
In other cases, it might not be feasible to adapt existing measures, or it might 
be useful to develop new measures to supplement existing ones. In these 
cases, following the general logic of traditional indirect measures based on 
behavioural observations could be an avenue for developing new measures. 
However, the opportunities for collecting behavioural data are far richer now 
than was the case in the 1950s and ’60s, when these approaches were origin-
ally developed. The vast majority of countries now either have widespread 
Internet access or are approaching that point; using this medium to gather 
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behavioural information could be invaluable due to the unprecedented reach 
it enjoys among the potential audience.

Researchers could construct websites focusing on a central topic of inter-
est and advertise them via social media. A target audience’s engagement with 
the content of these websites could be measured by counting the number of 
visits to a site, average time spent on a website, and registered email subscrip-
tions. Additionally, activity can be monitored for various pages of the website 
covering different types of content to compare which content is engaged with 
more and can therefore be interpreted as reflective of attitudes. In addition to 
advertising the website through social media, flyers with QR codes could be 
posted or distributed to a target audience. 

In addition to websites, social media could be directly engaged to assess 
user attitudes. Many social media outlets have built-in measures of com-
munity engagement (e.g., Facebook “likes,” Twitter “likes” and “retweets,” 
YouTube views and subscriptions, and Reddit “upvotes”) where the degree of 
community engagement and valenced evaluations of content can be directly 
ascertained. For example, Facebook is one of the most used social media out-
lets worldwide and has many different methods with which users can engage 
with people. Creating and advertising a “Facebook page” that represents a 
certain belief or idea would allow a researcher to assess a target audience’s 
engagement with said beliefs by measuring the number of people who follow 
that page and “like” its posts. Similarly, comments on said posts can be coded 
for valence and intensity to assess attitudes toward them (see Rockledge et al., 
2018). Overall, Facebook has the potential to be a versatile and far-reaching 
tool for data and information collection.

Twitter is another highly popular social media outlet that measures an 
online community’s engagement with short messages or images via “likes,” 
which indicate approval of a message, and “retweets,” where a user reposts an-
other user’s message to their own social network. Both of these responses can 
be gauged to assess the degree of exposure and agreement with the associated 
public posts. Like Facebook, Twitter users can reply to posts while simultan-
eously spreading them to their own social network. Thus, engagement allows 
the message to be more visible to more people, creating a snowball effect for 
data collection.

In addition to the previous outlets, researchers can use YouTube to up-
load videos containing certain messages or arguments and track engage-
ment through view count, subscriptions to the channel that posts the video 
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(indicating that the user wishes to see more content of the same nature), and 
monitoring the like/dislike ratio and comments on the video itself. Videos 
also allow for richer stimuli to be tested on social media users for assessing 
attitudinal responses.

In summary, the Internet offers a vast array of options for presenting 
members of a target audience with opportunities for engaging in behaviours 
related to a given topic of interest that might be used to reliably infer those 
people’s attitudes. However, recent developments in data analytics might per-
mit this method to achieve even higher levels of accuracy than was possible 
with earlier behavioural observation techniques. More specifically, an emer-
ging literature in the social sciences has focused on developing computational 
algorithms that can be used to infer specific attributes of people from their 
“digital footprints” (i.e., their online activities). Thus, large of arrays of online 
behavioural responses can be combined using formal computational algo-
rithms optimized for accuracy of prediction. 

For example, inferences regarding personality traits on the basis of social 
media content can be made using computer-based algorithms that outper-
form the judgments of laypeople examining the same social media content 
(see meta-analytic summaries by Azucar et al., 2018, and Hinds & Joison, 
2019; see also Park et al., 2015). However, inferences are not confined to per-
sonality traits. Research suggests that prediction algorithms can be used to 
infer a variety of other characteristics such as sexual orientation, ethnicity, 
religious and political views, intelligence, happiness, age, and gender (e.g., 
Kern et al., 2016; Kosinski et al., 2013; Settanni et al., 2018). It is also possible 
to infer more specific features of people’s attitudes such as their emotional-
ity and extremity (e.g., Rockledge et al., 2018). Thus, it might be possible to 
construct websites and/or create social media content to elicit behavioural 
responses in a target audience and then develop specific computational algo-
rithms to optimize the value of this information for inferring attitudes on the 
topic of interest.

Of course, not all situations in which social influence is assessed will 
be amenable to Internet-based data collection. For example, the CAF will 
still find itself confronting situations in which the efficacy of its influence 
operations or those of its adversaries must be assessed in places such as a 
physical battlefield. In these contexts, adapting traditional behavioural ob-
servation measures might still be possible. Following the general logic of 
procedures such as the LLT, it might be possible to develop tangible physical 
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communications (e.g., leaflets, posters) or other actions that imply a certain 
attitudinal position and then create contexts where people have the possi-
bility to engage in behavioural response that either facilitate or inhibit these 
efforts. One might then infer the prevalence of attitudinal positions at an ag-
gregate level, or, if precise behavioural data can be collected on individuals, 
perhaps even at an individual level. Importantly, one could in principle de-
velop computational algorithms that combine responses to a variety of these 
focal behavioural actions so as to enhance the accuracy of inferring attitudes 
from such behaviours, just as they are used to more accurately infer attrib-
utes on the basis of online behaviours. Developing “standardized behavioural 
opportunity” protocols that mimic essential features of techniques such as 
the LLT and that can be applied with only modest modification across a range 
of situations constitutes one of the great challenges and potential opportun-
ities for enhancing the ability to evaluate social influence operations. Equally 
important and promising is the effort to developing more sophisticated and 
efficient data analytic procedures for inferring information from this behav-
ioural observation data.

Concluding Thoughts 
While many promising methods of indirect attitude assessment have been 
developed over the years, the research focusing on the application of these 
methods to field settings, particularly of the sort often faced by militaries 
and other national security organizations, has been relatively sparse. Indeed, 
some of these techniques are dependent on controlled environments to mini-
mize distractions and involve relatively lengthy procedures that can become 
tedious. Given these facts, many of the current indirect measures of attitudes 
are likely to be more suitable to relatively controlled environments, and par-
ticularly to audiences that are at least reasonably motivated to be co-operative.  

That being said, these challenges are by no means insurmountable, and 
this research literature has the potential to provide valuable contributions to 
the efforts of government security organizations seeking to better assess the 
impact of their own social influence operations and those of their adversaries. 
A few of these procedures might, with only modest adaptations, be employed 
in some relevant field settings. Likewise, established indirect attitude assess-
ment techniques employ general principles that can be retained and trans-
ferred to new mediums and designs that could be suitable for an even wider 
range of naturalistic environments. Of course, the potential adaptations and 
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innovations we have discussed are at this point speculative. Future research 
would need to be conducted to fully develop the procedural details of these 
adaptations and new approaches and to evaluate their validity. Thus, if a ro-
bust capability in assessing the impact of social influence operations is to be 
developed by the CAF and other Canadian government organizations tasked 
with conducting and countering such activities, a sustained commitment to 
empirically investigating indirect measures will need to be undertaken. Such 
challenges are unlikely to be addressed by the academic community on its 
own.

Equally important, the CAF and other relevant organizations will also 
need to make a sustained commitment to carefully consider the doctrinal 
issues that arise from utilizing such measures. For example, our speculations 
regarding the alternative ways in which existing measures such as the EC 
and AMP might be presented involve the active deception of respondents. 
Indirect measures necessarily involve some level of deception and/or ambi-
guity, the cost of which will have to be weighed against the potential benefits 
of obtaining such information. 

Additionally, there are important operational considerations that must 
be addressed. If such techniques are employed, there is the distinct possibility 
that adversary governments and organizations will condemn such techniques 
of information gathering. As such, they may intervene to stop or corrupt data 
collection. This can be done directly by having websites taken down, engaging 
in cyber-attacks, or feeding fake/useless information through the data-col-
lection streams. Indirect methods of shutting down such research can also 
be employed (e.g., disabling Internet access in areas of interest, or warning 
people to be suspicious of new surveys and pages on their social media pages). 
These practical challenges will need to considered and tactics for coping with 
them developed accordingly. 

In summary, because these techniques are novel to the CAF and other 
security organizations, many implications, as well as the potential challen-
ges of indirectly assessing attitudes in national security applications, remain 
unknown. More empirical research and doctrinal development are required 
if the potential of these techniques is to be fully realized and the related risks 
fully appreciated. Ultimately, it is important to grapple with not only the 
questions of if and how these measures can be used, but also whether they 
should be used at all, and if so, for whom and under what circumstances.  
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N O T E S

1	 It should be noted that in most influence operations in national security settings 
(as well as other applied settings), the ultimate goal of operations is some form of 
behavioural outcome, be it a very specific target behaviour or a broad pattern of 
behavioural responses across an array of relevant behaviours. Generally, attitude 
change is a necessary but not sufficient condition for achieving broad and enduring 
behavioural change. Thus, the assessment of attitude change can provide a preliminary 
evaluation of the likelihood of success of an influence operation, but not a definitive 
verdict on its ultimate efficacy. The topic of when and why attitudes predict behaviour 
and how to assess the likelihood that attitude change might be expected to translate 
into changes in behaviour is itself the subject of a large research literature that goes 
beyond the scope of this chapter (see Fabrigar et al., 2019; Fabrigar et al., 2010).    

2	 Throughout this chapter, we primarily use the terms “direct/indirect attitude 
measures” to differentiate between traditional attitude measures that overtly ask people 
to report their attitudes and more subtle forms of attitude measurement that never 
overtly ask people to report their attitudes. This terminology has been the traditional 
set of labels for differentiating between overt and subtle attitude measures, but it is less 
commonly used in contemporary discussions of attitude measurement. Instead, the 
terms “explicit/implicit” have become more popular. In many discussions, the manner 
in which these two sets of terms have been used can be considered interchangeable. 
However, in some contemporary discussions (e.g., Gawronski & De Houwer, 2014), 
the term “implicit measure” has been used in a somewhat more restrictive manner 
to refer to indirect measures that are presumed to reflect comparatively automatic 
psychological processes that operate outside people’s intentional control. For this 
reason, we use the “direct/indirect” terms, which refer to the overtness of the measure 
and convey no formal assumptions regarding the nature of the psychological process it 
reflects.  

3	  Another alternative approach to direct measures of attitudes is the use of physiological 
responses. A number of physiological measures of attitudes have been proposed 
(Blascovich, 2014), some of which have been found to function reasonably well. Because 
such measures are unlikely to be feasible in the field settings in which one might expect 
to use attitude measures for the purposes we discuss, we do not analyze these measures 
in this chapter.
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Conclusion

Keith Stewart and Madeleine D’Agata

Eric Ouellet’s introduction to this volume set out a series of essential ques-
tions. The chapters that followed provided expert insights that offer a starting 
point for addressing the critical issues faced. However, we are far from having 
clear solutions at this point. In soliciting contributions, the net was cast wide, 
as befits a problem set as challenging as this. The aim was to examine the 
implications of the changing information environment (IE) for security at all 
levels, including national security and the security of individuals and organ-
izations. The major theme of the book has been the harnessing of information 
to achieve strategic influence internationally by a range of actors, both state 
and non-state, most recently in the context of renewed and overt great power 
competition, but equally during the period since the fall of the Berlin Wall 
and particularly in the wake of September 2001. In modern times, the per-
ennial problem of disinformation has resurfaced, promulgated widely using 
novel media, especially since the development of social media and Web 2.0, 
and this has been highlighted in the material presented by many of the auth-
ors. However, this is not the only challenge posed by the constantly changing 
nature of the IE, and other critical concerns have been discussed here—for 
example, the opportunities afforded malign actors to harness cyber means to 
threaten critical infrastructure and military capability. 

Perhaps the most basic question we face is how to achieve security in the 
face of the challenges posed by adversary action that exploits the IE. This can 
be considered at a number of levels of analysis; for example, the personal sec-
urity of individuals and their assets, operations security for military, police, 
and other security services that must guard essential information, and, ultim-
ately, national security. The diversity of material in this book reflects this. At 
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the national strategic level, our security has rested, since the end of the Second 
World War, on the achievement of mutual deterrence based on the threat of 
massive retaliation with nuclear weapons. Thus, paraphrasing the challenge 
laid down by Dr. Ouellet in the introductory chapter, it is important to ask to 
what extent a deterrence-based posture has the potential to maintain security 
given information-based challenges and threats, and if so, how do deterrence 
theory and practice need to adapt to this new reality? This line of inquiry 
led Ouellet to a number of supplementary questions, including the following: 
Given the salience of the threat posed by adversarial disinformation, to what 
extent can it be deterred? If so, is it possible to deter disinformation or other 
information-based threats through the threat of punishment, or is a different 
approach required? If deterrence is found to be a viable approach, then what 
do we need to understand about our adversaries in terms of their perception 
of costs and benefits that might enable us to achieve a deterrence stance? How 
should Canada and its allies face up to these challenges, and are there any 
ways in which the West might begin to fight back? Importantly, how can we 
achieve all of the foregoing and still conform to our own legal and ethical 
standards without being brought to the level of our adversaries? This volume 
has provided a diverse set of insights from leading international experts that 
have a bearing on all of these problems and more. This final chapter presents 
reflections on some of the above questions based on a selective distillation of 
some information from the preceding chapters combined with material from 
other sources with the aim of offering a series of concluding thoughts.

Perspectives on the Challenge of Deterrence in the IE
We have seen that the spread of misinformation and disinformation in the IE 
has increased dramatically in the past few years around the world, often se-
verely impacting individuals and organizations and causing confusion, pan-
ic, and, on occasion, distrust in government (Bennett & Livingston, 2018; Liu 
& Huang, 2020). Geography offers little protection against this scourge, and 
Canada and Canadians, among other polities, have been increasingly target-
ed in recent years. Certain nations have been, and continue to be, at the fore-
front of the spread of disinformation, impacting elections in the United States 
as well as more recently propagating falsehoods surrounding COVID-19 
(US Department of State, 2020). Not only does such disinformation lead to 
financial losses—for example, at the time of writing, $7.75 million has been 
lost to COVID-19 fraud in Canada according to the Canadian Anti-Fraud 
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Centre (2021)—it also discourages susceptible individuals from following 
public health guidelines and promotes vaccine hesitancy, potentially, in the 
end, contributing to the further spread of COVID-19. Moreover, whether 
we are discussing cyberspace, or the IE more broadly, it is recognized that 
it is extremely difficult to defend against adversarial activity. In their chap-
ter Leuprecht and Szeman identified several attributes of the IE that present 
significant challenges. These include its interconnectedness, which enables 
adversaries to generate effect without concern for geography or political bor-
ders, the relatively low costs of entry, and the possibility of engagement in 
continuous offensive operations. Adaptation of deterrence for the challenges 
of the IE must take account of these characteristics.

As noted in the chapter by Jackson, despite the importance being placed 
on deterring the spread of disinformation in Canada from a security and safety 
standpoint, there is actually little consensus from academia or policy-makers 
on how exactly Canada should defend itself. As that author points out, part of 
the problem is a lack of consensus on defining disinformation, which Jackson 
and others approach as a societal and cultural issue as much as one of secur-
ity. Disinformation is typically understood to imply the intentional spreading 
of deliberately false information. This contrasts with misinformation, which 
implies the unintentional dissemination of similarly false or inaccurate infor-
mation. Thus, by many definitions, disinformation is meant to intentionally 
and maliciously mislead others. And yet, it is not always possible to ascertain 
intention. Jackson stresses that government efforts aimed at attenuating the 
spread of disinformation need to proceed with caution to ensure they are not 
perceived as interfering with freedom of speech. 

A consistent theme in this book has been the observation that the IE, 
and specifically the Internet and social media, have substantially increased 
the potential for adversaries to engage in information operations (IO) against 
competitor nations, effectively overcoming geographical and territorial 
boundaries to a variety of ends, including the spreading of false narratives 
and propaganda, enabling clandestine access to information and networks, 
and interference with control systems for civilian and military infrastructure. 
Chapters in this volume have examined the activities of specific competitor 
nations. For example, the chapters by Heide and by Seaboyer and Jolicoeur 
focus on Russia and China, respectively, while Bar-Gil examines information 
activities directed against Israel by Iran and its proxies, as well as examples 
of Russian IE tactics. This work demonstrates that, in addition to seeking to 
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catch up with the West in terms of IE capability, the adversary powers con-
sidered here have taken the opportunity to adapt technologies to their own 
preferred methods. For example, Seaboyer and Jolicoeur describe China’s 
policy of “informationalization,” which has, in part, enabled the Chinese 
Communist Party (CCP) to exploit tools, originally conceived of as enabling 
the free exchange of information, to bound and manipulate the narratives to 
which Chinese citizens have access.

In a similar vein to Seaboyer and Jolicoeur’s comments on China, Heide 
reminds us that Russia also engages extensively in the IE internally, as well 
as externally. Heide points out that this contrasts with democratic nations 
that only conduct IO on operations (in almost all cases abroad). Domestically, 
both have a specific focus on maintaining the mood and morale of their 
populations and armed forces by controlling the information and ideas that 
they can access with a view to avoiding any threat to the authority of the 
ruling regimes through dissent or uprisings. After a degree of thawing in 
the late 1980s and ’90s, Chinese and Russian authorities are again exerting 
a high degree of control over the IE of their citizens. While the technologies 
have changed, the intention is reminiscent of earlier attempts to block access 
to information from the outside world—for example, Soviet radio jamming 
operations against Radio Free Europe and Radio Liberty, which broadcast 
from Munich during the Cold War to provide domestic news to audiences be-
hind the Iron Curtain.1 Today’s equivalent is manifest in the complex system 
of technological control and enforced censorship that has been dubbed the 
“Great Firewall of China.”2 Stittmatter (2018) describes the techniques of “in-
timidation, censorship, and propaganda” that enabled the CCP to take back 
control of the Internet after a period of relative freedom before 2012. Deletion 
of social media accounts, blocking of websites, restrictions on the numbers 
of persons with whom a social media user can share information, and the 
introduction of fake information, among others, are all cited as techniques 
through which the CCP was able to fulfil the leader’s command to “win back 
the commanding heights of the internet” (Stittmatter, 2018, p. 70). Similar to 
the point made by Leuprecht and Szeman regarding the possibilities provided 
by the IE for engagement in persistent operations, these authors observe that, 
in their external affairs, both Russia and China appear to adopt a posture 
of constant conflict, notably in the IE, where they are able, in Lindsay and 
Gartzke’s (2019) terms, to inflict some harm “through cyber exploitation, 
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covert infiltration, and other ‘gray zone’ provocations that fall below clear 
thresholds of . . . retaliation” (p. 15). 

Russian operations in the IE are constant and are aimed widely at all 
sections of the targeted nations, including the military, civil society, and 
policy-makers. Bar-Gil’s chapter describes a struggle for “the global mind-
set.” That author also observes that, compared to some of its adversaries, 
Israel is at a relative disadvantage owing to the breadth and sophistication 
of its information infrastructure and, by extension, its dependence on such 
technology-enabled systems, which leaves it exposed to information and 
cyber-attacks. This echoes Lindsay and Gartzke’s (2019) observation that “It 
is possible and much feared in some circles, that weaker states and nonstate 
actors might exploit the technologies of globalization to undermine the con-
ventional military advantages of great powers” (p. 3). In this regard, it is in-
teresting that Bar-Gil notes that access to the IE means that malicious activity 
that “what was formerly a gradual, professional psychological impact is now 
a high-speed action that even the least competent, remote, and disassembled 
forces may conduct due to technological improvements.” As Leuprecht and 
Szeman observed, in the modern IE, the costs of entry are low.

Several authors in this volume point to the use of proxies as part of oper-
ations in the IE. Bar-Gil describes how Iran provides capability to its allies 
Hezbollah and Hamas to enable operations against Israel, and in some cases 
directs specific cyber operations, thus achieving the benefits of deniability 
while overcoming the disadvantages of physical dislocation from its target. 
Heide provides a very comprehensive description of the multitude of proxy 
channels adopted by Russia in its IO, noting the overt use of third-party or-
ganizations such as state media as well as a range of “grey” and “black” means 
that again confer plausible deniability. Seaboyer and Jolicoeur describe how 
the CCP exploits various levels of the Chinese and foreign media domestically 
and externally with a view to controlling its message. In addition, they outline 
how China is able to expand its technical capability for IO via manipulation 
of academic and industrial relationships, blurring the lines between civil and 
military research and development and industrial capacity.

As mentioned previously, the challenges addressed by this volume re-
quire consideration at several different levels of analysis. While the forego-
ing comments relate exclusively to the national strategic level, it would be 
wrong to ignore the fact that engagement with the IE occurs at the individual 
level, and thus effort must be expended in understanding the risks associated 
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with individual actions and the contexts in which individual actors operate. 
Although the IE can serve as an environment that facilitates positive human 
interaction, as observed by Ducol et al. (2016), deviant behaviours, attitudes, 
and beliefs are of great concern and can lead to serious consequences for in-
dividuals such as cyber-bullying, cyber-stalking (Hango, 2016), and fraud 
(Canadian Anti-Fraud Centre, 2021; Johnson, 2019), among others. Research 
suggests that certain types of individuals are particularly susceptible to being 
influenced in the IE. For instance, D’Agata and colleague found links between 
lowered Honesty-Humility (one of the six factors of personality) and great-
er online disinhibition, engagement in risky online behaviours (D’Agata & 
Kwantes, 2020), and engagement with strangers online (D’Agata, Kwantes, & 
Holden, 2021). These are examples of behaviours that can increase not only 
one’s exposure to adversaries and criminals, but also one’s susceptibility to 
oversharing or behaving in unsafe ways online. Peter et al. (2021) found cer-
tain individuals, such as younger adults, to be more susceptible to belief in 
disinformation or conspiracy theories. Furthermore, psychological tenden-
cies or needs seem to be influential in the IE; for instance, as noted in the 
chapters by Meharg and by Speckhard and Ellenberg, the need to belong or 
connect with others or establish one’s identity can promote engagement with 
strangers online. Moreover, for some, these needs may be met in the IE more 
so than in real-world settings. For instance, research has found a link between 
heightened real-life social isolation as well as social anxiety and increased 
comfort with or reliance on online communication (e.g., Whaite et al., 2018; 
Prizant-Passal et al., 2016). Speckhard and Ellenberg found that in extreme 
cases, such a need can result in individuals being radicalized, leading to even 
more serious outcomes such as engaging in illegal activity. More concerning, 
these authors also note that the sophistication extremists and extremist or-
ganizations display in the IE is particularly challenging to effectively counter 
or dispel. 

How Should Deterrence Theory Change to Match the Challenges of the IE?
A number of the contributors to this volume have observed that classical mod-
els of deterrence require revision to address the realities of the early twenty-
first century. As Jackson and Leuprecht and Szeman have all pointed out, to 
effectively deter in the IE, Canada and its allies must update their deterrence 
theory and practice. The changes necessitating such a rethink are in large 
part bound up, as Cimbala and Lowther and Ankersen, for example, have 
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pointed out, with changes within the IE itself. Ankersen chapter includes the 
observation that “what has changed are the “operant media through which 
and with which opponents” communicate, while Cimbala and Lowther note 
in theirs that “the nuclear-cyber relationship . . . makes deterrence a much 
more complex task.” Nevertheless, material presented in this volume provides 
some grounds for optimism that the fundamental aspects of deterrence, such 
as communication, credibility, and risk calculation, are broadly similar to-
day when compared with the immediate post-1945 period, and are likely to 
remain so with the consequence that deterrence continues as a possibility 
in the modern era. Stressing the importance of the non-physical elements 
of deterrence such as credibility and communication, Ankersen states that a 
“material bias” focused on, for example, weapons systems, has directed atten-
tion from the fact that “deterrence actually operates—has always operated—
in the information environment.” Thus, Ankersen sees contextual change in 
terms of the means, that is to say the information technology that enables 
communication between the deterring parties. 

Self-knowledge of vulnerability to threat is essential to building pre-
paredness and resilience in anticipation of likely future attacks, as was 
stressed by Robinson in a paper that emphasized the requirement for “syn-
chronised and systemic” (2019, p. 8) responses to adversary hybrid tactics. 
Similar to Ankersen, Robinson notes that while many of the threats facing 
NATO nations are not new, the means that an adversary might employ, such 
as cyber, are. Thus, Robinson emphasizes the need for deterrence theory and 
strategies to address such change, and notes that new approaches, including 
non-kinetic options, have developed with a view to deterring hybrid threats. 

Lastly, Ankersen’s comments align well with many of the other authors in 
this volume with regard to the likely benefits of dissuasion through defence in 
a “deterrence by denial” approach. The framework of cyber threats presented 
by Ankersen provides a useful means for structuring an integrated defensive 
posture across all domains and environments, based on an understanding of 
the various threat categories. Many authors in this volume have stressed the 
importance of promoting resilience in order to be positioned to engage in 
deterrence by denial. Jackson’s chapter includes the observation that doing 
so “not only mitigates harmful effects of hostile influence, but also changes 
adversaries’ cost-benefit analyses by denying them (technical or strategic/pol-
itical) benefits.” Jackson adds that such efforts may need to be carried out in 
coordination with governments, private actors, and civilians.
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Deterrence is a form of influence operation in that it seeks to achieve 
psychological effects in a decision maker with a view to guiding that indi-
vidual to behave in a certain way. Smith (2005) summed up the basis for all 
deterrence in noting that, “In short, the real target of someone wishing to 
deter is the mind of the opposing decision maker” (p. 190). Deterrence theory 
has seen regular revision in the light of real-world contextual changes, for ex-
ample, the end of the Cold War. It has also adapted to take account of research 
that used observational studies to examine the fundamental assumptions of 
the theory. For example, Jervis (1985) lamented the fact that an examination 
of case studies demonstrated that “participants almost never have a good 
understanding of each other’s perspective, goals or specific actions. Signals 
that seem clear to the sender are missed or misinterpreted by the receiver, 
actions meant to convey one impression often leave quite a different one” (p. 
1). Jervis further stated that classical deterrence theory was flawed to the ex-
tent that it relied on deductive logic rather than an examination of real-world 
experience, and that it was “based on the premise that people are highly 
rational” (p. 1). The aim of Jervis and colleagues (1985) was to strengthen 
the theory and its application with an improved understanding of, among 
other things, how, in the real-world, officials and institutions of state process 
information, how humans make decisions, and the cognitive and other biases 
that may undermine those processes. Thus, it is to be hoped that adaptation 
to the realities of the modern IE should represent a continuation of a process 
of evolution rather than a major transformation. 

A very good example of an adaptation of deterrence theory that ap-
pears well-suited to the challenges of IE-mediated deterrence was described 
in Wilner’s chapter in the context of counterterrorism. Wilner describes 
the development of a novel theoretical approach based upon deterrence by 
de-legitimization that “weighs on an adversary’s normative or ideological 
perspective” with a view to undermining the logic upon which their use of 
terror tactics is based by “targeting and degrading the ideological motiva-
tion that guides support for and participation in terrorism.” This raises an 
important issue—namely, the development of a sound understanding of an 
adversary (as well as that adversary’s supporters and potential supporters) to 
see how justification for their actions is achieved, and consequently how it 
might be undermined. Wilner’s chapter extends the application of the notion 
of deterrence by de-legitimization by applying it to the issue of deterrence in 
the IE, advocating specifically for the establishment of international norms 
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for actors’ behaviour within the IE, for more publicity for breaches of accept-
able behaviour, and, lastly, for proactive efforts within society to strengthen 
shared basic principles with a view to achieving collective resilience. Citing 
Doorn and Brinkel, Wilner stresses the importance of building and en-
abling trust and credibility within our societies in order to establish “societal 
counterweights to malicious propaganda and disinformation campaigns.” As 
noted in Jackson’s chapter, Canada’s responses to disinformation are broad, 
and future research is needed to better understand how these responses could 
be better refined as well as tailored to different situations.

Understanding Adversaries in Order to Deter Them
In their chapter, Cimbala and Lowther note that part of the process of adapt-
ing deterrence to the modern strategic environment is a recognition that 
there is a requirement for “tailored” approaches, based on an in-depth under-
standing of the specific adversary to be deterred. Ankersen likewise stresses 
the importance of the development of an improved appreciation of the adver-
sary and, citing Jervis, notes the importance of understanding how potential 
adversaries view the world in order to understand their behaviour and, ul-
timately, their intentions. Moreover, Ankersen emphasizes the fundamental 
psychological nature of deterrence, quoting Filipidou (2020) and Jervis et al. 
(1985), who refer to it, respectively, as “a state of mind” and “a psychological 
relationship.” Perhaps the essential point in Ankersen’s chapter is that, by fo-
cusing on the intended effects of adversary action, it should be possible to dis-
cern these actors’ goals and therefore how they would perceive the likely costs 
and benefits of their actions. The contention is that the apparent “uniqueness” 
of cyber, which Ankersen argues is “overstated” and is based on a focus on 
means and capability, can be bypassed, thereby allowing a more integrated 
perspective of the threat and enabling a comprehensive view of deterrence 
that includes cyber. This, according to Ankersen, is essential to deterrence via 
threat of reprisal, since “without an appreciation for what the intended effects 
or benefits of an attack are, it is difficult to calibrate the costs necessary to 
dissuade an opponent from carrying it out.”

Cimbala and Lowther point out that nuclear crisis management is “both 
a competitive and a co-operative endeavour” and emphasize that communi-
cation is essential to enable each party to demonstrate its appreciation of a 
situation to the other. Seen in this way, deterrence is reliant on the develop-
ment and maintenance of an effective relationship between the parties based 
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on clear communication. In addition, they underline the importance of each 
side developing a clear and accurate understanding of their adversary’s in-
tentions and capabilities upon which to base risk assessment and course-of-
action decision making. These observations align with early iterations of de-
terrence theory. For example, Schelling (1966) pointed out that “a hot line can 
help to improvise arms control in a crisis: but there is a more pervasive dia-
logue about arms control all the time between the US and the Soviet Union. 
. . . I have in mind . . . the continuous process by which the USSR and the 
US interpret each other’s intentions and convey their own” (p. 264). Cimbala 
and Lowther’s focus is on nuclear crisis management, but these elements are 
central to all deterrence relationships, whether in a crisis or in a steady state.

In their chapter, Schleifer and Ansbacher provide their perspective on the 
deterrent relationship between Israel and Hamas. They judge that Hamas has 
achieved an appropriate appreciation of Israeli decision makers’ perception 
of risk and is therefore managing to deter them by shaping public opinion 
with respect to the acceptability or otherwise of the probable costs of specific 
military action. Their chapter provides a series of examples of how, in their 
opinion, a combination of terror tactics, disinformation, and influencing 
international opinion has enabled Hamas to achieve this deterrence despite 
Israel’s military advantages.

Importantly, the chapters in section 1 of this volume emphasize the 
critical element of credibility in deterrence communication. This comprises, 
at least, the extent to which the party receiving the deterrent message believes 
that their adversary has both the capability claimed and the intention and will 
to use that capability in the circumstances specified. This is, in turn, depend-
ent on issues such as the credibility of the source of the deterrent message and 
the effectiveness of the transmission of that message, neither of which can be 
assumed. Even heads of state can fall foul of this basic requirement. For ex-
ample, as Keegan (2005) reminds us, by 2002 Saddam Hussein was “a victim 
of his own fictions and evasions. Because of his systematic mendacity, he had 
lost the capacity to persuade anyone that he was telling the truth” (p. 113).

Understanding Situations
More than one author in this volume touched on the critical issue of protag-
onists’ ability to achieve and maintain what Endsley (e.g., 1995) and others 
have called “situation awareness” and, particularly in the case of Cimbala 
and Lowther’s chapter, the dangers of protagonists not being able to maintain 
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such an appreciation. The implication is that the increasing speed and com-
plexity of situations mediated in the IE renders the achievement and main-
tenance of situation awareness extremely difficult and thus increases risk of 
misdiagnosis, miscalculation, and human error. In particular, they provide 
several examples of how cyber operations have the potential, deliberately or 
inadvertently, to skew or undermine an opponent’s understanding, as may be 
the case, for example, through the manipulation of information within an ad-
versary’s C4ISR systems, or through disruption of their internal communica-
tions, or perhaps through direct interference with the systems controlling the 
weapons themselves. A critical element of Cimbala and Lowther’s argument 
is that having lost situational awareness, participants could feel increased 
pressure to take pre-emptive action.

Many of the situational characteristics described by the authors in 
this volume, and in particular the crisis-management situations discussed 
by Cimbala and Lowther, such as limited time, situational ambiguity, and 
changing conditions, are in line with applied settings studied by psychol-
ogists interested in “naturalistic decision making” (NDM), notably Klein 
(e.g., 2008). Their studies of fire commanders, process control operators, 
surgical teams, and military commanders, to name a few, demonstrated, 
much as Jervis observed, that, placed in such situations, people tend not to 
conform to best practices predicted by rational decision theory. Rather, in 
time-compressed emergency environments, the experts reported using prior 
experience and knowledge rapidly to categorize the situation and generate as 
adequate a response as possible in terms of a course of action. Cimbala and 
Lowther make a similar observation citing the work of March and Simon. 
Indeed, Simon (e.g., 1978) had, as part of the development of a theory of 
bounded rationality in the 1950s, dubbed such decision making “satisficing,” 
that is, finding a solution that is satisfactory and sufficient relative to the de-
cision maker’s level of aspiration. Cimbala and Lowther quite rightly make 
the chilling observation that in the context of nuclear crisis management, 
there is simply no margin for error. In view of the foregoing, there is no sug-
gestion that what has been described is the “best” way to make decisions; 
rather the implication is that under extreme time pressure, with a need to 
respond to stay ahead of a dynamic situation, it may be the only possible way 
to respond within the capacity of human decision makers. One useful con-
clusion of the NDM work is that in order to promote good decision making, 
we should focus on optimizing, as much as possible, the conditions under 
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which decision makers make decisions. Their work strongly suggests that a 
focus on achievement and maintenance of situational awareness, a high-func-
tioning command team and organization to support the decision maker, and 
efficient communications and coordination are key. Cimbala and Lowther’s 
work shows us a variety of ways in which cyber means might be used by an 
adversary to undermine these critical structures and processes. The implica-
tion of the NDM research is that, as well as hardening against cyber intru-
sion, organizations should seek to optimize the decision-making context, for 
example, through training, improved organizational design, and, if available, 
decision-support systems.

Cimbala and Lowther point out that currently we can only “speculate 
about the impact of cyber-attacks and efforts to inject technical disinforma-
tion into systems responsible for nuclear crisis management.” Nevertheless, 
their chapter provides a range of scenarios that could be used in modelling, 
experimentation, and simulation with a view to achieving an improved ap-
preciation of the demands of such situations. Such work could provide the 
basis for improved preparation and potentially training and education for 
decision makers and their teams. In addition, such an approach offers some 
hope that we might achieve some degree of deterrence by denial, hardening 
our critical systems and augmenting the resilience of our people and organiz-
ations with a view to avoiding crisis escalation.

How Can Canada and Its Allies Achieve Increased Resilience?
A number of the chapters in this volume have implications for how states 
might achieve increased resilience. The IE has been leveraged by criminals 
and adversaries now for many years in an effort to influence, intimidate, 
manipulate, and radicalize individuals. Multiple streams of research exist 
in this domain to better understand what makes individuals vulnerable to 
others’ manipulations in the IE, as well as strategies or techniques that can 
be employed to reduce the effects of such efforts. Furthermore, understand-
ing the motivations and techniques employed by our adversaries can help in 
the development of methods to deter such actions in the IE. In addition, as 
discussed in the chapter by Porter, an examination of the online influence 
campaigns employed by our adversaries is needed in order to better under-
stand how to build resilience in our own personnel and citizens and to engage 
in deterrence by denial.
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The authors in this volume provide several recommendations for specific 
interventions to promote resilience, including technological developments 
to aid identification of adversary IO and hardening of critical civilian and 
military systems. Bar-Gil and Heide both favour augmenting such tools with 
a range of non-technical interventions, for example, training and education. 
Heide proposes that both the general public and the media would benefit from 
the ability to identify malicious IO more effectively, and Bar-Gil advocates for 
training military and civilian audiences alike in critical thinking about infor-
mation, especially that which is presented in social media. In fact, there is a 
great deal of research, particularly in the field of psychology, that highlights 
the benefits of critical thinking, such that analytical thinking is associated 
with lowered belief in disinformation (e.g., Bronstein et al., 2019; D’Agata, 
Kwantes, Peter, & Vallikanthan, 2021). Heide points out that adversaries 
benefit from ordinary persons unintentionally spreading their falsehoods 
as misinformation, and consequently invest time and energy in its creation 
and dissemination through a broad range of media, both state-sponsored and 
commercial, for example, TV, radio, and fake accounts on social media plat-
forms. Bar-Gil stresses the potential for limiting the success of such tactics 
through promotion of “digital literacy,” efforts that have been shown to be 
successful in limiting the spread of false messages. In addition, both authors 
address the controversial topic of governments restricting access to specific 
media within their own nations, with Bar-Gil discussing the potential use 
of specific instruments under Israeli law, and Heide advocating the blocking 
of access to Western audiences for news outlets spreading propaganda and 
disinformation and the cutting of funding sources for organizations involved 
in malicious IO.

With respect to the challenge of developing strong counter-narratives 
to challenge adversary influence operations and disinformation, we need to 
address the question of when our strategic communications might be con-
sidered equivalent to an adversary’s propaganda. Some authors even seem 
to have attempted to rehabilitate the term “propaganda.” Cull (2015) argues 
that most propaganda is, at base, an attempt to hinder the advance of an op-
posing idea, and as such could conceivably be considered defensive “counter 
propaganda.” Employing the same term, Taylor (2002) expressed the view 
that “propaganda”3 is required “on behalf of . . . peace” (p. 439). 

At the tactical level, Cull describes actions to counter a specific mes-
sage and cites the work of the US Information Agency in identifying and 
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debunking Soviet disinformation rumours in the 1980s. At the strategic level 
Cull sees “a communications policy” (2015, p. 3) aimed at adversary propa-
ganda, for example, the US information campaign during the Cold War and 
British foreign-language broadcasts aimed to counter totalitarian propaganda 
in the 1930s. Interestingly, Cull also notes that, “In our own time China’s 
large scale spending on cultural outreach and international broadcasting is 
seen by Beijing as a corrective to the western bias of global media outlets” (p. 
3), and as such is, in their eyes, essentially a counter-propaganda exercise. To 
this we could doubtless add their construction of a “golden shield” containing 
and protecting “an internet with Chinese characteristics” (Strittmatter, 2018, 
p. 79) and enabling their near total control of the information that Chinese 
citizens can access.

How Might Canada and Its Allies Respond?
The chapters by Bar-Gil and Heide present proposals for solutions to achieve 
deterrence in the face of the threats they describe. As a general point, it is 
possible to conclude that both authors advocate an approach that can be char-
acterised as “deterrence by denial” based on the achievement of high levels 
of resilience in the states, institutions, and systems discussed. Moreover, we 
should also note that in advocating an approach based on proactive strategic 
communications, Heide is, in parallel, proposing a form of pre-emption in 
the IE. This, it is suggested, is important to ensure that audiences are pre-
sented with “truthful accounts” before being exposed to the adversary’s dis-
information, which Heide notes may be harder for individuals to discount 
once internalized. 

In order to begin to achieve the necessary resilience, Heide stresses that 
Canada needs to develop strong narratives tailored to specific audiences that 
explain “what defines Canada, its beliefs, and its actions.” In order to achieve 
this, Heide proposes that Canada needs a strategic communications capability 
that is always active in order to deter adversary IO in a pre-emptive fashion. 
In addition, Heide suggests monitoring and analysis of adversary messaging 
combined with the development and dissemination of Canadian narratives.

The proposed developments outlined above, as well as others described in 
detail in the individual chapters, may have the potential to both bolster resili-
ence and harden Western societies against the malign information activities 
of adversary powers. Nevertheless, in formulating policy and doctrine for such 
a capability there would be many questions that would need to be addressed, 
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not least those in the moral and ethical spheres. Indeed, it will be essential 
to be prepared to address any suggestion that in responding within the IE 
Western nations could risk constructing a mirror image of the structures and 
tactics they are seeking to counter. Certainly, the development of informa-
tion-related capability by government and military in the West is sometimes 
treated with suspicion by domestic audiences. For example, Galeotti (2017) 
suggests that strategic communications “could perhaps be glibly described as 
‘propaganda we like’” (p. 1). Taylor (2002) similarly points out that there is “an 
entire range of euphemisms” (p. 437) within which we can assume “strategic 
communications” would figure. Taylor expressed the view that democracies 
“tend to delude themselves that they are not in the business of propaganda” 
(p. 437), arguing that it is assessed to consist of untruths and to be conducted 
only by undemocratic parties. The crux of Taylor’s paper was that at that time, 
as now, “when certain value systems are under attack . . . they . . . need to be 
defended . . . by a reaffirmation of the values that were being challenged” (p. 
440–1). Moreover, Taylor stated the opinion that this should be a job for gov-
ernments owing to a concern that “the free, democratic media of any country 
have become an unreliable mirror of the true nature of that society by virtue 
of the increasingly commercialised environment in which they now operate” 
(p. 439).

Both Heide and Bar-Gil recommend the development of analytic capab-
ility aimed at understanding adversary IO aims and approaches with a view 
to identifying domestic capability gaps and developing countermeasures. For 
example, Bar-Gil notes that Internet and social media present opportunities 
for the collection of relevant open-source intelligence (OSINT), and that such 
information has the potential to be used to underpin proactive responses. 
Bar-Gil provides the example of the Bellingcat investigations into the shoot-
ing down of Malaysian Airlines Flight 17 over Ukraine. Moreover, Bar-Gil 
describes how OSINT, based on an adversary’s social media presence, has 
provided the foundations for responses both within the IE and, in a cross-do-
main response, in physical action.

One area that perhaps received less attention is the notion of cross-do-
main operations or cross-domain deterrence as a means to respond to, or get 
ahead of, hostile information activities. Cull, for example, emphasizes that 
“not all propaganda is best countered in the communications sphere . . . [and 
that] addressing the source of the propaganda can prove an effective strat-
egy for counter propaganda” (2015, p. 14). Illustrating that, when conducted 
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by unscrupulous state actors, this can involve drastic and illegal measures, 
Cull provides the example of the assassination of a Bulgarian journalist by 
Romanian operatives. Bar-Gil provides examples of the use of physical attack 
in response to cyber activities noting that these were intended to degrade 
the adversary’s IE capability and simultaneously deliver a deterrent message. 
Such examples highlight the need for governments to engage in an examina-
tion of ethics and proportionality in adopting cross-domain tactics.

With this in mind, democratic nations might do well to ask about the 
extent to which the proposals put forward by Bar-Gil and Heide require the 
establishment of completely new capability, or whether what is needed is, in 
part, the re-establishment of capability that has seen under-investment in re-
cent times. Taylor noted that reductions in US public diplomacy in the 1990s, 
such as cuts to Voice of America broadcasts to the Middle East, had led to “an 
information vacuum which was then vacated by the morass of lies, rumours 
and disinformation generated by its adversaries” (p. 439). In a similar vein, in 
a 2005 article published on the BBC website announcing cuts to World Service 
broadcasts in eight languages, including Polish and Hungarian, the head of 
its Polish-language service was quoted as saying that, while they found the 
BBC’s position on Europe “somewhat optimistic,” they acknowledged that 
central Europe “is not the greatest geopolitical need at the moment” (“BBC 
East Europe voices silenced,” 2005). Clearly, we have the benefit of hindsight 
in having seen the increasing tensions in central and eastern Europe in recent 
years and the rise of quasi-authoritarianism in some quarters. The conclusion 
must be that over time the specific focus of counter-adversary IO will shift, 
and the capability that we build to support such operations must possess the 
flexibility needed to address new requirements from time to time. It would 
seem reasonable to suggest that the chapters in this book have demonstrated 
enough basic similarities in the techniques employed by a range of potential 
adversaries that such a capability could be created, although this does not 
necessarily address the problem that area expertise cannot be created in short 
order.

The chapters in this book have provided a range of useful recommenda-
tions for the enhancement of democratic nations’ capacity to operate in the 
IE that might broadly be characterized as falling into developments in the 
areas of analytic capability and proactive information capabilities. It should 
be advantageous to such efforts that similar capability has existed in the past 
and that lessons learned from the experience of the twentieth century are 
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available. The exception might well be, as Ankersen notes, the substantial 
changes in the media, systems, and organizations that constitute the modern 
IE. The arms race in communications and information technology is unlike-
ly to slow soon, and it is clearly the case that it will be those nations that 
can adapt to the new environment and harness the opportunities presented 
to achieve their strategic goals that will come out on top in the information 
battle.

Leuprecht and Szeman propose that Canada may not have sufficient 
resources to carry out “persistent engagement” and should instead look to 
partner with the United States. Jackson notes that Canada’s “attempts to deter 
strategic disinformation have included accelerated efforts to strengthen cyber 
defence and resilience and to develop legislation and norms to hamper dis-
information efforts, especially during elections. More generally, there have 
been efforts to increase co-operation and to share more information (about 
disinformation) to ‘deny’ actors (further) access at the domestic and inter-
national levels.”

Final Thoughts
This volume has covered a very wide range of topics in an attempt to conduct 
a preliminary examination of the risk presented by adversary activities in the 
IE and methods through which democratic nations might respond. We have 
seen a general consensus that the IE has rendered geographic boundaries 
less relevant to malign actors who are able to exploit connectivity to conduct 
operations against the West. Our networked environment also affords these 
adversaries the opportunity to achieve their strategic intentions incremen-
tally and without crossing the threshold that would trigger a more robust 
response. The implication is that there is also asymmetry in acceptability of 
methods. The West is rightly much less ready to use methods that would be 
considered illegal and unethical to achieve its aims. Thus, we are assailed by 
a constant barrage of disinformation that has the potential to decay the cred-
ibility and trust citizens have in the essential institutions of state and society. 
Meanwhile the same capabilities are targeted internally at the populations 
of nations like China and North Korea by governments who simultaneously 
exert near total control over the information their people can access.

A challenge facing defence departments in the IE is ensuring that oper-
ations are targeted toward our adversaries as well ensuring no harm comes 
to domestic populations in the process. The IE allows for individuals and 
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groups to disguise their true identities when operating online, making it 
more difficult to identify who they are, and to prevent them from continuing 
to engage in nefarious activities against our armed forces and citizens. In 
addition, it is extremely difficult to fully measure the scope and depth of tar-
geted online campaigns. As discussed by Porter and colleagues, techniques 
aimed at assessing attitudes indirectly offer one approach to help quantify 
the scope and depth, however, more sophisticated techniques, perhaps based 
on cutting-edge technologies such as machine learning, may be needed. A 
challenge facing defence analysts and researchers in particular is an inability 
to directly study and understand our adversaries. As discussed in the chapter 
by Speckhard and Ellenberg, work on defectors can be enlightening, but it is 
not sufficient in its own right. Continued work in this area focused on creative 
ways to assess and understand adversaries and their campaigns is needed. 

Research aimed at identifying vulnerabilities in individuals to being in-
fluenced and/or radicalized online can be key to the development of strategies 
and techniques to help reduce such vulnerabilities. Moreover, such work can 
help promote resilience in our own personnel and citizens by identifying ap-
proaches to help individuals more thoroughly consider and examine infor-
mation online before behaving hastily. In addition, research in this domain 
has the potential to inform areas such as public affairs as to the types of mes-
saging that could be effective at promoting resilience against influence and 
disinformation in the IE. Finally, as mentioned, evaluating the effectiveness 
of adversary online campaigns might help identify means to deter similar 
campaigns in the future. More research in the area of deterrence in the IE 
is needed. Moreover, a move toward a more integrated approach with other 
areas of government may be needed in order to better capture the effects, 
scope, and depth of our adversaries’ actions in the IE, in an effort to deter 
attacks in the future.

A repeated theme in this volume has been a recognition that if potential 
adversaries are able to sidestep our attempts to deter their activities through 
threat of reprisal, then we need to expand our repertoire of deterrence meth-
ods to achieve deterrence by denial. A variety of proposals have been made 
throughout the book that, when taken in aggregate, amount to the begin-
nings of a recipe for how Canada and its allies can begin to reinforce the es-
sential resilience of our societies and state institutions built up over hundreds 
of years, and in so doing, face up to the new authoritarian regimes that seek 
to undermine us. For example, training of military personnel and education 
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for the general population is required to enable them to navigate the IE safely 
and securely; training and simulation will help our civil and military crisis 
responders and decision makers respond in the face of adversary escalation; 
increased understanding of adversaries will offer the capacity to anticipate 
their stratagems, achieve early warning, and counter their propaganda; and 
an improved understanding of the structure of their ideology will enable 
de-legitimization in the eyes of their own populations and the wider world. 
Perhaps most importantly, there is the undercurrent of a confidence that the 
West has prevailed in the past in the face of opposing narratives and that it 
can do so again by building an information infrastructure to counter adver-
sary narrative and present a strong alternative.
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3	  It might be argued that, in part, Taylor’s paper is an attempt to rehabilitate the term 
“propaganda,” which, it is argued, is essential in defence of democratic values—in 
Taylor’s terms, “democratic propaganda.”
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Afterword
What does the future hold for us as it relates to deterrence and disinforma-
tion? Surely not clarity and certainty. The world shall continue to be VUCA 
(volatile, uncertain, chaotic, and ambiguous) as it has always been since hu-
mans have started to organize themselves in social groups. One could argue 
that the world is VUCA because it describes the human condition, i.e., our 
capacity and need to “gossip” as the most social animal on earth, as well as 
our predispositions to perceive threats coming from others we don’t necessar-
ily know or understand. I’m sure that in the year 166, Marcus Aurelius would 
have found the world very VUCA while battling a pandemic, insurgencies, 
constant wars, and instability on the borders of the Roman Empire. The world 
is VUCA because we can’t predict the future nor control or predict human 
behaviour.

One could think that highly sophisticated modern communication sys-
tems could dissipate these frictions and ambiguities. As many experts rightly 
pointed out, the advances in communication technologies and social media 
have added additional layers of complexity to human interactions where any-
one can reach wide audiences instantaneously without having the correct in-
formation at the source. In other words, anything goes, and it goes fast. In the 
international security environment and international relations disciplines we 
should therefore expect a real challenge in terms of deterring threats and dis-
information. And this will not go away anytime soon.

I could offer that framing disinformation in the context of others (ad-
versaries, competitors, and allies) may be useful in the sense that disinfor-
mation to us may represent the reality or the truth for others. In my view, 
this scenario is even more dangerous, as fighting deeply engrained beliefs is 
more complex than merely associating disinformation with spreading lies. As 
such, we could argue that the invasion of Ukraine has been in the works for 
many years as the West consistently ignored Putin’s sense of threat coming 
from a NATO on its continued expansion course to the East since 1999. And 
the same could be said for China. To qualify Russia’s action as barbaric and 
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unnecessary in the twenty-first century is not helpful. In a VUCA world, we 
should expect the unexpected. Although we know we have no ill intent or 
plans to threaten Russia and China, these state leaders feel threatened and 
their rhetoric, behaviours, and information campaigns reflect just that.

Although deterrence consists in a wide range and combination of differ-
ent scalable means, maybe it starts with establishing trust, one conversation 
at a time in the back rooms of diplomacy walking in with our eyes wide open. 
Establishing trust could mean taking seriously others’ sense of feeling threat-
ened. Simply put, maybe deterrence starts by proactively treating our adver-
saries, competitors, and allies with respect. Especially when we disagree. We 
should not underestimate the disarming long-term effects of honesty, trans-
parency, and coherent comprehensive approaches.

Lieutenant-General Jennie Carignan, 
Chief of Professional Conduct and Culture

7 June 2022
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Postface 
In the early hours of 7 October 2023, the terrorist organization Hamas 
launched a massive and surprise multi-pronged attack against Israel, resulting 
in the murder of more than 1,200 Israeli citizens, most of them civilians. This 
attack was also marked by numerous acts of extreme brutality by the Hamas 
attackers, including the murder of children and babies, rape, torture, body 
desecration, and burning captives alive. The Hamas terrorists’ exactions 
were very similar in scope and cruelty to those of the Islamic State. As of 
this writing, Israel has launched a massive air and land operation to defeat 
Hamas into Gaza and has mobilized an unprecedented number of reservists. 
Hamas-related agencies are claiming that there have been over 11,000 casual-
ties among the Palestinians. It is not yet known if the conflict between Israel 
and Hamas will escalate to involve other actors, nor how long the military 
operations in Gaza will last.   

The chapter by Ron Schleifer and Yair Ansbacher was written before 
these horrible and tragic events, but it was to some degree predictive. There is 
no doubt that Israel was deceived by its adversary and indeed self-deterred in 
taking decisive actions against Hamas prior to 7 October 2023. This weaker 
self-imposed deterrence posture may have also, at a more unconscious level, 
contributed to the Israeli intelligence failures and Israel’s political author-
ities’ lack of attention to warning signs received. Furthermore, as Schleifer 
and Ansbacher noted, Hamas had developed a quasi-air force and navy, and 
it made the most of them in its murderous rampage. 

On the more specific topic of disinformation, although Hamas did try 
to muddy the waters about the cruelty of its actions, it does not seem to have 
worked. Many supporters of Hamas and critics of Israel in the Western world 
have either changed their views or remained silent. Most Arab states have 
taken a moderate tone, and only a handful have celebrated Hamas’ exac-
tions, mostly Iran and its proxies such as Syria and Hezbollah. Israel has 
been quite effective in showing the world the actual cruelty of Hamas and in 
preventing Hamas disinformation to flourish. As it has been the case in all 
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conflicts involving Israel since military operations in Lebanon in the 1980s, 
international public pressures and contested press coverage are now influ-
encing the potential scope of Israeli operations. However, in a most cynical 
way, Hamas, by copying the example of the Islamic State, has changed the 
disinformation and deterrence context against itself. As the authors noted, 
“So far, Hamas has been successful in maintaining the psychological and in-
formational notion that invading and permanently occupying the Gaza Strip 
is an unthinkable option.” This is no more the case.

—Eric Ouellet
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The information age has opened a new front of adversarial statecraft. The past 
decades have seen the rise and refinement of conflict enacted in the world 
of information, with tactics including seeding disinformation, the theft of 
sensitive data, confusing or obscuring public opinion to forward specific 
goals, and beyond. Deterrence in the 21st Century asks how, and if it is  
indeed possible, to deter an enemy in the realm of information warfare. 

Setting the stage with an overview of key concepts of deterrence in the 
information age, the book presents new conceptual approaches and their 
possible applications. Bringing together some of the most respected analysts 
working today, Deterrence in the 21st Century looks beyond the technical 
aspects of the use of information and disinformation as adversarial statecraft 
to seek new avenues to deter the undermining of institutions and societies. 

Treating deterrence as a concept, a policy, a social challenge, and a series 
of practical solutions, Deterrence in the 21st Century presents theoretical 
approaches, conceptual analysis, empirical research, and content analysis. 
This is a thorough, thoughtful, and expert analysis of one of the most  
difficult and essential security challenges of our time. 
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