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ABSTRACT: Due to challenges in filling vacant positions and the heightened demands posed on existing staff, 
employers and project managers are progressively considering the recruitment of inexperienced individuals and 
seeking strategies to swiftly provide them with essential job-specific knowledge. The potential of industrial AR 
has been widely researched to support workers in overcoming skill-related knowledge and enhancing industrial 
processes. However, most studies focus on demonstrating technology usability across different processes and 
overcoming engineering hurdles on a case-by-case basis. There is no direct benefit analysis on how AR assists 
construction tasks at human motion level, and how to eliminate the ineffective motions and reduce the duration of 
effective motions. To fill this gap, this paper first establishes an AR-based near real-time object detection system 
of small tools and components involved in task processes for egocentric perception of workers in the construction 
industry. Later, the Standard Operating Procedure (SOP) for scaffolding assembly activities is deconstructed from 
a manual process into Therbligs-based elemental motions. Finally, this research conducted a comparative study of 
two prototypes across four dimensions of evaluation. As a step forward in this direction, this paper renews the 
connotations of Therbligs theory under industry 5.0 era, rethinks the AR-assisted construction task processes, and 
applies appropriate technologies enhancing the adaptability of AR technology for construction workers’ needs.  

KEYWORDS: Augmented Reality (AR); Microsoft HoloLens 2; Object Detection; Task Assistance; Therbligs 

1. INTRODUCTION  

The construction industry, characterized as one of the least digitized and toughest labor challenges, urgently seeks 
solutions for industry transformation (Liao, Iseley, & Behbahani, 2022). In Canada, nearly half of the construction 
employers are facing the obstacle of recruiting skilled employees over the next three months (Government of 
Canada, 2022). Meanwhile, increased project complexity implies a high degree of technical, organizational and 
environmental variability and uncertainty, which leads to greater risk and poorer performance by construction 
personnel (Peñaloza, Saurin, & Formoso, 2020). In terms of technical requirements alone, project contributors 
must possess a more reliable and advanced technical qualification (Trinh & Feng, 2020). From the organizational 
and demographic characteristics, most construction workers rather rely heavily on previous work experience or 
oral interpretation from peers than follow the correct mechanical operation steps or standardized operation 
procedure (Ke, 2018). Oyekan et al., propose one of the mental challenges faced by workers, highlighting that as 
task operations become more complex, the cognitive load on operators also intensifies. This heightened cognitive 
load can be reflected in various human mental reactions of “Search,” “Find,” “Select,” and other Therbligs. 
Consequently, due to the greater difficulty in filling vacant positions and the increased demands placed on 
employed personnel by the complexity of construction projects, employers and project managers are gradually 
hiring inexperienced newcomers and are eager to find countermeasures to equip them with the necessary job-
related knowledge in a short time (Büttner, Prilla, & Röcker, 2020). 

Industrial AR, deploying Augmented Reality (AR) technology into dynamic industrial environments targeting 
inhomogeneous user groups, is seen as potential solution to above dilemma and gains more momentum in both 
academic and industry (Grubert et al., 2010). The potential of Industrial AR has been widely researched to support 
workers in industrial scenarios in overcoming skill-related knowledge and enhancing industrial processes (de 
Souza Cardoso, Mariano, & Zorzal, 2020). In the context of industrial AR, one of the more fruitful and practical 
projects is the AR-Driven Task Assistance system, which supports workers by providing real-time sequence of 
assembly operations, tools to be used and collision free assembly paths at the workplace (Eswaran & 
Bahubalendruni, 2022). Previous research and the authors of this paper have also contributed to the development 
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of a similar task-assisted AR prototype, which in this paper is expected to focus on the second function for 
highlighting recommended tools in the user’s view while performing a task. Oyekan et al.  addressed the mentioned 
challenge by using Therbligs to embed intelligence in workpieces and make them interactable and communicable. 
They developed smart workpieces to actively participate in assembly operations by providing their location and 
operational sequence to an operator (Oyekan et al., 2020). However, their solution may encounter various practical 
issues, such as overloaded servers when many workpieces update their status simultaneously, mispositioning of 
sensors and LEDs leading to electronic faults, and greater weight and more challenging manipulation of 
workpieces due to the addition of extra components. 

It is obvious that CV and AR are theoretically linked and mutual fulfillment of each other, as OD could quickly 
identify and localize specific objects and draw bounding boxes around instances, and AR greatly extends users’ 
capability and experiences by directly presenting detected objects and their digital data in an immersive, interactive 
way (Z. Wu, Zhao, & Nguyen, 2020). Thus, this paper proposes another computer vision-based solution to the 
same challenge by integrating OD into an AR-driven task assistance prototype. The choice of deployed 
technologies is highly related to their ability and referred to prior successful cases. While researchers have 
established the effectiveness of Industrial AR and its widespread adoption in construction task assistance over the 
past two decades, most studies focus on demonstrating technology usability across different processes and 
overcoming engineering hurdles on a case-by-case basis (Kim, Olsen, & Renfroe, 2022; S. Wu, Hou, Zhang, & 
Chen, 2022). However, user-related assessment of AR assistance systems and worker-oriented effectiveness in 
industrial environments is not a major focus (Tao, Lai, Leu, Yin, & Qin, 2019). To be more specific, there is no 
direct benefit analysis of how AR assists construction tasks at the human motion level and how to eliminate 
ineffective motions and reduce the duration of effective motions.  

To fill this gap, this research first reports the further exploration of embedded object detection into the existing 
AR-driven task assistance prototype developed by authors. The existing AR prototype is targeted at construction 
workers without any previous work experience to conduct tasks from the beginning. But it only provides fixed 
information designed in advance about the activities and corresponding contents step by step. More advanced, the 
prototype developed in this research realizes a real-time detection of multiple scaffolding components, 
superimposes holographic texts, and gives hints about the correct selections which helps new industry entrants 
make the right choices from a wide range of tools and components. Later, the Standard Operating Procedure (SOP) 
of scaffolding assembly activity is decomposed from a human manual process into Therbligs-based elemental 
motions. It serves as both a specific example to enhance the understanding of Therbligs-based task processes and 
the foundation of subsequent benefit analysis. To present a more intuitive and clear effect, this research finally 
adopted a comparative study of a traditional AR prototype and an advanced AR prototype with object detection 
function from four dimensions of evaluation. It will demonstrate the superiority of the proposed prototype in easing 
cognitive load, eliciting contextual awareness, and reducing particular motion costs on Search, Select, and Find.  

The proposed pathway not only explores the possibility of fully exploiting the advantages of both Augmented 
Reality and Object Detection, but also allows novice workers to easily perform high requirements tasks with a 
satisfied completion accuracy. As a step forward in this direction, this paper renews the connotations of Therbligs 
theory under industry 5.0 era, rethinks the AR-assisted construction task processes, and applies appropriate 
technologies enhancing the adaptability of AR technology for construction workers’ needs. It is expected this 
research could inspire substantial discussions, enhance the implementation of AR-driven task assistance, and 
provide a valuable reference for construction workforce preparation.  

2. RELATED WORK 

2.1 Therbligs overview  

Therbligs, first invented by Frank Gilbreth during the early 20th century, is a collection of 18 elemental human 
mental and physical motions used to describe any task and analyze the motion economy in the workplace (Sung, 
Ritchie, Lim, & Medellin, 2009). The full collection of 18 Therbligs and their symbols used for depicting when 
performing work is shown in Table 1. It is useful to use Therbligs to analyze the impact of technology adoption on 
individual earnings (Wang et al., 2021). The overall efficiency and productivity of tasks will be significantly 
improved because less time wasted on non-value-added activities and more time spent on productive work. The 
selection of Therbligs to be analyzed and addressed in this paper is not random. Taking consideration of the 
capabilities of computer vision technology and extended understanding of Therbligs connotation in the context of 
the construction tasks, this research mainly focuses on elemental motions of “Search”, “Select” and “Find”, which 
is also complied with previous research of Oyekan et al. The description of chosen Therbligs and their connotation 
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in the context of the construction industry could be found in Table 2, gathering previous research and examples 
mentioned in the conversation with experts in both the ergonomics field and construction industry (David, 2000). 
For the application scenarios in this research, object detection function will be deployed to reduce the efforts 
needed by construction workers to search and select the tools and components they need.  

Table 1: 18 Therbligs with symbols (Ninjatacoshell, 2012) 

Table 2: Description of chosen Therbligs and their connotation in the context of the construction industry 

Therbligs  Symbol Description (Niebel & Freivalds, 2013) Examples in the construction activities 
Search S Eyes or hands groping for object; 

begins as the eyes move in to locate an 
object. 
 

A construction worker looks for the location 
of a hammer in a warehouse. 
 

Select SE Choosing one item from several; 
usually follows Search. 

A construction worker selects the 
appropriately sized steel beam from a range 
of options. 
 

Find F Defines the momentary mental reaction 
at the end of the Search cycle.  

A construction worker realizes that he had 
found the correct 5 mm drill. 

2.2 AR for Worker Onboarding and Skill Development 

Industrial AR related to worker onboarding and skill development typically falls into two categories based on the 
research purposes and system functions: Step-by-Step Assistance AR and Hands-on Training AR (Butaslac, 
Fujimoto, Sawabe, Kanbara, & Kato, 2022). Both systems essentially start from the premise of breaking down 
knowledge barriers for people who do not have the ability or experience to perform the task contents. The 
difference between them is Hands-on Training AR will emphasize more on the knowledge stock after using the 
system and the ability to work independently when users are not equipped with system (Büttner et al., 2020), while 
Step-by-Step Assistance AR will emphasize the prompts, flexibility, and adaptive to users’ needs and facilitate 
quicker familiarization and more regulated execution of predetermined task procedures (Zhang, Xuan, Yadav, 
Omrani, & Fjeld, 2023). For the user groups and specific scenarios targeted in this paper, the system built can be 
categorized as a Step-by-Step Assistance AR system. 

2.3 Object Detection for AR 

Numerous papers have extensively explored the applications of AR and OD within the construction industry, 
individually. From data preparation for construction objects, the traditional object detection dataset in the 
construction context is a collection of various categories (e.g., materials, workers, and their behavior of wearing 
PPE or falling from height), messy site layout, and large objects (e.g., heavy equipment of crane, excavators, 
bulldozers, and backhoe diggers). Thus, this research establishes a near real-time object detection dataset for small 
tools and components involved in task processes for workers’ egocentric perception in construction industry. 
Besides, there exists relatively limited progress in cross-studies of AR and OD in this industry, despite its potential 
for significant advancement and promising opportunities. Wu et al. measured the utility and effectiveness of AR 
warning system on onsite construction workers with object detection for tracking onsite workers’ locations and 
dynamic hazard areas (S. Wu, Hou, & Chen, n.d.).  
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Meanwhile, several other industries, such as smart manufacturing, have conducted successful research on the 
integration of AR and OD, which can serve as valuable points of reference for further exploration in the context 
of construction industry. They highlighted possible computing pathways, which could be broadly categorized 
based on where the data are handled into server-side processing, running locally on the device, or both (Ghasemi, 
Jeong, Choi, Park, & Lee, 2022). Considering the trade-offs between computational requirement and device 
limitation, cost and latency tolerance, and network connectivity, this research will adopt Microsoft Azure Custom 
Vision library as it offers a complete high-level solution suiting for HoloLens computing capabilities and is more 
common for implementation (Łysakowski et al., 2023).  

Several publications investigated the utilization of Microsoft HoloLens 2 along with Azure Custom Vision services 
for object detection for different purposes (PatrickFarley, 2023). George created a training dataset of 215 images 
for motherboard and RAM in computer assembly task and reached an 80% match score even in varying 
environments, but also reveals challenges in limited experimental sample of three participants and false positives 
in similar components (George, 2021). Fuglseth created a proof of concept program for specific objects recognition 
and text information visualization in users’ view with an open-source Microsoft COCO dataset (Fuglseth, 2022). 
Although this research demonstrated the technical feasibility of general objects detection in daily life, it lacks a 
specific use-case context and highlights the limitations of single object detection at a time. Casano used 9 specific 
classes of the COCO dataset and successfully implemented Azure Custom Vision object detector in the HoloLens 
for assisting and supporting users for better life or easier work style (Casano, 2021). This paper introduced a more 
mature and customized system by integrating eye motions, gestures, and voice commands, but faced limitations 
of predictions efficiency and more rigorous evaluation. Their pipelines to realize the object detection function are 
similar with each other. HoloLens will take a picture based on users’ commands and uploads the picture to the 
Azure Custom Vision API. After successfully identifying, a label or images will be placed in users’ AR view for 
easier awareness. These studies underscore the growing significance and feasibility of object detection in AR 
applications, point out challenges associated with their specific applications, and also highlight the potential for 
further improvements. It includes realizing a real-time object detection, testing its usability in practical application 
scenarios of industrial tasks, and developing a more powerful AR system to support more reliable multi-objects 
detection results.  

3. PROTOTYPE DESIGN AND DEVELOPMENT 

3.1 Prototype Overview 

The fundamental idea behind the envisioned prototype involves the utilization of HoloLens 2 as an aiding 
instrument for promptly identifying objects in near-real time. Its primary function is to aid workers in identifying 
the precise tools and components required for the ongoing task phase. The target users for this prototype comprises 
generic individuals who lack prior work experience but seek rapid acquaintanceship with task-related details to 
ensure adherence to standards. For example, a novice construction worker aims to efficiently select tools and 
components aligned with the day’s designated task and make high-quality commitments to their work activities. 
The object detection function will be triggered by users’ voice commands, touch buttons, or gestures. The objects 
will be identified according to the current task step and its mentioned tools or parts. Once related objects are 
successfully recognized, the list of expected results will be three main parts (Farasin, Peciarolo, Grangetto, 
Gianaria, & Garza, 2020). A bounding box is a rectangle area that represents the object and its region. The class is 
a tag of the most probable category that the object belongs to. The probability score is the confidence level of 
algorithms in the detection accuracy and serves as a critical criterion for accepting or rejecting results. All 
information included will be displayed in the AR view as a visualized cue to workers.  

3.2 Hardware and Software  

Trimble XR10 with HoloLens 2 - Full Brim Hardhat is an integrated device in which a construction hard hat 
ensures easier wireless use in safety-constrained environments and the HoloLens 2 is the most commonly used 
XR headset. Microsoft HoloLens 2 is an ideal platform with high-tech hardware features for computer vision 
research, and also provides scalability of cloud services and connection to Microsoft Azure AI platform 
(Ungureanu et al., 2020). It sets a suitable equipment base that could serve multiple roles in proposed research and 
subsequent research, such as the source for capturing data in the form of video and frames, a computer of executing 
detection functions, and the tool for visualizing processed data and related task information (Qin et al., 2023). The 
proposed prototype is developed in the Unity cross-platform graphics engine (version 2022.3.3f1 LTS) using C# 
as programming language and MRTK (Mixed Reality ToolKit) packages for assets and interactive UI creation. 
Currently, this research adopted Microsoft Azure Cognitive Services to deploy object detection function by using 
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REST APIs and client library SDKs.  

3.3 Object Detection using Azure Custom Vision in HoloLens 

Microsoft Azure Custom Vision services enable users to rapidly customize cloud-based computer vision models 
and simply manage it using REST API calls. The overall design of architecture is shown in Figure 1. This research 
created the computer vision project in Azure Custom Vision portal and labelled a total of 12 classes including 
1,224 images and 2,008 objects. The training model and its performance is further illustrated in both Section 4.4 
and Section 5. The AR application, developed in Unity, adopted MRTK for user interaction and established a 
connection to the Azure Custom Vision API through endpoints. The Azure platform authenticates the AR system 
using Azure credentials and provides external GPU computational capabilities to preprocess the images and send 
the response through Wi-Fi. Once HoloLens receives object detection results from Azure Custom Vision, display 
holograms or annotations in the user world to indicate the detected objects. 

Figure 1 Pipeline design of using Azure Custom Vision and HoloLens 2 

4. EXPERIMENT DESIGN FOR EVALUATION  

The purpose of designing experiments is to provide a comprehensive insight into whether different forms of AR 
and varying technologies involved might impact user performance on the motion level. This study is designed with 
two independent variables: the complexity of construction tasks and the assisted tools used by participants to 
accomplish these tasks. Each variable is further subdivided, as task complexity has two levels (referred to as Task 
1 and 2 hereafter), and using task-assisting tools comes in two types. Task 1 of the Miter Saw Stand assembly is 
the most complicated to build due to all the extra pieces and steps participants need to follow to make it work 
properly. Task 2 of the Scaffolding assembly is straightforward to understand what the task entails, but it’s also 
easy to assemble it incorrectly and skip steps on some safety details. Detailed descriptions of these task 
specifications can be found in the subsequent section (section 4.3). The first type of assisted tools is a conventional 
AR prototype, which presents participants with guided text, images, and videos (referred to as Prototype 1 
hereafter). On the other hand, the second type employs a more advanced AR prototype that includes object 
detection functionality to highlight crucial components for users (referred to as Prototype 2 hereafter).  

4.1 Hypotheses 

This research is formulated following hypotheses: H1: When using Prototype 2, participants were able to make 
fewer mistakes and complete the task with higher quality. H2: When using Prototype 2, participants were able to 
complete the task more efficiently, spending less time on “Search”, “Select”, and “Find” Therbligs. H3: When 
using Prototype 2, participants’ cognitive demands were lower, and they can obtain better understandability for 
task contents and unfamiliar tools. H4: When using Prototype 2, participants think it is more intuitive, efficient, 
and enjoyable to use.  

4.2 Bias Control 

Potential bias and the effects of irrelevant factors, such as participants’ familiarity with AR concepts and interaction, 
existing skills or learning curve, are more or less to interfere with the experiment results. The counterbalancing 
design principle and within-subject principle are throughout the entire experimental design and adopted controlling 
measures are stated as follows. Given that participants might have varying levels of proficiency with AR, some 
individuals are experienced users and developers, while others have a more superficial understanding [21]. Though 
researchers prepare an illustrative ppt for introducing experiments, explaining the meanings of prototype UI and 
panel, and briefly showing how to perform the sample tasks using different prototypes, researchers concern 2D-
based explanation is less intuitive than real experience with device. Therefore, the prototype provides a 
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comprehensive quick start guide to build perceptual awareness of AR capabilities and narrow knowledge gap 
among all participants. To mitigate the potential order effects and learning curve, there is also a clear definition of 
how to assign the participants into groups and decide their starting sequence. All participants will be randomly 
divided into two Group A and B. Both Group A and Group B will be exposed to two kinds of prototype and operate 
the same task, assembly Miter Saw Stand in the test phase 1 and assembly Scaffolding in the test phase 2, as shown 
in Figure 2. The difference between the two groups is Group A will start using Prototype 1 first, then they will shift 
to Prototype 2 in the test phase 2, while Group B will use two prototypes in reverse order. 

4.3 Task Specification and Therbligs-based Information Presentation 

As the basis of experiment design, this research selected the Metaltech Multipurpose 4-in-1 6 ft. Baker Scaffold 
as the specific user case for experiments, as the scaffolding is a typical and normal task in the construction site 
with higher hazards (Khan, Saleem, Lee, Park, & Park, 2021). Rigorously building up scaffolds is a vital safety 
management measure and prevents potential serious individual accidents. In terms of task content design, it can 
also be converted into another form of miter saw stand, which is a routine task for carpentry but different from 
those steps and used components in scaffolding assembly. Meanwhile, the difference in difficulty levels between 
the two tasks makes this choice more suitable for designing an experiment. After field assembly by three 
researchers, they agreed that the miter saw stand was the most complex and difficult to build, while the remaining 
three types were not as difficult to distinguish. As mentioned in previous section, the effect of decreased physical 
strength on experimental effectiveness, as well as increasing the difficulty differentiation between two tasks, two 
researchers worked together to simplify the task of scaffold assembly. Subjects would neither assemble the upper 
ladder to the lower part to prevent a total shelf height of about two meters, nor would they rotate the assembled 
shelf up and down. In the step of transitioning between the scaffold and the miter saw stand, they won’t flip the 
entire platform due to its potentially harmful weight and surface area.  

Figure 2 Selected Multipurpose 4-in-1 6 ft. Baker Scaffold for Experiment (The Home Depot, 2022) 

Figure 3 shows the partial sequence of the assembly scaffold in the form of “Search”, “Select”, and “Find” 
Therbligs. The experiment workplace setup is shown in Figure 4, where all components are lying on the ground 
and a nearby shelf is for PPE equipment. “Search” Therbligs is reflected in locating the same type of tools from 
numerous building components in the package, such as searching ladders, braces, and locking pins. “Select” 
Therbligs happens less often than search, which is embodied in choosing the right one from a variety of similar 
things or alternatives, such as selecting a lower ladder from ladders where the upper ladder is a misleading option 
for participants  (as shown in Figure 5). “Find” Therbligs is a momentary mental activity that is reflected in the 
participant starting to move on to the next activity, such as the participant grabbing the searched brace and locking 
it in place using the U-lock kit. 

Figure 3 Partial sequence of assembly scaffold in the form of “Search”, “Select”, and “Find” Therbligs. 
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Figure 4 Experiment workplace setup. Figure 5 Experiment setting example for “select”. 

4.4 Dataset Preparation 

High-quality image data for target objects matters a lot to create a robust object-detection model (Lee, Jeon, & 
Shin, 2023). As shown in Table 3 and Table 4, this present study constructed a dataset to train and test the detection 
model, which took a total of 1,224 images, including 2,008 objects with 12 categories of classes. The dataset is 
compiled by two researchers using four devices of Hololens, iPhone, iPad, and Android Phone. This collection 
covers a diverse range of angles, lighting conditions, and backgrounds, drawing from the environments of two 
distinct research laboratories. In addition to sufficiently high-quality images of the objects in question, another 
important thing is the quality and quantity of annotation. The two researchers agreed on the labeling to ensure that 
the bounding box was strictly around each object. When one researcher’s annotation is complete, another 
researcher will cross-review each annotation result to ensure consistency. The quantity of each tag is roughly above 
120 images, which makes the distribution even and not biased.  

Table 3 List of scaffolding components for object detector training 

No.  QTY. Used in EXP. Class No. Annotated Images 

1 2 Lower ladder 137 

2 1 Platform 144 

3 4 Mounting bracket 194 

4 2 Piece support 132 

5 2 Brace 147 

6 2 Shelf brace 169 

7 1 Wire grid shelf (S) 216 

8 5 Wire grid shelf (L) 217 

9 4 5 in. caster 168 

10 10 Locking pin 168 

11 2 Anti-tip assembly 183 

12 2 Tightening knob 128 
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Table 4 Examples of Captured Images 

1. Lower ladder 2. Platform 3. Mounting bracket 

4. Piece support 5. Brace 6. Shelf brace 

7. Wire grid shelf (S) 8. Wire grid shelf (L) 9. 5 in. caster 

10. Locking pin 11. Anti-tip assembly 12. Tightening knob 

4.5 Procedure and Evaluation Metrics 

The overall experiment procedure is shown in Figure 6 an estimated duration of 20-25 minutes. Three GoPro 
cameras, each at an angle of 120 degrees to each other, were used to record the entire experiment to facilitate the 
subsequent analysis of the participants’ Therbligs-based movements. Each participant will be through four steps: 
one preparation step, two test steps, and one after-testing step. After both Test Phase 1 and Test Phase 2, participants 
will be required to fill in a designed after-testing questionnaire immediately to express their direct subjective 
perception. At the end of the experiment, participants were allowed to volunteer for a short interview to express 
their opinions on improvements to the system prototype, their willingness to accept the technology, and other 
feelings not covered in the questionnaire. The data acquisition is based on a four dimensions evaluation: Quality, 
Efficiency, Mental Demand, and User Experience. The purpose of quality assessment is to detect the degree of 
precision in the work of the participants. This is done manually by experimental observers and is scored based on 
a complete error protocol. The error protocol describes errors in detail for two tasks, scores each of the two 
archetypes, and assigns three levels of scores according to the severity of the error (Wolf et al., 2021). The number 
of errors and the weighted total error score were finally statistically analyzed. Efficiency can be assessed in two 
ways. On a macro level, the overall time spent by each participant in completing the tasks using the two prototypes 
will be compared. On a micro level, experimental observers will use a timer to calculate the duration spent on the 
motion level of each Therbligs. This paper will explore to what degree user-centered process-oriented object 
detection has a significant effect on “Search”, “Select”, and “Find” Therbligs. Mental demand and user experience 
are mainly obtained through validated questionnaires and supplemented with optional semi-interviews. 
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Figure 6 Experimental comparison between conventional AR and advanced AR with object detection 

5. OBJECT DETECTION MODEL TRAINING RESULT  

After training the model using 3 hours budget with General (compact) domain, the second-iteration training ended 
with 85.6% precision, 86.4 % recall, and 92% mAP. It is noted that when trying to train for more budget hours, the 
results remained the same which indicates that object detection model reaches its limitation by using current dataset. 
These metrics provide critical insights to evaluate the accuracy and effectiveness of object detection models. 
Precision is how many of the predicted instances are to be actually correct, recall gauges how well the model is 
capturing all the relevant correct instances, and mAP (mean Average Precision) represents the overall performance. 
This proposed model has a relatively higher performance in the mAP, which means that the model achieves a good 
balance between the precision and recall across different thresholds. 

The excellent performance of this model is not only reflected in the data metrics, but also in the test images, as 
shown in . All objects, including very small Tightening Knob and Anti-tip Assembly objects, were successfully 
recognized one by one with a high success rate of more than 50%. However, there is still room for improvement 
in this model, as shown in Figure 8. As we mentioned above, we used the upper ladder as a misleading option, 
allowing participants to select the correct one from the two ladders for subsequent experiments. The trained model 
was unable to effectively distinguish between the two ladders when recognizing similar ones.  

Figure 7 Examples of Object Detection Results from developed model 
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Figure 8 Improvements needed in the model. 

6. CONCLUSION AND FUTURE WORK  

This research further developed the AR-Driven Task Assistance prototype by integrating object detection function 
to reduce elemental motions of “Search”, “Select” and “Find” in the Therbligs theory, and designed experiments 
to verify its direct benefits for construction workers and ease cognitive demanding during performing tasks. By 
integrating real time object detection into an AR-driven task assistance prototype, it is expected to enhance 
construction workers’ perception and situational awareness with a wearable, hands-free AR headset, which won’t 
interfere with workers’ current activities and enable a relatively larger and flexible Field of Vision (FoV) than 
mobile phone or tablets (Łysakowski et al., 2023).  

This research is limited to a single pipeline to realize proposed application scenario, which leaves a researchable 
question on “Is there an optimal solution for the same function”. Since existing methods do not discriminate well 
between similar things, it is worth further improving the algorithm or exploring other publicly known algorithms 
in this domain. Besides, though there are some publications realizing a similar function on HoloLens, it is still 
worth comparing the performance of different algorithms by using a dataset of the same quality, diversity, and 
complexity. What’s more, this research is proposed to deploy real-time object detection into an AR-driven task 
assistance prototype and also verified by scaffolding and miter saw assembly activity, which is aimed at solving 
practical problems faced by construction industry. However, despite construction industry, other industries might 
encounter similar issues and challenges awaiting to be further improved. This leaves future efforts to generalize 
this proposed pathway to other industries and slightly adjust to their specific challenges. 
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