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Responsible Use of Al in
Military Systems

Artificial Intelligence (AI) is widely used in society today. The (mis)use of biased
data sets in machine learning applications is well-known, resulting in discrimina-
tion and exclusion of citizens. Another example is the use of non-transparent algo-
rithms that can’t explain themselves to users, resulting in the AI not being trusted
and therefore not being used when it might be beneficial to use it.

Responsible Use of Al in Military Systems lays out what is required to develop
and use Al in military systems in a responsible manner. Current developments in
the emerging field of Responsible Al as applied to military systems in general (not
merely weapons systems) are discussed. The book takes a broad and transdisci-
plinary scope by including contributions from the fields of philosophy, law, human
factors, Al systems engineering, and policy development.

Divided into five sections, Section I covers various practical models and
approaches to implementing military Al responsibly; Section II focuses on liability
and accountability of individuals and states; Section III deals with human control in
human-AI military teams; Section I'V addresses policy aspects such as multilateral
security negotiations; and Section V focuses on ‘autonomy’ and ‘meaningful human
control’ in weapons systems.

Key Features:

» Takes a broad transdisciplinary approach to responsible Al

* Examines military systems in the broad sense of the word

* Focuses on the practical development and use of responsible Al

* Presents a coherent set of chapters, as all authors spent two days discuss-
ing each other’s work

This book provides the reader with a broad overview of all relevant aspects involved
with the responsible development, deployment and use of Al in military systems.
It stresses both the advantages of Al as well as the potential downsides of including
Al in military systems.
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Preface

The Netherlands organized an international summit (REAIM) on the topic of respon-
sible Al in military systems on February 15-16, 2023. Leading up to this summit, vari-
ous activities were organized. On behalf of the Dutch Ministry of Defence, an Expert
Workshop on the Responsible Use of Al in Military Systems was organized on October
31 and November 1, 2022. The venue was the Naval Establishment in Amsterdam.
Thirty academic experts and twenty-five representatives from government, industry,
and research institutes came together for two days of highly interactive discussions on
how to move the responsible development, deployment, and use of Al in the military
domain forward. This Expert Workshop was followed up by an invitation to the aca-
demic experts to write a chapter addressing the issues in their field of expertise regard-
ing the responsible use of Al in military systems. The chapters were written in the first
half of 2023, taking into account both the outcomes of the Expert Workshop and the
REAIM Summit, as well as the latest developments in Al, such as the rise of ChatGTP,
which was released in November 2022, just after the Expert Workshop.

The resulting chapters in this book therefore represent the state of the art in the
quickly developing field of Responsible AI. They are written from various perspectives
and academic disciplines, including, law, ethics, computer science, human factors engi-
neering, and policy making.

viii
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Introduction
to Responsible

Use of Al In
Military Systems

Jan Maarten Schraagen

Technological developments in Artificial Intelligence (AI) continue to add new dimensions
and complexities to world security and future conflict scenarios at an increasing pace.
While the application of Al holds great potential for progress and economic growth as
well as significant opportunities in the fields of security and defense, its potential misuse
in international crises and conflicts may undermine the world’s security interests and cre-
ate risks for international peace and stability. The international community is now faced
with the central question of how military application of Al can — and should — be dealt
with responsibly while at the same time creating an effective deterrent.

This Introduction will set the stage for the chapters that follow, by providing a brief
overview of relevant developments in Al, the military, as well as systems engineering
practices. This will be followed by a brief introduction to each chapter, providing the
reader with an overview of the contents of this volume.

ARTIFICIAL INTELLIGENCE: A BRIEF HISTORY

AT has a long and varied history, with periods of scientific and commercial successes
followed by periods of disillusionment, instigated by scientific challenges as well as
unrealistically high expectations (Nilsson, 2009). In the early days of Al (1956-1974),
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2 Responsible Use of Al in Military Systems

the objective of making machines intelligent was primarily conceived as implementing
general search strategies that could reason over symbolic task representations. However,
it gradually became apparent that these general search strategies were insufficient for
attaining high levels of performance. Researchers subsequently turned to ways of incor-
porating large amounts of domain knowledge into systems. AI moved from a search
paradigm to a knowledge-based paradigm (Goldstein & Papert, 1977), culminating in
the heyday of highly domain-specific expert systems in the 1980s (Feigenbaum et al.,
1988). However, expert systems were brittle, meaning they only performed well on the
limited scope they were designed for, and with the assistance of human experts who
were required to close the gap between the designers’ intentions and the real-world
application (Woods, 2016). In a particular study on fault diagnosis with an expert
system, technicians were required to follow underspecified instructions by the expert
system, to infer machine intentions, and to recover from errors that led the expert system
off-track (Roth et al., 1987). It should come as no surprise that expert systems did not
live up to their expectations and rarely made it out of the lab to real-life usage (Leith,
2016). For a long time (roughly from 1990 until 2010), several alternative approaches
(e.g., multiagent systems and the Semantic Web) were explored, with little to no success.
Then, big data and machine learning entered the scene (Russell & Norvig, 2021). Deep
learning turned out to be very successful, leading to unprecedented outcomes such as
superhuman performance on image classification tasks, game-playing (Go, chess), and
major breakthroughs in voice recognition and automatic language translation. Deep
Neural Networks (DNNs) seem to bypass the problem of manual knowledge elicita-
tion and modeling common-sense knowledge that haunted expert systems in the 1980s.
However, manual labeling work is still required, for deep learning image classifiers still
require labels in order to be able to learn. To obtain a label (for instance, that a certain
image qualifies as a ‘cat’ and another as a ‘dog’), a dataset usually requires humans
to point out the area and indicate which type of object resides there. As deep learning
requires a lot of data, this burden of manual labeling work is often too large or simply
not feasible. A second problem with DNNGs is that they are no longer understandable
by humans. Performing calculations with tens of millions of parameters, the function-
ing of a deep learning network is inherently incomprehensible to humans (the problem
of so-called ‘black-box AI models’). Finally, DNNs may turn out to be brittle after
all, as small perturbations in the input image may easily fool a neural image classifier
(Moosavi-Dezfooli et al., 2016). In conclusion, Al is still very much in development and
a future Al era may well go beyond deep learning and evolve into a hybrid of multiple
connectionist Al techniques, symbolic approaches, and humans handling unexpected
situations that inevitably arise (Peeters et al., 2021).

ARTIFICIAL INTELLIGENCE IN
MILITARY SYSTEMS

In the past, Al was funded largely by defense-related funds. This changed around
2010 when AI became a huge commercial success, giving rise to billion-dollar civilian
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industries in highly automated driving and data analytics. Still, the recent developments
in Al have not gone unnoticed by the defense sector. Al is generally viewed as having
large promises in a number of defense areas. Al is expected to speed up and improve
decision-making processes, as it is able to process large amounts of data at speeds that
are not matched by humans. Al may also be able to select the right information out of
large amounts of data, thereby enhancing decision-making processes. AI may also be
used to control robots and information agents that can perform dull, dirty, and danger-
ous tasks without a human operator, thereby freeing up already scarce personnel to
focus on more demanding cognitive tasks. Instead of a single tele-operated robot, such
as a drone, Al may be used not only to free up personnel, but also to scale up to numer-
ous drones. Also, in communication-denied environments (e.g., underwater or through
jamming), where tele-operation is impossible, Al can enable autonomy. The applica-
tions of Al lie in several military domains, such as unmanned autonomous systems,
decision-making support and intelligence, cyber security, logistics and maintenance,
business processes (HR, training, medical, automating work processes), and safety (own
personnel as well as civilians).

Al can enhance power on the battlefield, as well as efficiency and effectiveness in
the use of unmanned autonomous systems. It can also make work more attractive by
delegating particular dull, dangerous, and dirty tasks to AL If Al takes over certain dan-
gerous tasks, it may make the work of military personnel safer. In military decision sup-
port and intelligence, Al can perform automated analysis, combination, and selection
of huge amounts of data. This may enhance situation awareness and sensemaking on
the battlefield, as well as speed up and qualitatively improve the intelligence-gathering
process. Al may also play a role in the automated detection of attacks and vulnerabili-
ties. Al may do this orders of magnitude faster than humans. Also, Al may assist in the
automated analysis of the condition of systems, enabling better and faster predictive
maintenance and proactive logistics. Al may assist in the automation of work processes,
recruitment of personnel, training and education of personnel, as well as in health moni-
toring and diagnosis.

In conclusion, there are many potential applications of Al in military systems,
going beyond merely weapons systems. It is also important to stress that AI will be used
to enhance current systems rather than act as a stand-alone ‘Al system’. This implies
that AI will be used as an add-on to existing systems in the domains mentioned above.

CHALLENGES OF USING Al IN
THE MILITARY DOMAIN

Apart from the perceived benefits, there are also challenges associated with the use of
AL First, if Al-based solutions are to be used, they need to be trusted. This is achieved
with sound development and validation methods at different phases of a system’s life
cycle. This in turn requires explainability, so that the developers and certification
authorities can scrutinize the solution. Explainability is defined here as the capabil-
ity of an Al agent to “produce details or reasons to make its functioning clear or easy
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to understand” (Arrieta et al., 2020, p. 85). Moreover, in some cases also the user or
regulator could scrutinize the results of an Al-based solution if it were explainable. As
mentioned above, DNNs are no longer understandable by humans and currently have
a hard time explaining themselves. The field of ‘Explainable AT is rapidly developing
and has grown exponentially over the past few years (Arrieta et al., 2020). Hence, the
challenges associated with this topic will remain with us for the foreseeable future. One
particular research challenge, to be discussed in more detail below, is what trust repair
strategies should be adopted by intelligent teammates working in human-agent teams.

Second, to the extent that large data sets are used by the Al there is a risk that
the data sets are biased. For example, they may work for white males but not for black
females, thus leading to discrimination of particular groups in society. There is also
the related risk that, as the world constantly changes, there will be ‘distributional drift’
or ‘prediction drift’ in the data. In settings with significant changes/distribution shifts,
the model based on the past data may not survive contact with the world as it currently
is (a state of affairs that has long been recognized in the military, as witnessed by the
saying that ‘no plan survives first contact with the enemy’). Therefore, the model needs
to be monitored and the data need to be as unbiased as possible. This is important not
only from an ethical point of view, but also from a performance point of view (biased
Al may simply not be effective in particular situations). On the other hand, to the extent
that the military is bound by legal obligations on data gathering, as well as dealing with
inherently complex situations with a lot of contextual factors, there may in many cases
actually be a shortage of data, while the demand for data may be much higher than in
civilian settings (e.g., in e-commerce). This may also negatively impact the quality of
the models developed in Al

Third, to the extent that Al takes over certain tasks from humans, there is a fear of
humans not being in control anymore over what Al does. This plays a role in the dis-
cussion on the use of Al in autonomous weapons systems (AWS). Given the difficulties
associated with clearly defining ‘meaningful human control’, and the fact that ‘control’
is not a requirement, whereas compliance with the law of war is, the U.S. Department
of Defense (2023) prefers the term ‘appropriate levels of human judgment’ instead of
‘meaningful human control’. In response to this, Human Rights Watch (2023) claims
that it is not clear what constitutes an “appropriate level” of human judgment. Human
Rights Watch also claims that human “control” is an appropriate word to use because it
encompasses both the mental judgment and physical act needed to prevent AWS from
posing moral, ethical, legal, and other threats. Hence, the debate on the use of the word
‘control’ is far from over. To make matters more complicated, Ekelhof (2019) has right-
fully pointed out that control is distributed over multiple persons at various junctions
in the decision-making cycle involved in the target selection and engagement process.
Therefore, different forms of control are exercised even before weapons are activated.
And even after an AWS has been activated, there may be a human ‘in the loop’ or ‘on
the loop’, leading to disengagement of the weapon system prior to impact (this is not the
case for all AWS; moreover, this discussion largely depends on one’s definition of what
an AWS is). This leads us, finally, to the issue of the definition of ‘autonomous weapons
systems’ or ‘autonomy’ in particular. The arguments surrounding this definition are
highly contested as well. The UN Convention on Certain Weapons (CCW) established
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a Governmental Group of Experts (GGE) to discuss emerging technologies in the area
of lethal autonomous weapon systems (LAWS). Over the period 2014-2019, the CCW/
GGE has not arrived at a shared definition of AWS. Indeed, in a recent review, Taddeo
and Blanchard (2022) identified 12 definitions of AWS proposed by States or key inter-
national actors. Clearly, this approach is detrimental in facilitating agreement around
conditions of deployment and regulation of their use. However, for the purposes of this
article, the discussions surrounding LAWS should not be confused with discussions on
the use of Al in military systems. Autonomy in military systems may be enabled by Al
but there are also other technologies to enable autonomy.

RESPONSIBLE USE OF Al

While automation based on AI holds great potential for the military domain, it can also
have unintended adverse effects due to various imperfections introduced throughout
the life cycle. This can be due to biased data, wrong modeling assumptions, etc. In
order to advance the trustworthiness of Al-enabled systems, and hence their ultimate
use, an iterative approach to the design, development, deployment, and use of Al in
military systems is required. This approach, when incorporating ethical principles such
as lawfulness, traceability, reliability, and bias mitigation, is called ‘Responsible AT’
(U.S. Department of Defense, 2022). This implies that the military use of Al will be
conducted in a recognized, responsible fashion across the enterprise, mission support,
and operational levels in accordance with international law. The normative statements
below constitute a first step toward the responsible use of Al in military systems. It
is important to recognize that Responsible Al is not identical to ‘explainability’ or
‘transparency’, and therefore should not be confused with the field of Explainable Al
An Al model is considered to be transparent if by itself it is understandable (Arrieta
et al., 2020), hence without the need for further explanations. Responsible Al involves
other ethical principles besides explainability or transparency, such as lawfulness, bias
mitigation, and reliability. In that sense, it encompasses explainable Al but cannot be
reduced to it.

In terms of incorporating ethical principles such as data protection and bias miti-
gation, safe and secure Al will be enabled by the development of sustainable, privacy-
protective data access frameworks that foster better training and validation of Al models
utilizing quality data. Proactive steps should be taken to minimize any unintended bias
in the development and use of AI applications. Adequate data protection frameworks
and governance mechanisms should be established first within Defense and next with
industry at the national or international level, protected by judicial systems, and ensured
throughout the life cycle of Al systems.

Al applications should be appropriately understandable and transparent, includ-
ing through the use of review methodologies, sources, and procedures. To this end,
Al applications should provide meaningful information, appropriate to the context and
user, and consistent with the state of art. Transparency and explainability are factors
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that can improve human trust in Al systems. The level of transparency and explainabil-
ity should always be appropriate to the context and impact, as there may be a need to
balance between transparency and explainability and other principles such as privacy,
safety, and security.

An iterative socio-technical systems engineering and risk management approach
should be adopted to ensure potential Al risks (including privacy, digital security, safety,
and bias) are considered from the outset of an Al project. Efforts should be taken to
mitigate or ameliorate such risks and reduce the likelihood of unintended consequences.
A robust testing process should be developed, allowing for the assessment of Al applica-
tions in explicit, well-defined use cases. This includes continuous identification, evalu-
ation, and mitigation of risks across the entire product lifecycle and well beyond initial
deployment.

Appropriate oversight, impact assessment, audit, and due diligence mechanisms
should be developed to ensure accountability for Al systems and their impact through-
out their life cycle. Both technical and institutional designs should ensure auditability
and traceability of (the working of) Al in particular to address any conflicts with human
rights norms and standards and threats to environmental and ecosystem well-being.

Al actors should ensure traceability, including in relation to datasets, processes,
and decisions made during the Al system lifecycle, to enable analysis of the Al system’s
outcomes and responses to inquiry, appropriate to the context and consistent with the
state of art.

CONCEPTUAL DISTINCTIONS
AND CLARIFICATIONS

It is important to make a number of conceptual distinctions and clarifications, particu-
larly when talking about the responsible use of Al in military systems.

First, in response to recent fast developments in Al, many organizations, agencies,
and companies have published Al ethics principles and guidelines. In a meta-analysis,
Jobin, Ienca, and Vayena (2019) included 84 documents containing ethics principles
and guidelines. The most frequently mentioned principles were: transparency, justice
and fairness, non-maleficence, responsibility, and privacy. The principles and guidelines
have been criticized by some for being (i) too abstract to be practical, (ii) reflecting
mainly the values of the experts chosen to create them (hence, not being inclusive), and
(iii) serving the priorities of the private entities which funded some of this work (‘ethics
washing’) (Hagendorff, 2020; Hickok, 2021). Although some of these criticisms are
justified, one should realize that the principles are a starting point. There is great value
in all of these documents being publicly accessible (several websites track them and
make them available for analysis purposes, e.g., aiethicslab.com and algorithmwatch.
org). Some of these principles are useful for structuring the discussion regarding the
challenges for human use, for instance, bias mitigation, explainability, traceability, gov-
ernability, and reliability (taken from the North Atlantic Treaty Organization (NATO)
Principles of Responsible Use of Al 2021).


http://algorithmwatch.org
http://algorithmwatch.org
http://aiethicslab.com

1 e Introduction to Responsible Use of Al in Military Systems 7

Second, ‘military systems’ are much broader than just weapons systems. Al may be
of use in a broad array of systems and applications, including business process applica-
tions, predictive maintenance, and highly automated responses to cyber-attacks. This
does not in any way diminish the importance of discussing the use of Al in (offensive)
weapons systems.

Third, ‘autonomy’ and ‘AI’ are not identical. AI may be used to achieve the goal
of system autonomy, in the general (and, admittedly, vague) sense of achieving tasks
with little or no human intervention (Endsley, 2017). However, there are other ways
of achieving this goal, including the use of logic-based programming as used in clas-
sical automation. An example of the latter would be close-in weapon systems, such as
the Goalkeeper or the Phalanx, which are completely automatic weapon systems for
short-range defense of ships. These weapon systems may be called ‘autonomous’ as
defined in the U.S. DoD Directive 3000.09 (2023): “A weapon system that, once acti-
vated, can select and engage targets without further intervention by an operator”. Yet,
these close-in AWS do not need Al to function as intended. This is not to deny that data
and Al may be key enablers of autonomy.

Fourth, the definition of the concept of ‘autonomy’ is driven by political and stra-
tegic motivations, as briefly discussed above, and is not value-neutral. It is beyond the
scope of the current chapter to arrive at a value-neutral definition of ‘autonomy’ (see
Taddeo and Blanchard, 2022, for such an attempt). I will take up the issue of how to
define autonomy in the final concluding chapter of this volume.

OVERVIEW OF THE CHAPTERS IN THIS BOOK

The chapters in this book are organized into four major sections. Section I presents
models and approaches for implementing military Al responsibly. Section II is an over-
view of legal aspects regarding the liability and accountability of individuals and states
when using Al in the military domain. Section III addresses the shifting role of human
control in military teams in which humans and AI have to work together. This section
includes both philosophical and human factors contributions. Section IV broadens the
scope to include political and economic aspects of using Al in the military domain.
Section V contains a concluding chapter in which the issues addressed in the previous
sections are critically evaluated. Below, I will briefly summarize the contents of each
chapter.

Section I: Implementing Military Al
Responsibly: Models and Approaches

This section starts with the chapter by Heijnen et al. who present a Socio-Technical
Feedback loop (SOTEF) methodology to establish and maintain the required value
alignment at the levels of governance, design, development, and operation of military
Al throughout its life cycle. Value alignment is important as the use of military Al
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forces us to think about what values are at stake and how we want to ensure these values
are accounted for. SOTEF takes an iterative, transdisciplinary, and multistakeholder
approach, tailored to the prevailing objectives, context, and Al technology. Ethical,
legal, and societal aspects as well as objectives for the human-AI system in high-risk
situations are made explicit, commensurable, and auditable (including the attribution
of responsibility and accountability). An illustrative scenario and an example set of
methods and functions for value alignment exemplify the methodology.

In the second chapter of this section, Koch and Keisinger argue that democracies
must be able to defend themselves “at machine speed” if necessary, to protect their
common heritage of culture, personal freedom, and the rule of law in an increasingly
fragile world. The use of Al in defense in their view comprises responsible weapons
engagement as well as military use cases such as logistics, predictive maintenance,
intelligence, surveillance, or reconnaissance. Responsibility as a notion poses a time-
less question: How to decide ‘well” according to what is recognized as ‘true’? To arrive
at an answer, responsible controllability needs to be turned into three tasks of systems
engineering: (i) Design artificially intelligent automation in a way that human beings
are mentally and emotionally able to master each situation; (ii) Identify technical design
principles to facilitate the responsible use of Al in defense; and (iii) Guarantee that
human decision-makers always have full superiority of information, decision-making,
and options of action over an opponent. Koch and Keisinger discuss The Ethical Al
Demonstrator (E-AID) for air defense as paving the way by letting soldiers experience
the use of Al in the targeting cycle along with associated aspects of stress as realistically
as possible.

The third chapter by Panwar takes a risk management approach to the responsible
use of Al in military systems. Risks posed by different military systems which lever-
age Al technologies may vary widely and applying common risk-mitigation measures
across all systems will likely be suboptimal. Therefore, a risk-based approach holds
great promise. Panwar presents a qualitative model for such an approach, termed as
the Risk Hierarchy, which could be adopted for evaluating and mitigating risks posed
by Al-powered military systems. The model evaluates risks based on parameters that
adequately reflect the key apprehensions emerging from Al-empowerment of military
applications, namely, violation of International Humanitarian Law (IHL) and unreliable
performance on the battlefield. These parameters form the basis for mapping the wide
spectrum of military applications to different risk levels. Finally, in order to mitigate the
risks, modalities are outlined for evolving a differentiated risk-mitigation mechanism.
Factoring in military ethos and analyzing risks against the backdrop of realistic con-
flict scenarios can meaningfully influence risk evaluation and mitigation mechanisms.
The rigor that underpins the Risk Hierarchy would facilitate international consensus by
providing a basis for focused discussions. The chapter suggests that mitigating risks in
Al-enabled military systems need not always be a zero-sum game, and there are com-
pelling reasons for states and militaries to adopt self-regulatory measures.

Street and Bjelorglic, of the NATO Communications and Information Agency, have
written a chapter from the perspective of those developing Al solutions for military
users. Their chapter addresses some practical steps to ensure that military Al is devel-
oped and deployed responsibly. Specifically, several high-level principles relating to the
responsible use of military Al are considered, together with the steps which developers
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can take to demonstrate that these areas have been addressed responsibly when devel-
oping effective Al solutions for military use. A framework is presented that allows a
pragmatic balance between the risks involved in any given Al solution and the tests,
checks, and mitigations to be applied during its development.

Section I concludes with a chapter by Gadek, who promotes an existing EU-supported
Al application assessment framework, ALTAI, by reviewing three military use cases
and highlighting its relevance and shortcomings. Gadek claims that ethics assessments
do bring an added value to AI development and that potential solutions such as “explain-
able AI” or “exhaustive tests”, even if desirable, are neither sufficient nor necessary to
decide to use Al systems.

Section lI: Liability and Accountability
of Individuals and States

Cooper, Copeland, and Sanders argue that while AI promises more rapid decision-
making, great efficiencies, and enhanced lethality, it also presents a range of risks.
States developing new Al capabilities for use in the military domain must establish
national processes that allow them to identify and mitigate the risks across the entire
life cycle of the Al capability. Their chapter canvases existing military regulatory and
governance frameworks designed to address these challenges, particularly during the
acquisition and use of highly technical, military capabilities. To mitigate such risks,
the chapter identifies and explains the national weapon review process and proposes
how such a process may be modified to enable a broader risk-based approach to address
legal, ethical, human control, and operational risks associated with the military use of
Al technologies.

In his chapter, Mauri argues that the increasing use of Al techniques in the military
raises multiple questions, related not only to the ability of AWS to operate within the
rules that international law provides for the use of force, but also to issues of interna-
tional responsibility. In the event that, on the battlefield, AWS (e.g., a drone equipped
with systems to select and engage targets without the need for human intervention)
are directed to employ force, even lethal force, against an impermissible target (e.g.,
an unarmed civilian), who is to be held responsible? Numerous authors have begun to
speak of possible ‘responsibility gaps’. This chapter addresses the issue of the interna-
tional responsibility of the State and its alleged limitations in regulating AWS.

The chapter by Saxon addresses the use of military Al in unlawful attacks in
the ongoing armed conflict in Ukraine and challenges to hold individuals and States
accountable for those crimes. The analysis focuses on the more limited context of
Russia’s 2022-2023 aerial campaign to destroy Ukrainian energy infrastructure. First,
the chapter reviews the facts known about these attacks and the technology operating
one of the primary weapons used by the Russian armed forces to carry them out — the
Iranian-made Shahed drone. Next, it explains the basic principles of IHL, in particular
the rules of targeting, which are particularly relevant to the use of military Al The
remainder of the chapter examines how Russia’s operation of the Shahed weapon system
in the context of repeated targeting of Ukraine energy installations likely constitutes
war crimes, and the possibilities of holding persons and States (e.g. Russia and Iran)
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accountable for these offenses. It concludes that Russia’s use of military Al technology
that increases the accuracy of its long-running attacks illustrates the greater likelihood
that breaches of IHL occurred, as well as Russia’s responsibility for those crimes.

Seixas Nunes, in chapter 10, argues that AWS have thrown into question the tradi-
tional framework for assessing accountability in war. Some scholars ‘scapegoat’ mili-
tary commanders while others ‘scapegoat’ AWS for violations of IHL caused by those
systems. Seixas Nunes offers a different approach. Specifically, he posits that designers
and programmers should be considered as potentially liable for violations of war crimes
committed by their systems.

Section lll: Human Control in
Human-Al Military Teams

The first chapter in this section, by Eggert, examines the normative limits of ‘meaning-
ful human control’ (MHC). That AWS must, like other weapons, remain under MHC
is a popular demand in response to various worries about AWS. These include (i) that
AWS may not be able to comply with the laws of war; (ii) that delegating life-and-death
decisions to algorithms presents a grave affront to human dignity; and (iii) that it may
become impossible to ascribe responsibility for harms caused by AWS. Eggert probes
the relationship between the moral significance of human control on the one hand and
autonomy in weapon systems, conceived as a certain degree of independence from
human agency, on the other. In challenging the justificatory force of MHC in main-
stream discussions, Eggert offers a starting point for rethinking what role the notion
should play in debates about the ethics of AWS.

Simpson, in his chapter, starts by focusing on a move played by DeepMind’s Al
programme AlphaGo In a match against Lee Sedol, one of the greatest contemporary
Go players. AlphaGo played a move which stunned commentators at the time, who
described it as ‘unthinkable’, ‘surprising’, ‘a big shock’, and ‘bad’. Move 37 turned out to
be key to AlphaGo’s victory in that game, and it displays what Simpson describes as the
property of ‘unpredictable brilliance’. Unpredictable brilliance also poses a challenge
for a central use case for Al in the military, namely in Al-enabled decision-support
systems. Advanced versions of these systems can be expected to display unpredictable
brilliance, while also posing risks, both to the safety of blue force personnel and to a
military’s likelihood of success in its campaign objectives. This chapter shows how the
management of these risks will result in the redistribution of responsibility for perfor-
mance in combat away from commanders, and toward the institutions that design, build,
authorize, and regulate these Al-enabled systems. Surprisingly, this redistribution of
responsibility is structurally akin to systems in which humans are ‘in the loop’ as it is
for those in which humans are ‘out’ of it.

The chapter by Devitt explores moral responsibility for civilian harms by human-Al
teams. Devitt argues that although militaries may have some bad apples responsible
for war crimes and some mad apples unable to be responsible for their actions dur-
ing a conflict, increasingly militaries may ‘cook’ their good apples by putting them
in untenable decision-making environments through the processes of replacing human
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decision-making with AI determinations in war-making. Responsibility for civil-
ian harm in human-AI military teams may be contested, risking operators becoming
detached, being extreme moral witnesses, becoming moral crumple zones, or suffer-
ing moral injury from being part of larger human-Al systems authorized by the state.
Acknowledging military ethics, human factors, and Al work to date as well as critical
case studies, this chapter offers new mechanisms to map out conditions for moral respon-
sibility in human-AI teams. These include: (i) new decision responsibility prompts for
critical decision method in a cognitive task analysis, and (ii) applying an Al workplace
health and safety framework for identifying cognitive and psychological risks relevant
to attributions of moral responsibility in targeting decisions. Mechanisms such as these
enable militaries to design human-centered Al systems for responsible deployment.

Miller and Freedman, in the final chapter of this Section, define Responsible
Human Delegation as the making of a “responsible” decision (i.e., a technically and
ethically sound one) to “delegate” a task or function to automation. Delegation implies
that there will be at least periods of no human oversight, after some initial period of the
human operator’s learning about and perhaps configuring the automation’s behavior and
performance. Neglect Tolerance is a concept from research on human-robotic interac-
tion which, roughly, uses the amount of time a robot can be “neglected” (i.e., have a
function delegated to it for autonomous performance) in context while still maintaining
an acceptable level of performance. In this chapter, Miller and Freedman show how
Neglect Tolerance can be adapted to a set of moral or ethical hazards and thereby used
to provide a quantitative test of whether or not, in a specified set of conditions with a
specified set of automation behaviors, a delegation decision can be “responsible”. They
provide a sample analysis using a hypothetical delegation decision and a Bayesian mod-
eling approach, though alternatives are also discussed.

Section IV: Policy Aspects

Visions of the future of military Al are evergreen, but the reality of military automation
is more complicated, Lindsay claims in his chapter. Information system performance is
often more about the quality of people and organizations than the sophistication of tech-
nology. This is especially true of machine learning, which lowers the costs of prediction
but increases the value of data and judgment. For commercial Al, economic institutions
help to provide quality data and clear judgment. These enabling complements are likely
to be missing or less effective in the contested environment of war. In other words, the
economic conditions that enable Al performance are in tension with the political context
of violent conflict. This strategic tension is likely to lead to several unintended con-
sequences. These include unmanageable organizational complexity, as militaries and
governments struggle to provide quality data and clear judgment, and strategic contro-
versy, as adversaries target the data and judgment that become sources of strength for
an Al-enabled organization. The irony, according to Lindsay, is that increasing military
automation will make the human dimension of war even more important.

In the final chapter of this Section, Vignard poses the important question of what
can be learned from how the international community has approached the development
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of norms of responsible State behavior in the absence of appetite for new treaties?
Would a similar approach focusing on reaffirming existing international law, agree-
ment on norms, identification of confidence-building measures, and the development
of capacity-building initiatives suffice in the field of military applications of AI? Or
have these approaches proven too slow to keep pace with the speed of innovation while
excluding key stakeholders, such as technologists and the private sector? This chapter
identifies key lessons from the UN negotiations on cyber in the context of international
security (from 2004 to 2021) and those on lethal AWS (2014-present) applicable to the
objectives of developing a shared understanding of Responsible AI (RAI) and accelerat-
ing international operationalization of RAI practices.

Section V: Bounded Autonomy

In the final Section, Schraagen critically evaluates the issues addressed in the previ-
ous chapters. The aim of this concluding chapter is to reflect on some common themes
that run throughout this book, as well as to highlight some issues and research chal-
lenges that were not sufficiently highlighted by the contributors. The first issue critically
discussed is the debate on ‘killer robots’. Three arguments are advanced against the
Stop Autonomous Weapons campaign. Secondly, a critical discussion on the various
definitions of the concept of ‘autonomy’ is carried out, resulting in an argument for
the concept of ‘bounded autonomy’. This concept basically states that the capacity of a
system to display autonomous behavior is very limited compared with the variety of the
environments in which adaptation is required for objectively autonomous behavior in
the real world. This leads to a discussion of the concept of ‘meaningful human control’.
The argument is that more attention to the testing, evaluation, and certification process
of weapon systems is required, rather than to the control exercised by individual com-
manders or operators. Finally, research challenges in the field of Human Factors and
Ergonomics are formulated, in the context of Responsible Al for military systems.
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INTRODUCTION

Major investments in Al technologies are extending Al capabilities substantially, lead-
ing to new applications in the military domain. Such applications often contain embed-
ded learning algorithms and some form of autonomous information processing and
decision-making. These applications are highly needed in complex and time-critical
military operations, such as Al-based cybersecurity countermeasures in response to
adversarial (Al-based) attacks, or deployments of autonomous weapons for a ship’s
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self-defense. In general, Al can substantially reduce the risks and improve the precision
of military operations, due to its capacity to process large amounts of data quickly and
by reacting quickly based on the learned and pre-programmed models.

However, the military application of Al is under debate. For example, scientists and
non-governmental organizations have warned against the emergence of “killer robots”,!
that is, autonomous weapon systems that select and attack targets without meaningful
human control (MHC). Generally MHC refers to the requirement that not AI but humans
should ultimately remain in control of and morally responsible for (AI-driven) military
operations. However, in its advice to the Dutch government, the Advisory Council on
International Affairs/Advisory Council on Peace and Security (AIV/CAV V) concluded
that there is not yet agreement on an international definition of MHC, except that human
judgment should always be preserved. In a philosophical account of MHC, Santoni de
Sio and Van den Hoven (2018) identified two general necessary conditions for MHC:
tracking (a system should be able to respond to the moral reasons of humans deploying
the system) and tracing (a system should always allow to trace back the outcome of its
operations to at least one human along the chain of design and operations).

The concern about MHC is not without reason: Al technology might bring along
unintended (side-) effects that must be prevented, such as deterioration of human control,
an unbalanced (“biased”) situation awareness (i.e., caused by the frequency distribution
of objects or phenomena in the training dataset), or the opponent or enemy anticipating
predictable behavior of Al technology. A multitude of, often interdependent, factors can
bring about such unforeseen negative effects, such as shortcomings in the technology
(e.g., biased training data, incomplete world models, poorly designed user interfaces),
and performance changes of humans who work with the Al systems (neglect due to loss
of oversight or over-reliance). The challenge is to establish MHC: enabling humans to
have oversight and take responsibility in decision-making (Aliman, 2020; Amoroso &
Tamburrini, 2020; Scharre, 2018; Van Diggelen et al., 2023) throughout the Al lifecycle:
MHC is not only to be achieved during the operation of Al-based systems, but also
during governance, design and development activities.

To study responsible AI, we must set it in a realistic context. This can be done using
scenarios that are operationally relevant, capture the complexity of defense operations,
and express a clear need to use Al In this chapter, we use a short scenario described in
Box 2.1 to illustrate that moral decisions regarding the deployment and use of Al systems
are made at several stages. The combination of these decisions determines how the use
of the Al system is embedded and controlled in the operation, how the uncertainties
are taken into account, how the risk assessments are made, and how the responsibili-
ties are allocated (cf. Ekelhof, 2019). In this example, the military organization decided
to use Al-enabled and remotely-activated, rapid-fire guns, and the commander autho-
rized the installation and use of these guns to guard against light vehicles with explo-
sives within a demarcated defense zone. When the risk of “vehicle attacks” is deemed
high, a human guard can command the guns to fire at identified hostile vehicles. In this
scenario, there are risks of collateral damage and incorrect target identifications.

Note that Box 2.1 presents a small and simplified scenario, in which, for example,
changes of the human-machine capabilities are not addressed. Incidents and problems
can appear and accumulate at the individual entity (e.g., malfunctioning actuators),



2 o A Socio-Technical Feedback Loop 19

team organization (e.g., inappropriate allocation of responsibilities), and societal level
(e.g., discrimination against specific population groups). As the technology is new and
adaptive, and is operating in a dynamic environment, there will be uncertainties in the
predictions of outcomes. The military decision-making processes, embedding advanced
Al technologies, should incorporate careful consideration and weighing of the relevant
ethical, legal, and societal aspects (ELSA), taking into account the uncertainties, risks,
and unintended side effects. For example, a diminished value awareness can be a risk;
we might think that an AI system is aligned with our values, while in reality they are
only partially aligned (such circumstances set high requirements for Al technology’s
explanation capability).

In the example, objectives include the prevention of further violent escalations and
supporting the government’s administration, rule of law, and law enforcement. It rep-
resents a non-international armed conflict, to which Common Article 3 of the Geneva
Conventions applies.?

What are the challenges concerning the design, development, and maintenance of
human-AI systems, and how to identify the moral consequences of the deployment of

BOX 2.1 SIMPLIFIED MILITARY SCENARIO TO ILLUSTRATE
MORAL DECISION-MAKING AT THE LEVEL OF AVAILABILITY,
DEPLOYMENT, AND USE OF A (SEMI-) AUTONOMOUS AI SYSTEM3

RAPID DEFENCE SCENARIO

An urban operating base has been under attack by terrorists for several months.
These attacks largely involve automobiles, disguised as civilian traffic but
equipped with large quantities of explosives, driven by suicidal adversaries who
accelerate when nearing the entry gate to the base. Since buildings and base
personnel are located near the gate, there is very limited time for gate guards to
target and respond to such attacks even when they can identify them, and much
destruction and death have resulted over the past months.

To improve reaction times, the base commander previously authorized the
installation and use of RivalReveal, that is, remotely activated, rapid-fire guns
capable of stopping a light vehicle as it heads toward the gates. These guns can fire
at various levels of autonomy. They can fire “automatically”” within a previously
defined target zone, after receiving prior orders from a human guard. Due to
space limitations in the urban environment, the presence of base personnel in the
target zone cannot be completely avoided. This means that there is a possibility
that guns cause collateral damage to innocent bystanders. This risk of collateral
damage to innocent bystanders is the primary hazard. Another risk is that the
human guard will incorrectly identify a target, either positively or negatively. This
scenario is suitable for following the Socio-Technical Feedback (SOTEF) loop, to
be described below, because the violent nature makes it highly morally sensitive,
and the high-speed decision-making justifies the choice of considering Al-based
techniques.
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new Al technologies in future operations? This is challenging, in particular, because
these questions need to be addressed continuously during the complete lifecycle of the
socio-technical systems* (STS), while the operational circumstances and conditions
are continuously changing, affecting the decision-making processes and outcomes.
Furthermore, the values concerning certain military operations can change over time.
This means that the decision-making processes and outcomes should continuously be
evaluated to ensure alignment with values. Thus, value alignment is an important con-
tinuous process for the identification of the moral values that are at stake. However,
it remains difficult to identify relevant moral values (especially considering that they
may change over time), and to ensure that the human-AI system continues to operate in
accordance with these moral values and their context-dependencies. Another difficulty
lies in ensuring that the human-Al system can notice in time when an outcome is in vio-
lation of one or more moral values. This is especially relevant for military Al systems,
as a violation of values might have a severe impact.

To date, there is no consensus on how MHC must be operationalized (AIV/CAVY,
2021)° and how to achieve value alignment in the development and deployment of Al
There is agreement on guiding principles, such as formulated by the UN Group of
Governmental Experts,® NATO,” and the TAILOR consortium.® The NATO Principles
of Responsible Use for Al in Defense will help steer efforts in accordance with moral
values, norms, and international law, but a comprehensive prescriptive approach is lack-
ing for building and implementing Al technology in such a way that it is under MHC,
during its complete lifecycle. In this chapter we propose the SOTEF loop: a methodol-
ogy to establish MHC at the levels of society, organization, and operation, addressing
regulation, design, development, maintenance, and modification processes of a specific
human-AlI system in a specific context (Aliman et al., 2019; Aliman & Kester, 2022;
Peeters et al., 2021).

Known approaches such as value-sensitive design (Friedman & Kahn, 2003;
Friedman & Hendry, 2019; Van Den Hoven, 2013), participatory multistakeholder anal-
yses of the ELSA® (Van Veenstra et al., 2021), and responsible research and innova-
tion (Stilgoe et al., 2013; Von Schomberg & Hankins 2019),!° share important aspects
with the SOTEF loop such as stakeholder involvement, value analyses, and multidisci-
plinary design. Other guidelines (e.g., Dunnmon et al., 2021) also have become more
concrete on how to implement ethical principles. The SOTEF loop incorporates these
approaches and applies them not only in the design phase of an Al system, but ensures
value alignment throughout the STS lifecycle. The SOTEF loop differs from these exist-
ing approaches and guidelines as it takes a comprehensive (socio-technical) engineer-
ing perspective: including all stakeholders (in addition to the defense organization, for
example, regulators, subject-matter experts, and Al manufacturers). Additionally, the
SOTEEF loop focuses on the iterative nature of the human-AI system where continu-
ous feedback, adaptation, and improvement throughout its lifecycle are essential. As
such, it connects current approaches with each other and allows the functionality of the
human-AI system to develop over time in a responsible way.

The SOTEF loop describes a process to (i) identify the ELSA to which the behavior
of the human-AI system should adhere (including assigning responsibilities that apply
during operation, (ii) ensure that the human-Al system can operate according to those
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aspects, and (iii) enable stakeholders on different levels to regularly reflect and give
feedback on the system’s behavior and propose appropriate value-based adjustments.
There is no single solution that achieves these three goals in all possible applications
of AI technologies and this means that solutions are situation-dependent, that is, they
are affected by the specific Al system deployed and the specific context of the gover-
nance, design, configuration, and operation. And because context, as well as values,
change over time, the involvement and feedback from different stakeholders is needed
during the complete lifecycle of the STS, from redesigns between iterations in order to
realign to such new values to human support capabilities in order to intervene during
operation when misalignment occurs. Instead of aiming for a one-size-fits-all solution,
the SOTEEF loop introduces a set of methods to identify and operationalize the relevant
ELSA (given the mission goals) in order to establish MHC of a specific Al system in
a specific context. The applicability of each method should be carefully considered in
each specific context and might range from setting rules to which the human-AT system
should adhere, predefining the behavior of the Al system, learning from human-selected
data, to using goal functions and augmented utilitarianism (Aliman & Kester, 2022) (see
definitions in Appendix 2.A).

We believe that the SOTEF loop is especially useful when dealing with high-risk
military Al applications. Risk can be defined as the likelihood that unintentional harm
of any kind (e.g., social, psychological, physical, or technical) can be done, with high
risk implying that is it very likely that such harm will be done in the context of oper-
ation. Therefore, high-risk AI can be considered as unintentional harm being highly
likely, as a result of the context in which the Al system is applied, the capabilities of the
Al system, and/or the way in which it is applied (e.g., the human-AlI interactions that
take place). This makes MHC over Al systems in such contexts highly relevant, as the
behavior that results from assessing situations and weighing values will have a major
impact. Our assumption is that the higher the risk of the human-AI system application,
the more extensive these moral considerations need to be for that risk to be mitigated. As
a result, higher (ethical) demands are placed on the behavior of the human-AlI system.
If the design process results in a requirement that the Al system must base its behavior
on moral values, then the Al system’s implemented internal processes need to explicitly
incorporate these values.

THE SOTEF LOOP

Santoni de Sio and Van den Hoven (2018) identified tracking and tracing requirements
for meaningful control of autonomous Al systems, being: (i) responsiveness to the envi-
ronment and moral considerations of the humans designing and deploying the Al sys-
tems, and (ii) providing the possibility to trace back the outcomes to a human during
the design and operation process. We propose the SOTEF methodology as a way to
explicate and embed these requirements in the design process for a human-Al system
in a specific context. The SOTEF methodology operationalizes these requirements at



22 Responsible Use of Al in Military Systems

different control levels in four feedback loops: governance, design, development, and
operation. The SOTEF methodology aims to structure the process for achieving MHC
in an iterative fashion and offers validated methods for operationalization. Furthermore,
the SOTEF methodology recognizes that this process and the methods used will differ
per application, as each will be unique with respect to ELSA.

The SOTEF methodology prescribes how to set up the governance, design, devel-
opment, and operation of a human-Al system. Each of these topics forms four distinct
feedback loops at various timescales required in iteratively constructing and improving
a human-Al system to behave according to ELSA. These intertwined feedback loops
are based, respectively, on standardization efforts (Zielke, 2020), design processes such
as the Double Diamond (Kunneman et al., 2022), system engineering processes such as
the V-Model (Clark, 2009), and human-machine teaming interaction principles (Van
der Waa et al., 2020). However, these processes are not explicitly intertwined with gov-
ernance (Coeckelbergh, 2019). For this reason, the SOTEF loop includes a governance
feedback loop to include regulation, policy, and laws in the construction and mainte-
nance of human-Al systems.

A single method toward responsible military Al does not exist, as the possible appli-
cations of human-Al systems differ too greatly in terms of their goals, required tasks
and capabilities, and ethical, legal, and societal context. A context that varies per society
and the experiences that society acquired, and will continue to change over time as more
experiences are gathered (Winston & Edelbach, 2013). This requires the development
of multiple methods that can be applied in an iterative fashion for the human-AI system
to adapt to a changing context. The feedback loops of the SOTEF methodology thus
require varying methods, as the application and context demand. Methods that need to
be developed and evaluated based on potential applications of human-Al systems and
their ethical, societal, and legal contexts.

The feedback loops of governance, design, development, and operation are visual-
ized in Figure 2.1. All are depicted as persisting feedback loops on various timescales.
Each larger feedback loop governs the feedback loops on its lower timescale, while
iteratively improving itself as it obtains feedback from those smaller loops. For example,
the governance loop dictates the design process (e.g., NATO Principles signifying what
should be considered during design), whereas the design process dictates what should
be developed (e.g., how humans and Al systems should be interacting) and how the
human-AI system should operate (e.g., as supervisory control). In turn, the design loop
ideates on novel applications of human-Al systems that influence the governance loop.
Below, we describe each loop and state its current challenges.

The Governance Feedback Loop

The governance loop dictates the principles and regulations for military applications
of Al to provide the necessary ethical, legal, and societal context in which human-Al
systems need to be designed, developed, and operated. This can include applying exist-
ing laws regulations, policies, and permissible opportunities for the military applica-
tion of Al (cf. case law), or developing new ones. Examples are the international laws,
regulations, standards, and guidelines established in the international human rights law,
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| Stakeholders | | Example methods ]
Policy-makers Laws & Regulations
Legislators Policy-making
Lawyers Define ethical goal function
Subject matter experts
Design loop | Stakeholders I [ Example methods ‘
System architects ELSA requirements analysis
Subject matter experts Value-sensitive design
Operational users Specify ethical goal function
T
Development loop Stakeholders ‘ l Example methods ‘
Al-technicians Setting constraints
Interaction designers Implement ethical goal function
Manufacturers
Operation loop | Stakeholders | [ Example methods l
Operational users Play-based delegation
Tele-operation

Life-cycle of a human-Al system

FIGURE 2.1 An illustration of the Socio-Technical Feedback (SOTEF) loop.

International humanitarian law, the EU AI Act, the high-level expert group on Al, ISO/
IEC, and the NATO principles of responsible use of Al. The timescale of the gover-
nance loop is the largest of the four, as it attempts to be the most encompassing. It will
provide the context that defines the inner, smaller loops. In turn, the smaller loops will
provide critical reflection on whether the governance is sufficient or lacking in any way.
Many efforts currently focus on the governance loop through methods such as com-
mittees and debates. However, these are often one-time exercises that lack the required
iterative nature to match the progress and societal changes that occur over longer peri-
ods of time. Furthermore, such exercises only incorporate the feedback of specific Al
applications in an ad-hoc fashion depending on societal events. Hence, the governance
loop has various proven methods in place, but these methods need to be applied in a
structured and iterative fashion.

The Design Loop

The design loop within the SOTEF methodology consists of an interdisciplinary design
process that starts with determining the context, problem space, and the envisioned
application of AI. Within this loop, the human-Al system should be defined, includ-
ing a specification of the respective roles, tasks, goals, competencies, responsibilities,
functions, and interactions of the humans and Al systems. The design loop should con-
clude with specified requirements on the human-Al system in the specific context that
is considered, and in particular explicitly state the involved ELSA and how these should
be addressed or implemented during development. Throughout this phase, the appli-
cation of relevant laws, and the identification and specification of moral values and
societal issues should come into play (Van de Poel, 2009). Numerous methods exist to
support specific steps: from methods to involve potential or future users, for example,
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Participatory Design (Schuler & Namioka, 1993; Ten Holter, 2022), to methods to inte-
grate values in design and engineering, for example, Value Sensitive Design (Friedman &
Kahn, 2003; Friedman & Hendry, 2019) or Rapid Ethical Deliberation (Aliman &
Kester, 2022; Steen et al., 2021).

There are two main challenges in the design loop. The first challenge is the appro-
priate selection of the stakeholder(s) that need to be involved in selecting and carrying
out subsequent design methods. Part of this selection involves determining the distri-
bution of responsibility for the design across various stakeholders. The second chal-
lenge is the translation and specification of the identified values, ethics, and laws into
concrete requirements that will guide the development process. The focus here is on
specifying the desired functioning and behavior of the human-AlI system. For example,
what behaviors adhere to principles such as transparency and human agency, and values
such as safety and integrity? What is required from the human-Al system to be able to
show this behavior? For example, an Al system might be required to assess the safety
of a given situation in order to warn a human operator when it encounters a dangerous
situation. In order to be able to do so, it needs to be specified in the design loop what
safety entails and how it can be assessed by the AI system. The design loop requires
interaction with governance stakeholders to assess whether the system design warrants
operation within existing laws and regulations. They are involved as a stakeholder in
the design of the high-level capabilities and in the preparation of software specifications
in order to indicate what developers must strictly adhere to and where they are allowed
some flexibility in the implementation. This includes the design of processes for devel-
opers to reflect and communicate when the boundaries that have been set are in conflict
with the given requirements (e.g., because of technical limitations). Thus a necessary
discussion in any design loop is on who to involve with what responsibility to derive
requirements from identified relevant moral values, ethics, and laws given the applica-
tion that is considered. Methods are required that can facilitate this, on top of (existing)
methods that shape the more general design process.

The Development Loop

The development loop should translate an agreed-upon design into a human-Al system
while adhering to set translation restrictions to prevent diverging from the principles
underlying the design. This translation effort should encompass all aspects of creat-
ing and maintaining a human-Al system. This loop includes all technological develop-
ment efforts. In addition, it includes developing an organization to enable and support
the designed human-Al system. Finally, it encompasses the validation and verification
of the developed human-Al system as a whole. For example, a technical effort might
include the development of a formal model that facilitates morally correct behavior for
the Al system. Similarly, a new technical education and training regime can be devel-
oped that will impact human behavior. Finally, the resulting human-Al system — with
trained humans and an Al system with a moral model — should be verified to assess
whether it adheres to the specifications and validated whether it behaves as intended.
Two main challenges are part of the development loop: (i) the translation of design
specifications into an implementation that adheres to the underlying ethical and legal
aspects on which these specifications were based; and (ii) the reliable validation and
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verification of such an implementation in light of these specifications. Methods are
required to address these challenges, as it is essential to prevent any design choices
from being made in the development loop (e.g., a developer making decisions on how a
moral value should impact the human-Al system’s behavior). If this occurs, the develop-
ment loop would dictate (parts of) the human-AI system’s behavior in an ill-supported
manner.

The Operation Loop

Finally, the operation loop is the most inner feedback loop in the SOTEF methodol-
ogy. This is where the actual human-AlI interaction takes place, for example, to pre-
pare or carry out a mission task. Here, the human-Al system is being instantiated, that
is, it is decided when and how the human and Al-agents act (according to the pre-
defined policies, rules, and requirements of the other loops) and where their behaviors
can be observed. If the decision is not to deploy the Al, a reflection is required on the
human-AI system’s design and implementation. If the decision is in favor of deploy-
ment, the human-AI system must first be configured to tailor it to the foreseen deploy-
ment. This can include, for example, setting constraints for operation, providing specific
training exercises, or specifying the task-specific goals of the system. There is a time
gap between the development and operation of a human-Al system. A gap that is cur-
rently often neglected, as the discussion is about either how to design responsibly or how
a human-AI system should operate. This ignores the fact that there is often time — and
a necessity — to tailor the human-Al system to a particular deployment in a specific
context. At times the moment for configuration is clear, for instance in the case of con-
figuring autonomous Al systems just before a mission. At other times, this is much more
diffuse, for instance in a classification algorithm running on always-on sensor systems.
At those times, defining what constitutes configuration should be defined as part of the
design process. Currently, methods are lacking to support this configuration component
in the operational loop, so effort should be put into developing them.

The debate on MHC often focuses on either the governance, design, or operation
loop. However, in practice, any control is likely to be a mix of control methods from
governance, design, and operation. In the end, however, the final control mechanism
resides in the operation. However, in some applications of Al, operational control is
limited because direct human intervention in an Al agent’s behavior is limited or even
impossible. For instance, when communication is difficult or decisions need to be made
in a short amount of time. However, within the SOTEF methodology, the operation loop
is defined more broadly than mere direct human intervention. It also encompasses less
direct interventions through reviews and feedback, which can be provided before, dur-
ing, or after a specific instance of use (e.g., a specific military operation). Such methods
(e.g., run time verification) can provide feedback to the other loops, potentially trigger-
ing a new design, development, or even new governance.

The goal of the SOTEF methodology is to ensure that the entire human-Al sys-
tem behaves in a morally acceptable manner and abides by relevant governance while
effectively achieving the set goals. The methodology takes a high-level perspective,
giving opportunities to develop new control mechanisms where governance, design, and
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development control mechanisms are intertwined with operational control. This is par-
amount for the responsible use of Al technologies. It broadens the discussion about
how humans can control an Al system during operation, toward the discussion of how
humans can control the behavior of a human-Al system in a combination of governance,
design, development, and operational control.

Adaptation through Iteration

These four loops involve different human actors and act on their own timescales and
should continue throughout the entire life cycle of the human-Al system. This means
that the design of the system could always be reconsidered, a developed human-Al
system should be open for change, and even during operations, the human-Al system
should be able to adapt when needed. For example, humans might decide to not use the
Al system during a specific operation as the context changes. To make this decision
they might receive explanations from the Al system that convey the risks of using it,
thus giving the Al system a role in the decision. A role that is defined in the design and
development loop as the explanations are designed and implemented.

The SOTEF methodology recognizes that such complex and intertwined control
mechanisms require iterations and places them in an overarching process during the
lifetime of a human-AlI system. These feedback loops are required as no matter the used
methods, it cannot be guaranteed that a human-AI system always behaves responsibly
according to ELSA in every possible situation. The SOTEF methodology addresses
this by connecting governance, design, development, and operation activities over itera-
tions to ensure the best possible human-Al system that is improved as experience is
gathered — from sandbox environments to real operations.

The feedback loops allow for adaptation to changing circumstances, new insights,
and changing values. Without these, the resulting human-AI system would be static in
an ever-changing context which would eventually result in its failure to comply with
the then-current moral values. As such, the SOTEF methodology recognizes not only
that feedback occurs within each loop but also across loops, in both a top-down and
bottom-up fashion. For example, the governance loop can change as new laws and regu-
lations are implemented that set new requirements for human-AI systems. Similarly,
these new laws and regulations can arise due to gained experience by already deployed
human-AI systems as they pass through multiple operation loops.

The Involved Stakeholders, Their
Responsibility and Accountability

Following the SOTEF methodology requires the involvement of many stakeholder
groups. These include, but are not limited to, lawyers, subject matter experts, pol-
icy-makers, legislators, operational users, technicians, Al experts, manufacturers,
and designers. The SOTEF methodology does not dictate that generic responsibilities
should be assigned to each stakeholder group. Rather, it dictates that for each of the four
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feedback loops methods should be available and responsibility should be assigned based
on the selected methods and who should be involved in them. This selection is expected
to occur according to governance and during the design, where governance would likely
dictate relevant stakeholder groups, and in the design of a human-Al system specific
representatives are selected.

The methods in the SOTEF methodology should be developed and evaluated on
their contribution to the responsible use of Al for particular application domains. Such
methods will dictate the participation and role of stakeholder representatives from
which responsibility and accountability can be derived. It should be noted that there are
dependencies between the loops and that there needs to be shared awareness of the out-
comes across the loops (e.g., to assure that performance at the operations addresses the
regulations of the governance). In addition, the overarching responsibility of developing
and evaluating such methods lies with those involved in developing the SOTEF method-
ology further That is, those involved in the development of a method are responsible for
communicating its strengths and limitations, while those who choose to apply a method
are accountable for the implications of this method in the context of the application.

BOX 2.2 ILLUSTRATION OF SOTEF LOOP
USING THE RAPID DEFENSE SCENARIO

SOTEF IN THE SCENARIO OF RAPID DEFENSE

Within the Rapid defense scenario, the iterative, transdisciplinary, value-sensitive
approach of the SOTEF methodology can be illustrated as follows. Before the
RivalReveal (RR) system is put into operation, weapon reviews of RR are per-
formed (governance) using existing regulations. This informs the design of inter-
action and autonomy, for example, by stating requirements for operator interfaces
and implementing automatic failure mode responses. Furthermore, training pro-
grams are developed for users to configure and operate the system. In this phase,
collaboration between the various stakeholders is essential to manage the interde-
pendencies between the cycles, for example, governance dictates design choices,
and design possibilities inform compliance. After the initial system is evaluated,
the system is taken into use. As the SOTEF methodology is a lifecycle approach,
it does not end there. Compliance with ethical guidelines such as appropriate lev-
els of judgment and care are continuously monitored against their effectiveness.
On all longer timescales, this can lead to changing the regulatory framework, for
example, changing the ethical principles, or sharpening them to be more precise.
At the levels of design and operation, incidents and practical experiences with RR
are continuously monitored and are assessed in relation to public values. These
insights could be used at all levels: to train operators, sharpen system design, and
even to reconsider ethical guidelines based on the way they play out in practice.
A functioning SOTEF methodology does not arise naturally: it requires careful
consideration of all stakeholders, providing them with the right information at the
right moment and empowering them to act.
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METHODS AND FUNCTIONS
IN THE SOTEF LOOP

Responsible military Al must be achieved by empowering humans to align the behavior
of the STS with human values. The SOTEF loop facilitates this process by offering
various control methods and functions for identifying, implementing, monitoring, and
adjusting relevant values and goals in a STS. Methods are concrete processes and pro-
cedures that can be used to implement part of a control loop. For example, utility elici-
tation and value-sensitive design are methods to identify relevant moral values within
a domain, which is one of the goals in the Design loop. Functions are the prescribed
capabilities of the STS that should be implemented in a specific component (e.g., Al
system, human, environment) of the STS. For example, explainability of system behav-
ior might be a function that is required for the Governance loop, as those who govern
need to understand the relationship between the applicable regulation and the behavior
of the system in the operational context for which they might be held accountable. Team
Design Patterns can be used to explore the allocation of functions in the STS (Van der
Waa et al., 2020).

Table 2.1 lists methods and functions that can be used for the instantiation of the
SOTEF loop methodology. Note that methods and functions can be applied in combina-
tion and might entail interdependencies. For example, an ethical goal function (method)
can prescribe the selection of training data (function). As Table 2.1 shows, the methods
and functions that are being used in a SOTEF-loop may take a variety of forms, differ-
ing with respect to:

e The component of the STS for which the method is implemented (e.g., the Al
system, the human, the environment, the interaction, etc.)

e The response time between the act of controlling and the moral behavior
(outcome of moral decision-making) of the STS that is being controlled. Long
means more than one day, medium means between ten seconds and one day,
immediate means less than ten seconds

e The human actor that executes control over the STS

e The feedback mechanism by which the STS’s behavior is monitored and
used as input to further control the STS (e.g., to realign the STS with relevant
moral values)

The repertoire of methods and functions that can be applied to instantiate the feed-
back loops will evolve over time. The sections above already mentioned value sensitive
design (Friedman & Kahn, 2003; Friedman & Hendry, 2019), rapid ethical deliberation
(Steen et al., 2021), participatory design (Bratteteig & Verne, 2018), and moral program-
ming (Aliman & Kester, 2022). Table 2.1 shows other relevant methods and functions
as a further illustration of the repertoire of methods. Current research of the ELSA labs
in the Netherlands!' will extend this list and provide a comprehensive state-of-the-art
overview.



TABLE 2.1 Methods and functions to instantiate (part of) the feedback loops of the SOTEF-methodology
RESPONSE FEEDBACK

NAME LOOP COMPONENT TIME HUMAN ACTOR MECHANISM EXAMPLE

Restricting use Governance Legal Context Long Legislators and Law enforcement Prohibition stating that Al system
context policymakers must not be used in urban

environments

Value Governance/  Human, Long Various stakeholders Value deliberation Identifying ethical considerations

identification  Design Ethical and validation for Al healthcare applications
context (Char et al., 2020)

Requirement  Design Human, Al, Long Military authorities,  Requirement Scenario-based requirements

analysis inter-action Human-Al validation engineering (Sutcliffe, 2003)
interaction experts

Algorithm Governance Al Long Various stakeholders Explainable Al Risk rating, surrogate

auditing Design explanations, post-processing,
Development etc. (Koshiyama et al., 2022)

Defining Design Human, Al, Long Military authorities,  Decision quality Allocating ethical decision-making
ethical inter-action Human-Al validation in a human-Al team (van der
decision interaction experts Waa, 2020)
framework

Shaping Design Environmental Long Military planners Incident management Placing a fence around the Al’s
infrastructure context system workplace

Selecting Development Al Long Al engineers Explainable Al Engineers compose image
training data datasets of representative

"hostile vehicles”

Ethical goal Governance Al Long Various stakeholders Explainable morality ~ Value and harm model in an

function Design autonomous car (Reed et al.,

Development

2021)
(Continued)
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TABLE 2.1 (Continued) Methods and functions to instantiate (part of) the feedback loops of the SOTEF-methodology

RESPONSE FEEDBACK
NAME LOOP COMPONENT TIME HUMAN ACTOR MECHANISM EXAMPLE
Norm Development Al Long Al engineers Explainable Al Privacy-enhancing technologies
engineering (e.g., Liuetal., 2021)
Human task Operation Human Long Military trainers, Incident management Training a soldier to work with a
training doctrine developers  system particular Al system
Human Operation Human Long Military trainers Simulation-based Appraisal training to decrease the
resilience training effects of traumatic experiences
training (Beer et al., 2020)
Play-based Operation Inter-action Medium  Human teammate  Progress appraisal Human calls predefined play for
delegation doing an area surveillance during
a mission (Miller & Parasuraman,
2007; van Diggelen et al., 2021)
Collaborative  Operation Inter-action Medium Human teammate Progress appraisal, Human and Al formulate mission
planning Al-assisted feedback  plan together
Tele-presence  Operation Inter-action Immediate Tele-operator Visual, sound & other Al autonomously performs
senses surveillance, but is taken over by
the human in unexpected
situations
Adaptive Operation Inter-action Immediate Operator Adjustable work Attuning the level of automation
automation agreements, to the momentary situation and

explaining displays

operator workload (De Tjerk
etal, 2010)

Note: Response time is a relative concept; the context and momentary risk level of the (planned) operation determine its actual value.
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Note that each of these methods and functions can be implemented in the SOTEF
loop. The outcome of a specific method does not guarantee ethically aligned behavior
of the STS over time. Under the assumption that a combination of methods will lead to
better ethically aligned behavior, verification and validation should entail the compre-
hensive sum of these outcomes, that is, the results of all loop levels. As the human, Al,
and environment change over time due their “inner” feedback loops and their adapta-
tions to each other, regular reviews and adjustments should be made to the STS during
its complete life cycle. This process should be directed by those who have an overview
of — and insight in — the ST in the context in which it is deployed. Since different stake-
holders are involved in each loop, the review and adjustment process has to take place
in interaction with each other.

DISCUSSION AND CONCLUSION

In this chapter, we provided an overview of the SOTEF methodology: a comprehensive,
iterative STS-engineering approach that distinguishes a governance, design, develop-
ment, and operation loop for responsible military Al life cycles. The implementation of
these feedback loops will be done within a specific context for a specific set of objec-
tives, affecting (1) the scope and types of moral considerations and (2) the choice and
modes of Al applications. Table 2.1 presents a set of methods and functions that can be
applied to instantiate the loops (with their distinctive features and some examples). Such
instantiations involve the combination of the most appropriate methods and functions to
establish the desired situated value alignment and MHC. An illustrative scenario exem-
plified the proposed value-alignment process for MHC (i.e., how the SOTEF implemen-
tation can be achieved). There will be some challenges to fully implement the SOTEF
methodology. We will briefly discuss these below.

One challenge is to select relevant stakeholders at an early stage and to provide
them with the needed resources. The involvement of stakeholders is key in the SOTEF
loop, and should already be arranged at the start of an exploration or a design of Al func-
tionality for military operations. However, stakeholder involvement (e.g., legal experts,
legislators, ethicists, military users, system engineers, Al developers, and NGOs) has
its challenges in all feedback loops. For example, stakeholders might want to protect
themselves from co-optation by other stakeholders, safeguarding freedom of speech
and maintaining independence (confidentiality). Another practical example concerns
resources. Time and money may constrain relevant stakeholders to participate in value
dialogues (Krabbenborg, 2020).

Another challenge is that the engagement of stakeholders also raises questions
about communication and empowerment. Although the SOTEF loop relies on ide-
als of willingness to cooperate, openness, and harmony, it is known that these ideals
are rarely realized in practice (Blok, 2014). The SOTEF methodology will provide the
arguments and tools to establish the required engagement, referring to the applicable
standards, methods, and functions. Furthermore, we aim to build up and share experi-
ences on “who to involve how” (e.g., the implementation of the stakeholder roles and
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involvement of representatives of “unaccustomed” stakeholder groups such as citizens
in a mission area), and how different values can be conceptualized, expressed, reported,
and balanced.

The third challenge is that humans may find it hard to acknowledge, explicate and
verbalize their values, because their primary assessment of right and wrong is often
implicit, based more on emotional responses and less on rational (conscious) consider-
ations (Haidt, 2001; Van Diggelen, Metcalfe, Van den Bosch, Neerincx, & Kerstholt,
2023). Furthermore, people’s moral assessments are not unitary but multi-dimensional
and context-dependent (i.e., related to the specific situation, work, and social roles;
cf., Hannah, Thompson & Herbst, 2020; Aliman & Kester, 2022). The provision of
scenarios, vignettes, and simulations in a virtual reality environment might help
to systematically reflect on the moral aspects at stake, making the implicit explicit
(cf., Parsons, 2015).

In conclusion, the SOTEF loop methodology comprises the assessment of a spe-
cific human-AlI system operating in a specific context through an iterative, transdisci-
plinary, and multistakeholder approach. Although military AT creates new challenges
and concerns for moral decision-making, it can also provide part of the solution. The
use of military Al forces us to think about what values are at stake and how we want to
ensure these values. SOTEF supports making ELSA of human-AlI system deployment
explicit, comparable, and auditable. It provides a way to better explicate attribution of
responsibility and accountability; as such it is a way forward to operationalize MHC of
military Al-based systems. It challenges stakeholders to make explicit and validate their
goals and moral values, for the specific context the human-Al system is to operate in.
Currently, we are operationalizing this methodology for realistic use cases, in order to
refine and test the applicability of various methods and functions.
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APPENDIX 2.A: GLOSSARY

The table below provides working definitions of core concepts in this chapter. The
TAILOR Handbook of Trustworthy Al provides a more generic overview of relevant
definitions of trustworthy Al in the form of a publicly accessible Wiki: http:/tailor.isti.
cnr.it/handbook TAI/TAILOR .html.
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CONCEPT

WORKING DEFINITION

Morality and ethics Both morality and ethics pertain what is right (“good”) and wrong

High-risk

Moral model

Socio-technical
system

Socio-technical
feedback loop

Value-alignment
Human-Al system

Methodology

Moral value

Goal function

Augmented
utilitarianism

Ethical goal
function

("bad”). The word morality is more used in relation to the personal
normative aspects, whereas ethics more in relation to the normative
standards within a certain community or social setting.

The likelihood that unintentional socio-psycho-techno-physical
perceived serious harm can be done.

A formal model that represents what is right and what is wrong
(e.g., in terms of action’s benefits and harms) and, as such, univocally
governs the behavior of the socio-technical system (STS). An Al agent’s
moral model is a formal model of how it should behave such that it
contributes to a morally acceptable behavior of the STS as a whole.

A holistic perspective of a system containing an interconnection
between humans (society as a whole) and (Al-based) technologies,
including both social and technical aspects.

The human-centered methodology that addresses the context of all
stakeholders of an Al application comprehensively, and prescribes a
life-cycle enduring review and refinement process to enhance the
models, reasoning, and adaptations to changing circumstances.

The continuous process including the identification of the moral values
that are at stake, and how they are addressed in a military operation.

All of the humans and Al agents combined that collaborate to achieve
a shared goal during operation.

A methodology is a set of methods employed by a discipline. In the
context of this chapter, it is the discipline of arriving at a responsible
application of Al in the military domain.

Something held to be right/wrong or desirable/undesirable at a certain
moment in time by a certain group of people. Moral values describe
what people value in terms of what they believe is morally acceptable.

Fundamental examples include honesty and respect. Pragmatic
examples include being fair and respecting another’s privacy.

A model of what the Al application should pursue such that it can be
used to steer the Al application’s behavior. Examples include
optimization functions (loss, reward, fitness, utility functions) and
logic inference rules (drawing conclusions and rule resolution).

A non-normative meta-ethical framework that builds upon the
foundational principles of deontological ethics, consequentialist
ethics, and virtue ethics and combines them in one framework.
Augmented utilitarianism tries to capture a more nuanced and
comprehensive understanding of human harm perception from the
perspective of moral psychology, for example, “dyadic morality”.

AU functions as a scaffold to encode human ethical and legal
conceptions in a machine-readable form (e.g., ethical goal functions).

A goal function that also models moral values and thus governs an
Al application’s behavior in terms of what should be pursued in terms
of how those values are modeled. Examples include multiobjective
functions, utility functions, or multicriteria optimization functions
whose attributes approximate observable moral values, and inference
engines whose inference rules incorporate deontic logic.
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NOTES

1 https://www.stopkillerrobots.org/

2 THL Treaties — Geneva Convention (III) on Prisoners of War, 1949 — Article
3 (icrc.org)

3 TER report HFM-RWS 322: meaningful human control (MHC) of artifi-
cial intelligence (AI)-based systems, https:/scienceconnect.sto.nato.int/tap/
activities/11639

4 STS can refer to either socio-technical or socio-technological system. They
both relate to the interaction between social and technical elements in a
human-AI system, but might emphasize slightly different aspects. The for-
mer is more often used to emphasize the need for a holistic approach focusing
both on technical and human factors, while the latter is used to highlight
the role of technology in shaping interactions, behaviors and outcomes of a
human-AlI system. We use the term socio-technical as this is the more estab-
lished and commonly used term in scientific literature.

5 AIV/CAVV advice 2021 and cabinet response 2022: https:/www.
adviesraadinternationalevraagstukken.nl/documenten/publicaties/2021/
12/03/autonome-wapensystemen

6 Guiding Principles affirmed by the Group of Governmental Experts on
Emerging Technologies in the Area of Lethal Autonomous Weapons System:
https://www.ccdcoe.org/uploads/2020/02/UN-191213_CCW-MSP-Final-
report-Annex-III_Guiding-Principles-affirmed-by-GGE.pdf

7 NATO Principles of Responsible Use: https:/www.nato.int/docu/review/
articles/2021/10/25/an-artificial-intelligence-strategy-for-nato/index.html

8 The TAILOR Handbook of Trustworthy AT (http://tailor.isti.cnr.it/handbook-
TAI/TAILOR .html).

9 https://elsalabdefence.nl/

10 https://rri-tools.eu/

11 https://nlaic.com/en/category/building-blocks/human-centric-ai/elsa-labs-en/

REFERENCES

Aliman, N.-M. (2020). Hybrid cognitive-affective strategies for Al safety [Doctoral dissertation,
Utrecht University]. https://doi.org/10.33540/203

Aliman, N. M., & Kester, L. (2022). Moral programming: Crafting a flexible heuristic moral
meta-model for meaningful AI control in pluralistic societies. In Moral design and
technology (pp. 494-503). Wageningen Academic Publishers.

Aliman, N.-M., Kester, L., Werkhoven, P., & Yampolskiy, R. (2019). Orthogonality-based
disentanglement of responsibilities for ethical intelligent systems. In International confer-
ence on artificial general intelligence (AGI), Shenzhen.


https://www.ccdcoe.org
https://doi.org/10.33540/203
https://nlaic.com
https://rri-tools.eu
https://elsalabdefence.nl
http://tailor.isti.cnr.it
http://tailor.isti.cnr.it
https://www.nato.int
https://www.nato.int
https://www.ccdcoe.org
https://www.adviesraadinternationalevraagstukken.nl
https://www.adviesraadinternationalevraagstukken.nl
https://www.adviesraadinternationalevraagstukken.nl
https://scienceconnect.sto.nato.int
https://scienceconnect.sto.nato.int
http://icrc.org
https://www.stopkillerrobots.org

2 ¢ A Socio-Technical Feedback Loop 35

Amoroso, D., & Tamburrini, G. (2020). Autonomous weapons systems and meaningful human
control: Ethical and legal issues. Current Robotics Reports, 1(4), 187-194.

Beer, U. M., Neerincx, M. A., Morina, N., & Brinkman, W. P. (2020). Computer-based per-
spective broadening support for appraisal training: Acceptance and effects. International
Journal of Technology and Human Interaction (IJTHI), 16(3), 86—108.

Blok, V. (2014). Look who’s talking: Responsible innovation, the paradox of dialogue and the
voice of the other in communication and negotiation processes. Journal of Responsible
Innovation, 1(2), 171-190.

Bratteteig, T., & Verne, G. (2018). Does Al make PD obsolete? Exploring challenges from arti-
ficial intelligence to participatory design. In Proceedings of the 15th participatory design
conference: Short papers, situated actions, workshops and tutorial-volume 2 (pp. 1-5).

Clark, J. O. (2009, March). System of systems engineering and family of systems engineering
from a standards, V-model, and dual-V model perspective. In 2009 3rd annual IEEE sys-
tems conference (pp. 381-387). IEEE.

Coeckelbergh, M. (2019). Artificial intelligence: Some ethical issues and regulatory challenges.
Technology and Regulation, 2019, 31-34.

De Greef, T. E., Arciszewski, H.ER., Neerincx, M. A. (2010). Adaptive automation based on an
object-oriented task model: Implementation and evaluation in a realistic ¢2 environment.
Journal of Cognitive Engineering and Decision Making, 4(2), 152-182.

De Greef, T. E., Arciszewski, H.E.R., Neerincx, M. A. (2020). Identifying ethical considerations
for machine learning healthcare applications. The American Journal of Bioethics, 20(11),
7-17.

Dunnmon, J., Goodman, B., Kirechu, P., Smith, C., & Van Deusen, A. (2021). Responsible Al
guidelines in practice: Lessons learned from the DIU portfolio. Washington, DC: Defense
Innovation Unit.

Ekelhof, M. (2019). Moving beyond semantics on autonomous weapons: Meaningful human
control in operation. Global Policy, 10(3), 343-348.

Friedman, B., & Hendry, D. G. (2019). Value sensitive design: Shaping technology with moral
imagination. Cambridge, MA: MIT Press.

Friedman, B., & Kahn, P. (2003). Human values, ethics, and design. In J. Jacko & A. Sears (Eds.),
The human-computer interaction handbook: Fundamentals, evolving technologies and
emerging applications (pp. 1177-1201). Mahwah, NJ: Lawrence Erlbaum Associates.

Haidt, J. (2001). The emotional dog and its rational tail: A social intuitionist approach to moral
judgment. Psychological Review, 108, 814—834.

Hannah, S. T., Thompson, R. L., & Herbst, K. C. (2020). Moral identity complexity: Situated
morality within and across work and social roles. Journal of Management, 46(5), 726-757.

Koshiyama, A., Kazim, E., & Treleaven, P. (2022). Algorithm auditing: Managing the legal,
ethical, and technological risks of artificial intelligence, machine learning, and associated
algorithms. Computer, 55(4), 40-50.

Krabbenborg, L. (2020). Deliberation on the risks of nanoscale materials: Learning from the
partnership between environmental NGO EDF and chemical company DuPont. Policy
Studies, 41, 372-391

Kunneman, Y., Alves da Motta-Filho, M., & van der Waa, J. (2022). Data science for service
design: An introductory overview of methods and opportunities. The Design Journal,
25(2), 186-204.

Liu, X., Li, H., Xu, G., Chen, Z., Huang, X., & Lu, R. (2021). Privacy-enhanced federated learn-
ing against poisoning adversaries. IEEE Transactions on Information Forensics and
Security, 16, 4574—4588.

Miller, C. A., & Parasuraman, R. (2007). Designing for flexible interaction between humans and
automation: Delegation interfaces for supervisory control. Human Factors, 49(1), 57-75.



36 Responsible Use of Al in Military Systems

Parsons, T. D. (2015). Virtual reality for enhanced ecological validity and experimental control in
the clinical, affective and social neurosciences. Frontiers in Human Neuroscience, 9, 660.

Peeters, M. M., van Diggelen, J., Van Den Bosch, K., Bronkhorst, A., Neerincx, M. A., Schraagen,
J. M., & Raaijmakers, S. (2021). Hybrid collective intelligence in a human-Al society.
Al & Society, 36, 217-238.

Reed, N., Leiman, T., Palade, P., Martens, M., & Kester, L. (2021). Ethics of automated vehicles:
Breaking traffic rules for road safety. Ethics and Information Technology, 23(4), 777-789.

Santoni de Sio, F., & Van den Hoven, J. (2018). Meaningful human control over autonomous
systems: A philosophical account. Frontiers in Robotics and Al 5, 15.

Scharre, P. (2018). Army of none: Autonomous weapons and the future of war. WW Norton &
Company.

Schuler, D., & Namioka, A. (1993). Participatory design: Principles and practices. Hillsdale,
NJ: Lawrence Erlbaum Associates.

Steen, M., Neef, M., & Schaap, T. (2021). A method for rapid ethical deliberation in research and
innovation projects. International Journal of Technoethics (1JT), 12(2), 72-85.

Stilgoe, J., Owen, R., & Macnaghten, P. (2013). Developing a framework for responsible
innovation. Research Policy, 42, 1568-1580

Sutcliffe, A. (2003). Scenario-based requirements engineering. In Proceedings 11th IEEE
international requirements engineering conference, 2003 (pp. 320-329). IEEE.

Ten Holter, C. (2022). Participatory design: lessons and directions for responsible research and
innovation. Journal of Responsible Innovation, 9(2), 275-290.

Van de Poel, I. (2009). Values in engineering design. In A. Meijers (Ed.), Handbook of the
philosophy of science. Volume 9: Philosophy of technology and engineering sciences
(pp- 973-1006). Elsevier.

Van den Hoven, J. (2013). Value sensitive design and responsible innovation. In R. Owen, J.
Bessant, and M. Heintz (Eds.) Responsible innovation (pp. 75-83). (Chichester, UK: John
Wiley & Sons, Ltd).

van der Waa, J., van Diggelen, J., Cavalcante Siebert, L., Neerincx, M., & Jonker, C. (2020).
Allocation of moral decision-making in human-agent teams: A pattern approach. In
Engineering psychology and cognitive ergonomics. Cognition and design: 17th interna-
tional conference, EPCE 2020, held as part of the 22nd HCI international conference,
HCII 2020, Copenhagen, Denmark, July 19-24, 2020, Proceedings, Part II 22 (pp. 203—
220). Springer International Publishing.

van Diggelen, J., Barnhoorn, J., Post, R., Sijs, J., van der Stap, N., & van der Waa, J. (2021).
Delegation in human- machine teaming: Progress, challenges and prospects. In Intelligent
human systems integration 2021: Proceedings of the 4th international conference on intel-
ligent human systems integration (IHSI 2021): Integrating people and intelligent systems,
February 22-24, 2021, Palermo, Italy (pp. 10-16). Springer International Publishing.

van Diggelen, J., Metcalfe, J. S., Van den Bosch, K., Neerincx, M, & Kerstholt, J. (2023). Role of
emotions in responsible military Al. Ethics and Information Technology, 25, 17. https://doi.
org/10.1007/s10676-023-09695-w

Van Veenstra, A. F., Van Zoonen, L., & Helberger, N. (2021). ELSA Labs for human centric
innovation in Al. Netherlands Al Coalition.

Von Schomberg, R., & Hankins, J. (Eds.). (2019). International handbook on responsible
innovation: A global resource. Edward Elgar.

Winston, M., & Edelbach, R. (2013). Society, ethics, and technology. Cengage Learning.

Zielke, T. (2020). Is artificial intelligence ready for standardization? In Systems, software and
services process improvement: 27th European conference, EuroSPI 2020, Diisseldorf,
Germany, September 9-11, 2020, proceedings 27 (pp. 259-274). Springer International
Publishing.


https://doi.org/10.1007/s10676%E2%80%91023%E2%80%9109695%E2%80%91w
https://doi.org/10.1007/s10676%E2%80%91023%E2%80%9109695%E2%80%91w

How Can
Responsible Al
Be Implemented?

Wolfgang Koch and Florian Keisinger

SOME POLITICAL PRELIMINARIES
ON MILITARY Al

“All kinds of instruments are turned into weapons. [...] We love the world of Kant but
must prepare to live in the world of Hobbes. Whether you like it or not” (Gutschker,
2021). This statement of Josep Borrell, High Representative of the European Union for
Foreign Affairs and Security Policy, in November 2021 was prophetic and marks a new
epoch we live in. The engineering communities have also woken up to this world. As
the news from the Russian war in Ukraine proves, external security is the prerequisite
to achieve all other individual, social, political, or ecological goals. Previously, Islamist
terror, organized crime, and political radicalization taught us to value domestic secu-
rity. Approximately 80years after the end of WW II, at least Europeans must learn
again what a truly “sustainable” and precious commodity “security” actually is, without
which personal freedom and cultural fruits perish. Without external and internal secu-
rity, there can be no calculable economic processes, no steady inflow of raw materials,
no robust supply chains for export-dependent nations, no services of general interest,
and no social balance. Even without secure technology, modern societies would be
unstable, as they also depend on intrinsically risky technology and processes.

Also apart from the Russian aggression against Ukraine, the democratic world is
facing major challenges in terms of foreign policy and security. Part of the new reality
is that armaments activities are increasing around the globe, with the focus not only
on the rather symbolic pursuit of new and more nuclear weapons, but, above all, on
the application of new technologies. Computer science in particular has to deliver its
own contribution to defend human culture, the freedom of nations, the legal order,
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and world peace. In “the Age of Al,” i.e., of mathematical algorithms, this discipline
is crucial since there can be no effective armed forces, without information superior-
ity and decision dominance in all military domains. We have long since found Al not
only in the military dimensions of Land, Air, Sea, and Space, but also in Cyber and
Information space. Hypersonic missiles, underwater warfare, or military aviation are
just a few examples where Al already is or soon will be applied.

Critical Discussions are Necessary

The use of artificial intelligence in the defense sector is accompanied by critical discus-
sions, which we appreciate as a necessary part of the democratic discourse. As always,
the primary factor in all technology in general, and in Artificial Intelligence in par-
ticular, is the responsible use of it, i.e., its concrete application. The politically charged
buzzword “autonomous weapon systems,” weapons that supposedly define and attack
targets without any human intervention, has taken root in this context. However, this
terminology is misleading since the use of artificial intelligence in weapons systems
currently takes place at best in the context of semi-automated applications — and is not
beyond human control.

Germany’s position on this point is clear: “We reject lethal autonomous weapon
systems that are completely removed from human control. We are actively promoting
their international outlawing” reads the coalition agreement of the current German
government. The first military Al applications can be found in assistance systems, in
which certain processes, especially in reconnaissance and data generation, are carried
out semi-automatically. What is done with this information, or what consequences it
entails, is up to the decision of the armed forces, i.e., of the human being. For future
weapon systems — even with increasingly automated functions — the principle of human
control always applies. The notions “Al in national and alliance defense” and “autono-
mous weapon systems” must therefore not be equated. The former serves as a support
and decision-making tool to comprehensively evaluate the ever-increasing volumes of
data — and is thus an important decision-making aid. The latter is a military horror
scenario, which the German government and the Bundeswehr, together with numerous
European and non-European partners, are right to oppose — specifically, for example,
in the context of the UN negotiations in Geneva to ban lethal autonomous weapons
systems.

Many citizens are understandably afraid of intelligent machines that develop a sup-
posed “life of their own” beyond human control. Therefore, it is all the more impor-
tant to critically reflect on Artificial Intelligence — just like on all new technologies.
However, we should refrain from evoking emotions by using the wrong terminology and
contexts, which lead to wrong associations among people outside computer science or
the respective field of application. This is especially important given the public response
to large-scale language models and other Generative Al that add a new dimension to the
simulation of human intelligence performance. Quantum Computers, on the other hand,
also have comparable transformative potential and can be used in morally questionable
ways. Nevertheless, Quantum Computing seems less threatening and uncontrollable
than Artificial Intelligence, Machine Learning, or Technical Automation in defense.
The responsibility aspect in dealing with these and other technologies is the same.
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Critical Understanding is Inevitable

The call for a general outlawing of Al in defense sounds reasonable on the surface and
is unlikely to go unheard in Western societies. What is not mentioned are the resulting
consequences for European and transatlantic defense capabilities. Nevertheless, disar-
mament and regulatory negotiations, for example within the framework of the United
Nations, must continue to be pursued with vigor. In this context, it must always be borne
in mind, however, that the Western countries can engage in disarmament and regula-
tory negotiations far more effectively from a position of participation and inclusion of
modern technologies than — except in the case of autonomy, which must be categorically
denied — by relying on strict rejection. Moreover, it would be little more than a symbolic
gesture on a global scale.

In addition, if Al-based technologies in offensive weapons systems are outlawed,
their use in defense against Al-based weapons would also have to be outlawed. Only
those who understand the threats can counter them confidently and effectively. This is
not just a question of becoming militarily and technologically disengaged; those who
help shape the future also have a say in which direction the technological development
progresses. In other words, they can bring their own values into the discourse.

How should Western countries position themselves when it comes to artificial
intelligence in defense? A differentiated approach considers not only technological
and security policy aspects, but also legal, ethical, and operational issues. A norma-
tive framework should be developed that ensures human control in the application of
Al — including in weapon systems — as well as adherence to ethical standards in the
sense of Western values, while at the same time meeting the security policy and opera-
tional realities of the 21st century. Among the latter is the need for Western countries to
be technologically capable of defense against Al-enabled weapons systems. The general
exclusion of AI would result in irresponsible structural military inferiority and would
operationally increase the risk of collateral damage, for example due to a lack of preci-
sion in target acquisition. Against this backdrop, the military use of Al is not only ethi-
cally justified, but even required.

What such a process for the responsible use of Al in defense could look like in
concrete terms can currently be seen in potentially the largest European defense proj-
ect of the 21st century, the “Future Combat Air System” (FCAS). To accompany the
development of the technology, a multistakeholder committee was set up in 2019 by
Airbus Defense and Space and Fraunhofer FKIE with the involvement of players from
the fields of security and defense, research, and science, think tanks as well as churches
and society. The ambition is to define a path in order to guarantee overall human control
of the system.

Within this framework, and to experience the use of Al in an FCAS in the context
of potential use cases as realistically as possible, a special tool is currently being devel-
oped under the auspices of this body in the German part of the FCAS project, which
will concretely allow the application of Al to be experienced in various scenarios. This
is being done based on Al-based assistance and in the context of simulated combat deci-
sions. The scenarios considered are realistically designed and include military expertise
from the Bundeswehr. The aim is to provide a realistic picture of the opportunities,
limitations, and ethical implications of Artificial Intelligence in defense in a specific use
case. The resulting findings can provide input for the technical FCAS design.
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This approach, which is sketched in this chapter, is a novelty in a major defense
project, at least in Germany, if not worldwide, and could become a model for other
major international defense projects as well — and point the way in answering the mor-
ally difficult question of guidelines for the application of Al in defense from a security
policy and operational perspective without putting German, European and transatlantic
defense capability and security policy responsibility at risk.

COGNITIVE AND VOLITIVE
MACHINES IN DEFENSE

Before any scientific reflection or technical realization, intelligence and autonomy are
ubiquitous as natural abilities. All living creatures fuse different sensory impressions
with already learned knowledge and messages of other living beings. In this way they
create an image of their environment, the prerequisite for situation-appropriate action
in the biosphere, for processes to avoid dangers and to achieve goals. What is meant is
instrumental intelligence, which serves a particular end. In characteristic gradations
natural intelligence (NI) and autonomy are bound to the corporeality of creatures,
which is not fully described by such instrumentally understood processes. The ethical
and legal questions of human—animal interaction with the respective intelligence and
autonomy seem to be much closer to a solution.

Artificially intelligent automation, on the other hand, provides new types of
machines that greatly enhance the perceptive mind and the active will of persons, who
alone are capable to perceive intelligently and to act autonomously in a proper sense.

1. Cognitive machines fuse massive streams of sensor, observer, context,
and mission data for producing comprehensive situation pictures, the basis
for conscious human cognition to plan, perceive, act, and assess effects
appropriately

2. Volitive machines transform deliberately taken overall decisions of responsi-
ble human volition into complex chains of automatically executed commands
for data acquisition, sub-system control, and achieving effects on objects of
interest

Processes triggered by such machines and running automatically are therefore to be
distinguished from NI and autonomy. Nevertheless, certain processes that underlie
conscious perception and causal action and that were previously reserved for humans
are, so to speak, “excarnated,” i.e., transferred to machines. This understanding is in
line with the US Al Strategy, which defines Al as “the ability of machines to perform
tasks” that “normally require human intelligence (Allen, 2020).” This would include
long-established technologies. It also includes physical assistance through Al-controlled
exoskeletons or robots. The immediate physical presence of humans is becoming
increasingly dispensable for their perception and action.
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Such machines will become key elements of the FCAS, the largest European arma-
ment effort ever for protecting European sovereignty. In this program, manned jets
are only elements of a larger networked system of systems, where unmanned “remote
carriers” protect the pilots as “loyal wingmen” and support them on reconnaissance
and combat missions. By technically assisting their minds and wills cognitively and
volitively, air commanders and staffs will remain capable of appropriately acting even
on short time scales in the complex “technosphere” of modern warfare with spatially
distributed and highly agile assets. This is particularly true when targeting cycles are
vastly accelerated and to be executed “at machine speed” in a network-centric and col-
laborative way.

This book chapter is harvesting fruits of ongoing discussions in the working group
Responsible Technology for an FCAS (Keisinger & Koch, 2023) and evolves insights
published earlier (Koch, 2020, 2021a, b, 2022). Our considerations correspond to some
extent to the IEEE 7000 Model Process for Addressing Ethical Concerns During
System Design (Spiekermann, 2021). A large community of engineers and technologists
is addressing ethical problems and technical realizations to mitigate them throughout
the various stages of system initiation, analysis, and design for particular use cases, for
example, Fair, Accountable, or Transparent Al

After concluding this section with remarks on foundational documents of the
German Armed Forces as examples for military views on the topic and on possible
metaphors for understanding the interaction of human beings with Al-driven cogni-
tive and volitive machines, we introduce in the next section the notions of reflective
and normative assistance in military decision-making with a focus on “combat clouds.”
Here, ethically relevant implications demanded by official documents are considered,
shaping the ethics, ethos, and morality of dealing with Al-based weaponry. Based
on the fundamental notion of “responsibility” and its relation to systems engineering
aspects, we next discuss the design principles of the FCAS Ethical AI Demonstrator
(E-AID), the core contribution of this chapter. Considerations toward normative assis-
tance close this section. The problem of transparent criteria development is addressed in
the following section, which has implications for acquiring “digital virtues” in dealing
with Al in defense and might establish an analogy between the Hippocratic Oath and
soldierly ethos. Finally, we try to draw conclusions in a more generalizing sense in the
final section.

Looking into Foundational Documents

“The more lethal and far-reaching the effect of weapons are, the more necessary it
is that people behind the weapons know what they are doing,” observes Wolf von
Baudissin (1907-1993), the visionary architect of Germany’s post-W W II armed forces,
the Bundeswehr. “Without the commitment to the moral realms, the soldier threatens
to become a mere functionary of violence and a manager” he continues and thought-
fully adds: “If this is only seen from a functional point of view, i.e., if the goal to be
achieved is in any case put above human beings, armed forces will become a danger”
(von Baudissin, 1969). It is in this sense that we consider aspects of Al-driven targeting
cycles and their responsible design.
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The more general key question this chapter is intending to help answer therefore
reads: How can the information fusion community technically support responsible use
of the great power we are harvesting from artificially intelligent automation? While
facing soberly the risks of digitalization in defense, we nevertheless beware of exagger-
ating them, which may become a risk in itself and prevent innovation in defense. Despite
our clear military focus, we hope that our considerations below might enjoy a broader
consent also in civil decision-making.

As will become visible, the use of Al in defense systems of systems such as FCAS
is intended to unburden military decision-makers from routine or mass tasks. We in
particular need to tame technical complexity in such a way that commanders, staffs,
and soldiers will be able to focus on doing what only persons can do, i.e., to consciously
perceive a situation intelligently and act responsibly. The importance of automation for
armed forces was recognized as early as 1957 when von Baudissin wrote that thanks to
automation, “human intelligence and manpower will once again be able to be deployed
in the area that is appropriate to human beings” (von Baudissin, 1969). Seen from this
perspective, armed forces do not face fundamentally new challenges as users of artifi-
cially intelligent automation, since the technological development has long extended the
range of perception and action.

In order to be able to argue in a more focused way in the sense of a use case, we will
examine conceptual documents of the German Bundeswehr in our approach that span
the period from its founding in the 1950s, when the term “AI” was actually coined, to its
most recent statements on the matter. Since these armed forces have learned lessons from
the totalitarian tyranny in Germany from 1933 to 1945 and the horrors of “total war,”!
characterized by the high technology of this time, they are presumably in a conceptual
way well prepared for mastering the digital challenge we are confronted with today.
This is even more the case since the Bundeswehr is a parliamentary army enshrined
in the German Constitution, Grundgesetz, which acts exclusively in accordance with
specific mandates from the Bundestag and therefore on behalf of the German people.

Remarks on Human-Machine Interaction

From a technology-agnostic perspective, the “well-intentioned” but technically unre-
alizable transparency demand that has been made in various places is: “Al systems
must be fundamentally explainable.” On the one hand, model-based Al systems that
in principle are “fundamentally explainable” turn out to be so complex in practice that
they become “gray boxes” as well. On the other hand, despite all the research into
Explainable Al it will at least be possible to turn the “black boxes” of data-driven algo-
rithms into gray boxes. Due to their NI, however, humans are very successful in dealing
responsibly with other NIs, also gray boxes, for example with animals, even if with
hunting dogs or riding horses better than with cats, but also with people, for example
with colleagues when solving tasks together.

Human interaction with artificially intelligent machines can therefore be designed
according to a hunting dog or rider metaphor (Flemisch et al., 2014) or in the sense
of collegiality. The prerequisite is a specific education of the human being. This will
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enable naturally intelligent people to deal with artificial gray boxes by means of suit-
ably designed human—machine interaction systems just as responsibly and successfully
as with natural gray boxes. Likely, Al research will purposefully develop “dog-like AI”
that is more suitable for certain tasks and less risky than “predatory AL

Chatbots will be revolutionizing the interfaces between humans and cognitive or
volitive machines also in the military domain. Their “eloquence” not only facilitates
human—machine communication. Rather, “dialogs” with chatbots stimulate processes
of reflection, categorization, or speculation in the users. They clarify their question or
make the users aware of what they “actually” wanted to know. AI programs such as
DALL-E, which generate photorealistic images from text descriptions, perform compa-
rable tasks in information visualization and take the idea of Chernoff Faces further. The
American statistician Herman Chernoff (¥1923) had represented multivariate data as
human-like “faces,” whose “content” is much easier to grasp by humans than, for exam-
ple, tables, since they perceive even tiny changes in facial expressions (Chernoff, 1973).

This kind of Al-driven human—machine interaction will influence our mental and
interpersonal habits. Chatbots are far superior to conventional keyword searches in vast
“knowledge repositories.” How do humans remain mentally resilient to the new power?
How do they prove ultimately responsible authority?

Without an image of a human as a conscious and free person, any Al-based assis-
tance becomes questionable, especially in military use. Especially in the military
technosphere, soldiers use personal judgment and decisiveness to act on their own
responsibility: “Due to the scientization and mechanization of the military craft [the
superior] is largely dependent on the judgment of his specialists in his assessment of
the situation and his decisions,” Wolf von Baudissin (1907-1993) underlines the finality
principle of military action. “His subordinates, down to the lowest level of the hierar-
chy, must solve their small situation on their own initiative in a complicated interplay of
technique and tactics - always within the framework of the overall intention, of course”
(von Baudissin, 1969).

ARTIFICIALLY INTELLIGENT COMBAT CLOUDS

From a digitalization perspective, the core infrastructure for future air defense and com-
bat systems is air combat clouds. While sensors are collecting data, combat clouds
distribute, verify, validate, organize, evaluate, process, and fuse data to enable adaptive
management of sensors, platforms, communication links, and effectors such as weapons
“at machine speed.” In the digital age, information superiority in complex situations
and decision dominance even at very short time scales decide between success and fail-
ure of a mission. According to the introductory remarks, the architecture of a combat
cloud, i.e. of the informational backbone for military air operations, has to facilitate
the responsible use of weapon systems by human decision-makers. Artificially intel-
ligent automation is crucial here since it enables complexity management and respon-
sible action by providing cognitive and volitive assistance. In parallel, “digital twins”
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accompanying the technological development from the very beginning have to ensure
that comprehensive ethical and legal compliance is not at the expense of effectiveness
in air defense and combat.

We here use the term “Artificial Intelligence” in a sense that does not only comprise
machine or deep learning (DL), for example, but a whole “cloud” of data-driven and
model-based algorithms, including approaches to Bayesian learning, game theory, and
adaptive resources management. It seems worthwhile to consider “Artificial Instinct” as
a more appropriate of the acronym “AI” that was proposed by the Polish science fiction
author, philosopher, and futurologist Stanistaw Lem (1921-2006) nearly 40years ago
(Lem, 1983).2

A “cloud of algorithms,” realized by the art and craft of programming and enabled
by qualitatively and quantitatively appropriate testing and training data, drives a data
processing cycle that starts from elementary signals, measurements, and observer
reports collected from multiple and heterogeneous sources. For us, “AI” denotes the
process that fuses such streams of mass data and context knowledge, which provide
pieces of mission-relevant information at several levels, for producing comprehensive
and near real-time situation pictures. On their basis, air commanders and their staff
become aware of the current situation in a challenging environment and the status of the
mission. Human decision-making for acting according to the ends of the mission to be
achieved is carried out at different levels of abstraction and degrees of detail. Technical
Automation transforms deliberate acts of will into complex command sequences to con-
trol networking platforms, multifunctional sensors, and effectors.

Algorithms for comprehensively harvesting information by data fusion and adap-
tively managing the various processes of data collection as well as weapon engage-
ment and effect assessment belong to the methodological core of cognitive and volitive
machines that assist the intelligent mind and autonomous will of decision-makers. They
exploit sophisticated methods of applied mathematics and run on powerful computing
devices, where quantum computing may become a game changer (Govaers et al., 2021,
StooB et al., 2021). The concepts of mind and will and therefore of consciousness and
responsibility bring human beings as persons into view that are “somebody” and not
“something.”

Reflective and Normative Assistance

While artificially intelligent automation is indispensable for achieving situational
awareness, a prerequisite of reducing collateral damage, for example, as well as of
commanding resources, it also implies specific vulnerabilities such as:

1. Loss of data integrity causing invalid situation pictures and improper deci-
sions due to unintended malfunction of sensors, programming errors, misuse
of training data, or data incest.

2. Artifacts generated by Al algorithms from sensor and context data that do not
exist in reality, or blind spots, that are disabling situation pictures to show
what is actually present in reality.
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3. Hostile intervention at various levels to be taken into account, where adver-
saries take over sensors or subsystems, which then produce deceptive data or
initiate unwanted action.

4. More general issues of automated systems such as misuse, disuse, abuse,
non-use, and blind or overly trust, which are not specifically Al-related, but
must be taken into account as well.

In consequence, resilient cognitive and volitive machines for defense systems of sys-
tems have to comprise the detection and compensation of such deficits in the sense of
“Artificial Self-criticism.”

Any ethically and legally acceptable use of cognitive and volitive machines relies
on “truth,” defined as “equivalence between awareness and the actual situation” and
“goodness,” defined as “equivalence between the choices made and norms.” Their
proper use, however, needs to be supported by “reflective” and “normative” assistance
functions, seen as part of ethically aligned cognitive and volitive machines as discussed
below. The fusion of sensor data and non-sensor information provides mission-relevant
insights. Apparently, comprehensive information fusion is the key to seamlessly inte-
grating also formalized ethical or legal constraints, seen as a particular type of context
knowledge, into reconnaissance or combat missions. For the sake of simplicity, we con-
fine the discussion of the normative framework to the Rules of Engagements (RoEs)
that have to mirror the risks of artificially intelligent automation and must permeate the
technical system design.

Ethical Implications of Basic Documents

According to the foundational document of the German Bundeswehr (German MoD,
2018), updated in 2018, artificially intelligent automation is expanding its capability
profile by providing:

1. Perception of a military situation as reliably as possible by “obtaining, pro-
cessing, and distributing information on and between all command levels,
units and services with minimum delay and without interruption or media
disruption.”

2. Support of “targeted deployment of forces and means according to space,
time and information, [...] where characteristics of military leadership are the
personal responsibility of decision-makers and the implementation of their
will at any time.”

Readiness to defend ourselves against highly armed opponents must not only be tech-
nologically credible, but also correspond to the consciously accepted “responsibility
before God and man, inspired by the determination to promote world peace as an equal
partner in a united Europe,” as the very first sentence of the German Constitution, the
Grundgesetz, proclaims (Federal Republic of Germany, 1949). Guided by this spirit and
for the first time in Germany, an intellectual struggle over the fechnical implementation
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of ethical and legal principles accompanies a major defense project from the outset. The
goal of the working group on Responsible Use of New Technologies in an FCAS is to
operationalize ethically aligned engineering.

Official documents released by the German Ministry of Defence implicitly define
elementary requirements that are relevant for ethically-aligned FCAS systems design
and have direct implications for the E-AID to be discussed below. With a focus on
ethically critical tasks within the targeting cycle to be executed by FCAS command-
ers, E-AID demonstrates, in which way cognitive, volitive, reflective, and normative
assistance systems should be developed and how they interact with each other. Also
in view of the international law, considerations on the ethical implications are encour-
aged, since Article 36 of the Additional Protocol I of the 1949 Geneva Conventions
requires states to conduct legal reviews of all new weapons, means, and methods of
warfare in order to determine whether their use is prohibited (Von Baudissin, 2015).
To be mentioned are the 11 guiding principles affirmed by a group of governmen-
tal experts within the framework of the UN Convention on Certain Conventional
Weapons (CCW, 2019).

On Ethics, Ethos, and Morality

For properly designing cognitive and volitive machines in the context of FCAS, ethical
implications need to be clarified while avoiding moralizing. The following distinction
proves to be helpful in designing reflective and normative assistance:

1. Digital ethics denotes theoretical reflections about right decisions in using
artificially intelligent automation. Required is a philosophically founded
conception of what characterizes human being “by nature,” i.e. an Image of
Man that makes notions such as mind, will, and, therefore, consciousness and
responsibility conceptually possible.

2. Digital ethos addresses the attitude of decision-makers on all levels. “The
more momentous the decisions and actions of individual soldiers are, the
more their ethos must be determined by responsibility,” as von Baudissin
observed. For developing an ethical attitude, the notion of virtue seems help-
ful which is understood here as perfection of mind and will toward the good
of reason.

3. Digital morality, finally, comprises the formulation of concrete guidelines
for dealing with artificially intelligent automation, not only on the battle-
field, but also in research, development, procurement, planning, and mission
preparation.

Along with such considerations, the German Ministry of Defence underlines that “the
importance of Al does not lie in the choice between human or artificial intelligence, but
in an effective and scalable combination of human and artificial intelligence to ensure
the best possible performance” (German MoD, 2019b). Comprising ergonomic as well
as ethical and legal dimensions of Al this statement implicitly demands responsible
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systems engineering and, as such, aims as well at fulfilling the military requirements
previously mentioned. In particular, numerous research questions for systems engineer-
ing result that aim at a fundamental military requirement: “Characteristic features of
military leadership are the personal responsibility of decision-makers and the implemen-
tation of their will in every situation,” according to the “Concept of the Bundeswehr”
(German MoD, 2018).

DECISION-MAKING FOR
WEAPON ENGAGEMENT

A challenge for valid situational awareness and responsible decision-making for weapon
engagement in the FCAS domain is the ever-decreasing time available for human
involvement in the decision-making process. Further problems are limited explain-
ability and deceivability of both, algorithmically generated information and automated
execution of complex command chains. The following issues need to be addressed:

1. While in certain applications, occasional malfunctioning of Al-enabled
automation may have no consequences, rigorous safety requirements must
be guaranteed for FCAS with all legal consequences. The military use of
technically uncontrollable technology is immoral per se.

2. The notion of meaningful human control needs to be interpreted more
broadly than the concept of human-in/on-the-loop suggests.> A more funda-
mental notion is “accountable responsibility.” Since the use of fully automated
effectors on unmanned platforms may well be justifiable, even necessary in
certain situations, the overall system design must guarantee that always a
distinct “somebody” is responsible.

In view of these considerations, artificially intelligent automation for FCAS poses a
timeless question: Which design principles facilitate “good” decisions according to
what is recognized as “true” according to the previous definitions? Turned into systems
engineering, this implied two tasks:

1. Design cognitive assistance in a way that human beings are not only mentally,
but also emotionally able to master each situation.

2. Design volitive assistance to guarantee that human decision-makers always
have full superiority of information and the options of action.

In consequence, digital ethics as well as a corresponding ethos and morality are essential
soft skills to be built up systematically in parallel to technical excellence. Personality
development plans should encourage ethical competence for responsibly designing and
using Al-based cognitive and volitive assistance.
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On the Notion of “Responsibility”

Literally, the very word “responsibility” is rooted in the language at courts of justice
designating the obligation of being called upon to “respond” to questions about one’s
own actions by a judge, a primal situation of human existence as a person. This overall
concept has far-reaching implications:

1. To speak of responsibility is only reasonable if it is assumed voluntarily.
Responsibility, thus, presupposes the notion of a “free will” and an Image of
Man as a free and “autonomous” person. Here, “autonomy” is understood as
a moral right and the capability to think for oneself and decide in a way that
achieves a freely set effect.

2. The concept of free will as the decisive cause of decisions to action implies
the idea of an accountable person, which is legally relevant and an essential
criterion in the International Law.

3. Responsibility, as considered here, implies in addition to the legal notion of
accountability the ability of a person to act freely and the willingness to act
well even in case of absent or contradicting rules. Casuistry, the formalization
of human action by just following well-defined rules, seems impossible.

4. The will, responsible in freedom, is not absolute, but depends on the under-
standing mind. In a philosophical sense, the “True” as the formal object of
the mind and the “Good” as the formal object of the will thus form the intel-
lectual basis of responsible action. Admittedly, it is not trivial to actually
achieve what is true or good.

Figure 3.1 illustrates the core elements of the concept of responsibility as a triangle
relationship, insofar as it is relevant to the technical systems design. It implies the

who?
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FIGURE 3.1 Artificially intelligent automated assistance enabling responsible action for
FCAS. (© Fraunhofer FKIE.)
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notion of persons or groups of persons as preciously sketched and establishes charac-
teristic relationships between them. Responsible systems design is, thus, by definition
“anthropocentric.”

1. Who bears responsibility? Military capability development takes place at
various levels and requires responsible action in research, development, certi-
fication, and qualification of military Command & Control, ISR, and weapon
systems as well as in the preparation and execution of military operations.

2. For whom is responsibility borne? The relationship between responsible
persons and those for whom they are responsible is characterized by ‘“care”
and “trust” and therefore determined by prospective action and reaction. In
a proper sense, responsibility can only be assumed by persons for persons.
Indirectly, one might speak of responsibility toward animals, cultural heri-
tage, or the environment, for example, insofar as these are related to persons.

3. To whom is responsibility assumed? Responsibility implies the notion of a
personal authority exercising his or her authority by judgment. The respon-
sible person recognizes this authority by his or her justification. The relation-
ship between responsible persons and a personal authority is retrospective
in nature.

Voluntarily assumed responsibility, which shows itself in “care” and “trust,” as well as
in the readiness to justify itself and to choose properly in obedience to norms, keeps
military forces stable in combat. It can and should be supported by normative and reflec-
tive assistance systems to be specified below. Purely legal constructs, however, such
as liability for damage caused by one’s actions, are insufficient, especially in military
operations.

According to these considerations, no machine can act responsibly or irresponsibly,
i.e. in a “good” or “evil” way by responding to moral challenges in one way or another,
but persons only. In a figurative sense, it would be possible to speak of “Good” technical
systems to encourage the morally acceptable and efficient use of them to achieve mili-
tary objectives. “Evil” systems facilitate their irresponsible use.

FCAS E-AID

By the FCAS E-AID discussed here we wish to clarify on which technically realizable
basis human operators are enabled to make balanced and conscious decisions regarding
the use of weaponry based on artificially intelligent automation. One might speak of
“meaningful authorization.” This is particularly pressing in cases where Al algorithms
such as DL are under consideration, which have the character of a “black box” for the
user.

For approaching a viable solution, it is important to make Al-based findings com-
prehensible, plausible, or “explainable” to human decision-makers. On the other hand,
soldiers should not confirm recommendations for action without weighing them up
themselves, simply based on some kind of “trust” in the Al-based system. To this end,
we introduce the concept of “reflective” assistance as indicated in Figure 3.1.
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Especially for FCAS, engineers must aim at developing comprehensible, plausible,
or “explainable” methods. With the help of E-AID air commanders and staff experi-
ence the use of Al in militarily relevant and close-to-reality scenarios by displaying all
associated aspects of psychological stress including ethical conflicts as realistically as
possible. Selected features of the E-AID, such as automated target recognition for deci-
sion-making in air combat enable interaction with an actual AI developed for military
use in order to enable a realistic view of the possibilities, limitations, ethical implica-
tions, and engineering demands of this technology in military practice.

Discussions with officers of the German Air Force have clarified the scenarios to
be considered. One of the missions envisaged for FCAS is the elimination of enemy
air defense using remote carriers with electro-optical and signal intelligence sensors
that collect data on positions of equipment that is supporting enemy air defense. The
(much)-simplified steps in such a use case proceed as follows:

* The user will detect, identify, and track enemy vehicles in different scenarios
with and without AI support for comparison, by exploiting control of multiple
Sensor systems on a remote carrier.

* The output of the Al system is used to graphically highlight relevant objects
accordingly and enrich them with basic context information (e.g., type of
detected vehicle, certainty level).

* The user, who is in the role of a virtual payload operator of the remote carrier
flying ahead, has the task of recognizing and identifying all relevant objects.

* Manual target designation needs to be analyzed here as well and compared
with those done by Al

» To facilitate the user’s ability to perform this task, optional confirmation dia-
logues provide information for all individual objects recognized or prese-
lected by the Al system at a much greater level of detail.

This dialogue will enable the following:

1. To request a magnified image of the object in question to confirm the target
by visual address, and to understand in the magnified section by means of
appropriate highlighting of Explainable AI (XAI) which has recognized ele-
ments of the tracked object.

2. To enhance sensor data fusion with additional data sources, to understand
which sensor technology, if any, has “tipped the scales” for classification as
a hostile object, and to visualize corresponding levels of confidence for the
respective sensor category.

3. To check compliance with the ROE for the object in question, insofar as
deterministic algorithms can provide support here; to confirm compliance
with the ROE as checked.

Ostensibly, such a dialogue should provide a more unambiguous identification of an
object as “hostile.” In other words, the design needs to allow the operator in critical
situations to selectively query all technical information from the system that is relevant
to rationalize the targeting process. Evidently, there are limitations of this approach if
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there are too many objects or if time is too short to query all technical information. The
demonstrator is expected to clarify what “critical” means in dense target situations.

Elements of Normative Assistance

As indicated before, the RoEs provide the underlying normative framework considered
here. In designing a technical system for normative assistance, the possibilities and limi-
tations of implementing legal principles need to be addressed. The following discussion
was inspired by comments by the German lawyer Tassilo Singer (personal communica-
tion, September 12, 2022, see also Singer, 2019).

1. According to current understanding of the legal state of the art, certain legal
principles formulated in the RoEs cannot be translated into an algorithmic
form or in such a way that they can make human-type, evaluative decisions
(for example, moral or ethical opinions, weighing decisions). An example in
the context of the international humanitarian law is the principle of “propor-
tionality,” i.e. prohibition of excess. It will be part of the work with E-AID to
identify those legal principles.

2. If it is possible to translate a legal principle, such as “An attack may not be
directed against a civilian population. A distinction must be made between
civilians and combatants,” into an algorithm or an Al-model, certain crite-
ria, threshold values or parameters are decisive prerequisites for the legally
compliant behavior of an Al-controlled system, i.e. the effective restrictabil-
ity (with probability bordering on certainty) of the actual behavior. At least
on the level of mission execution, a large portion of rule type RoEs should
be translatable in algorithmic form. The thresholds mentioned are already
present, at least verbally, in military documents such as the procedures of
military reporting, and are even assigned to numerical values: “possibly”
(<30%), “likely” (30%—90%), and “probable” (>90%).

3. This leads to a key thesis: Provided a legal principle can be translated into an
Al-model with quantitative criteria being integrated in the previous sense, a
legally compliant implementation of legal principles can be achieved through
technical system design, supplemented by sandboxing, testing, auditing.

a. If this is the case, a control mechanism needs to be integrated, either
additionally in the AI model or as part of the training, for example, a
definable “no fly zone.” A threshold value in connection with a rule could
be: Only from a certain probability on may a target be classified as a
combatant. Below this threshold, the system cannot automatically attack.
Nevertheless, the use of such parameterizations is limited since it might
imply attacking two civilians in 100 attacks is acceptable, for example
(see the discussion of non-translatable legal statements).

b. Further elements are appropriate safety and security as well as anti-
tampering systems that automatically block all automated engagement of
effectors in the event of any tampering with the system control and only
allow them to be unlocked using special keys, for example.
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c. Those legal principles that are translatable in this sense with additional
parameters that enable a certain “fine-tuning,” i.e. an individual or sub-
sequent application-related adjustment and the consideration of special
reservations, could make a legally compliant autonomous system possible
in the respect previously sketched.

d. Inorder to achieve operational readiness, test simulations, comprehensive
sandboxing with digital twins, real-life tests and objective, third-party
audits (possibly by certification authorities) would be necessary in addi-
tion to the fulfilment of information and IT security standards yet to be
defined. In addition, appropriate operator training and familiarization
with the system and its capabilities (trust by understanding the system) is
inevitable.

4. Overall, however, it should be pointed out that for the development of a com-
prehensively legally compliant system, the combination of several individual
solutions (legal rates+ parameters/thresholds) and the systemic combinability
must be given and, thus, building a certain “box” around artificially intelli-
gent automation for weapon engagement.

5. A hurdle that cannot be crossed from today’s point of view will remain in the
area of decisions on proper values, as a technological solution for support is
currently not apparent.

TRANSPARENT CRITERIA DEVELOPMENT

In consequence, systems engineering for designing responsible assistance by cognitive
and volitive machines, which technically support ethically and legally compliant behav-
ior, has to fulfill four major requirements:

1. Situational awareness to enable responsible action
2. Identification of responsible options to act

3. Comprehensive plausibility of propositions

4. Resilience against failure or hostile intervention

These are basic for ensuring responsible decisions before, during, and after the mission
in order to successfully achieve clearly defined ends and intermediate purposes in a
given operating theatre. To what extent collateral effects can be tolerated, is part of this
decision-making.

Realization in the Life Cycle

The following, requirements should be met in the research, development, procurement,
deployment, and use phases of assistance systems for responsible action.



3 e How Can Responsible Al Be Implemented? 53

1. Transparent criteria for development must accompany military capability
development from the very outset. Philosophers, lawyers, and the military
pastoral care bring in basic insights. Legal standards that apply to defense
research, development, and procurement are indispensable. Finally, yet
importantly, the experience of commanders and soldiers must be taken into
account. Analogous to industrial quality assurance and certification pro-
cesses, these considerations support responsible action not only in battle, but
also on all levels of responsibility well before.

2. Evolutionary innovation, on the one hand, replaces outdated technology
while letting procedures and processes largely unchanged, whereas disrup-
tive innovation, on the other hand, opens up fundamentally new applications,
which require both conceptual and organizational changes. Ultimately, the
innovative potential of defense digitization is only realizable if it takes into
account the mindset and esprit de corps of the armed forces and, last but not
least, the maxims of military licensing, certifying, and qualification bodies.

3. Mission-relevant decisions can be evaluated and correspond to the mis-
sion-specific RoEs that define the framework for action in a legally binding
manner. RoEs, thus, have to have a direct impact on the technical systems
design, but can be so complex that computer-aided “synthetic legal advisors”
are indispensable for identifying RoE-compliant options for action in battle.
This is particularly true in the spatially delimited and accelerated operations
“at machine speed,” which FCAS is designed for, where ethically relevant
knowledge itself must be made electronically accessible. Synthetic legal advi-
sors may operate at different levels of automation.

4. In a first step, RoE assistants would be helpful that at least mechanize the
simple part of the rules, accompanied with the capability to query underlying
information in order to validate the underlying rationales. In this phase, the
complex part can still remain with the human controller. Over time, more and
more aspects might be taken over by the system, alongside growing operator
trust by understanding the capabilities of the novel Al-enabled supporting
functions and, more generally, trust in responsible systems design.

Remarks on Soldierly Virtues

The notion of virtues as part of the soldierly ethos has been reflected in military phi-
losophy. Since their ethos must be determined by responsibility, “the more momentous
the decisions and actions of individual soldiers are,” as von Baudissin had observed in
the context of “scientization and mechanization of the military craft,” it seems worth-
while to reflect the relevance of virtues even in the Age of Al Carl von Clausewitz
(1780-1831), for example, the Prussian general and military theorist who stressed the
moral, psychological, and political aspects of war, speaks of “the courage of responsibil-
ity, be it before the judgment seat of some external power or the inner one, namely con-
science” (von Clausewitz, 1832). It is a “disposition of the mind,” which he equates with
“courage against personal danger.” The Clausewitzian philosophy is rooted in the notion
of “virtues,” habits of “good” behavior, which are acquired by some sort of “super-
vised” moral “training” over time and appear under different names in most cultures.
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The so-called four “cardinal virtues,” prudence, justice, bravery, and temperance, fun-
damental to Western ethics, are examples with a potential for wider consent.

The willingness to “accept wounds in the struggle for the realisation of the good”
(Pieper, 1996) characterizes bravery as a particularly soldierly virtue, which is closely
related to the Clausewitzian “courage of responsibility” previously mentioned. The vir-
tue of justice, on the other hand, is to be seen as the perfection of prudence, which
perceives reality, such as a military situation, as it actually is. Bravery can only indi-
rectly complement justice, since it is not directly aiming at the “good,” but rather at the
obstacles that arise in the realization of the “good.” “Only the prudent can be brave.
Bravery without prudence is not bravery.” The proper meaning on “temperance,” which
is also an essential element of the soldierly ethos, “makes a unified whole out of dis-
parate parts,” remarks the philosopher Josef Pieper (1904—-1997). “This is the first and
proper sense of the Latin verb femperare; and only based on this broader meaning can
temperare — negatively — mean ‘to restrain’. [...] ‘“Temperance’ means: to realize order
in oneself.” (Pieper, 1996).

Beyond mere “functioning,” but in the sense of acquiring soldierly virtues, i.e. ethi-
cal attitudes that prepare the mind and will toward the good of reason, that are adapted
to the requirements of the digital age in combat, E-AID may serve as a simulator for
training the responsible execution of the targeting cycles of FCAS.

Hippocratic Oath — An Analogy?

Only if based on an Image of Man that is compatible with the responsible use of technol-
ogy along the lines previously discussed, can digital assistance systems support morally
acceptable decisions.

It is the responsibility of our generation, possibly the last to look back to a pre-digital
age and into a world driven by artificial intelligence, to answer the question of whether
we continue to recognize the integrity of the human person as a normative basis,

thoughtfully observes the German political theologian Ellen Ueberschir (2019).

It sheds some light from a perhaps unexpected perspective on the problem of digital
ethics, ethos, and morality, that the conceptual architect of Germany’s post-WW II
armed forces sees this task assigned to the military pastoral care. It pronounces the
necessity of such an Image of Man, especially in the military service, and to provide
educational offer toward a realization of this conception. It would be worth considering
in this context, whether the swearing-in ceremony, which was considered indispensable
when the Bundeswehr was founded, shouldn’t be reviewed with a fresh eye in the spirit
of the Hippocratic Oath, generally regarded as a symbol of another professional ethos
that is committed to responsibility for life and death. For von Baudissin it is

one of the essential tasks of the military clergy to point out the sanctity of the oath, as
well as of the vow, to show the recruit the seriousness of the assumption of his official
duties on his own conscience, but at the same time also the limits, set by God for
everyone, and therefore for this obligation as well.

(von Baudissin, 1969)
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AN ATTEMPT OF A SUMMARY

Only alert NI is able to assess plausibility, develop understanding, and ensure control.
“The uncontrolled pleasure in functioning, which today is almost synonymous with
resignation to technical automatism, is no less alarming than the dashing, pre-technical
feudal traditions because it suggests the unscrupulous, maximum use of power and
force,” von Baudissin observed in the 1950s (von Baudissin, 1969). These words ring
true not only for shaping the soldierly ethos in the digital age. There is a more general
need for a new enlightenment in dealing with AI maturely, ethically, and intelligently,
i.e., “man’s release from his self-imposed immaturity. Sapere aude—Have the courage
to use your own intellect!” (Kant, 1784). Anthropocentrism in this sense underlines the
ethical and legal dimensions of artificially intelligent automation, which characterize
the use of Al in defense systems.

Since we feel encouraged to assume that a broader consent among the information
fusion community might be achieved, we are closing with some recommendations that
address certain blind spots, at least according to the observations of the authors.

1. Digital ethics and a corresponding ethos and morality should be built up
systematically for responsibly using artificially intelligent automation in the
military domains. In particular, such skills enable commanders “to assess
the potential and impact of digital technologies and to manage and to lead
in a digitized environment,” as an official German document states (German
MoD, 2019a). In particular, leadership philosophies and personality develop-
ment instruments should encourage such competences.

2. In addition to the operational benefit of artificially intelligent automation in
closing capability gaps, expanding the range of capabilities, and developing
corresponding concepts, operational procedures, and other organizational
measures, ethical and legal compliance needs to be achieved. Only then, cog-
nitive and volitive assistance will become acceptable before the conscience
of the individual commanders, but also in the broader view of the Common
Good of the society as such. Success in both aspects will indicate a real
innovation

3. Defense projects should be accompanied from their very beginning by com-
prehensive analyses of technical controllability and personal accountability
in a visible, transparent, and verifiable manner. Otherwise, the paradigm
shifts and large material efforts associated with artificially intelligent auto-
mation would hardly be politically, societally, and financially enforceable.
Of course, there will be more and less problematic projects, implying that an
exemplary approach according to these lines would be appropriate.

“Firmly confident in his better inner knowledge, the military leader must stand like
the rock where the wave breaks,” observed Carl von Clausewitz (1.6, p. 96). Artificially
intelligent automation therefore requires the ethos of digitally educated commanders
and staffs. They do not need to know how to design and program Al-based defense
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systems, but to assess their strengths and weaknesses, risks, and opportunities. The asso-
ciated digital morality and competence are teachable. It addresses a key question of the
soldierly ethos, which is aggravated by artificially intelligent automation but not funda-
mentally new.

NOTES

1 “I ask you: Do you want total war? If necessary, do you want a war more
total and radical than anything that we can even imagine today?” (Sportpalast
speech of Nazi propaganda minister Joseph Goebbels (1897-1945) on
February 18, 1943).

2 Lem anticipated that the metaphor “instinct control” seems to be appropriate
for what we call today “autonomous driving,” for example. “The wasp prob-
ably possesses a sufficient number of nerve cells that it could just as well steer
a truck [...] or control a transcontinental missile.”

3 Aspects discussed in this context are: (i) Context Control: controlling the
space, duration, time and conditions, (ii) Understanding the System: func-
tioning, capabilities and limitations in given operational circumstances,
(ii1) Understanding the Environment: situational awareness and understanding
of the environment, proper training, (iv) Predictability and Reliability:
knowledge of the consequences of use and reliability as the likelihood of fail-
ure, both in realistic operational environments against adaptive adversaries,
(v) Human Supervision and Ability to Intervene, (vi) Accountability: certain
standard of authority and accountability framework of human operators,
teammates and commanders, and (vii) Ethics and Human Dignity: preserve
human agency and uphold moral responsibility in decisions to use force.
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A Qualitative
Risk Evaluation
Model for
Al-Enabled
Military Systems

Ravi Panwar

It is widely accepted that the risks posed by using Artificial Intelligence (AI) tech-
nologies for developing various applications and systems are significant, and therefore
must be suitably addressed and mitigated (European Commission, 2019; Future of Life
Institute, 2017). In recent years, there has been significant progress in various inter-
national bodies towards developing global standards for AI. These include technical
standards as well as documents which capture ethical and policy dimensions of respon-
sible AI (Kerry et al., 2021). Notably, in 2018 the G-7 agreed to establish the Global
Partnership on Al, a multistakeholder initiative working on projects to explore regula-
tory issues and opportunities for AI development. There has also been a proliferation of
declarations and frameworks from public and private organizations aimed at guiding the
development of responsible Al (European Commission, 2021; Government of Canada,
2019; Government of Singapore, 2020). Many of these have evolved from focussing on
general principles to full-fledged policy frameworks.

In the military context, in 2019 the United Nations affirmed a set of guiding
principles about the use of emerging technologies in the area of Lethal Autonomous
Weapon Systems (LAWS) (UNODA, 2019). The United States Department of Defense
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(DoD) adopted a set of Ethical Principles for Al in February 2020 (US DoD, 2020).
Amongst the major military powers, China (China MOST, 2021), the European Union
(European Commission, 2021) and Russia (TASS, 2021) have come up with principles/
norms with respect to the development of Al technologies, although these do not specifi-
cally address military systems. Notably, the EU has adopted a risk-based approach for
the regulation of Al applications that specifically excludes military applications.

While principles are a key starting point for establishing policy, their high level
of abstraction dictates that they be followed up with a more granular mechanism
which can guide implementation processes. Adopting a risk-based approach for the
design, development and deployment of military systems promises to be an effective
way to move forward from risk-mitigation principles to policy and practice. This
is because risks posed by different types of military systems may vary widely, and
applying a common set of risk-mitigation strategies across all systems will likely
be suboptimal, being too lenient for very high-risk systems and overly stringent for
low-risk ones.

This chapter first identifies the unique characteristics of Al technologies which
make Al-powered systems risk-prone and discusses several considerations which have
a bearing on evaluating risks associated with such systems. It then highlights how the
approach adopted for risk evaluation and mitigation for Al-enabled military systems
would vary considerably across different scenarios, the chief amongst these being con-
ventional all-out conflicts governed by International Humanitarian Law (IHL), and grey
zone operations conducted by militaries and non-state actors. The main contribution of
this chapter is to suggest a Risk Hierarchy, a qualitative model which attempts to sketch
the contours of how a risk-based approach could be adopted for mitigating risks posed
by Al-enabled military systems during armed conflicts. The chapter also contends that
the granular approach adopted in the Risk Hierarchy model would facilitate interna-
tional consensus by providing a basis for more focussed discussions. It also suggests
the idea that mitigating risks in Al-enabled military systems is not always a zero-sum
game, and there are compelling reasons for states and militaries to adopt self-regulatory
measures.

EVALUATING Al RISKS IN MILITARY
SYSTEMS: GENERAL CONSIDERATIONS

This section discusses a few important considerations which need to be kept in mind
before foraying into the complex exercise of evaluating Al-related risks in military sys-
tems. To begin with, it attempts to define the spectrum of technologies which might
be covered under the ambit of Al, a term which is arguably very nebulous in its usage.
It then identifies the unique characteristics of Al technologies which give rise to spe-
cial concerns. Next, it discusses notions of autonomy and human control in military
systems, which lie at the heart of these concerns and, in addition to reliability issues,
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give rise to moral and ethical conundrums as well. Finally, the section highlights the
significance of military ethos towards ensuring responsible development and fielding of
weapon systems.

Defining Al

The general tendency is to use the term Al as though it has a universally accepted
definition. This is far from being true. The Encyclopaedia Britannica describes Al in
its most generic form, as the ability of a digital computer or computer-controlled robot
to perform tasks commonly associated with intelligent beings (Copeland, 2023). The
proposed EU AI Act adopts a much more specific characterization, defining an Al sys-
tem to mean software that is developed for generating outputs, predictions, recommen-
dations or decisions, using one or more of the following techniques and approaches:
machine learning techniques such as supervised, unsupervised and reinforcement learn-
ing; knowledge-based approaches such as logic programming and expert systems; and
statistical approaches such as Bayesian estimation and optimization methods (European
Commission, 2021b).

Notwithstanding the wide-ranging scope of Al indicated above, it may not be far
off the mark to state that most of the risks associated today with Al-enabled systems
stem essentially from neural network-based machine-learning (ML) techniques. In the
balance of this work, unless otherwise specified, the term Al implies the use of AI/ML
technologies. The unique characteristics of these technologies are discussed next.

Unique Characteristics of Al

The distinctive characteristics of machine learning-based Al systems, which are at the
root of their power as well as risks, arise fundamentally from their ability to learn
directly from data, and this learning might continue even while the systems are in
operation after being deployed, which is often termed as online learning (Hoi et al.,
2018). This feature of learning directly from data also gives them a black-box charac-
ter, wherein the process by which inputs are translated into outputs is not adequately
known even to the developers. This is also referred to as non-transparency or non-
explainability of Al systems. Finally, neural networks have proven to be very powerful,
leading to an exponential increase over time in the intelligence which they confer onto
Al-enabled systems.

The data-centricity of Al-enabled systems introduces risks arising from unrepre-
sentative, biased or incorrect/deliberately poisoned data, resulting in unintended system
behaviour. The fact that a system might continue to learn and thus, post deployment,
metamorphose into something different from what was fielded, together with its opaque
nature, introduces a degree of unpredictability to its functioning. The data-driven learn-
ing and non-transparent nature of Al systems together are perhaps mainly responsible
for systems becoming vulnerable to catastrophic failure when confronted with edge
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cases, a characteristic which is referred to as brittleness (Lohn, 2020). The increasingly
higher intelligence and consequent greater autonomy conferred onto Al systems result
in undesirable effects such as automation bias and lack of accountability (ICRC, 2020).
Here automation bias refers to the tendency to rely too heavily on automated systems
without critically evaluating their outputs or recommendations.

Autonomy: A Risk Factor Independent
of AlI/ML Technologies

The level of autonomy in military systems is perhaps the most important parameter
for risk evaluation. Of particular interest are autonomous weapon systems (AWS).
While there is no internationally accepted definition of AWS (UNIDIR 2017), these
are often described as weapons which can select and attack/engage targets without
human intervention (European Parliament, 2023; ICRC, 2021; US DoD, 2023a). The
select-and-engage functions are dubbed as critical functions within the targeting chain
(Jansen, 2020). With such a characterization, most states declare that fully autonomous
weapons must never be developed.

It is often presumed that autonomy inevitably implies an underlying Al-enabled
substrate, which is not always the case. The Israeli Harpy and its successor, the
Harop (Israel Aerospace Industries, n.d.), notable examples of offensive fully auton-
omous lethal weapon systems in operation today, have been in use by militaries for
decades. Whether or not these systems resort to the use of AI/ML, it would be safe
to state that their publicized features could be realized without resorting to these
technologies.

Quite independent of risks rooted in AI/ML, endowing machines with autonomy
especially in their critical functions leads to the contentious issue of human control. At
the UN Group of Government Experts (GGE) on LAWS and other fora (Human Rights
Watch, 2023), there has been considerable debate on the appropriateness of terms such
as Meaningful Human Control (MHC) and Appropriate Levels of Human Judgement
towards describing the desired level of human control in autonomous weapons. Where
autonomy ends, human control begins, and vice versa. This symbiotic relationship
between human control and autonomy in weapon systems, with particular reference to
full autonomy, is discussed next.

Fully-Autonomous Weapon Systems:
A Nebulous Concept

An extreme portrayal of an AWS is dramatized by the self-aware Skynet letting loose an
army of Terminators onto the human race (Zador & LeCun, 2019). The previous section
described an AWS as one which can select and engage targets without human inter-
vention. In such a characterization, the term ‘select’ may well be interpreted to mean
the determination of adversary assets, human or otherwise, which are to be targeted.
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In other words, in this interpretation the weapon itself prepares a target list for subse-
quent destruction, purportedly endowed with a Terminator-like capability.

An alternative interpretation of the phrase ‘target selection’ is relatively benign, as
follows: Given a target list or description (which is provided by a human), the weapon
‘identifies’ the target (or a group of targets) using sensors, then tracks and destroys it.
Here, the implied meaning of the term ‘selection’ is synonymous with target identifica-
tion. The US DOD Directive 3000.09, for instance, defines ‘target selection’ as “The
identification of an individual target or a specific group of targets for engagement”
(emphasis added) (US DOD, 2023a). Similarly, the Netherlands defines an AWS as one
which “selects and engages targets matching certain predefined criteria”, where the
criteria are provided by a human (Government of the Netherlands, 2017).

In the second interpretation, the target description provided by a human may range
from being very specific to increasing levels of generality. Keeping in mind the cur-
rent state of technology and other practical considerations, the following types of target
descriptions lend themselves to being programmed into machines:

» Explicit Target Description. One or more specific targets (static or mobile)
are selected by a human, their description is fed into the weapon system,
which is then activated to neutralize the targets. For static targets, the descrip-
tion could be in terms of a precise location reference, while for mobile targets
it could be any unique identity (e.g., unique electronic signature of a mobile
radar, unique visual profile of a ship, etc). In addition, time and area con-
straints may be included in the description

* Parameterized Target Description. In this case, instead of a particular tar-
get, target parameters may be specified (e.g., hangars on a specific airfield,
enemy tanks in a given area), together with time constraints. Such a weapon
system, in addition to target identification, might at times need to prioritize
amongst identified targets for efficient neutralization

Theoretically, target descriptions may be made even more generalized. For instance,
while a description such as ‘any enemy tank in the battlespace and/or adversary ter-
ritory’ may well be within reach from a technological standpoint, it would amount
to giving a degree of leeway to machines which should be unacceptable to respon-
sible states. A ‘responsible’ target description may be characterized as one which ulti-
mately results in identification (and destruction) by the AWS of the very same target(s)
which were intended to be destroyed by the human who frames the target description.
Moreover, implicit in the human involvement during such target description, which the
Netherlands refers to as the “wider loop” in the decision-making process, is the respon-
sibility (and accountability) for ensuring adherence to the IHL principles of Distinction,
Proportionality and Military Necessity (Winter, 2022).

As an extreme case, one could envisage a target description to be ‘all assets which
contribute towards the adversary’s combat potential’. Such a description is equivalent
to stating that the weapon system prepares its own target list. For implementing such a
capability, weapons would clearly need to possess artificial general intelligence which,
so far, falls in the realm of fantasy from a technology standpoint.
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To summarize, the highest level of autonomy which a responsible state would
envisage in weapon systems is one in which the target description (profile/signature),
explicit or parameterized, together with time and space constraints, is provided by a
human, while the weapon system essentially executes the identify-and-engage func-
tions. The target description should be explicit enough to ensure that no unintended
targets can ever be identified by the AWS (unless there is a system malfunction).
Notably, the use of the phrase select-and-engage to describe AWS leads to ambiguity,
and may at times be misleading, by implying that the target list is also decided by the
machine.

In this chapter, AWS with autonomy in the critical select (i.e., identify and priori-
tize) and engage functions are termed as fully autonomous weapons. Further, super-
vised autonomy, i.e., a human-on-the-loop type of control (Panwar, 2022) in critical
functions is considered to be equivalent to full autonomy, because of the difficulties
of exerting this type of control in a fast-paced and unpredictable battlespace. Weapon
systems with any form of autonomy short of these criteria, including autonomy in
non-critical functions such as take-off and landing, navigation, etc, are termed as
semi-autonomous.

The Moral Argument

One argument against the employment of LAWS (often sensationalized as ‘killer
robots’) is the contention that machines should never be endowed with the power of
life and death over humans. From a legal perspective, it is claimed that this violates
the Martens Clause, set out in 1977 Additional Protocol II to the Geneva Conventions,
which states that, “in cases not covered by the law in force, the human person remains
under the protection of the principles of humanity and the dictates of the public con-
science” (Ticehurst, 1997).

The previous section has contended that it is always a human who would select a
target (or a group of targets) for neutralization, be it specific or parameterized selec-
tion (i.e., if one discounts the extreme Skynet scenario). If this reasoning is accepted,
then invoking the Martens Clause would not stand scrutiny. Moreover, visualization of
Al-powered weapon systems as ‘killer robots’ amounts to anthropomorphizing them, a
tendency to be shunned as per the Guiding Principles affirmed by UN GGE on LAWS
in 2018 (Moyes, 2019). This propensity to anthropomorphize and bestow agency on
AWS is also related to the much-debated accountability argument. According to one
perspective, since a machine cannot have agency, accountability would always rest with
humans who develop and employ the weapon system, no matter how much autonomy is
built into it (Oimann, 2023).

There is another nuanced distinction which may be made within the category
of fully-autonomous weapon systems. LAWS which are designed to target static
or mobile weapon platforms or even establishments (such as the Harpy anti-radar
loitering munition) might possibly be perceived by ‘ban killer robot’ proponents as
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being different from those weapons which specifically seek out humans (such as the
Slaughterbots drones (Scharre, 2018)). The former category would perhaps be more
acceptable and non-violative of the Martens Clause as compared to the human-seeking
variety.

Notwithstanding a range of opinions on the moral argument for banning LAWS,
this chapter associates a higher risk with human-seeking LAWS (please see the follow-
ing section on Risk Hierarchy — Working Definitions, and the follow-up discussion on
the taxonomy of Al-powered weapons).

Responsible Al and Military Ethos

Implied in the principles of Distinction, Proportionality and Military Necessity is the
presumption that, in wars which fulfil the jus ad bellum criteria, it is quite acceptable
for adversary combatants to kill one another, but killing civilians either deliberately
or through negligence is a war crime. While this stance is perhaps justified, it does
not in any way translate to the conclusion that combatant lives are any less precious
than the lives of civilians. The fact that soldiers, mostly voluntarily, risk their lives in
defence of their country, should encourage the adoption of measures aimed at protect-
ing combatant lives. It could be argued that increased autonomy in weapon systems is
one such measure and thus should be classified as responsible leveraging of military
Al technologies.

In discussions on LAWS, one can often discern a tendency to characterize militar-
ies as instruments of death and destruction, with soldiers bent on killing adversaries,
combatants and civilians alike. This view does not take into account the value systems
which are prevalent in most militaries, which arguably play a dominant role in protect-
ing civilians and soldiers hors de combat from coming to harm during armed conflicts,
much more than the fear of violating IHL.

The assumption of responsible intent in the employment of Al-powered weapons
by militaries is an important one while evaluating risk. Under such an assumption,
mitigation measures can be focussed on identifying and addressing risk factors which
emerge from Al-related system malfunctioning or unpredictability. In contrast, a pre-
sumption of deliberate misuse or negligence in the employment of weapons by militar-
ies is likely to inhibit the use of Al technologies in warfare, thereby losing the advantage
of developing smart weapons rather than dumb ones.

Military ethos also has an important role to play while formulating rules of
engagement (RoE) for different scenarios and weapon systems. For instance, a
responsible military force would not resort to the use of heavy artillery power for
flushing out terrorists located in an occupied civilian apartment building during
counter-insurgency operations. In a similar vein, appropriate RoE would preclude
the employment of a fully autonomous weapon which is designed to destroy tanks in
desert terrain devoid of civilians, for identifying and neutralizing terrorists embed-
ded amongst civilians.
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RISK PERSPECTIVES

There are widely varying perspectives on risks associated with Al-enabled systems.
Notably, risks associated with civilian applications are quite different from the types
of concerns triggered by Al-enabled military systems, and in particular Al-powered
weapons. These perspectives and the scenarios from which they emerge are discussed
in the subsections which follow.

Civilian Applications

Al regulation in the context of non-military systems is driven by concerns related to
fundamental rights issues, such as racial and gender bias, data privacy, biometric sur-
veillance, etc. The proposed EU Al Act, which has adopted a risk-based approach,
analyses these risks and categorizes them into a four-level hierarchy. A differentiated
risk-mitigation mechanism has also been proposed, suitably tailored to each risk level
(European Commission, 2021c).

Armed Conflicts

In contrast, for military systems, i.e., systems used by state and non-state militaries
in armed conflicts (international and non-international), Al-related risks are viewed
through legal and ethical prisms as dictated by the jus in bello criteria, or in other
words, IHL.

Specific apprehensions in the context of Al-powered military systems are reflected
in the deliberations ongoing for many years under the aegis of the UN GGE on LAWS
and other international fora. One of the primary concerns is that fully autonomous
weapons would be in violation of the IHL principles of Distinction, Proportionality and
Military Necessity, as well as the Martens Clause. Notably, IHL is framed for warfare
scenarios where adversary militaries are engaged in armed conflict in the presence of
civilians, and the primary objective of IHL is to protect innocent civilians from com-
ing to harm. The endeavour at these fora is to arrive at a consensus on how to enforce
MHC in LAWS (in particular Al-enabled systems) through legally binding international
regulation (ICRC, 2014).

In the context of armed conflicts, reliable performance on the battlefield is another
important consideration, which is quite independent of IHL and often overlooked. No
military commander would like to field weapons which do not function as per their
specifications, or over which they lack full control. This is because such systems would
reduce military effectiveness, and also detract from achieving specified military objec-
tives by resulting in arbitrary undesired effects.
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To summarize, in armed conflict scenarios the objectives of risk mitigation for
Al-enabled systems are to ensure, firstly, adherence to IHL and, secondly, reliable per-
formance on the battlefield.

Terrorist Activities

Al-powered weapon systems may be used by terrorists and other rogue organizations
to target civilian populace, motivated by racial, communal or other violent ideologies.
Risks stemming from Al in such scenarios have been dramatized by the two widely cir-
culated Slaughterbots videos (Future of Life Institute, 2021). The central idea conveyed
by these videos is that, given the very high ‘intelligence’ potential of Al technologies
together with their easy accessibility, fully autonomous miniature weapons could be
produced or procured in large numbers without much difficulty by non-state actors. This
in turn would pose a serious threat to whole societies, and perhaps an existential threat
to humanity itself, in the form of Al-enabled weapons of mass destruction.

It is interesting to note that the mass destruction argument is not premised on
Al-powered weapons malfunctioning, but rather counts on highly intelligent Al agents
performing their tasks very effectively and efficiently.

In such scenarios, the internal security apparatus of a state, tasked with protecting
its citizens from rogue actors, would be the primary agency responsible for risk mitiga-
tion. Militaries might also be involved in some cases, if called out to aid civilian authori-
ties in counter-terrorism operations.

Risk-mitigation measures in these scenarios would include, firstly, non-prolifer-
ation mechanisms to prevent military technology and systems from falling into the
wrong hands (i.e., if such technology is developed by militaries for employment in
armed conflicts); and secondly, tracking and eliminating terrorist organizations and
activities (including the development of Al-enabled weapons by them). Risk evalu-
ation for different types of weapon systems here would depend largely on factors
such as ease of proliferation of technology and systems, and their utility in the hands
of terrorists. These parameters are entirely different from those applicable to armed
conflicts.

Grey Zone Operations

Militaries might also deploy Al-enabled weapon systems for overt grey zone warfare,
i.e., warfare conducted in the operational space between peace and all-out armed
conflict. Since territorial integrity is sacrosanct within international boundaries in
the land and air domains as well as the territorial waters of a nation-state, such grey
zone operations are restricted to the global commons, namely, international waters
and space.
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The primary Al-related risk in such situations emerges from the increased pos-
sibility of inadvertent escalation from grey zone status to one of armed conflict, conse-
quent to insufficient human oversight and/or malfunction in fully-autonomous weapon
systems. Since civilians are unlikely to be present in these settings, adherence to IHL
would not be a consideration for evaluating risk. As regards risk mitigation, measures
during the development and testing phases of systems would be the same as applicable
for ensuring reliable performance during armed conflicts. However, RoE evolved for
the deployment phase during grey zone operations would be quite different from those
pertaining to armed conflicts.

Focus of the Current Chapter

The above discussion brings out that the driving concerns and consequently the nature
of Al-related risks in the three scenarios of armed conflict, terrorist activities and grey
zone operations are quite at variance with one another. Still, there is bound to be some
correlation amongst them. For instance, an unpredictable weapon system would pose
risks during armed conflicts as well as grey zone operations; as another example, an
armed swarm, which may be developed quite justifiably for use during armed conflicts,
may pose a very high risk from the standpoint of technology proliferation to terrorist
organizations. These two examples also illustrate that the correlation could be positive
as well as negative. The key point to note, however, is that risk evaluation and mitigation
strategies for the three scenarios would be quite different.

The risk-based approach presented in this chapter focuses on concerns as applicable
to armed conflict and does not address risks associated with activities of rogue actors
and grey zone operations.

THE RISK HIERARCHY

The qualitative model for risk evaluation and mitigation described here is termed as the
Risk Hierarchy for AI-Enabled Military Systems.

Evolving the Risk Hierarchy: Four-Step Process

Developing such a Risk Hierarchy involves four distinct activities. Firstly, risk levels
need to be defined based on a suitable rationale. Secondly, given the large number
of military systems which are in existence, these need to be grouped into classes.
Next, these classes must be mapped to risk levels. Finally, a differentiated risk-mitiga-
tion mechanism needs to be devised and linked to each risk level.

Using the above approach, a five-level Risk Hierarchy has been developed, as
shown in Figure 4.1.
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 TEN WEAPON CLASSES

RISK LEVELS

Semi-autonomous nuclear weapon systems

WEAPON
SYSTEMS

Level 2 : High Risk

Level 3 : Medium Risk ]

Fully autonomous PC weapon systems
Level 4 : Trust Requirements

‘ Decision nodes of fully autonomous NC weapon systems

‘ Swarm technology based weapon systems '
Level 5 : Negligible Risk 1

Sensors & shooters of fully autonomous NC weapon systems

Defensive fully autonomous PC & NC weapon systems

Semi-autonomous PC & NC weapon systems

FIGURE 4.1 Risk hierarchy with risk levels and weapon classes.

Working Definitions

To avoid ambiguity, working definitions and brief explanations for some of the terms
used in the description of the Risk Hierarchy are provided below:

¢ Fully Autonomous vis-a-vis Semi-Autonomous Weapon Systems. In this
chapter, fully-autonomous weapon systems imply human-out-of-the-loop as
well as human-on-the-loop systems, while semi-autonomous weapon systems
correspond to human-in-the-loop systems. These terms have relevance prin-
cipally in relation to the critical select-and-engage functions. Various nuances
of autonomy in weapon systems have been discussed at length above

¢ Unpredictable Weapon Systems. Unpredictability is a characteristic of most
Al-systems which utilize deep-learning techniques. However, the degree of
unpredictability can be controlled by adhering to stringent test and evaluation
(T&E) standards (Wojton et al., 2020). In this chapter, unpredictable systems
refer to only those weapon systems where learning is permitted to continue in
critical functions while the system is in operation post T&E and deployment,
thus introducing an unknown degree of unpredictability into its function-
ing. It is important to note that those weapons systems which, after being
deployed, are updated with new software versions periodically after due T&E
are not covered by this class of weapons, even though these may also continue
to learn post deployment

¢ Human Targeting Weapon Systems. Human targeting weapon systems
are those which seek out humans (combatants as a class; specific terrorists)
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for lethal engagement but do not include weapons designed to engage
non-human military targets such as tanks, even though these might be
manned by humans

* Defensive Weapon Systems. Most weapon systems can be used for offensive
as well as defensive operations. However, there are certain systems which can
be employed only in a defensive role, e.g., close-in weapon systems (CIWS)
such as the US Phalanx, static robot sentries such as Korea’s SGR-A1, etc.
In this chapter, defensive weapon systems refer to only this class of weapons

Warfighting Domains

As of now, the Risk Hierarchy addresses weapon systems which operate in the physical
domains of land, sea, air and space. Evaluation of risk in the case of cyber, electromag-
netic and cognitive domain weapons is beyond the scope of this chapter.

The following sections discuss each of the four steps involved in the model evolu-
tion process.

RATIONALE FOR A FIVE-LEVEL
RISK ARCHITECTURE

In the coming years, Al is expected to become ubiquitous across a very wide variety of
military systems. It is perhaps useful to bifurcate this spectrum into two broad classes,
namely, weapon systems (comprising sensors, decision nodes and shooters) and decision
support systems (including Intelligence, Surveillance and Reconnaissance (ISR) sys-
tems). With this grouping as a starting point, the rationale for arriving at the proposed
five-level risk architecture is given below:

Under the premise that all weapon systems present a higher level of risk as com-
pared to systems which do not directly result in the release of weapons, the higher three
proposed levels of risk correspond to Al-enabled weapon systems, while all decision
support systems are grouped under the lower two levels.

e Level 1: Unacceptable Risk Level. This level represents a special category
of weapons (hopefully not yet developed) which present so high a risk that
their development must not be undertaken

* Levels 2 & 3: High and Medium Risk Levels. Amongst the remaining
weapon systems, intuitively there appears to be a case for at least two levels of
risk (High & Medium), rather than just one. For instance, fully autonomous
lethal weapon systems clearly pose a higher risk as compared to semi-auton-
omous systems
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* Level 4: Trust Requirements Level. Amongst the non-weapon Al-enabled
military systems (collectively referred to in this chapter as decision support
systems), defining a minimum of two levels seems necessary, as follows: a
higher level, which comprises critical decision support systems (e.g., those
designed to suggest attack options in a tactical setting); and a lower level
covering all other decision support systems. Critical decision support sys-
tems would need to be trusted by commanders for effective human-machine
teaming, perhaps by resorting to Explainable AI (XAI). This level would also
focus on mitigating Al-related risks such as automation bias

* Level 5: Negligible Risk Level. This risk category is envisaged to encompass
all Al-enabled military systems which are not covered under Levels 1-4 and
which pose a level of risk which may not warrant any special scrutiny. This
level would include non-critical decision support systems, e.g., Al-enabled
military applications in areas such as logistics and maintenance. While such
systems may not present a risk from an IHL/trust perspective, they must still
be vetted for other concerns associated with Al such as fragility, inadequately
selected or poisoned data, etc.

It may be possible to split each of the above levels further based on additional param-
eters, or formulate levels based on entirely different criteria. However, it is felt that the
above five-level architecture yields a simple yet effective model to address risks linked
to IHL and battlefield reliability. It also merits mention here that defining a hierarchy of
risk levels is meaningful only if these can be mapped to corresponding differentiated
risk-mitigation measures. The viability of working out such a risk-mitigation mecha-
nism is a key consideration for limiting the number of levels.

RISK-BASED TAXONOMY OF
AI-ENABLED MILITARY SYSTEMS

The next step is to develop a taxonomy of weapon classes based on parameters which
adequately reflect the risks which Al-empowerment of systems is expected to cause or
enhance during armed conflicts, namely, violation of IHL and unreliable performance
on the battlefield.

One possible approach for evaluating system risk is by focussing on the underly-
ing technology. For instance, a system which leverages black-box technologies such as
AI/ML may be presumed to present a higher risk as compared to one which is imple-
mented using explainable code. This model, however, adopts an effects-based approach,
wherein a system which can result in a high negative fall-out in the event of malfunction
or other unintended behaviour is considered as presenting a higher risk as compared to
one in which adverse consequences are minimal.
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For weapon systems, qualitative values of five carefully chosen parameters are
used to segregate the wide variety of systems into ten different risk classes. In the case
of non-weapon military systems which conform to Risk Levels 4 and 5, the defini-
tion of the risk level itself serves to identify a class of systems, resulting in two addi-
tional classes. In this manner, a risk-based taxonomy of military systems comprising 12
classes has been arrived at.

The rest of this section discusses the risk evaluation parameters and how these are
utilized to develop the taxonomy of weapon systems.

Risk Evaluation Parameters

The five parameters which have been identified for dividing the full spectrum of weapon
systems into disjoint classes are as follows: nature of the Observe-Orient-Decide-Act
(OODA) Loop (Alberts, Garstka & Stein, 1999) (which gives rise to platform-centric,
network-centric and swarm weapon systems); degree of autonomy (online learning,
fully-autonomous and semi-autonomous weapon systems); destructive potential
(nuclear and non-nuclear weapon systems); type of military operation (offensive and
defensive weapon systems) and type of target (lethal and non-lethal weapon sys-
tems). An important parameter, which has not been considered for the time being,
is warfighting dimension (these being kinetic, cyber, electromagnetic and cognitive
(Panwar, 2017a)), since the Risk Hierarchy presently restricts itself to only kinetic
weapons.

The following subsections explain each parameter and its correlation with risk
during armed conflicts.

The OODA Loop parameter

Based on the nature of their OODA Loops, all weapon systems may be classified into
Platform Centric (PC), Network Centric (NC) or Swarm weapon systems. In the military
context the OODA Loop broadly translates into the sensor — decision-maker — shooter
loop. PC weapons refer to systems in which this loop closes on a single platform, e.g.,
tank, aircraft, ship, etc, including their unmanned versions. In contrast, NC weapons
differ in two respects: firstly, sensors, decision nodes and shooters (three types of enti-
ties) are geographically dispersed and connected via a network; and secondly, there
could be multiple entities of each type making up the weapon system (Panwar, 2017b).
A weapon system using swarm technology, although not known to be operational yet in
any military, would perhaps be more akin to PC rather than NC systems, and may be
best visualized as a locally distributed version of a single platform.

A PC weapon system lends itself to mobility and, in conjunction with autonomy,
can present a high risk, since exercising human control would pose difficulties. In com-
parison, an NC weapon system is likely to be less mobile, but if a large number of
Al-enabled entities in a net-centric environment are linked up together, the resulting
complexity would raise risk levels. As regards swarms, the emergent behaviour associ-
ated with them is not fully understood and can potentially make swarms unpredictable,
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thus presenting a very high level of risk (Harvey, 2019). In summary, PC, NC and swarm
weapon systems are characterized by control issues, complexity and unpredictability
respectively, which present risks of different flavours on the battlefield.

Degree of autonomy

It was discussed in a previous section that an increase in autonomy implies less human
control, which leads to several types of risks. In this work, to keep the risk evaluation
model simple, this parameter can take on primarily two values, namely, fully-autono-
mous and semi-autonomous weapon systems, and the nuances of these two terms have
been discussed earlier. Online learning systems are a special case of fully autonomous
weapons.

There is a view that adherence to the principle of Proportionality and Military
Necessity requires value judgement, which is a uniquely human trait, and autonomy
in weapon systems undermines this principle. Another apprehension which is often
expressed is that increased autonomy in weapon systems would result in a lack of
accountability. The moral argument associated with fully autonomous weapons has
been discussed above. While there are counters to each of these lines of argument, most
would agree that increasing autonomy in weapon systems would result in a higher risk
of unintended consequences on the battlefield.

Autonomy is a dominant factor in determining the overall risk level posed by a
weapon system. However, it is noteworthy that, unlike the other four parameters, it
may not be possible to ascertain the level of autonomy through external observation.
Moreover, since autonomy is more often than not implemented in software, it may easily
be switched from one mode of functioning to another. Therefore, given the dominant
but nebulous nature of this parameter, the actual risk level of any Al-enabled military
system would be known only to the developer/user.

Destructive potential

The destructive power of the large variety of Al-enabled weapons is spread over a very
wide range. However, the choice of this parameter here has the limited aim of seg-
regating nuclear weapons from non-nuclear ones, because of the extreme destructive
potential of the former, under the premise that nuclear weapons can never satisfy the
principles of Distinction as well as Proportionality & Military Necessity. Therefore, risk
posed by nuclear weapons is assessed to be higher as compared to non-nuclear ones, all
other parameters being equal.

Type of military operation

In general, THL is more likely to be violated during offensive as compared to defen-
sive operations, for the following reasons: the principle of Proportionality and Military
Necessity is unlikely to be flouted by defensive action in war; and since defensive weap-
ons would in most cases be employed over own territory, the probability of causing
unintended harm to civilians (own citizens) is expected to be minimal.
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As already stated, most weapons can be used in both offensive and defensive opera-
tions. It is reiterated once again here that, in this work, defensive weapons imply those
which can be used only in a defensive role and a lower risk is allocated to these as com-
pared to all other weapons.

Type of target

This parameter can take on two values: lethal or non-lethal (anti-materiel). The primary
objective of IHL is to minimize unintended harm to humans, i.e., civilians and soldiers
hors de combat. Hence, from an IHL perspective, only lethal weapon systems pose
a risk. It is to be noted, however, that anti-materiel weapon systems might also cause
human casualties, though only in exceptional circumstances. From an IHL perspective,
therefore, lethal weapons pose a higher risk.

Taxonomy of Weapon Systems: Disjoint Classes

Table 4.1 summarizes the values which each of the parameters can take on.

If each permutation of the above set of values is taken as a distinct class of weapons,
it would translate to a total of 108 weapon classes. However, certain parameters have a
predominantly high bearing on risk, making other parametric values lose their signifi-
cance in certain permutations. For instance, all fully autonomous weapons are placed
in the High-Risk category, unless it is a purely defensive weapon, which brings down
its risk level to Medium, or it is nuclear, which enhances the risk level to Unacceptable.
Using such heuristics, the 108 possible value combinations have been collapsed into
ten weapon classes, as indicated in the Risk Hierarchy depicted in Figure 4.1. The Risk
Hierarchy uses primarily the OODA Loop and Autonomy parameters, modified to an
extent by the other three, to arrive at this taxonomy of weapon systems. The attempt
here has been to create these classes as disjoint sets, while at the same time collectively
covering the full spectrum of weapon systems.

The next section provides the rationale adopted for assigning the ten weapon
classes to the three weapons-related risk levels, as depicted in the Risk Hierarchy
diagram.

TABLE 4.1 Risk evaluation parameters and their possible values

PARAMETERS POSSIBLE VALUES

OODA Loop Complexity Platform-Centric Network-Centric Swarm
Autonomy Semi-Autonomous  Fully-Autonomous  Online Learning
Type of Target Non-Lethal Lethal Human Targeting
Operational Deployment  Offensive Defensive -

Destructive Potential Nuclear Non-Nuclear -
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ASSIGNING WEAPON CLASSES TO
RISK LEVELS

Risk Level 1: Unacceptable Risk
The following three types of systems are mapped to this level:

¢ Fully Autonomous Nuclear Weapon Systems. There is wide consensus that
such weapon systems must not be developed because of the catastrophic con-
sequences of a malfunction, and also because it is felt that there needs to be
human accountability for resorting to their use

e Fully Autonomous Unpredictable (Online Learning) Weapon Systems.
This class of weapons, given their ability to learn while in operation, can
metamorphose into a state for which they were not tested, and hence this
work considers their development and deployment as being unacceptable

e Fully Autonomous Human Targeting Weapon Systems. Including such
weapon systems in the Unacceptable Risk category has been done to avoid
violating the IHL principle of Distinction as well as the spirit behind Martens
Clause

Implied in the nomenclature of this risk level is the assertion that weapon classes
assigned to this level must not be developed. Banning weapon systems is an extreme
measure, and arriving at such a decision, either through an international treaty or even
domestically by a state, would require strong supporting rationale.

While the reasons for including the three categories listed at this level have been
stated briefly above, there are counter-arguments as well for each of these, which must
be taken into account. For instance, fully autonomous nuclear weapon systems are con-
sidered by some to be the ultimate deterrent for preventing a nuclear holocaust and even
large-scale conventional conflicts. Regarding unpredictability, one can argue that all
weapon systems are to an extent unpredictable. Finally, since weapons are designed
to kill humans (in addition to destroying military assets), the moral argument made
against human targeting Al-enabled weapons appears to be weak. Notwithstanding
these and other counter-arguments, this chapter argues for imposing a ban on these
weapon classes.

It is pointed out here that, even if it is felt that the listed categories should be regu-
lated through strict risk-mitigation measures rather than an outright ban, conceptually
there is a need to retain this level in the Risk Hierarchy. This is to cater for any other
class of weapons, present or future, which might be evaluated as posing unacceptable
risk.
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Risk Level 2: High Risk

The following four classes of weapon systems are included at this level:

e Semi-Autonomous Nuclear Weapon Systems. Incorporating autonomy in
non-critical functions such as take-off and landing, navigation, etc, appears to
be an acceptable proposition even for nuclear weapon systems. Nonetheless,
given their high destructive potential, they have been placed at the High-Risk
level

e Swarm Technology Based Weapon Systems. Armed swarms are placed in
this category because of the unpredictability associated with their emergent
behaviour. Here the underlying premise is that, in contrast to online learning
systems, unpredictable behaviour in swarms could be limited to lie within
specified bounds, and tested rigorously before fielding the system

e Fully-Autonomous PC Weapon Systems. In principle, all weapon systems
with full autonomy in the critical functions are placed in this High-Risk
category, barring the following exceptions: nuclear and human targeting
systems are placed one level higher in the Unacceptable Risk category,
while purely defensive systems are placed one level lower in the Medium
Risk category. In PC weapon systems, all functions including critical ones
are on the same platform, hence all such weapon systems are placed in the
High-Risk category

e Decision Nodes of Fully-Autonomous NC Weapon Systems. In NC weapon
systems, the sensors, decision nodes and shooters would be geographically
distributed and, moreover, may be inducted into service separately. Since the
decision to release a weapon would be taken at a decision node, only fully
autonomous decision nodes (and not sensors and shooters) have been placed
in the High-Risk category

Risk Level 3: Medium Risk

All weapon classes not covered under Levels 1 and 2 are placed in the Medium Risk cat-
egory. This includes sensors and shooters of fully-autonomous NC weapon systems, all
purely defensive fully-autonomous weapon systems, and all semi-autonomous weapon
systems.

VALIDATING THE RISK HIERARCHY

Having established the basis for categorising weapon systems into weapon classes and
then mapping them to different risk levels, an analytical exercise was carried out to
validate this risk evaluation model against specific systems.
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For this exercise, more than 25 extant weapon systems were short-listed from
open domain sources, which were assessed to have some degree of autonomy, possibly
Al-enabled, built into their design. These systems have been either operationalized or
their prototypes have been demonstrated. In addition, seven notional or generic weapon
systems were also factored in. Notional systems include those which classify to be
placed at the Unacceptable Risk level and, hopefully, will never be developed. Decision
support systems, including ISR systems, have been treated as generic systems (i.e., spe-
cific systems were not identified). Non-kinetic anti-drone weapons with physical effects
(laser, high power microwave) have also been included as a generic class.

For each of the weapon systems used in this exercise, the values of the five risk
evaluation parameters were ascertained using either information available in the
open domain or by making reasonable assumptions. Based on these values, each
system was grouped under one of the ten weapon classes and then mapped to the
Risk Hierarchy. To take just one example, as per a UN report of Apr 2021, the STM
Kargu-2, a Turkish unmanned combat air vehicle (UCAV), autonomously hunted
down Haftar Armed Forces elements in Libya in 2020 (UN Security Council, 2021).
Being fully autonomous, offensive and lethal, this is placed under the High-Risk cat-
egory (see Table 4.2).

There are also reports (which were subsequently refuted) that the Kargu-2 UCAV
has face recognition capability and can hunt down specific human targets. If true,
then as per the Risk Hierarchy model, it falls into the Unacceptable Risk category.
For the purpose of this exercise, however, this capability has not been taken into
account.

In order to demonstrate the results of this mapping exercise, Table 4.2 shows the
parameters and risk mapping for ten weapon systems, one from each class.

While the exercise is not comprehensive and may have assessed some of the para-
metric values incorrectly, it does seem to indicate that, subject to further refinement, the
Risk Hierarchy provides a useful tool for evaluating risk levels of Al-enabled weapon
systems.

DIFFERENTIATED RISK-MITIGATION MEASURES

If the Risk Hierarchy is to be used effectively for mitigating risks, an important final
step is to evolve a differentiated risk-mitigation mechanism which may be linked to
the five risk levels. There is a viewpoint that while a risk-based approach is valuable
for attaining a good understanding of the risks posed by systems, mitigation measures
must be applied uniformly across all systems, independent of their evaluated risk level.
This view has a certain intuitive appeal, since it promises to reduce risk to the bar-
est minimum, under the assumption that rigorous risk-mitigation measures would be
applied to all systems. This work, however, goes by the rationale that the stringency
of mitigation measures must increase with increasing risk. This is because institut-
ing a common mitigation mechanism is likely to be counter-productive, not only by



TABLE 4.2 Classification of ten extant weapon systems in the risk hierarchy

WEAPON OODA OPERATIONAL ~ DESTRUCTIVE TYPE OF

SER NO WEAPON CLASS SYSTEM LOOP AUTONOMY  EMPLOYMENT POTENTIAL TARGET

Level 1: Unacceptable Risk

1 Unpredictable (Online Learning) Generic PC/NC/  Online Offensive Non-Nuclear Lethal
systems Swarm Learning

2 Fully autonomous human-targeting ~ Generic PC/NC/  Full Offensive Non-Nuclear Human
weapon systems Swarm Targeting

3 Fully autonomous nuclear weapon  Generic PC/NC Full Offensive Nuclear Lethal
systems

Level 2: High Risk

4 Semi-autonomous nuclear weapon  Poseidon PC Semi Offensive Nuclear Lethal
systems

5 Swarm technology-based weapon XQ-58 Swarm Full Offensive Non-Nuclear Lethal
systems Valkyrie

6 Fully autonomous PC weapon STM PC Full Offensive Non-Nuclear Lethal
systems Kargu-2

7 Decision nodes of fully Generic NC Full Offensive Non-Nuclear Lethal
autonomous NC weapon systems

Level 3: Medium Risk

8 Sensors & shooters of fully Israeli Swarm  Swarm Full Offensive Non-Nuclear Lethal
autonomous NC weapon systems (Hamas Op)

9 Defensive fully autonomous PC & Iron Dome PC Full Defensive Non-Nuclear  Anti-Materiel
NC weapon systems

10 Semi-autonomous PC & NC Bayraktar TB2  PC Semi Offensive Non-Nuclear Lethal

weapon systems

SWIRISAS AJRYI|IN Ul [ JO 3SN 9|qisuodsay g/



4 e A Qualitative Risk Evaluation Model for Al-Enabled Military Systems 79

hampering the development of low-risk weapon systems, but by also resulting in the
dilution of mitigation efforts for high-risk systems.

The US DoD Directive 3000.09 and the proposed EU Al Act provide good leads
for working out a differentiated risk-mitigation mechanism. An overview of these two
regulatory frameworks is given below.

DOD Directive 3000.09 on Autonomy
in Weapon Systems

As early as Nov 2012, the US DoD issued Directive 3000.09 for AWS in general, not
necessarily Al-enabled. Although the Directive is not specifically framed as a risk-based
approach, glimpses of a differentiated risk-mitigation mechanism are discernable
therein. These mitigation measures have been further refined in its latest revision issued
in Jan 2023 (US DoD, 2023b).

The Directive treats all autonomous weapons systems under two categories, as
under:

e Category 1: This includes all semi-autonomous weapon systems; operator
supervised AWS which are designed to select and engage materiel targets
to intercept time-critical attacks against static installations/platforms or for
defending remotely piloted/autonomous vehicles; and AWS which apply
non-lethal, non-kinetic force against materiel targets

e Category 2. All other AWS

The Directive lays down a number of measures for mitigating risks associated with all
AWS including Al-enabled ones. These cover aspects such as the inclusion of design
features which allow commanders and operators to exercise appropriate levels of human
judgement; rigorous hardware and software verification and validation (V&V) as well
as realistic system development and operational test and evaluation (T&E) procedures;
design constraints to enable completion of engagement within a specified time-frame
and geographic area; consistency of design with DoD Al Ethical Principles and the DoD
Responsible Artificial Intelligence Strategy and Implementation Pathway; amongst
others.

In addition to the common mitigation measures which are applicable across all
systems, the Directive requires Category 2 systems to be approved at a senior level
before deployment, together with specific aspects which need to be checked during this
approval. In effect, this amounts to a two-level differentiated risk-mitigation mecha-
nism, though the more stringent mitigation measures are limited to review and approval
processes within the DoD.
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The European Union (EU) Proposal for Al Regulation

The proposed EU Al Act groups all Al systems into a four-level hierarchy composed of
Unacceptable Risk, High Risk, Transparency Requirements and Negligible Risk levels.
The Unacceptable Risk level includes systems which can manipulate persons through
subliminal techniques beyond their consciousness; exploit vulnerabilities of specific
vulnerable groups such as children or persons with disabilities; and ‘real time’ remote
biometric identification systems in publicly accessible spaces for the purpose of law
enforcement. The High-Risk level covers applications such as biometric systems meant
for categorization of natural persons; systems for the management of critical infrastruc-
ture; and applications for education and employment. At the next lower level are systems
which need to meet certain transparency requirements, eg, those which interact with
humans or generate or manipulate content (European Commission, 2021c).

The proposal stipulates that Al applications which fall at the Unacceptable Risk
level should be prohibited. For High-Risk systems, a stringent risk management system
has been proposed. For certain types of Al systems, only specified transparency obli-
gations are required to be met by the fielders of the system. Finally, for systems which
pose a negligible risk, the proposal lays down a framework for the creation of codes of
conduct, aimed at encouraging providers of such systems to voluntarily apply require-
ments which are mandatory for High-Risk AI systems.

Although targeted at civilian applications, the EU Al Act is perhaps the only
attempt, so far, which explicitly adopts a risk-based approach for Al systems, including
a differentiated risk-mitigation mechanism.

Risk Hierarchy: Considerations for
Evolving Mitigation Measures

The above discussion reveals that DoD Directive 3000.09 as well as the proposed EU Al
Act institute stricter measures as the level of risk increases.

With respect to the Risk Hierarchy, the challenge is to evolve five sets of mitigation
measures tailored for each of its risk levels. These measures would come into play at
every stage, from project clearance through design and development, TEV&YV, review
(including legal review) and deployment stages. A few considerations for doing so are
presented here.

Out of the five risk levels, mitigation measures for the Unacceptable Risk level are
the easiest to envisage since, by definition, systems grouped under this level must obvi-
ously not be developed at all. At the other end of the spectrum, mitigation measures for
systems in the Negligible Risk category may be more in the nature of codes of conduct
or best practices in Al design and development, and evolving these should not be very
challenging.

Amongst the remaining middle three levels, risk-mitigation measures for levels
which relate to weapon systems, namely the High and Medium Risk levels, would need
to be worked out more carefully as compared to the Trust Requirements level which
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relates to decision support systems, since these are not meant for targeting and, by defi-
nition, have a human-in-the-loop.

For weapon systems, in case Al technologies are used for object recognition in
sensors and precision targeting in shooters, rigorous testing against specified per-
formance standards should be adequate to sufficiently mitigate Al-related risks, and
the non-transparent, data-centric character of AI/ML technologies may not pose any
serious issues. On the other hand, the risk associated with Al-enabled autonomy in the
critical decision-to-engage function as well as in armed swarms would be much greater,
and stringent measures would need to be incorporated at every stage of the system life
cycle.

The Trust Requirements level may warrant the mandatory use of XAl to avoid
automation bias and also to make these systems trustworthy from the perspective of
commanders. XAl techniques, however, are yet to mature. In the interim, therefore,
commanders must leverage the decision support provided by ‘black-box’ Al sys-
tems responsibly, and be adequately trained to avoid either over-confidence or under-
confidence in the recommendations and insights provided by the system.

Across all systems, project clearance and review processes should be made more
stringent as the risk levels increase.

Keeping in mind the above general considerations, a differentiated risk-mitigation
mechanism is required to be evolved and linked to the Risk Hierarchy, for implementa-
tion at each stage of the system life-cycle.

PROMOTING INTERNATIONAL CONSENSUS
ON REGULATION OF LAWS

At the December 2019 meeting of UN GGE on LAWS, a set of 11 guiding principles
was accepted by all parties. However, even after years of deliberations, a consensus
remains elusive on how Al-enabled weapon systems may be regulated through a legally
binding international instrument. Moreover, a common understanding on the regulation
of LAWS, even a non-binding one, does not as yet exist amongst major military powers.
The risk-based approach presented here could contribute usefully towards consensus
building, as explained below.

Granular Discussions Would
Facilitate Consensus Building

It is felt that a key reason for the failure to reach consensus so far is that the discussions
are very general in nature, and usually treat all Al-enabled weapon systems as one
category. This makes it very difficult to identify specific areas of disagreement which
might be taken up for resolution. The Risk Hierarchy provides a basis for facilitating
discussions at a more granular level, for instance:
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* By evaluating risks presented by different categories of weapons on the basis
of well-defined parameters, it should be easier to reach agreement on map-
ping these weapon classes to different risk levels within the Hierarchy, as
also to segregate non-weapon systems into critical and non-critical decision
support systems.

* From there, states could focus on certain very high-risk categories, and delib-
erate on whether these should be banned altogether. At the other end of the
spectrum, states might find it easier to agree that weapon systems presenting
very low risk should perhaps not be constrained through international regula-
tion. For the remaining levels, states could endeavour to evolve and share best
practices for risk mitigation.

* The Risk Hierarchy, with its detailed risk analysis, also provides a basis for
debating the need to add to or modify existing provisions in IHL for dealing
with LAWS.

The central idea here is to reduce the complexities associated with risk evaluation of
the wide array of Al-powered military systems into simpler and more precisely defined
problems and address them piecemeal. Broadly speaking, it may be easier to first agree
on the overall approach as presented in this work, next tackle systems which lie at the
bottom of the Risk Hierarchy and then gradually move upwards.

Self-Regulation by Responsible Militaries

This chapter takes the stance that responsible militaries endeavor to operate in confor-
mance with IHL, and also that they would not employ weapon systems which may have
negative fallouts for their own forces. For instance, all militaries prefer precision tar-
geting over dumb munitions in order to minimize collateral damage (as dictated by the
principles of Distinction and Proportionality), in addition to enhancing their own com-
bat effectiveness. No military commander would like to employ unpredictable weapon
systems, as such systems are bound to be tactically inefficient, cause harm to innocent
civilians on both sides, and even result in combatant fratricide. As another example,
if fully autonomous nuclear weapon systems malfunction, the result would be mutu-
ally assured destruction. Finally, in the present era when narrative warfare can have
strategic effects, violation of IHL is likely to be counter-productive towards achieving
politico-military objectives.

The Risk Hierarchy, by piercing through generalities and evaluating risk through a
well-reasoned approach, helps in understanding how specific categories of Al-powered
weapon systems might result in IHL violations or otherwise be detrimental to a state’s
own military operations. In doing so, it encourages responsible states to institute a
self-regulatory mechanism for mitigating these risks. Such self-regulatory mechanisms
adopted by states in their own interests (e.g., DoD Directive 3000.09) would also help in
achieving international consensus on Al regulation.
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FUTURE WORK

The model presented in this chapter is restricted to evaluating and mitigating Al-related
risks presented by kinetic weapon systems in the context of armed conflicts. While this
model itself may be refined further, there are three areas where its scope could be use-
fully expanded, as listed below:

¢ Domains. Al-related risks posed by weapons in the cyber, electromagnetic
and cognitive domains also pose significant risks and need to be incorporated
into the model

e Cost-Benefit Analysis. Leveraging Al power for military applications, while
presenting risks, is expected to yield tremendous benefits as well. Therefore,
a balanced approach would be to evolve a model which takes into account
both risks and benefits and risk-mitigation mechanisms should emerge from
a cost-benefit analysis, rather than being dictated by risks alone

e Scenarios. It has been emphasized in this chapter that risk evaluation and
mitigation mechanisms for terrorist and grey zone scenarios would be sig-
nificantly at variance with those relevant to armed conflicts. Risk-based
approaches for these scenarios too need to be developed. More importantly,
inter-relationships and inter-dependencies amongst these three approaches
must also be identified and, if possible, integrated into an overall risk-
mitigation strategy.

CONCLUSION

The primary motivation for adopting a risk-based approach to the regulation of
Al-enabled systems is to mitigate risks while at the same time leverage the power of Al
for the benefit of humankind. The proposed EU Al Act incorporates such an approach
for civilian applications.

This chapter has presented the Risk Hierarchy as a qualitative model for evaluat-
ing and mitigating risks associated with Al-enabled military systems, perhaps the first
of its kind. As is clear from the analysis presented above, the overall objective, nature
of risks and mitigation mechanisms in the case of military systems differ substantially
from what is applicable for non-military applications. The work presented here may be
utilized by international bodies as well as by individual states for moving beyond mere
enunciation of principles towards evolving more concrete mechanisms and practices for
leveraging Al technologies in a responsible manner in the military domain.
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Applying

Responsible
Al Principles
into Military
Al Products
and Services

A Practical Approach

Michael Street and Sandro Bjelogrlic

Responsible AT for the military is a matter of trust. Military commanders must have
trust in any Al system they interact with or it will not be adopted. Civilian populations
must have trust in Al used by the military forces that protect them, or they will lose
trust in those forces. As Al permeates every aspect of our lives, the use of Al by the
military depends on it being developed and employed responsibly. This requires three
key attributes:

* A clear vision of what responsible Al is, to guide all AI development and use.
Such a vision may be decomposed into a number of principles
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* A framework that gives guidance to developers on steps to take to ensure
their Al is developed, behaves, and is used responsibly. Such a framework
may be supported by tools that encourage or mandate such steps during the
development of Al

e Tests to allow independent validation to ensure the Al has been developed,
operates, and is deployed in a responsible manner

This chapter focuses on how to develop and deploy responsible Al for the military and
is written from the perspective of Al developers working within a multinational military
environment, as part of the North Atlantic Treaty Organization (NATO). But we begin
with a look at what responsible Al is and the clear vision provided by the NATO Al
strategy.

NATO’S Al STRATEGY

The NATO was established in 1949 during a period of global security concern,
to improve security in the North Atlantic region through multinational agreement
for collective defense of all its member nations. Since its establishment, NATO’s
member Nations, or Allies, have collaborated politically, militarily, and techno-
logically to ensure the Alliance can defend effectively. This defense begins with
political consensus in decision-making, consistent military doctrine, multinational
exercises, and interoperable technology. This long history of multinational collabo-
ration to ensure regional security, particularly in fields aligning NATO’s technologi-
cal capabilities with its ambition, led to the development and adoption of NATO’s
Al strategy in 2021.

The aims of NATO’s Al strategy include to “provide a foundation for NATO and
Allies to lead by example and encourage the development and use of Al in a responsible
manner for Allied defense and security purposes” (NATO, 2021). A key element of
“leading by example” has been the adoption of principles of responsible use which are
defined in the Al strategy. These principles have been established and embedded in the
strategy in order to “steer transatlantic efforts in accordance with our values, norms, and
international law”. This takes the same historic commitment to established legal and
ethical principles under which the Alliance has always operated and ensures that they
are followed during the development and use of AI which, as many other chapters note,
can be overlooked when dealing with AL

The NATO principles of responsible use have been informed by similar work
undertaken nationally or internationally. It should be noted that many NATO nations
have, or are developing, national principles for responsible use of Al in the military
domain. The next section cites each of the principles, followed by a brief explanation
from the AI developers’ perspective.
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Summary of the Principles of Responsible Use

A. “Lawfulness: Al applications will be developed and used in accordance with
national and international law, including international humanitarian law and
human rights law, as applicable”. (Ibid)

While it may appear self-evident that Al should not break the law, given
some debates around the training and use of Al this principle does remove
uncertainty regarding the development, output and use of Al systems, even
in defense scenarios.

B. “Responsibility and Accountability: Al applications will be developed and
used with appropriate levels of judgment and care; clear human responsibility
shall apply in order to ensure accountability”. (Ibid)

This ensures that when Al is used in a military context, the use of Al
does not absolve developers or users of Al of a “clear human responsibility”
for systems they develop or use.

C. “Explainability and Traceability: Al applications will be appropriately
understandable and transparent, including through the use of review method-
ologies, sources, and procedures. This includes verification, assessment and
validation mechanisms at either a NATO and/or national level”. (Ibid)

In political and military decision-making, explainability has always
been an essential component. Military commanders have always asked for
explanations of assessments or recommended courses of action and the level
of trust in their subordinates informs their decision-making. Al applications
should be no different.

D. “Reliability: AI applications will have explicit, well-defined use cases. The
safety, security, and robustness of such capabilities will be subject to testing
and assurance within those use cases across their entire life cycle, including
through established NATO and/or national certification procedures”. (Ibid)

Ensuring AT applications operate reliably, and understanding the limits
of their reliable use, is fundamental to their applicability in military domains,
the level of trust that will be placed in their results, and the effectiveness of
their adoption.

E. “Governability: Al applications will be developed and used according to their
intended functions and will allow for: appropriate human-machine interac-
tion; the ability to detect and avoid unintended consequences; and the ability
to take steps, such as disengagement or deactivation of systems, when such
systems demonstrate unintended behavior”. (Ibid)

Ensuring that development, deployment, and maintenance of Al systems
are carefully managed, monitored, and can be rolled-back if appropriate.

F. “Bias Mitigation: Proactive steps will be taken to minimise any unintended
bias in the development and use of Al applications and in data sets”. (Ibid)

Bias within training data or AI results has been well-documented in
many business and government applications, particularly where data and
results are related to specific groups of people. To ensure fairness, such bias
must be understood and addressed. In defense, as in most scenarios, it is
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recognized that data may exhibit other biases. For example when assessing
damage, survivor bias is often exhibited, where data is only available from
equipment that did not experience a critical failure, leading to datasets where
information on critical failures is not available; or datasets where no anomaly
was detected (Kok et al., 2020). Bias mitigation in military applications is
necessary to protect against unintended consequences on operational effec-
tiveness and beyond.

Of the three points identified above, the NATO Al strategy, with its
requirement to “lead by example”, in accordance with established values,
norms, and international law may be considered to provide a clear vision
of what responsible Al is. We now turn our attention to the development of
responsible Al

National Approaches to Responsible Military Al

NATO is not alone in setting out principles of responsible use of Al in military contexts.
Many militaries, both inside and outside the NATO Alliance have established national
approaches to ensure that any use of Al within their militaries is responsible. For
example, the US Department of Defense has established a responsible artificial intel-
ligence strategy and implementation pathway (US DoD, 2022) while The Netherlands
has sought to bring a global focus to the challenge, instigating the REAIM conference.
Many national approaches to responsible Al for military use rightly draw on broader
activity regarding responsible Al. The next section considers such frameworks, their
value, and limitations.

FRAMEWORKS FOR RESPONSIBLE
Al DEVELOPMENT

While much is written about the ethics of Al, it is recognized that Al and digital tech-
nologies in general have no inherent ethics and no value system. Therefore a framework
is necessary to capture good practice in Al development to guide developers and opera-
tors. Several frameworks have already been developed specifically for Al either interna-
tionally by bodies such as the ISO/IEC who provide an Overview of ethical and societal
concerns of artificial intelligence (ISO, 2022), or OECD whose Recommendation from
the council on artificial intelligence (OECD, 2019) sets out familiar principles for
“responsible stewardship of trustworthy Al requiring human-centred values and fair-
ness transparency and explainability robustness security and safety and accountability”.
Nationally, frameworks have been developed, such as the Artificial Intelligence Risk
Management Framework from NIST (NIST, 2023), locally (NSW, 2022), or by academia
(Méntymaiki et al., 2022). Examples of how these frameworks can be applied, and the
value they bring to practical Al products, can be found in OP (2022) and Solita (2022).
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Many of these frameworks draw on more generic models or standards that have
been developed to address ethical issues within generic technology-centric systems.
Of these the IEEE’s Standard Model Process for Addressing Ethical Concerns during
System Design (IEEE-7000) is one of the most commonly cited. Although not developed
specifically for Al systems, this standard provides practical steps to help address ethical
concerns and risks during system design and can help align innovation management,
system design, and software engineering methods to address these concerns and risks.
While IEEE-7000 does address either the use or the full lifecycle of a system, crucially
for Al developers it also does “not give specific guidance on the design of algorithms
to apply ethical values such as fairness and privacy” (IEEE, 2021). Therefore while this
standard provides useful guidance on the design of ethical systems it does not provide
comprehensive guidance for Al developers.

The plethora of standards and frameworks — of which those above are a small
subset — the broad scope they cover, and the breadth of both current Al regulation (EU,
2023) and that under discussion, do limit the practical assistance they can offer to those
developing AI responsibly for the military domain. Goncharuk (2023) notes “... that
among the experts who were trying to regulate Al, there were a lot of experts on eth-
ics, human rights and privacy, and very few of those who practically understand how
Al works...”. Ensuring that the requisite mix of skills contributes to the development
of Al regulations and standards, is as essential for Al as for any technology. Likewise,
“those who practically understand how AI works” (Ibid) are needed to ensure that,
wherever possible, high-level principles are translated into practical steps, development
techniques, and tests that ensure that military Al is developed, and acts, responsibly.

REQUIREMENTS

The starting point for any military system is usually a statement of requirement. This
is often the result of intense consultation, experimentation, and analysis. In most cases
there is not a requirement for a military Al system, instead, users require a system that
will be enhanced by the application of AI. Although in some cases, if quantities of data
are so great, or analytical needs so complex, it may be that the requirements can only
be realized through AI. Most national defense Al strategies, such as (US DoD, 2022),
include a deep understanding and validation of requirements as a core element.

Identification and documentation of military requirements is a mature, well-
documented process. Translating requirements to a solution that includes Al and must
meet the criteria for responsible Al, is less mature. Such a mapping necessitates an
increased understanding of Al at every level through that process, so that military
decision-makers and requirements holders can make an informed assessment of the
feasibility of AT’s ability to meet a requirement.

Among techniques that can be used to bring a broad, holistic approach to assessing
the potential of an AI solution, from feasibility to responsibility, is the data opportu-
nity canvas (see Figure 5.1). This evolution from the widely used business opportunity
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SOLUTION FEASIBILITY | REQUIRED DATA VALUE PROPOSITION ETHICAL AND LEGAL END USERS
CONSIDERATIONS
REQUIRED ANALYTICS SECURITY
CONSIDERATIONS
INVESTMENT MEASURING SUCCESS STRATEGIC FIT & VALUE TO THE ORGANISATION

FIGURE 5.1 Data opportunity canvas.

canvas provides a useful framework to ensure stakeholders in military Al development
consider all aspects of an Al solution and can ensure Al projects begin on a sound foot-
ing for all aspects, including those needed to ensure responsible use.

METHODOLOGIES

Developers of responsible non-military Al applications often employ methodologies to
ensure that their approach considers the development and use of Al responsibly. For
Al developers working within a military environment, a framework for responsible Al
should encompass at least:

a. Responsibilities on Al developers and accountability of organizations creat-
ing or using military AI; including adherence to applicable rights, laws, and
regulations. This will provide safety, security, and protection for developers

b. The role of Al developers in developing responsible Al; not only to develop
trustworthy Al in a responsible manner, but also in showing users (and reg-
ulators) what is possible. Therefore Al developers play a role in educating
military Al stakeholders, by explaining what is under the hood of their Al
systems

c. Training and test data of sufficient quality. The quality of data collection
methods should be checked as well as the quality of the resulting datasets.
Data science approaches to quantify and to improve data quality are available
and should be applied wherever possible

d. Training and test data that does not exhibit bias, or where the data does have
a bias that the bias is understood, documented, and accounted for in the



5 e Applying Responsible Al into Military Al Products and Services 93

development, testing, and operation of the Al Data bias relates not only to
data on people, but to every type of data which is used to train, test, or be
processed by the Al Tools are available to detect bias in datasets from many
providers, but such tools are not applicable to every type of dataset, nor is
there any guarantee that these tools will be applicable to less common/less
public datasets which are often encountered in military scenarios

e. Effort must be made to understand why an AI model performs the way it does,
so models should be explainable or are as explainable as possible. This explain-
ability applies, in different ways, to both the developers and the end users: the
former should understand how the model has been trained and operates on
the input data; the latter should have an understanding of how the outputs
are generated and so appreciate the boundaries of their performance. This is
often required in non-critical Al decision support tools, even where the output
only affects benign outputs such as items for consideration by policymakers
(Valiyev et al., 2020). It may appear paradoxical to explain Al techniques
such as deep learning where deep neural networks benefit from hidden layers.
However, the more explainable the behavior of the Al, the higher the human
trust in the system and the more responsible it can be seen to be. Trust in a
complex Al model will also be increased if the model can:

* Be decomposed into simpler steps whose behavior and performance can
be described and/or visualized (and thus become less of a “black box”)

* Show the key parameters that influence the AI output e.g. feature-group
influence (Kok et al, 2020)

* Show the decision-making process in understandable/mathematical ways
e.g. through techniques such as saliency maps to show why a decision is
made on an image

* Demonstrate it is robust to changes in the input dataset, including active
manipulation of input data e.g. image manipulation

e Show a defined review process for model development and results

* Quantify performance of AI models or Al systems, and the trade-off
between the performance and explainability of varying models is
understood

* Use established mechanisms for trusted vendors, [open] sources, and data
providers

e Show established processes to monitor and maintain the Al solution, to
prevent deterioration in performance due to drift in the data, target, or
concept; all of which could affect the output and remain responsible

RISK ASSESSMENT

AT has the potential to enhance a wide range of situations to assist military commanders,
decision-makers, and users. For example, the risk from an Al tool that uses open-source
information to provide input for consideration by a human is different from the potential
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risk from an Al tool for missile defense which activates a physical response. The actions
needed to ensure these very different Al systems operate responsibly vary. This leads us
to the need to assess the risk of a military Al system and to then adopt appropriate steps
to ensure responsible development, based on the risk assessment.

Al applications are powered by models, mathematical representations, or abstractions
of a system, process, concept, or object. In the context of ML and Al, a model is a math-
ematical or computational representation created by training an algorithm on a set of data.
The training process works by capturing patterns, relationships, or rules from the data itself,
without human intervention. Such a trained model is then used to make predictions on new,
unseen data, based on the patterns and relationships learned during the training processes.

Generally speaking, models are approximations of real-world phenomena: their
capacity to approximate the task they are designed to achieve heavily depends on their
level of adaptability to the data, the amount, variety, and quality of the data used for
training, as well as the main scope they serve.

Due to their statistical approximative nature, AI/ML models might have some
shortfalls, which might lead to “wrong” predictions. This can be due to many different
reasons, the most common being:

* Models that are too complex for the dataset and task for which they are
trained; these can end up fitting the training data too closely and so fail to
generalize and perform well on actual data — this is also known as overfitting

* On the other side of the spectrum, models might be too simplistic to capture
the complexity of the relationships in the data, leading to underfitting

* Models trained on datasets that are not fit for purpose: this might mean that
the overall quality of the data is not sufficient or that the data itself might
contain biases that contaminate the model

* The evolution over time of the data, where distributions change (data drift) or
the underlying relationships in the data change (concept drift), making previ-
ously learned patterns outdated

Inaccurate predictions might have different unwanted effects and different levels of
impact, depending on the underlying application end goal, what impact it has on the
overall operation it serves, how secure it is etc.

Al Model Behavior

Generally speaking, AI models are trained to achieve a good level of generalization
on a specific task: however, it is impossible to have a 100% success rate. Unplanned
outcomes are expected to happen, and their effects on the application they serve need
to be understood. Besides occasional inaccurate outcomes, Al models usually contain a
certain degree of information of the data they were trained on, and might have intrinsic
weaknesses that could potentially be exploited by an adversary.

Achieving state-of-the-art performance for Al often requires models that have a
high level of abstraction and complexity, which makes their inner workings very hard
to understand for human beings: often this is referred to as a model being a “black-box”.
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The black-box nature of the model makes the anticipation of unwanted Al-model
behaviors hard to anticipate: therefore, Data Scientists and Subject Matter Experts need
to perform careful validation processes, sometimes including stress-test scenarios that
need to be carefully designed and executed.

The validation processes are rarely an easy task (and some specific steps might
even be unfeasible). This usually requires large investments in terms of time and effort.
This has led to the development of guidance to help AI model developers, reviewers,
and other stakeholders to identify and mitigate the risk of errors that might occur in the
development and application of Al in real-life use cases, providing some best practices
and guidelines.

In general, the more thorough developers can be in assessing, testing, and explain-
ing each step taken in the development of their solution, the less chance of unplanned
effects with unplanned impact occurring.

Risk Tiers

Achieving efficiency and balancing the time, effort, and cost to develop responsible
Al starts by assessing the actual risk that the Al application might carry. A framework
that helps the AI development team and other stakeholders achieve this balance can
categorize the Al model (and the application) into a set of risk tiers. Based on the risk
tier, specific validation and assurance steps and the level of scrutiny of this step are
evaluated by the Al development team.

The risk tier can be estimated using multiple dimensions: the obvious one is the
actual risk that the Al model and application carry, i.e., what happens when the Al
is wrong? However, other aspects might be considered, like the actual impact the Al
has on the organization and its day-to-day core business. Al systems that improve
some non-core businesses may require a lower level of scrutiny compared to crucial,
core applications. In a military organization, core functions would include operational
activities, while non-core may relate to functions such as interactions with suppliers etc.

Common risks that a military organization may face when deploying Al are the
following:

e Operational Risk: the actual risk on operations that an undetected Al failure
might have

e Security Risk: the additional vulnerabilities that an Al system might intro-
duce and which could be exploited

¢ Interoperability Risk: Al systems most likely do not operate on its own, but
interoperate with other systems. The interoperability risk refers to the risk of
an Al failure propagating into other systems

¢ Reputational Risk: refers to the effects of Al failures on the reputation of the
organization in the public eye

¢ Financial Risk: refers to a financially quantifiable loss due to an Al failure

¢ Ethical Risk refers to the impact of Al failures on the values and principles
of the organization
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e Legal/Compliance Risk: refers to the effect of Al failures on national and
international legal frameworks and requirements, including those applied on
the battlefield such as the law of armed conflict

» Physical Risk: the negative effect that an Al system might have on civilians,
personnel, equipment, or infrastructure

* Environmental Risk: specific risk to the environment occurring due to Al
adoption and failures

SECURITY RISK FRAMEWORKS

Some of the areas listed above are already addressed by frameworks that have been
developed specifically for this area. For example, adversarial threats are an acknowl-
edged risk area, not only for Al but also for IT systems in general. The adversarial threat
landscape for artificial-intelligence systems (ATLAS™), developed by the MITRE
organization (MITRE, 2023a) is an example of such a framework and is itself based
on the widely used ATT&CK™ framework (MITRE, 2023b) which was developed for
identifying cyber threats. ATLAS provides a body of knowledge of adversary tactics,
techniques, and examples of threats to ML systems which have been drawn from a
variety of sources. Such frameworks are valuable tools for Al developers and provide
detailed guidance within these specific areas.

To ensure a holistic approach to responsible Al, those involved in the development
and use of responsible Al can utilize such specific frameworks to address issues such as
security risks. But this should be done within a broader framework that ensures all the
attributes of a responsible Al system are considered, in a manner consistent with the risk
assessment, and can be demonstrated to have been addressed. Ensuring that these steps
occur requires action by Al developers and a number of additional stakeholders within
the military Al development and use ecosystem.

ROLES AND RESPONSIBILITIES

A clear definition of roles (and their responsibilities) helps provide clarity on the respon-
sibilities of each stakeholder within the team of AI developers and users. The most
common roles in an Al development team are listed in the following non-exhaustive list:

* Business owner/Commander: the persons that have a business or operational
problem or need that can be solved by an Al system. The main responsibili-
ties are ensuring that the business requirements are clearly defined and that
the subject matter expertise is brought in the discussions around responsible
Al development and application
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* Al Application User: refers to the end users of the applications

e Al Product/Model Owner: person responsible for the Al model, its adherence
to the defined use case, its performance, and general adherence to the prin-
ciples of responsible use

e Al Developer: can be one or more people, usually data scientists, machine
learning engineers, or similar roles, whose responsibility is the model devel-
opment and the implementation of the checks agreed for the Al application
scope

* Reviewer: technical peers who can review the different development steps.
Depending on the specific checks, this can be an Al developer or data scien-
tist from the team, or in specific cases (most commonly for higher risk tiers),
an independent party with equivalent skills who can cross-check the develop-
ment steps and decisions, as well as perform an independent verification and
validation

e System/Service/Product owner: responsible for the overall implementation
of the model and integration within existing systems, processes, or products

Depending on the nature of the application, different roles might exist and complement
those above. It is not uncommon that some roles overlap in the same person, especially
in lower Risk Tier applications.

RESPONSIBLE Al DEVELOPMENT AREAS

Adhering to the principles of responsible use starts with responsible identification and
development of AI solutions. Cognizance of the principles and their mapping to spe-
cific steps informs every stage of the process. During ideation and experimentation
requirements can translate into constraints on modeling approaches. During develop-
ment, explainability approaches and resulting explanations are applied and assessed
according to the user requirements. In deployment the model’s predictions and the
quality of explanations etc. are monitored, assessed, and updated where necessary.
Ensuring that known potential issues are checked, quantified, and resolved in the
development phase can be achieved by assessing the solution across different dimen-
sions. The main dimensions considered in the context of this framework are listed below:

» Data assurance steps: as the main enabler of Al, data is valuable but also pres-
ents the main source of risk. Datasets can incorporate various types of biases,
can have different quality and within the NATO context, come at different
Security Classifications. Data-related mitigation steps are meant to assess all
those potential sources of errors

* Model assurance steps: at the core of Al software, Al models need to be vali-
dated and have well-defined steps to assess their quality and compliance with
the principles of responsible use. Those steps concern the evaluation of model
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performance, overfitting, quality of prediction, assessment of performance on
sub-segments of the datasets

» Explainability: the most recent developments in Al require large and com-
plex models, emphasizing the “black-boxness” issue. In general terms, the
interpretability of the model is inversely proportional to its complexity.
Explainability of outcomes for an AI model (the answer to the question: why
did it produce a given output?) is usually based on frameworks that approxi-
mate the inner workings of models

» Fairness: as one of the main principles of responsible use, ensuring fair results
plays a crucial role in Al applications that operate on data that has subgroups
or characteristics that can be associated with groups or individuals. The abil-
ity to correctly evaluate the fairness of a model is likely to come at the cost
of privacy

e System integration: an Al model normally fits in a larger system, which needs
to operate efficiently, securely, safely, and in an understandable and usable
way for the end-user

*  Way of working: this is a dimension that considers the overall organization of
the AI development process, that adopts best practices to ensure a given level
of quality of the developed Al solution

e Audit: interconnected with the way of working, preserving an audit trail
ensures the ability to trace back decisions in model development

Assessing Responsible Al Development

Assessing the Al solution across the dimensions described above can be broken down
into specific checks, whose goal is to perform different elements of assurance, using a
framework that offers a checklist of assurance steps. In order to achieve a pragmatic
balance between assurance of each development step and the resources needed to
assure them, the risk tier of the AI application can be used to guide whether each step is
required, recommended, or not necessary.

The very varied nature of Al applications, Al models, and datasets makes it
impossible to have a detailed and generic set of checks that can hold in every situation:
therefore, the proposed checklist is meant to be used as a guideline for Al developers,
Al model owners, data owners, and other stakeholders to define a pragmatic, appropri-
ate set of steps and techniques can be adopted to ensure responsible Al development.

The aim of those assessment checks is to identify potential problems early, in order
to solve them and/or provide a way to monitor aspects of interest once the model is
deployed. However, while this approach will mitigate the risk of irresponsible develop-
ment, it should not be assumed that simply following such a process will guarantee that
every issue will be discovered and mitigated/resolved.

This AI development framework has been extended with a methodology to assess
and categorize implementation and deployment risk. The framework then provides
checks and tests throughout the development process which ensure that the principles of
responsible use are translated into tangible, provable steps.
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Analysis of the particular problem and AI development may identify that some
steps in the framework might not apply to a specific problem, or might not be feasible.
In those cases, the rationale should be documented and the step can be skipped, where
there is a requirement to perform a check. It is the responsibility of the development
team to assess on the use-case-by-use-case basis which steps are necessary.

CONCLUSION

The value of a responsible approach to Al for military use is well-understood. Far from
being simply a desirable concept, responsible AI which adheres to principles of respon-
sible use is essential in order to provide trust to military staff who use it and to the
civilians it protects. The approaches described above outline techniques to introduce
appropriate safeguards, checks, and tests to military Al development. More importantly,
they provide practical guidance to those developing, testing, deploying, and using Al
solutions in the most critical of environments.
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Unreliable Als
for the Military

Guillaume Gadek

INTRODUCTION

Military use of Al systems brings promises for massive, fast, efficient, and/or reli-
able decision-making with the aim of providing defense and security in our countries.
However, this use seems to be a trade-off between three high-level aspects: technical
robustness, operational criticality, and lawfulness. Their combination is one of the defi-
nitions of the emerging topic of Al trustworthiness: a system that does not cover all the
aspects is not desirable (e.g., a legal but inefficient system or an efficient but irrelevant
system would be useless). A number of institutions are proposing frameworks, evalu-
ation methods, and approaches in order to cover in a holistic manner all of the aspects
of AI development and deployment (EASA, 2023; HLEG AlI, 2019; HLEG AlI, 2020;
NIST, 2022; NOREA, 2021).

Evaluation of the trustworthiness of an Al includes a part inherent to the AT model,
concerning the model architecture, the distribution of its attention, the data it has been
trained on, and the explanation it provides about the decision taken. It also includes a
part that is foreign to the AI model: its context of use, which concerns the legitimacy,
proportionality, lawfulness, intent, governance, maintenance, and education of users
and stakeholders. All aspects must be covered, even if all aspects are not fully solvable:
as an example, the illegal use of a weapon system is already forbidden. This aspect is
not specific to Al systems, but the organization around its deployment must minimize
potential wrongdoings. A similar trade-off also exists on the technical side, as artificial
intelligence systems are usually quite stochastic: an Al does not always provide the cor-
rect answer, nor do their human counterparts.

Indeed, many Al systems, notably when dealing with language, are not fully reli-
able (e.g., precision at 90%). Whether 90% precision is acceptable or not, it is already
accepted in a large number of settings today, in all domains from health to entertainment,
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including politics and economics. Of course, 90% accuracy is not relevant for all appli-
cations: plenty of tasks happen to be critical and require higher levels of quality; another
remedy is to transform an Al decision system into a suggestion system, where the incor-
rect answer will most likely be modified by the human in control.

Finally, AI makes it possible to provide answers at an unprecedented scale: as an
example, it becomes technically possible to automatically count all the vehicles in a
country through satellite image analysis or to analyze all social media posts of a given
day. While this kind of information may be of great use for military intelligence, it falls
into the ethical problem of massive surveillance and must comply with the prerequisite
of lawfulness.

In this chapter, I describe three use cases of realistic yet fictitious military Als
(Al 'in a kill chain; low-criticality AT for intelligence image analysis; human-in-the-loop
Al for HQ staff) to raise awareness and possible feasibility, ethics concerns, and
responsibility/accountability of using such systems in the future. I hope this chapter will
encourage Al practitioners to perform exhaustive assessments of their work, resulting in
an overall increase in the deployed Als quality.

TRUSTWORTHINESS, RELIABILITY,
DATA SCIENTISTS, AND ENGINEERS

Artificial intelligence approaches deeply modify the paradigm of I'T-supported tools in a
number of domains, including the military. Because Al systems often address previously
unsolved tasks, the promise is attractive to rely on them, typically for decision-making,
even if this is broadly recognized as a “techno-push” trend with overlooked inconve-
niences (Van den Bosch & Bronkhorst, 2018). Such systems are more often than not
marketed as faster and better than their “legacy” counterparts. Plenty of definitions of
AT have been provided in the past (HLEG Al, 2019); in this chapter, I focus mainly on
machine learning and deep learning approaches.

Evaluating Trustworthiness

In any case, Al systems are not perfect. Totally grounded in statistics, they require
curated sets of data to be trained and to be evaluated. Let us focus on classification
tasks, where an algorithm has to attribute a label to some input data. Some examples of
these tasks include “friend or foe” from sensors; an emotion tag for a text (Danisman &
Alpkocak, 2008); “cats or dog” on a picture (Zaidi et al., 2022). Given that a dataset is
provided, data scientists or Al architects split the data records into a “training” set and
a “test” set. The classifier will learn the specifics of its task on the training samples, it
will never learn from the test set. The quality metrics will be computed on the ability of
the AI classifier to correctly tag the samples in the test set. One can deduce the impor-
tance of having a correctly balanced and fully representative test dataset, in order to
produce trustworthy performance scores.
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In the last few years, the focus has evolved from performance scores toward a
holistic “trustworthiness” approach, to include accuracy, robustness, accountability,
privacy, security, fairness, control of bias, and explicability (Kaur, Uslu & Durresi,
2021). Indeed, good performance scores are useful to raise awareness about Al and
to realize proof of concepts; however, operational systems have to cover all the gaps.
In another list of desired dimensions, Stanley-Lockman and Christie (2021) highlight
lawfulness, responsibility and accountability, explainability and traceability, reliabil-
ity, governability, and finally, bias mitigation. While a fair part of these dimensions
relies on the Al designer (reliability, explainability, and bias mitigation), most of these
are dependent on the application (lawfulness, responsibility, accountability, traceabil-
ity, and governability) and aim to describe a “responsible use” (Stanley-Lockman &
Christie, 2021).

Al models may be inherently biased, but even “perfect” AI models can be misused,
sometimes genuinely, or unintentionally. A solution is to build awareness about Al
governance, highlighting issues about the integration of Al into a process and extend-
ing the current technical training and evaluation practices to include non-technical
aspects.

Non-Technical Aspects of Trustworthiness Evaluation

Lawfulness deals with the relation between the system, its application, and the legal
frameworks active in its area. Having lawful systems is surprisingly hard to obtain as
there often is a gap between technical possibility and zealous application of offline laws,
including when they contain extraterritoriality. Typically, the possibility to recognize
objects in a picture is confronted with legal problems when said “objects” are people.
European GDPR (general data protection rules) apply if the person resides or has EU
citizenship. National rules may be heavier/stricter depending on circumstances (e.g., if
the person is minor of age). The technology used may have been assessed as “dual use”
from an arms export control perspective such as ITAR (International Traffic in Arms
Regulations) and requires increased care in its deployment. As a last legal example, the
training dataset may present copyright issues (e.g., if its license agreement mentions ““for
research use only”, or if each of the authors of the pictures has not yet transmitted their
explicit authorization for use).

For military purpose systems, these rules are extended with the usual International
Human Rights and Law of Armed Conflicts texts. As a comparative example, a busi-
ness may typically argue that it is okay to maintain an extensive contact list of potential
customers outside of their home countries and thus store a list of personal data for one
billion people. However, it does not seem proportionate that a military force maintains
a list of all the residents in its area of operation. Doing so may potentially be counter-
productive as it also brings arguments to their adversaries and may ultimately affect the
legitimacy of the operation in itself.

However, ethical topics evolve quite rapidly and it is difficult to structure them
into laws. Moreover, ethics intrinsically embed a personal appreciation part, which is
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non-trivial to be addressed to by a central “ethics” service. Last but not least, an eth-
ics assessment also brings a concrete list of potential improvements during a technical
project that helps the team make sense of their daily activities. In this dimension, using
an ethics framework has the same potential as using gif to handle the evolution of a code
base: it is not a legal requirement, but most people do it as part of commonly shared best
practices.

The technical teams are already accustomed to evaluate the quality of their sys-
tems. A large part of the data scientists work is to optimize for quality (e.g., accuracy,
Fl-score, or error rate); a shift is currently occurring to rather obtain trustworthy Als
(Mariani et al., 2023). Indeed, all errors are not equally important, and trustworthy Als
require defining what fairness means for the targeted application, and what are the risks
of harm in the system environment (Schmid et al., 2021).

Evaluating an Al system is nothing trivial as such systems span across various dis-
ciplines and domains. Fortunately, assessment frameworks already enable the teams to
describe and identify the qualities and opportunities for improvement in their systems
and applications. Indeed, I believe that a number of defects or unconformities can be
sooner identified, worked upon, and sometimes be solved by performing such an assess-
ment at early stages of a system development.

Using ALTAI as a Self-Assessment Tool

A practical way to increase awareness among the technical teams is to let them perform
a self-assessment; in a European context, the go-to reference would be the Assessment
List for Trustworthy Artificial Intelligence (ALTAI), published by the EU High-level
Expert Group on Artificial Intelligence (HLEG, 2019), which had a lot of influence on
the elaboration of the upcoming AI Act.

In a first step, this framework provides questions that bear both on the realiza-
tion approach and on the targeted deployment, easing the discovery of characteristics
yet to improve. In the second step, ALTAI provides a description of the Al maturity
accompanied by a list of recommendations and topics to explore. ALTAI is structured
along seven pillars, with the assessment resulting in a score ranging from 0 (totally
untrustworthy) to 5 (topic fully addressed). Other frameworks exist, which may better
address specific issues, such as business exploitation and Al governance within a com-
pany (NOREA, 2021).

Current technical evaluation approaches already cover an extensive list of aspects;
they are only exhaustive up to a point. Fairness is covered by an extensive list of ques-
tions, reflecting our societies’ preoccupations of today; energy consumption — opening
to a similar complex topic, GreenlT (Deng & Ji, 2015) — is quickly mentioned in most
frameworks with no clear way to enable a choice between a gain in quality versus a
loss in energy costs. Old topics such as computing time are no longer apparent at the
first level. New topics will most likely emerge, such as ethics in data labeling (Perrigo,
2023). The frameworks must and will continue to evolve in the future to maintain their
extensive coverage and alignment with our level of exigence as a society.
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DIVING INTO APPLICATIONS

General ideas often become more clear when worked out in examples. In this section I
detail three military applications of Al. These applications are often already proposed
by various competing providers in a number of countries. Each application implies dif-
ferences in the risk level, the quality of the algorithm, and the adequacy of operating
practices.

First Application: Al in a Kill Chain

In this section, we first describe some general applications of Al in a kill chain, then
instantiate a concrete — yet fictional — example and debate about the roles and quality
level of AI governance, highlighting possible misunderstandings in what “character-
izing an Al system” means.

Introducing the “kill chain”

This first application targets a typical LAWS (lethal autonomous weapons system)
setup: an artificial intelligence embedded in a kill chain. A typical kill chain such as the
F2T2EA model contains the following steps:

e Find: identify a target

* Fix: obtain precise coordinates

e Track: maintain real-time updates of the coordinates of the target

e Target: choose a weapon to engage the target

* Engage: use the weapon

* Assess: evaluate the effect (directly linked with “battle damage assessment™)

In a weapon system such as the FCAS, the F35, or any other weapon system for air
supremacy, artificial intelligences are already relevant for almost every step (Azzano
et al., 2021). Sensors and data fusion systems execute the ‘FIND’, ‘FIX’, and “TRACK’
steps. Scheduling tools give tasks to the sensors; their final outputs feed the (auto-
mated) processing and aggregation steps by ISR systems (Jones, Kress, Newmeyer Jr &
Rahman, 2020).

The choice to engage a target highly depends on the operational context. In a
homeland security or low-intensity mission, such a decision is typically taken at a high
level; it is commonly accepted that this decision may be taken at a lower echelon in a
high-intensity conflict, as the rules of engagement would most likely cover this situa-
tion. During engagement, “smart bombs” may embed artificial intelligence systems to
continue the targeting until reaching the target. Finally, battle damage assessment may
also benefit from Al: identifying and counting intact and damaged ground vehicles from
an aerial picture is a common computer task.
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Instantiating the kill chain example:
The patrolling quadcopters

The following example is purely fictitious. A NATO OF2 (e.g., a captain) is the Protection
Officer in charge of securing a division-level HQ located at 2km of a village; the divi-
sion itself is not operating in their homeland, but is deployed in a third-party country,
in the frame of a common defense agreement. The mission of the officer is to guarantee
the security of the surroundings against potential thefts, spies, or sabotage attempts.
Their subordinates are one platoon and two drones: small quadcopters that can either
be piloted from afar or fly in autonomous mode. Their payload includes HD cameras as
well as two grenades that can be triggered and dropped.

The drone manufacturer provides standard autonomous flight methods: take-off,
landing, and directional flight. These capacities are mostly non-AI and work as designed
under normal environmental conditions (wind speed, bursts). The drone integrator
improved the cameras and computing power and added the weapons aboard. They also
enabled an “Al-enabled autonomous surveillance capability” in which the operator
may authorize, through a validation workflow including the direct hierarchy, a “patrol
mode” (the drone sends an alert if somebody is spotted in an area) or an “interdiction
mode” (the drone attacks whatever is spotted in an area), both modes heavily relying on
Artificial Intelligence models.

Genesis of an Al system
Systems are frequently benefiting and extending previous work, sometimes only with
tenuous connections to the initial aimed application. Moreover, Al systems are almost
always based on transfer learning, starting from an already learned model. In this sce-
nario dealing with the image modality, we could perfectly imagine that the interdiction
mode would have been first designed by university researchers as a “detect and act”
reaction for a firefighter drone — detecting and extinguishing a fire in a forest. This part
of the code could embed a foundational model such as YOLOVS instantiation (Ge et al.,
2021): pre-trained on large public datasets, it would then be fine-tuned on a limited set
of forest fire images. This example aims to clarify that the first intended usage may not
align well with the final business, and by extension, it is not rational to expect the Al
architect to bear all responsibility for any misuse of their system.

This argument is further reinforced by the number of actors in the development
of such a system. Typically, a start-up company would robustify and commercialize a
first iteration of the solution; a defense industry player would continue the integration of
all modules into an operational platform (e.g., merging the hardware, the Al software,
and the classic software for quadcopter control) during a Ministry-of-Defense-funded
project.

Industrial efforts to deliver a system

While an effort is always made to track licenses (such as open source software) and
export control compliance, in this fictitious scenario we will imagine that the evaluation
part of this precise “object detection” algorithm was not exhaustively performed, that is,
the Quality Test team did not proceed to the elaboration of a new dataset dedicated to
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test it. All on-field tests would be performed on the same airfield nearby, and the drone
certified “fit for service”; before being deployed into the forces.

The future operators would be trained on all mandatory topics before being
deployed to the mission, as all deployed staff, during a two-week period. They also had
a two-week training to pilot and manage the quadcopter, six months before. The user
manual clearly prescribes to operate the drone over populated areas; the rules of engage-
ment forbid firing on civilians; the force protection policy requires a 1 km no man’s land
around division-level camps.

Open questions

Without fully instantiating the story, one can imagine plenty of worst-case scenarios:
did the officer manage to maintain awareness during the training? Is the human being
able to remember the subtleties of a technical tool, while they are deployed on foreign
soil, under pressure? Would the quadcopter be able to correctly identify people in this
new country, while only trained and validated on gray-or-black clothing standing in the
middle of an airfield? Would the officer never activate the fully autonomous mode? Even
after months-long lack of sleep and week-long nothing to report from the UAV?

This opens another range of questions: should the AI developers have an opin-
ion about the deployment of their algorithm in quadcopters? Should the procurement
service of the Ministry of Defense have required an explainability feature? What is
the share of responsibility born by the makers and buyers, would the system fail the
expectations of its user?

Those are relevant questions; however, it is impractical to answer these questions
one by one. A recommended method consists of relying on an Al assessment tool to
highlight gaps between the realization and an ideal implementation. We continue with
such an assessment.

Results and recommendations from ALTAI

Imagining myself as a Quality Engineer working at the industry company, I perform an
assessment of the Al system, using the ALTAI framework and its online tool. Note that
most of the questions bear on the realization/development steps; some of them would
still be relevant to be answered by the operational team, responsible for the AI-powered
capability. For each of the seven pillars, the assessment results in one score, ranging
from O (unassessed; very poor) to 5 (totally satisfying). Depending on the answers, the
framework also provides recommendations that are distributed along the seven pillars;
here I focus only on the subset of the recommendations that point to the most critical
aspects of this specific story, omitting less salient pillars.

Technical robustness and safety, scored 1.5 out of 5

During the assessment, I described the presence of an extensive number of procedures
that describe quality measurement and safety risks. I highlighted the difficulties of mea-
suring a priori tagging errors on yet-unseen objects and to ensure reproducibility when
the system directly interacts with reality through its own sensors. The note is further
deteriorated by the inability of the system to transmit in an understandable way to the
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operator the whole flow of data describing the perceived reality. ALTAI then recom-
mends the following:

* Align the reliability/testing requirements to the appropriate levels of stabil-
ity and reliability. Develop a mechanism to evaluate when the Al system has
been changed enough to merit a new review of its technical robustness and
safety

* Putin place processes to ensure that the level of accuracy of the Al system to
be expected by end-users and/or subjects is properly communicated. Clearly
document and operationalize processes for the testing and verification of the
reliability and reproducibility of the AI system

Interactions with reality are hard to plan exhaustively. A lot of work about autonomous
vehicles, even with restrictions on the type of environments (such as limiting autono-
mous cars to highways), still results in surprises (Parekh et al., 2022). No matter what
effort was put into the training datasets, there will be unknown entities, misrecognized
by the system. Here the recommendation covers both the autonomy in operations and
the autonomy in training (e.g., continuous learning). An elegant manner to improve
the quality of the system relies on active learning: most of the time, the human opera-
tor would remain the full master of the UAV, validating or refusing the output of the
Al detector. The full-autonomy mode would only be activated in exceptional circum-
stances, once the operator trusts the system.

Transparency, scored 4 out of 5

The proposed transparency procedures include interpretation of the AI decision
(confidence scores, highlighting bounding boxes in the image), extensive human
training, and quality metrics based on reference datasets. ALTAI suggests to add the
following procedure to complete the coverage on this dimension:

* Consider continuously surveying the users to ask them whether they under-
stand the decision(s) of the Al system

In defense setups, it is not trivial to gather user feedback. Time is short during opera-
tions. User feedback post hoc is still relevant but sometimes gets diluted and softened.
The recommendation here suggests independently assessing whether the output was
relevant or not and whether the output was expected or not. This information could be
included in the activity logs, associating the Al decisions and the real-time feedback of
the user; the exploitation of the feedback would only occur once the data is transferred
back “home”.

There is a risk that the human operator would most likely not generate such feed-
back in the long run (e.g., write a paragraph describing their satisfaction after each use
of the drone) if this activity is not clearly part of their mission. If impractically provided,
this technological requirement of transparency would result here in an organizational
burden, the captain requiring their subordinates to always provide feedback about the
Al system.
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Diversity, non-discrimination, and fairness, scored 4 out of 5

I described a system where no specific focus was made on these aspects. The fairness
here documents a potential class balancing problem during the image classification step,
which is already worked on in the technical robustness dimension. ALTAI suggests the
following:

e Put in place educational and awareness initiatives to help Al designers and
Al developers be more aware of the possible bias they can inject in designing
and developing the Al system

* Depending on the use case, ensure a mechanism that allows for the flagging
of issues related to bias, discrimination, or poor performance of the Al system

* You should assess whether the Al system’s user interface is usable by those
with special needs or disabilities or those at risk of exclusion

* You should assess the risk of possible unfairness in the system toward the
end-user’s or subject’s communities

In my story, the Al system was first developed with a safety goal (dealing with forest
fires) in mind. The adaptation to the detection of “objects” ideally includes an exhaus-
tive list of representative objects that the AI will meet in the future (bias in data). A
second bias is likely to be injected through the user interface, displaying only what is
believed by the developers to be relevant. Such an interface must avoid adding bias; take
into account possible human limitations (e.g., color blindness), and still be usable in
high-stress, low-cognition situations.

I interpret the last proposition as insisting on data bias, and recommending the
investigation of the categorization of the recognized objects: does the system better rec-
ognize a category of people? Of vehicles? Of behaviors? Does this mean it may fail to
recognize critical types of potential targets? Fairness is definitely an excellent approach
to improve the system quality overall.

Accountability, scored 5 out of 5

I described a setup where the system has the technical features to enable accountability:
it is fully auditable, including by third parties. It is provided with the applicable legal
framework. It also contains a procedure to let any stakeholder report potential vulner-
abilities or new risks. On top of these technical traits, ALTAI recommends:

* A useful non-technical method to ensure the implementation of trustworthy
Al is to include various stakeholders, e.g., assembled in an “ethical review
board” to monitor and assist the development process

Such a board is likely to happen during the earliest phases of product development, as
high-level meetings at the customer facilities. Afterward, these boards must continue to
happen even if the provider company is somewhat disengaged. The customer must plan
for the accountability problems that would occur much later, during operations. In the
story, most if not all responsibility lay on the captain using the drone. The system is not
universally reliable, but has been sufficiently tested to be accepted.
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Humans in the automatic kill chain

The system I described here intentionally resembles more a prototype than a certified
autonomous aircraft in order to highlight improvement opportunities in such a system.
Note that the story does not end at system delivery: once developed, the Al must be
maintained, audited, and most likely improved on more operationally representative
data.

The automation of flying firing capabilities is often thought of as reducing the num-
ber and quality of the people in and around the system. In this example however, more
training is required; system audit and control must be managed; user feedback must be
created, collected, and exploited.

Relying on an AI assessment tool helps to document and identify the limitations
in the development of the system. In a second step, it feeds the decision of whether the
limitations are showstoppers or opportunities for improvement of the system.

Second Application: Low-Criticality
Al for Satellite Image Analysis

Information from above is key to measure the power and setup of potential adversaries
all over the world. The 1962 Cuban crisis was confirmed by air (Allison, 1971); the 2003
Iraq war began with aerial pictures of a (non-existent) threat (Diaz, 2005). Today, satel-
lites provide high-quality pictures with resolutions under 50 cm and with frequent revisit
rates. However, human analysts usually spend a long time studying these extra-wide,
extra-long images, looking for something that may be absent, hidden, or obfuscated.
Indeed, it is common to have indoors sensitive activities in the military. However, the
level of activity is easy to estimate thanks to the number of individual vehicles at the
entrance of a military base.

Computer vision provides amazing detection capabilities; on satellite images, it can
be applied for the environment or for agriculture, counting oil palm trees. For a simple
task such as “counting vehicles”, it may reach “precision rate higher than 85% with a
recall rate also high [at] 76.4%” (Froidevaux et al., 2020). This means that among what
the system tags as detected cars, only 15% are not cars. In the meantime, this detector
“only” misses 23.6% of the real vehicles. Indeed mistakes may come from a large num-
ber of factors: cars under a tree, reflections, paintings, orientation of the car, position of
the satellite, and even errors from the reference data itself. The error rate is actually con-
sidered very low for such a difficult task; in any case there is no guarantee that humans
would systematically perform better.

An Al detector would bring a lot of added value, as it automatically performs
tedious and repetitive complex tasks: it can count the vehicles present in large bounding
boxes. An intelligence analyst may first define bounding boxes (also known as “areas of
interest”) around military bases, and even around second-rank relevant areas (neighbor-
ing cities, border cities, harbors...) to build up a global view of the activity in a large
number of areas. Each new picture updates the current scores and enables the system
to quickly detect areas of real interest such as a military harbor where a lot of activity
is seen.
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The implementation of such a system requires at the very least two technical pro-
files: a data scientist, to develop and instantiate an AI model — provided there is a dataset
labeled with the objects of interest to detect — and an integrator, capable of designing a
system that will rely on the AI when relevant. Indeed, not all the pictures are fit for the
Al the operational interest may differ between day and night, the images may not be
informative when it is cloudy, etc.

The construction of an image dataset for an object detection task is not trivial.
An annotation guide must be defined (and often iterated upon) in order to explicitly
describe what is to be annotated on a picture; whether a large square around the object
is sufficient or a pixel-precise shape is required; how to react when occlusion results in
a fair doubt for the human observer. Finally, each picture has to be labeled by different
individuals in order to compute a quality score for the annotation (inter-annotator agree-
ment). This kind of work is often outsourced, producing its share of ethical and legal
issues: exporting aerial pictures of military bases is not trivial in terms of regulation
and compliance.

The annotation task presupposes the existence of a large, representative set of aerial
images. Even if this object detection task does not imply discrimination between persons,
the principles and questions of fairness apply here: what kinds of contexts are present in
the dataset? Do the pictures represent all kinds of weather, physical environments, sea-
sons, vehicles? Only recently has this concern gained in importance and realizability for
numerical datasets; the ability to measure the biases on “unstructured” data such as texts
or pictures usually implies lists of categories, which may in turn include some bias. As a
side note, dataset creation must be part of the Al lifecycle: in this object detection task, the
target objects remain consistent but also evolve over time. Cars have been here for decades
but their shape and colors have evolved; most airplanes are shaped similarly until the
Northrop B-2 Spirit adds a new pattern that is suddenly relevant for Intelligence analysts.

A last technical point stems from a best practice in the Al community, named
“transfer learning”. Instead of retraining from scratch very large neural networks, prac-
titioners prefer to start with pre-trained models that already recognize low-level features
from the pixel combinations such as very small edges, corners, arrangements of color.
This practice tremendously reduces the cost of model training and almost always results
in faster, better models; it is, however, unclear to what extent pre-trained models may
be blind to some patterns or may include bias (Salman et al., 2022), sometimes even
fantasized as “ML backdoors”.

In this proposed setup, the main ethical dilemmas come from very different
directions; first with regard to proportionality. A huge amount of information has to be
processed in order to “only” maintain a mostly unreliable situation view. With this sys-
tem, analysts would continue to spend time to confirm false alerts, or to ignore updates
computed from bad pictures (e.g., too cloudy). Second, about the future steps of such
a technology. The MoD would most likely invest to improve the quality of the detec-
tion; they would also invent new usages of the process, such as tracking the vehicles
over time and eventually linking them with the individuals. Third, the criticality of this
system is unclear. The reliability of the vehicle count itself is explicitly associated with
a considerable statistical deviation; a quick visual check on a picture and a comparison
with the past would confirm an unexpected increase of activity on an adversary military
base. Such a tenuous lead must still be considered just as any other piece of information:
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it must be correlated with other sources, should not be used to push an agenda but to
reasonably evaluate a situation, and should not be used as scapegoat for dubious political
military decisions.

A few recommendations from ALTAI

Technical robustness and safety, scored 2 out of 5

The assessment relayed the existence of a risk analysis covering continuous accuracy
measurement, system stability, and potential malicious misuse, but also the absence
of criticality assessment and threat assessment. This is a common situation, where the
system is documented and qualified “by itself” while lacking the documentation about
its integration and the consideration of the external parameters. ALTAI suggests the
following improvements:

* Identify the possible threats to the Al system (design faults, technical faults,
environmental threats) and the possible resulting consequences

* Assess the dependency of the critical system’s decisions on its stable and reli-
able behavior

In aerial imagery, surprises happen a lot. Clouds or shadows often alter the exploitability
of the image. As the number of satellites is still limited, adversaries may know when the
pictures will be taken and may act accordingly (e.g. “no plane exposed at time t”). A cheap
and clever adversarial measure against the described system would be to paint the shapes
of cars on the parking lot: this may typically work a few weeks before being noticed.

In order to increase the level of confidence in the system’s results, a confirmation
in a glance may be implemented: the vehicle count would have to be approved by an
operator. As an example, the operator will approve a prediction of 114 vehicles as a rea-
sonable estimation, not as a precise quantification under oath. This process eliminates
the worst-case scenario of having a bug, transformed into a miscount, finally resulting
in wrong decisions.

Transparency, scored 5 out of 5

The described system does not explain why every decision is taken; however, it includes
continuous quality checks, either performed automatically or by user feedback. This
is self-assessed as satisfactory, as the described implementation includes audits, con-
tinuous quality checks, and user training. Nonetheless, ALTAI pushes the following
suggestion:

* Consider explaining the decision adopted or suggested by the Al system to
its end users

Transparency is indeed a desired quality. The sole exploitation of the computed statis-
tic would not enable any continuous quality measure (and thus would imply regular,
e.g. monthly audits and more careful verification of the predicted number of vehicles). A
useful check-in-a-glance should exhibit the most salient information used by the system
to ground its decision, and the user feedback should cover all possibilities (not only a
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“wrong output” tickbox). This must be part of a coherent governance scheme. Note that
even a satisfying quality level on one pillar may still provide improvement ideas. Ethics
in Al is a topic of relative acceptance, not a definitive seal of perfection.

Societal and environmental well-being, scored 3.5 out of 5

The global score remains acceptable thanks to the described net positive environmental
aspects. On the social side however, such a system does replace the work of people.
The risk of losing competencies, and of losing the opportunity to train people on aerial
image analysis, is high.

e Inform and consult with the impacted workers and their representatives but
also involve other stakeholders. Implement communication, education, and
training at the operational and management level

The recommendation is written with employees in mind; in a military setup however,
operators are managed differently. Still, a considerable effort is commonly put in devel-
oping and conserving competencies, including the manual analysis of satellite pictures.
If the low-level analysis is always performed by Als, intelligence services may fail to
discover new information. This is interesting as the completion of the Assessment List
enables to highlight an operational risk, even if this risk comes from another category
of recommendations (societal well-being).

Conclusion about the Al eye

This application has a different rhythm and criticality than the autonomous drone. There
is a similar difficulty to obtain a sufficient amount of representative data for Al training;
there is a higher risk that the Al results are false or misleading, and at the same time
they are easier to exploit and integrate in existing organizations. This system does not
take firing decisions but could be deployed on a large scale where hundreds of people
would be required to obtain a similar result. Moreover, the automation here does not
increase the error rate with regard to a human-based organization.

Such a system may seem low-risk or even anecdotal; it is however necessary to
include it in the scope of Al governance. The ALTAI assessment highlighted its fragility
with regard to adversarial attacks, explained the distinction between an Al error and a
satellite imagery error, and opened new considerations about future capabilities in the
domain.

Third Application: Human-in-the-Loop
Al-Companion for Headquarters Officers

The Al companion in the chat - this section has
been co-written with an Al companion

I have encountered many scenarios where users struggle to efficiently utilize large
repositories of files such as Word documents, PowerPoint presentations, and databases.
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One solution to this problem is the integration of interactive artificial intelligence tools
such as ChatGPT, Bard, LaMDA, or others.

Using interactive Al tools, users can easily search and retrieve relevant information
from their repositories by simply asking natural language questions. The Al-powered
tools can understand the user’s intent and provide relevant answers, recommendations,
or insights based on the content of the files.

This technology is particularly useful for professionals such as lawyers, research-
ers, and analysts who need to quickly access and analyze large amounts of data. By
leveraging the power of interactive Al, users can save time and effort while improving
the accuracy and relevance of their search results. In addition to search and retrieval,
interactive Al tools can also assist users with other tasks such as document summariza-
tion, classification, and translation. By automating these processes, users can focus on
higher-level tasks that require human intelligence and creativity.

Recent advances in natural language processing have led to state-of-the-art
performance on the tasks of document summarization, classification, and transla-
tion. For document summarization, the best-performing models achieve F1 scores of
around 0.4—0.5 and ROUGE scores of around 0.3—0.4 [Note of the author: FI scores
are impractical for this category of tasks. Overall these values seem hallucinated by
ChatGPT. Please refer to Koh, Ju, Liu & Pan, 2022]. For document classification,
the best models achieve accuracy scores of around 90%—95%. For document transla-
tion, the state-of-the-art models achieve BLEU scores of around 0.4-0.6, depending
on the language pair and the quality of the training data. These performance metrics
demonstrate the significant progress made in these fields, but there is still room for
improvement, particularly in terms of producing more coherent and fluent summa-
ries, improving the accuracy of classification models, and achieving higher-quality
translations.

Despite their imperfections, the use of state-of-the-art models for document sum-
marization, classification, and translation can be highly relevant in an operational set-
ting. These models can greatly enhance the efficiency and accuracy of tasks that require
processing large amounts of text, such as document analysis or multilingual communi-
cation. Even if the models are not perfect, they can still provide valuable insights and
assist users in making informed decisions. For example, a summarization model may
not capture all the nuances of a complex legal document, but it can quickly identify
the most salient points and help users prioritize their reading. Similarly, a classifica-
tion model may occasionally misclassify a document, but it can still provide a useful
starting point for organizing large document collections. In the context of translation,
even imperfect translations can help facilitate communication between speakers of dif-
ferent languages and enable access to information that would otherwise be inaccessible.
Therefore, the relevance of these models lies not in their perfection, but in their ability
to support and augment human decision-making processes.

— end of AI companion contribution —
Since it was revealed at the very end of 2022 (Schulman et al., 2022), ChatGPT has already

deeply modified the paradigm of interacting with a computer. Numerous reactions
occurred, concerning plagiarism, honesty, and trust in credible yet completely false
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statements. The last few paragraphs, generated by and with the AI, contain facts and
even numeric values that are not backed by any references; by the way, they may also not
be referring to any reality. Still, the promise is interesting and the stakes are high.

Intelligence analysts and their struggle for information

There are plenty of jobs where people face an incredible amount of documentation and
must find the few relevant items to get to a conclusion, often in a limited time, under pres-
sure. Intelligence analysts are part of these jobs, along with most of the population of any
NATO HQ. Ramified repositories, acronyms everywhere, INTREP and INTSUM (intel-
ligence reports and summaries) must be correlated with the OPO (operational order),
a 50-page document detailing the roles and contribution of every military unit in the
operation. Annexes do not count to the page count and will be modified every other day.

A tremendous amount of work is realized in training people, organizing the teams
and the tools, and finally enforcing rules in order to build some kind of a normalized
data model. The organization makes sure that the document structure is respected: this
is the bare minimum to make the information exploitable by humans. In the meantime,
research in AI made available tools to search, retrieve information, structure sentences
into facts, measure the relevance of facts with regards to a task, be tolerant to mistyping,
recognize coordinates, and seamlessly convert coordinates to toponyms.

Note that these Al contributions target both the production of intelligence through
the processing of raw inputs and the exploitation of first-level intelligence reports in
order to produce an analysis of the situation.

Instantiating the development of a military
headquarter Al-companion

Military customers would most likely not desire the standard Al-companion, but instead
request a dedicated instance, trained and refined to deliver better results on their main
use cases. In our scenario, a military-oriented company proposes to integrate the Al that
has been developed by a tech company and adapt it in accordance with the contractual
requirements.

Such an adaptation implies re-training or at least fine-tuning the results of the
interactions with the Al component on texts and queries that are representative of the
“business”, that is of everyday life during a military campaign. Obviously, this is repre-
sentative and exceptional at the same time: each nation has its own military organiza-
tion, processes, vocabulary, and tactics. Each campaign is different, with varying levels
of engagement of the political power, different levels of criticality and manpower. All of
them, however, classify all of their documents at “NATO SECRET” level or equivalent.
This commonly results in a time gap between the actual production and exploitation of
these documents in operations, and their eventual de-classification and aggregation into
corpora ready to be used as training datasets. This time gap also disrupts any possibil-
ity of interacting during operation with the end-users: the provider company instead
recruits ex-operators to obtain this much-needed end-user feedback.

Using the Al companion, analysts will write queries to obtain information: “find
any mention of one of the Critical Infrastructure in reports of the last 24 hours™; “find
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99, ¢

areas in reach of enemy units that have over 80% combat effectiveness”; “what are the
UNESCO sites less than 100km of the frontline”; “does the PoW (prisoner-of-war) sta-
tus apply to paramilitary combatants”. The AI must answer in such a manner that the
analyst actually gains time and awareness about the situation; it must avoid an overreli-
ance on the Al, though. The temptation is high to have the Al answer yes or no about
the prisoner-of-war question; the correct answer is to guide the analyst to a valid refer-
ence document and provide them with the correct correspondent at headquarters for
this topic. This really is a gap between the commercial promise and the delivered tool:
the contract targeted a “chatGPT-like” product (as is available since 2022) but seems to
result in a Google search engine (as is available since 1999!).

About the contractual organization needed for Als

In order to respect the promises, a trade-off must be found between, on the one hand,
the complete and exhaustive exploitation of operational data, enabling the continuous
development, refinement, and upgrades of the Al chat system — also enabling to audit it
and to properly deal with any signal of biases or incorrect answers — and on the other
hand, the protection of the force and its data.

The historical stance about this trade-off aimed at no compromises of data. This
is the standard mode of operation, built from exhaustive lists of contractual software
requirements that can be coded off system. Such a traditional approach completely lim-
its the relevance of Al integration in operations: Al must be trained and updated with
operational data and with new releases of the external world, such as new neural net-
work architectures. Real operational data is often not available for Al training purposes.
Switching the development of a system to a newly published Al framework usually
takes a long time. Fortunately, customers, providers, and policy makers propose more
and more agile and adaptive contracts and collaboration: Al systems must live and be
updated to respect the trustworthiness rules; else they would only be able to serve, at
an expensive price, uncritical and useless functionalities. Note that data must be made
available to the training Als, but must also remain protected and uncompromised.

In this agile, continuous delivery approach, there is however a risk to building
a “winner takes all” monopoly: the better placed to deliver a system wins the whole
organization and will remain the only AI provider, as nobody else would be able
to access the operational data to challenge them. This mode of operation is able to
provide correct Al along with a contractual preoccupation about audit, traceability,
and performance. The business brings manpower, the computing infrastructure is
compatible both with security measures and business-led development to provide
the service.

A complete long-term dependence of the Force on their providers is, however, not
mandatory. The customer may prefer to remain in control, receive the vanilla Al models
from the business providers, and perform the training on operational data. This highly
reduces the contract size and promises: there is no way the business could guarantee
good performance over time; the Al would never have been exposed to representative
data beforehand; the audit and continuous improvement that are required by all Al gov-
ernance frameworks would not be part of the contract. A possible evolution of the situa-
tion would require building relatively large Al teams among the force itself to monitor,
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evaluate, improve, propose, and finally be responsible for the use of its Als. The devel-
opment of “Al labs” such as NATO’s DIANA (Defence Innovation Accelerator for the
North Atlantic), hosted by the Force and enabling potential providers to demonstrate
and test their systems on operationally relevant situations and datasets is also gaining
traction.

A few recommendations from ALTAI

Human agency and oversight, scored 2.5 out of 5

The medium score seems directly linked to the loss of autonomy that may result from
using such a system. The end-users would most likely become accustomed and depen-
dent on the Al for a large number of tasks (e.g., writing an email or a structured report).
The end-users may also renounce taking decisions themselves, resulting in the follow-
ing advice:

» Take measures to mitigate the risk of manipulation, including providing clear
information about ownership and aims of the system, avoiding unjustified
surveillance, and preserving the autonomy and mental health of users

A tenuous balance is hidden here, between a constant invasive monitoring of all human
activities around the Al, and the required traceability and audit capabilities in order to
comply with the trustworthiness principles. Moreover, human soldiers in operation usu-
ally are not privacy-led, but rather led by secrecy and performance motivations (which
results in a different trade-off in comparison with the civil use case).

Technical robustness and safety, scored 1.5 out of 5

This low score is related to the risk of low accuracy, coupled with the low level of
reproducibility. Indeed, AI companions often rely on the recent interaction history with
the end-users (sometimes for quite a long duration), which is not trivial to reproduce;
and such systems also embed a part of randomness, notably for text generation. ALTAI
provides the following recommendations:

* Test whether specific contexts or conditions need to be taken into account to
ensure reproducibility

Future real contexts of operations are hard to imagine and harder to test for. It seems
more reasonable to accompany the evolutions of practice and of contexts with a dedi-
cated team including Al engineers. It is not clear today whether the desirable automatic
answer to a question should or should not depend on the author’s identity, and whether
asking the same question twice should return the same answer twice.

Transparency, scored 4 out of 5

I asserted that a continuous surveying of the end-users was in place, combined with
automatic testing; that the Al never claims to be human; and that the notion of error rate
was part of the end-user training sessions. I made clear that no explanation was provided
along the Al results; the following improvement points are suggested:



118 Responsible Use of Al in Military Systems

* Consider informing users about the purpose, criteria, and limitations of the
decision(s) generated by the Al system

» Consider providing appropriate training material and disclaimers to users on
how to adequately use the Al system

This advice is commonly mistaken for a need for explainable AI. The ALTAI frame-
work makes explicit the need by proposing more information and training to the
end-users: Als are machines like any other with their corresponding mandatory train-
ing sessions. Al companions are complex by nature and are based on Large Language
Models, containing billions of parameters. An understandable explanation cannot be
based on more data. However, humans already learned how to play with AI models,
discuss with it, and rephrase their questions, trespassing the simple safeguards of the
first versions.

End-users must not be explained how a result is computed in detail; they need to
be accustomed to the inputs and outputs of their Als and to be critical of their outputs.
End-users must attempt to misuse the Al during their training sessions.

Diversity, non-discrimination, and fairness, scored 3.5 out of 5

The medium score results from a regular application of fairness and universal design
principles: the first requires to choose, implement, measure, and track a fairness metric
across the system. The second bears on the interface and access to the service, for all.
Even managed, the bias remains a point of attention during Al life:

* Assess and put in place processes to test and monitor for potential biases
during the entire lifecycle of the Al system (e.g., biases due to possible limita-
tions stemming from the composition of the used data sets)

Discriminatory biases are the first target of this generic recommendation, on top of the
other biases that the system may suffer. Biases are hard to quantify on purely statistical
datasets, and probably harder to evaluate on language. The only path ahead relies on
continuous updates of the model (which does not require exposing a continuously learn-
ing Al), aimed at minimizing the measured biases and incorrect results. OpenAl, the
provider for ChatGPT, heavily relied on human annotation to have the ability to detect
“violence, hate speech and sexual abuse” (Perrigo, 2023).

Accountability, scored 3.5 out of 5

I declared that this application included an audit capability, a risk management process
(with all the stakeholders), and a feedback mechanism to have end-users report vul-
nerabilities. It remains unclear how to practically monitor potential conflicts of inter-
est and identify when the system affects individuals, resulting in the following generic
recommendation:

e If Al systems are increasingly used for decision support or for taking deci-
sions themselves, it has to be made sure these systems are fair in their impact
on people’s lives, that they are in line with values that should not be compro-
mised, and able to act accordingly, and that suitable accountability processes



6 e Unreliable Als for the Military 119

can ensure this. Consequently, all conflicts of values or trade-offs should be
well documented and explained

A continuous, informed, traced discussion between all stakeholders seems obvious and
even trivial. However, understaffing in any of the stakeholders, or failing to recognize
this as a mandatory task often leads to biased and uninformed decisions. Hardware
constraints leading to slow response times; lack of indexed documents from one opera-
tional team, leading to the absence of their contribution to the AI’'s answers; postponed
deployments of an upgrade of the AI model are typical examples. These decisions would
be rational if they take into account the value of the trustworthiness principles; in any
case, they do impact the human acceptance of the Al system.

After the hype

This example receives a lot of public interest and “hype” at the time of writing. Many
approaches and potential applications are designed and prototyped in this domain;
expectations are very high, and it is likely that not all of them will be satisfied. The
topic is complex and its limitations are still unclear. Specialists have informed opinions
to share, each one covering a domain — ethics, operations, copyright, and energy use to
name but a few.

It is beneficial to use a pre-built, generic assessment list to provide a common view
on such a convoluted problem. The assessment questions all the dimensions of the prob-
lem, and highlights the weak points. I selected a few of these controversial topics here
to develop the discussion about audit through user feedback, technical robustness and
quality, end-user training, update of the reference datasets, and finally governance of
the deployed model.

DISCUSSION

Performing ethical assessments through the ALTAI framework indeed highlights a few
difficult points. Of course, the examples presented in this chapter are fictitious, that is,
while the technologies used are already available, I do not refer to any precise unique
commercial project in the defense domain; the assessments themselves were not made
by a review board. Even so, the recommendations, proposed by the framework, help to
identify salient gaps and future improvements to a system or to its deployment. ALTAI
is also an elegant manner to bring ethical answers to demanding engineers by providing
recommendations at any stage of the project: it must be used to find ways to improve a
system and its use, not to raise blockers or find scapegoats.

ALTALI helps to identify limits to AI applications; the framework itself is how-
ever not free of limitations. The questions may look too generic sometimes. It is
absolutely not conceived with defense in mind: the notions of “system target” and
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“end-user” are very different between self-service business Als (e.g., for banking or
online shopping) and defense systems. The technical robustness often queries about
the representativity and the exhaustivity of the tests; it does not give any hints on how
to perform such tests for open problems (e.g. when interfaced with reality or dealing
with language).

Another shortcoming of the framework is its absence of coverage of metrics
and quality exigences, at two levels. First, ALTAI does not ask what accuracy value
is expected and what is measured; as a consequence, the acceptability on this level
remains a purely subjective matter to be discussed among the stakeholders. Second, the
scores on each of the seven pillars are only an illustration of the answers, but cannot be
considered a greenlight (how good is 4.5 out of 5?). This framework enables the descrip-
tion of an Al system but does not recommend, approve or endorse the responsibility for
its deployment.

There is a risk of attributing the responsibility of unethical Al system development;
the scapegoat may as well be anyone in the project. Most Al researchers and data scien-
tists usually work on proof-of-concept, with a quite limited project breadth. Similarly,
performing an ethical review only at the end of the project would set the responsibility
on the shoulders of either the project manager or the customer. This situation may be
avoided if the review is shared between all actors of the project, including customer
acceptance.

The near future is likely to count on a regulatory framework for artificial intelli-
gence, which would require projects and use cases to be assessed and maybe approved
by a public authority. This would guarantee a better quality level for Al in production
and increase the situation with regard to ethics: deployed AI would have to respect
a higher number of rules and good practices. However, this mandatory assessment is
unlikely to satisfy the individuals working on a topic: I believe that ethics self-assess-
ment should be performed at any stage of a project, enabling to improve the confidence
of the stakeholders in their own production.

The three discussed applications shared similar recommendations, concerning
audit and maintenance of the AI systems. Indeed, AI development is sometimes still
perceived as building a product, which can be delivered once and relied upon after-
wards. The shift to “Al as a service” is difficult for the armed forces as they are accus-
tomed to fiercely protecting their data and impeding any exploitation of classified data.
As for all domains, new regulations such as GDPR require additional work to enable
this shift to AL In any case, in order to maintain its trustworthiness, the Al systems
must be audited, maintained, retrained, used, and discussed.

This necessity raises another ethical dilemma: relying on a unique provider for
an Al system, its audit, and upgrades indeed solves the problem of maintenance and
updates of the Al models. It also creates a dependency of the armed forces on a pro-
vider in the long run. It would sponsor an unethical market structure, create situations
of monopoly, and diminish the incentive for innovation. Customers and policy mak-
ers must make sure that production-grade systems are indeed evaluated, qualified, and
maintained, and that these commercial use cases are made available to new players and
challengers of the established competitors.
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CONCLUSION

Trustworthiness encompasses all aspects of Al systems design, development, and use.
It is the current big step in the domain to improve the quality and manage the risks
of misuse. The danger is high as each new week brings novelties and improvements
in technology, raising the stakes and genuinely worrying the citizens. The adoption
of standards, sharing best practices, requiring assessments that include all aspects of
system development, up to data governance, and the work toward certification or certifi-
ability of Al systems constitute a promising way to do good.

A lot of misconceptions must be avoided though. There is no simple solution to the
current situation. Even unreliable AI models may be relevant for adoption and use by the
forces: if there is a marginal gain in operational effectiveness today, even almost trust-
worthy tools are better than no tool at all. Trustworthiness does not imply perfectness;
computer systems still rely on heaps of clumsy pieces of code; humans make errors and
sometimes want to do harm.

Finally, the best solution is to bring forward humanity everywhere, even in systems
engineering: enabling people at any level of system development to think and evaluate
their impact and the alignment of their work with their values, either as official members
of a review board, or as individuals bridging the gap between technical projects and
human rights.
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INTRODUCTION

The introduction of autonomy into the military domain — while not novel — has received
attention in international debate in recent years. Much of this debate concerns the risks
posed by a machine’s ability to adhere to the rules, regulations and ethical standards
expected by State agents in military operations (Certain Conventional Weapons [CCW]
Convention, Group of Governmental Experts [GGE] on Emerging Technologies in the
Area of Lethal Autonomous Weapons Systems [LAWS], 2021). This concern is particu-
larly exacerbated when contemplating how autonomous functionality can be deployed
in a way that complies with the international humanitarian law (‘THL") when deployed in
situations where this additional legal regime is in force (Boulanin et al., 2021).

DOI: 10.1201/9781003410379-9 CC BY-ND - Attribution-NoDerivs 127


https://doi.org/10.1201/9781003410379-9

128 Responsible Use of Al in Military Systems

When considering how Artificial Intelligence (AI) technologies operate, questions
arise about how to articulate the risks expected to occur from the use of this tech-
nology. Identifying and translating legal risk into design specifications of technologi-
cal capabilities poses a general challenge. Identifying and translating legal risk in the
procurement of complex systems incorporating Al technology — where the capability
undertakes problem-solving and performance of functions necessitating an assessment
of the technology’s ability to meet the legal standard associated with that functional-
ity — adds additional complexity.

Further, assessing that Al technology is capable of complying with legal obliga-
tions necessitates, to varying degrees, an ability to assess safety compliance, ethical
compliance, standards of human control and operational controls necessary to bind the
autonomous functionality. While Al promises to significantly enhance military capa-
bilities in logistics, decision support tools, mission planning, target identification and
weapons, enable greater efficiency, reduction in human physical and cognitive loads, aid
decision-making superiority and decreased risk to personnel, it brings legal, ethical and
safety risks (Moy et al., 2020).

The risks arising from the use of military Al are inter-related. Laws are often
reflective of and give practical effect to ethical principles. The law also holds States and
individuals, rather than the Al technologies they control, responsible for harms that may
result from the use of military Al technology. Therefore, the design of military Al tech-
nology needs to ensure the responsible human is able to exercise judgement and control
in the use of the Al Technical risks such as brittleness or bias in military Al technology
may give rise to legal accountability risks, which must be incorporated, into the system
design and testing regime.

The complex nature of Al technologies makes the assessment of legal, ethical,
safety, human control and operational risk less precise than in the use of less complex
technologies. Therefore, we suggest that existing compliance processes require adjust-
ment to focus on a multifaceted regulatory and governance approach to mitigate these
risks. A combination of risk-based and performance-based methodologies, coupled with
the articulation of risk mitigation measures, is necessary to meet this complex and over-
lapping set of compliance challenges. This will require a pragmatic, Defence-specific,
governance framework designed to maximise the potential benefits of military Al tech-
nology while mitigating its risks.

This chapter seeks to canvas existing military regulatory and governance frame-
works’ approach to risk in the acquisition of complex military technologies and consider
how to adjust these frameworks to account for the challenges posed by Al technolo-
gies. In particular, will assess how the existing legal compliance obligation relating to
new weapons, means and methods of warfare can address legal concerns relating to
safety, ethical and legal standards necessary to certify the Al technology for use. Put
differently, how weapons reviews can be leveraged to support broader compliance issues
pertaining to Al use in the military.

The chapter will identify existing regulatory approaches — from a theoretical
framework — to novel technologies. It will then use the Australian Defence Organisation’s
capability acquisition process as a vehicle to demonstrate the challenges of addressing
legal, ethical, safety risks, human control and operational challenges during the acquisi-
tion of highly technical, military capabilities. Following this, the chapter will analyse
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how States are seeking to address the challenges of Al regulation generally, by identify-
ing trends in principles and frameworks that provide guidance about how State’s intend
to approach the challenges presented by Al technologies in a military context. The focus
then turns to the weapons review process including an analysis of a selection of national
approaches to Al regulatory process weapons review processes, identifying how they
have been (or could be) adjusted to account for a risk-based acquisition approach specifi-
cally to AI technologies. This will identify linkages between existing risk-based gover-
nance approaches to the weapons review process. Finally, the chapter will conclude by
providing general observations about the utility of adjusting weapons review processes
to perform a broader governance function in the adoption of responsible Al for military
uses.

Rather than creating a bespoke Al governance framework, we suggest augment-
ing and adjusting extant processes to address the particular challenges posed by Al
technologies. In identifying how existing processes can be harnessed to account for the
overlapping assurance requirements presented by Al technologies for military use, it is
apparent that this layered approach to governance can mitigate the risks posed by Al
technology across its military life cycle.

APPROACHES TO THE REGULATION
OF MILITARY TECHNOLOGIES

For the purposes of this chapter, governance, when dealing with technology-related
projects, ‘refers to the relationships and policies by which organisations make decisions
about technology-enabled projects and processes. Assurance allows authority figures
to gain confidence in their organisation’s delivery capability’ (Capabilities Governance
and Assurance [CTO Group], n.d.). Regulation is the method by which governance can
be achieved and describes the rules and standards that must be met by the governance
framework (Organisation for Economic Co-operation and Development [OECD], 2014).
This can be through the creation of legal rules by a government assessing legislation or
regulations, or by the implementation of policies directing certain methods be under-
taken. Separately, assurance relates to the method by which the effectiveness or efficacy
of the governance framework is measured; or the measures by which an organisation
tests that the governance and regulatory frameworks are being implemented (either in
a case-by-case or systematic sense). Quality assurance is part of quality management
focused on providing confidence that quality requirements will be fulfilled (American
Society for Quality 2015, ISO 9001). In this chapter, the requirements for regulation not
only deal with the legally mandated rules and regulations for acquiring and operating
military capabilities but also consider the broader policy and risk mitigation construct
as part of the regulatory framework.

There are two influencing factors in determining what an appropriate regula-
tory approach or governance framework might be in the acquisition and use of Al
technologies. First, what existing frameworks limit the use of the technology from a
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broader perspective, in terms of performance-based, management-based or prescriptive
approaches to regulation? Second, what lessons can be learned from the approaches
taken in novel fields like cyber to identify how to layer these broad methodological
approaches to governance and regulation, to address some of the similarly challenging
aspects of Al technologies’ governance?

Second, what are the existing acquisition frameworks applicable to military tech-
nologies, and are these suitable to address the challenges of Al technologies, specifically
as they relate to legal compliance and the interrelated risks?

Regulatory Approaches to Technology

While there are multiple approaches that can be taken when creating a regulatory
approach for AI technology, the approach described in this chapter does not seek to
favour one methodology above another. Rather, in identifying the complexity and extent
of regulation required to address all of the challenges in adopting Al technologies for
military use, it is apparent that a multilayered regulatory approach must be applied, con-
sistent with extant capability acquisition processes in militaries, as well as in the output
requirements of assessing legal compliance of a complex technology like Al. There
will be multiple methods to measure each category of risk, depending on the design
methodology adopted by the designers, or articulated by the acquiring State, and — most
relevantly — the articulated use case for the capability.

A recent comparison of cybersecurity regulation to the methods of safety regulation
in high-hazard industries reveals the same underlying approach to how Al technologies
for use in the military must be regulated (Dempsey, 2022): A combination of regulatory
methodologies will be necessary to address context-specific Al use. The three primary
regulatory methods that can be employed include: performance-based regulation, which
requires a specific, measurable output in performance from the capability; prescrip-
tive regulation, which mandates a particular solution such as specifying a type of style
of technology which may be used in a particular situation; and management-based
regulation, which directs particular processes must be followed by regulatory entities
(National Academies of Sciences, Engineering, and Medicine, 2018).

Al technologies pose challenges that are central to the limitations of singular regu-
latory approaches. For example, in the absence of a clear taxonomy of what constitutes
AT technology and how to delimit its risk, performance-based standards are of limited
utility (Coglianese, 2017). Equally, the use of prescriptive regulation may be appropriate
in some limited circumstances when assessing how Al technologies might be authorised
for responsible use in the military domain, but may quickly become unnecessarily limit-
ing in terms of the available lawful action a commander may undertake in an operation.
For example, the outcome of a weapons review might be to require that the Rules of
Engagement articulate whether the Al technologies are authorised for deployment in
a particular operational context, but it would be unduly limiting on a military to make
such a limitation more broadly. That is, it might have the Al technology in its arsenal
and control its use in particular situations on a case-by-case basis, rather than delimit its
use to a particular context from the outset.
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As for the application of management-based regulation, it is evident from the interac-
tion of autonomous functionality with other military control systems, that management
regulation will be necessary to apply to the technology when it is used as a component
part of a complex military system. Approaches like Australia’s ‘System of Controls’
reinforce the need to contemplate how the Al technology will integrate into other con-
trol mechanisms while in use to address some of the legal challenges associated with the
functioning of the system in a broader military context (Certain Conventional Weapons
[CCW] Convention, Group of Governmental Experts [GGE] on Emerging Technologies
in the Area of Lethal Autonomous Weapons Systems [LAWS], 2019).

A recent survey of the adoption of human-based values into software design iden-
tified 51 different processes for operationalising human values in software (Hussain
et al., 2022). The authors describe each of these 51 processes and articulate a differ-
ent methodology for identifying human values and translating them to accessible and
concrete concepts so that they can be ‘implemented, validated, verified, and measured
in software’. The implementation of responsible Al also requires regulatory methods
applied to the hardware; and risk-mitigation approaches to the context in which they
are to be used. Multiplied across the spectrum of military operations, it is apparent
that there is a potentially indeterminate number of differing processes that will be
applicable. The regulatory method should therefore be capable of application in a case-
specific manner, but by reference to standard values. This is achieved by translating
those values into elements capable of bespoke implementation, validation, verification
and measurement.

Accordingly, any regulatory approach must form part of a broader system. We are
advocating for the use in the weapons review as one part of such a governance frame-
work; but note that its utility could be broader than its current use by many States.

Military Acquisition and Planning
Processes’ Approach to Risk

States already have legal obligations in relation to ensuring that their military capabili-
ties are able to be used lawfully. States have also created policies articulating their vision
for ethical compliance of these legal obligations and ensuring existing safety-related
control mechanisms are in place, typically through the creation of a capability acquisi-
tion and testing organisation, such as Australia’s Defence Capability Acquisition and
Sustainment Group and the Defence Science and Technology Group (DSTG). Militaries
like those of the United States and China, have identified that the challenges posed by
the rapid development of AI technologies necessitate a new approach to testing and
evaluation (T&E) of military capabilities; and have created bespoke units to undertake
this testing while also seeking to enhance technological edge over their competitors.
Concepts like spiral development of military technologies are seeking to streamline
and reduce the long-winded and long capability acquisition processes that would reduce
States’ technological military edge, while also ensuring that suitable assurance and gov-
ernance processes are in place to enable the lawful, ethical and safe deployment of these
capabilities (Apte, 2005; Fawcett, 2022; Lorell et al., 2006).
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These obligations are currently integrated into States’ military acquisition pro-
cesses through various means. In the Australian context, the capability life-cycle
translates the requisite legal, ethical and safety standards that new capabilities must
meet into a variety of processes (and contractually agreed terms) that manufactur-
ers must meet, aligned to the broader tested and risk framework. The DSTG has
a specified Technical Risk Assessment (TRA) process, which outlines how new
technologies can be assessed as capable of meeting the necessary risk threshold
for that identified need by Defence (Australian Department of Defence, Defence
Science and Technology, 2010). The technical risk framework applies Technical
Risk Indicators and Assessments (TRI and TRA, respectively) that provide an abil-
ity to categorise risk with the acquisition of complex technologies, having regard
to the ‘technology feasibility, maturity and overall technical risk’ of major capi-
tal acquisition programs for the Department of Defence (Australian Department of
Defence, 2003).

This TRA combines with the Defence T&E Strategy, which ‘is used by the manag-
ers of Defence capabilities to inform risk-based capability decisions, from consideration
of concepts, through requirements setting, acquisition, introduction into service, whilst
in-service and through to disposal’ (Australian Department of Defence, 2021, pl). The
process ‘is a deliberate and evidentiary process applied ... to ensure that a system is
fit-for-purpose, safe to use and the Defence personnel have been trained and provisioned
with the enduring operating procedures and tactics to be an effective military force. As
such T&E contributes to confirming legal obligations are met and documented in areas
like fiduciary, environmental compliance and workplace health and safety’ (Australian
National Audit Office, 2015, pl.1). A separate weapons review is undertaken to assess
whether or not the capability — if it is a means, method of warfare or a weapon — can
comply with Australia’s international legal obligations; while safety compliance is
tested against the relevant Australian standard throughout the T&E process (Australian
National Audit Office, 2015).

Separate to the risk-based approach to capability acquisition, the use and deploy-
ment of military capability are incorporated into the broader military system through
the application of planning and risk management frameworks, like the military appre-
ciation process, or processes of operational and campaign planning which incorporate
into them concepts of risk and opportunity (Goener, 2021). The ADF’s ‘Joint Military
Appreciation Process’ has been aligned to conform to the AS ISO 31000:2018 Risk
Management—Guidelines (International Standards Organisation, 2018), recognising
the inherent nature of military planning is to apply resources in a considered way to
achieve a particular operational intent and provide a risk management framework in
which a commander can determine whether the selected approach is the correct one in
the face of the prevailing operational situation (Australian Defence Force, 2019; AS ISO
3100, 2018).

The underlying considerations in applying a risk-based approach to acquisition and
planning in a military context are to facilitate resiliency in the organisation, while also
enhancing chances of success in an unpredictable environment. Direct linkages to the
decision made during the acquisition process to the operational employment of capabili-
ties align to this risk-resilience approach.
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However, in applying these existing processes to Al technologies, there have been
a number of unique features that challenge the existing regulatory and governance
regimes. These features of autonomy are not new, insofar as there have been autono-
mous capabilities introduced into military service for decades; however, the level of
complexity of current and future autonomous systems requires some consideration
of where adjustment, or focus, might be applied to account for these novel features of
autonomy.

Specific Risks Relating to Al Technologies
Arising in a Weapons Review

In this section, we briefly describe and focus upon some select risks relating to the
adoption of legally compliant Al technologies. While there are many risks addressed by
extant capability acquisition processes, these are the risks that are most closely inter-
related to legal compliance, and most capable of incorporation into the weapons review
framework.

Legal risks

The central focus of the conduct of a weapons review is to assess for compliance with
international legal obligations, in particular if the weapon is not prohibited by either
general or specific international law, will the normal use of the weapon comply with
IHL (de Preux, 1987). However, legal risks arise in the context of compliance with
a State’s international and domestic law obligations. Military Al technology may be
regarded as lawful when it is capable of performing its functions in compliance with its
user’s legal obligations. In the military context, relevant laws include domestic law, for
example, privacy, discrimination and safety legislation, and international law such as
International Human Rights Law (IHRL) and THL.

In conducting a weapons review, a reviewing State may establish a national policy
that describes the legal risks and the corresponding level of human control required to
mitigate the legal risks. For example, the policy may limit the type of Al technology
requiring weapons review only to those that are considered to be autonomous weapon
systems (AWS), rather than functionality that might perform other tasks independently
(such as decision support systems that do not directly instruct an autonomous weap-
ons-delivery capability of which target, but rather provide probabilistic recommenda-
tions to a human operator).

Separately, the articulation of legal risk might be linked directly to the extent of
Al technology-enabled within a broader system. That is, the risk identification process
might also drive a risk mitigation process, such as Al technologies with AWS func-
tionality that result in an assessment of low legal risk may permit more autonomous
operation. Similarly, autonomous functionality assessed as medium risk may require
direct human oversight or reprogramming. A high or extreme legal risk may preclude a
State from allowing the AWS to perform a particular function autonomously and require
direct human control.
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Ethical risks

Ethics refers to moral principles or standards of acceptable behaviour. In practice, eth-
ics compels us to ask, ‘Is it the right thing to do?” Laws and ethics are related concepts
and acting lawfully may be regarded as the minimum standard of ethical behaviour.
While many laws including IHL and THRL reflect ethical principles, ethics are also
represented in national policy.

Many applications of military AI technology raise ethical challenges. This is par-
ticularly where AI plays a role in the use of force against humans. Some may regard
military Al as ethical where the humans designing, developing, or using the Al are
guided by moral principles or standards of acceptable behaviour. The development of
methods for infusing ethical considerations into the design and development of Al capa-
bilities is discussed in Part Three.

Human control risks

Human control is a concept that has become increasingly significant in the use of Al in
the military domain. It is generally accepted that the compliance with legal rules, par-
ticularly rules regulating methods of warfare, require the exercise of human judgement
(Certain Conventional Weapons [CCW] Convention, Group of Governmental Experts
[GGE] on Emerging Technologies in the Area of Lethal Autonomous Weapons Systems
[LAWS], 2017; U.S. Department of Defense, 2021). Similarly, ethical decisions requir-
ing human judgement are difficult to translate into algorithms. The question is whether
the law requires a certain degree, quality or timeliness of human control in the per-
formance of certain methods of warfare. It may be technically possible to program
legal compliance into deterministic Al software, effectively applying human decisions
in advance. However, some legal rules, particularly those found in international humani-
tarian law, clearly contemplate the application of distinctly human cognition such as
‘recognise’ and ‘doubt’. In such cases, a State may require, as a matter of law, that all
Al technology functions governed by such rules are performed or directly controlled
by humans. This issue requires significant research and this chapter will only provide
a limited survey.

The need for human control is most relevant in the context of an AWS designed to
attack military objectives. To do so, the AWS must act consistently with the distinction
rule found in Article 48 of Additional Protocol I to the Geneva Conventions of 1949
(AP I) by distinguishing between ‘the civilian population and combatants and between
civilian objects and military objectives’ (Additional Protocol I, 1977). While an AWS’
sensors and software may be technically capable of distinguishing persons and objects
in certain circumstances, numerous delegations to the UN CCW debate on LAWS have
argued that human judgement was necessary to assess the fundamental principles of
proportionality, distinction and precautions in attack (Certain Conventional Weapons
[CCW] Convention, Group of Governmental Experts [GGE] on Emerging Technologies
in the Area of Lethal Autonomous Weapons Systems, 2016, p. 44). A State may there-
fore prevent AWS from performing functions that are governed by IHL rules that require
the application of distinctly human cognition or judgement. For example, the protec-
tion afforded to civilian objects in art 52(3) of AP I relies on the absence of ‘doubt’.
The rule requires a presumption of civilian status to be applied to objects normally used
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for civilian purposes when there is doubt as to its use (Additional Protocol I, 1977). A
State may require an AWS designed to distinguish objects to require human input where
a threshold of certainty is not met.

The concept of meaningful human control appears to be sufficiently imprecise to
enable broad application (Crootof, 2015). This also brings a degree of practical diffi-
culty. The exercise of judgement may be seen as the product of the information available
to the decision-maker at the relevant time as well as their past experience, training and
knowledge. Where there are gaps in information, a human may rely on intuition based
on past experience and an intangible ‘sense’ of what is right in a particular circum-
stance. In the conduct of a weapons review, a reviewing State may therefore determine,
as a matter of law, certain AWS’ functions that are governed by IHL rules requiring the
exercise of judgement must be performed or controlled by humans.

National policy on human control

A State may not interpret all IHL as requiring human control over all actions but recog-
nise the need for human control over Al technology functions governed by certain IHL
rules, for instance, only those rules regulating an attack. It is therefore open to a State
to outline their national requirements for human control over AWS in national policy
directives. An advantage of establishing a policy basis for human control is that may be
readily adjusted to accommodate developments in Al technology.

National policy will influence the study and development of Al-enhanced and auton-
omous weapons. The first example of a national policy stating requirements for human
control was released by the US Department of Defense in 2012 (updated — January 25,
2023). Directive 3000.09 Autonomy in Weapon Systems applies to the ‘design, devel-
opment, acquisition, testing and fielding, and employment of autonomous and semi-
autonomous weapons systems, including guided munitions that can independently select
and discriminate targets’ (U.S. Department of Defense, 2023a). Noting the US Directive
was released prior to the international debate on the requirement for meaningful human
control, it refers to the concept in terms of human judgement:

Autonomous and semi-autonomous weapon systems will be designed to allow com-
manders and operators to exercise appropriate levels of human judgment over the use
of force

(U.S. Department of Defense, 2023a, p. 3).

Other examples of national policy broadly describing their requirements for human
control over Al technology include the ADF Concept for Robotic and Autonomous
Systems, which states:

Defence will enhance its combat capability within planned resources by employing
RAS in human-commanded teams to improve efficiency, increase mass and achieve
decision superiority while decreasing risk to personnel

(Australian Defence Force, 2019, p. 8).

A State may include specific requirements for human control in their weapons review
policy. Many States that undertake formal weapons reviews have policies within their



136 Responsible Use of Al in Military Systems

respective departments or ministries of defence directing responsibilities and processes
for weapons reviews. While there is no evidence of a State creating or amending an
existing weapons review policy to address the requirements for the weapons review of
AWS, this may occur.

It follows that a reviewing State with such policies addressing the national require-
ments for human control of AWS should consider and identify the appropriate levels
of human control. This requires analysis of the intended relationship between human
commanders and weapon operators and ensures that human control exists over the AWS
operation.

Operational risks

Al technology presents a range of unique operational risks that arise from the design,
programming and functioning of Al in the military domain. These operational risks
include brittleness, unreliability, unpredictability and bias.

Al technology can be susceptible to ‘brittleness’ (Scharre, 2018, p.145). Brittleness
occurs when the Al technology is not easily adapted to an unexpected or non-structured
environment and so breaks down (International Committee of the Red Cross [ICRC],
2014). Al-based systems are most reliable in environments that are known, predictable
and understood (ICRC, 2014). The legal risks of Al technology malfunction resulting
from hardware faults, programming errors or sensor failures must be considered during
the national review. Equally, the risk that Al technology will function in an unintended
manner requires thorough T&E. This must identify the AI technology limitations to
enable their use to be limited to those circumstances where it can be trusted to perform
reliably and predictably. Moreover, Al technology must be capable of being understood
by its operators and, therefore, it should be explainable.

Reliability is an objective measure of performance based on the results of successive
trials (ICRC, 2014). Reliability also raises a risk of automation complacency or over-
reliance on AWS decisions (Boulanin et al., 2020). This is particularly so where human
operators are required to multitask by controlling several systems at once. Overreliance
is a concern where the Al technology performs a function incorrectly; however, this
is not either detected or questioned by a human operator. This risk requires States to
develop the training of human operators to ensure they are aware of the risk and to cre-
ate human—machine processes to mitigate against automation bias.

Reliability and predictability are related concepts. Where reliability is a measure of
past performance, predictability is a measure of an Al technology’s ability to perform its
functions as it did in testing (Tattersall & Copeland, 2021). AI technology predictability
may require uniformity of data inputs and environmental conditions in both testing and
operational use.

A final operational risk is data bias, particularly where military AI technol-
ogy relies on neural networks to perform tasks autonomously. Over the past decade,
a combination of greater computational power and the availability of larger datasets
have allowed deep learning algorithms to solve more real-world problems (Australian
Department of Defence, 2020). Neural networks use multiple layers, with each layer
designed to progressively extract increasingly higher-level features from the previous
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layers. Neural networks take raw data, sometimes with human-defined labels, and
attempt to identify statistical patterns. However, it requires tens of millions of images to
train a neural network to recognise images (Australian Department of Defence, 2020). If
the human-labelled data contain inherent biases, there is a risk that the neural network’s
outputs will be biased and inaccurate. The expression ‘garbage-in, garbage-out’ rec-
ognises that a neural network will simply process the data that it is inputting (Ciklum,
2019). The quality of the output is closely related to the quality of the input. Data prepa-
ration is essential for any neural network designed to learn through supervised learning
(Bunaes, n.d.). Ferraris (2020, p. 1) contends that:

data is the precursor and an essential ingredient to building an AI/ML classification or
prediction model. The more opportunities we take to collect good, realistic data, the
more effective our systems will be in identifying and classifying similar objects in the
future.

This is particularly the case where the military Al technology is designed to inform
decisions concerning the use of force in armed conflict. Open-source civilian datasets,
while readily available, may not be suitable or permitted by domestic law for military
purposes as they may contain inherent biases (e.g., through inaccurate labelling) and
risk developing biased Al decisions. States developing or acquiring Al technology for
use in the military domain will need to consider creating a policy and processes for
specific datasets that are appropriately labelled (e.g., identifying military features of
interest), designed for operational environments, and tested and certified as good data to
enable independent training and testing.

EXISTING TAXONOMIES OF RISK ASSOCIATED
WITH Al USE IN THE MILITARY DOMAIN

The potentially ubiquitous nature of Al technologies across military systems and capa-
bilities, and the breadth of tasks required of a State’s armed forces, means that there
is no ‘one size fits all’ approach to governance, assurance or risk. This is not an issue
that is unique to the use of technology in assuming autonomous functionalities; and is a
stated principal consideration underpinning the acquisition process:

Al Risk Taxonomies

There is yet to be an Al-specific technology standard adopted that properly defines
‘risk’ for the use of Al in a military context, although there are multiple civilian equiva-
lent processes that seek to do so (Enzeani et al., 2021).

Although the Institute of Electrical and Electronics Engineers (IEEE) and
International Organization for Standardization (ISO) standard for the ethical design of
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systems containing autonomy has recently been endorsed, which can be readily adapted
to military use, the process of deriving the ethical risks associated with the use of Al
technologies also engages the other risk areas identified above (that is, legal, safety and
human control) (Huang et al., 2022).

This risk-based approach is consistent with the approach taken by different indus-
tries and organisations to ascribe levels of automation. In the automotive car industry,
there are five levels of driving automation that are intended to indicate how capable a
vehicle is of performing without human control (Harner, 2020). These levels are:

* Driver assistance — The vehicle assists the driver with some functions (e.g.,
assisted braking), but the driver is primarily responsible for all vehicle
functions such as accelerating, braking, and monitoring the surrounding
environment

e Partial automation — The vehicle can assist with steering and acceleration
functions and enables the driver to disengage from some of the tasks. The
driver must, however, be always ready to take over the control of the vehicle
and is still responsible for most safety-critical functions and monitoring the
environment

* Conditional automation — The vehicle is responsible for monitoring the envi-
ronment. While the driver’s attention is still required to maintain attention
on driving, they can disengage from safety-critical functions such as braking

* High automation — In a self-determined safe environment, the driver can
activate the automation to allow the vehicle to steer and brake, monitor the
vehicle and road conditions, respond to events and determine when to change
lanes, turn and use signals. It cannot determine more dynamic situations,
such as traffic congestion and merging onto a highway

e Complete automation — There is no human attention required. The vehicle is
completely responsible for driving and, therefore, there are no controls (e.g.,
steering wheel or brake pedal) to enable human control (Harner, 2020)

Similarly, in April 2022 the International Maritime Authority began work on the
Maritime Autonomous Surface Ships code that contains the following four degrees of
autonomy:

* Degree one: Ship with automated processes and decision support: Seafarers
are on board to operate and control shipboard systems and functions. Some
operations may be automated and at times be unsupervised but with seafarers
on board ready to take control

* Degree two: Remotely controlled ship with seafarers on board: The ship is
controlled and operated from another location. Seafarers are available on
board to take control and to operate the shipboard systems and functions

e Degree three: Remotely controlled ship without seafarers on board: The ship
is controlled and operated from another location. There are no seafarers on
board

e Degree four: Fully autonomous ship: The operating system of the ship is able
to make decisions and determine actions by itself (International Maritime
Organisation, 2022)
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In theory, these levels or degrees of autonomy may be modified and applied to military
Al technology. A State may develop an Al risk matrix reflecting its national policy on
the minimum level of human control over Al functions based on levels of human control
assessed as necessary to mitigate different levels of legal, ethical or operational risks.

Selected State’s Military-Specific Al Taxonomies

States developing Al technology for use in the military domain are recognising the
need for military specific approaches to Al risk identification and mitigation. A num-
ber of States has adjusted extant Al ethics frameworks specifically for military use,
noting that some of the societal concepts appearing in those frameworks do not align
to military deontologies, particularly where the AI technology is potentially being
utilised for the delivery of lethal weapons effects. There is a difference in the purpose,
approach and value proposition of frameworks seeking to regulate civilian use of Al
systems, with some of the military uses of Al. For instance, the concept of Azimov’s
‘do not harm’ law of robotics may align with a military‘s requirement to comply with
domestic workplace safety requirements, but it simply does not align with a military’s
requirement to use force to respond to a threat (Sorrell, 2017). Equally, the lex spe-
cialis of the laws of armed conflict means that there is a different legal (and ethical)
framework that will dictate how the system will operate in its specific context. A com-
prehensive framework for use by the military must therefore be capable of handling
heterogeneity in Al (such as technical specifications, environment, and complexity)
and their intended use.

Below we describe a selection of these frameworks, which elicit the clear trend
that there is an additional overlay in the assessment of lawful use of Al technology
with compliance with the general principles of responsible use espoused by the State.
Separately, the legal considerations relevant to assessing compliance with extant domes-
tic and international legal obligations will overlap with many of the discrete principles
articulated in the values-based frameworks. For example, the regularly cited need for
transparency and accountability links to legal obligations relating to the same require-
ment; and articulation of safe use of Al technologies also necessitates an assessment of
compliance with domestic safety regulatory obligations, as well as considering to what
extent they might be displaced in a situation of armed conflict.

United States

The US Department of Defense (DoD) was one of the first to develop ethical Al prac-
tices in Defence. In 2018 the US Government published its Al Strategy, which directed
the DoD to create guiding principles for lawful and ethical Al In March 2020 this led
to the DoD’s Ethical Principles for Al (being: responsible, equitable, traceable, reli-
able and governable); accompanied by research into how to integrate them into DoD
commercial prototyping and acquisitions programs. The US Defence Innovation Unit
collaborated with AI experts and stakeholders from government, industry, academia,
and civil society to develop a set of Responsible AI Guidelines which include specific
questions for addressing during the planning, development, and deployment of ethical
AI (U.S. Department of Defense, Defence Innovation Unit, 2021).



140 Responsible Use of Al in Military Systems

On January 25, 2023, the US updated their DoD Directive 3000.09 on AWS and
reaffirmed their commitment to being a transparent global leader in establishing respon-
sible policies regarding military uses of autonomous systems and AI (U.S. Department
of Defense, 2023a). Less than one month later, on February 16, 2023, the US govern-
ment unveiled its framework for a ‘Political Declaration on the Responsible Military
Use of Artificial Intelligence and Autonomy’ at the 2023 Summit on Responsible Al in
the Military Domain (U.S. Department of Defense, 2023b). The US Declaration seeks
to build international consensus around how militaries can responsibly incorporate Al
and autonomy into their operations and seeks to help guide States’ development, deploy-
ment, and use of this technology for defence purposes to ensure it promotes respect
for international law, security, and stability. The US declaration consists of a series of
non-binding guidelines designed to describe best practices for the responsible use of
Al in a defence context. This includes the need for military Al systems to be auditable,
have explicit and well-defined uses, are subject to rigorous T&E across their lifecycle,
and that high-consequence applications undergo senior-level review and are capable of
being deactivated if they demonstrate unintended behaviour (Jenkins, 2023).

France

In 2019, the French Ministry of Armed Forces published their Al Task Force’s Al in
Support of Defence Strategy (Ministere Des Armees, 2019). This was the first military
Al strategy published in Europe and it emphasises ethics and responsibility as essential
elements of ‘controlled AT’ under the guidelines of ‘trustworthy, controlled and respon-
sible AI’. The French AT Strategy also creates a ministerial Defence Ethics Committee
to oversee and advise on the adoption of AL

Australia

Since 2019, Australia’s Federal Department of Industry, Science, Energy and Resources
has led the Australian development of an ethical framework by publishing Australia’s
Artificial Intelligence Ethics Framework (Australian Department of Industry, Science,
Energy and Resources, 2019). This framework is of general application and describes
eight voluntary Al Ethics Principles to be applied during each phase of an Al system’s
life cycle. These principles are intended to reduce the risk of negative effects of Al and
ensure its use is supported by good governance standards. The principles are:

*  Human, societal and environmental wellbeing: Al systems should benefit
individuals, society and the environment

* Human-centred values: Al systems should respect human rights, diversity,
and the autonomy of individuals

e Fairness: Al systems should be inclusive and accessible and should not
involve or result in unfair discrimination against individuals, communities,
or groups

* Privacy protection and security: Al systems should respect and uphold
privacy rights and data protection and ensure the security of data
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* Reliability and safety: Al systems should reliably operate in accordance with
their intended purpose

* Transparency and explainability: There should be transparency and respon-
sible disclosure so people can understand when they are being significantly
affected by Al and can find out when an Al system is engaging with them

* Contestability: When an Al system significantly affects a person, commu-
nity, group or environment, there should be a timely process to allow people
to challenge the use or outcomes of the Al system

* Accountability: People responsible for the different phases of the Al life cycle
should be identifiable and accountable for the outcomes of the Al systems, and
human oversight of Al systems should be enabled. (Australian Department of
Industry, Science, Energy and Resources, 2019)

Unlike many of its allies, Australia does not have a Defence Al strategy. However, in
February 2021, Australia’s Defence Science and Technology Group (‘DSTG’) published
a report, ‘A Method for Ethical Al in Defence’ (MEAID’) (Australian Department of
Defence, Defence Science and Technology Group, 2021). MEAID is an Australia-specific
framework to guide ethical risk mitigation which has not yet been officially endorsed by
the Australian Department of Defence.

MEAID introduces the concept of ‘facets’ of ethical Al in defence, consisting
of responsibility, trust, governance, law and traceability, and provides corresponding
questions for the defence industry to address in relation to each facet. This provides a
broad framework for defining legal and ethical requirements by Al stakeholders. It is
designed to enable ethical risks associated with Al capabilities to be mitigated through
industry-led system development, design and deployment. The facets are complemented
by three tools:

* Ethical Al for defence checklist
e Ethical Al risk matrix
e Legal and Ethical Assurance Program Plan (LEAPP)

These risk assessment tools were designed to provide a pragmatic approach to legal and
ethical risk identification and management. Importantly, the tools emphasise the impor-
tant role of the defence industry in addressing legal and ethical risks in the design and
development of any Al technology before it enters the ADF’s capability life cycle. They
enable the defence to assess and validate the defence industry’s consideration of ethical
risks. Where the Al technology is higher risk the defence industry is required to identify
strategies for mitigating ethical risk in the form of a LEAPP to inform defence acquisi-
tion decisions and assessment (Australian Department of Defence, Defence Science and
Technology Group, 2021).

This approach places the onus on self-assessment by the defence industry as it
requires them to identify and mitigate legal and ethical risks associated with the design
of Al systems intended for military use. This self-assessment brings with it inherent
risks and does not negate the need for independent testing and verification. However,
this approach enables the defence to require a new Al technology to be capable of
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Article 36 compliance as a contractual pre-requisite. This places the onus on develop-
ing organisations to understand the legal risks and identify design or functional mea-
sures to address the risks. This is prior to a new capability entering a defence capability
acquisition process, which is when the traditional weapons review obligation is often
recognised to commence.

Australia, like France, The Netherlands, USA, UK and Singapore were amongst the
nearly 60 States to endorse the 2023 Summit on Responsible Al in the Military Domain
Call to Action, inviting States to develop national frameworks, strategies and principles
on responsible Al in the military domain (REAIM, 2023).

United Kingdom

On October 23, 2020, the UK Defence Science and Technology Laboratory (DSTL)
published a ‘Biscuit Book’ titled Building Blocks for AI and Autonomy (U.K. Defence
Science and Technology Laboratory, 2020). The book describes the nine Building
Blocks of AI and autonomy. This was followed on September 22, 2021 by the UK
Government’s National Al Strategy which creates a 10-year plan to ensure that the UK
keeps up with evolving Al technology. On June 15, 2022, the UK Ministry of Defence
published the Defence Al Strategy, outlining how they will adopt and exploit AT at pace
and scale, transforming UK Defence into an ‘Al ready’ organisation and delivering
cutting-edge capability; how they will build stronger partnerships with the UK’s Al
industry; and how they will collaborate internationally to shape global AI developments
to promote security, stability and democratic values. It forms a key element of the UK
National Al Strategy (U.K. Department for Science, Innovation and Technology, 2021).

The Netherlands

The Government of the Netherlands has taken a lead on garnering support for respon-
sible use of Al in the military domain. On October 31 and November 1, 2022, in the
lead-up to the 2023 Summit on Responsible Al in the Military Domain (REAIM 2023),
the Ministry of Defence of the Netherlands hosted an expert workshop on the respon-
sible use of Al in military systems. The workshop was attended by fifty leading experts
from various countries and areas of expertise and reported:

e Trust is important. If Al is not understood, the system will neither be trusted
nor used. On the other hand, misunderstanding can also lead to overconfi-
dence and irresponsible use of Al in the military domain. New methods are
needed to measure trust. It is also necessary to develop training courses to
familiarise military personnel with Al

* The use of Al goes beyond weapon systems. Other application areas are
involved too, including logistics and maintenance, decision support, early
warning systems (such as in cyber or Al security), business operations and
security

e There should be more focus on the regulation of Al development upfront,
rather than regulation after the fact, and requires interaction between
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previously siloed elements of acquisition and design. A transdisciplinary
approach is crucial in achieving this early intervention and should encompass
issues that are not currently contemplated during early design stages, such as
the interrelationship between design, maintenance, training, doctrine devel-
opment and ethics (Government of the Netherlands, 2022)

This was shortly followed on February 15-16, 2023, by the conduct of REAIM Summit,
which resulted in a joint ‘Call to Action’ on the responsible development, deployment
and use of Al in the military domain, being endorsed by the Netherlands and 57 of the
80 participating countries at the Summit. In particular, the Call to Action invited States
who had not already done so, to develop national frameworks, strategies and principles
on responsible Al in the military domain and encourage States to work together and
share knowledge by exchanging good practices and lessons learnt (Government of the
Netherlands, 2023).

The Netherlands have also recently announced their intent to launch a ‘Global
Commission on Responsible Al in the Military Domain’ to raise awareness, clarify how
to define Al in the military domain and determine how this technology can be devel-
oped, manufactured and deployed responsibly. The Commission will also aim to set
out the conditions for the effective governance of AI (Government of the Netherlands,
2023).

Singapore

In December 2021, the Singapore Minister for Defence publicly announced their prelim-
inary Al guiding principles, namely responsible, safe, reliable and robust (Hen, 2021).
These guiding principles are based on their Model AI Governance Framework, firstissued
in January 2019 (second edition published in January 2020). In 2022, the Government
of Singapore released their Al testing framework and toolkit to promote transparency
and designed to convert high-level Al ethics principles into implementable measures
(Singapore Ministry of Communications and Information, 2022). The Government of
Singapore also endorsed the 2023 REAIM summit Call to Action on the responsible use
of Al in the military domain.

NATO

On October 22, 2021, the North Atlantic Treaty Organisation (NATO) released its
Strategy for AI (NATO, 2021). It provides a foundation for NATO and its Allies to
develop responsible Al, accelerate Al adoption, enhance interoperability, and pro-
tect and monitor Al technologies. While technology development occurs primarily at
the national or bi-lateral levels, NATO emphasises that legal, ethical and policy dif-
ferences could endanger interoperability. NATO’s strategy includes six Principles for
Responsible AI in Defence: lawfulness; responsibility and accountability; explain-
ability and traceability; reliability; governability and bias mitigation. NATO’s Data &
Al Review Board, established in October 2022, will help operationalise the principles
(NATO, 2022).
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Operationalisation of Al Frameworks
into Acquisition Processes

While these processes provide a scaffold for the incorporation of legal and ethical issues
relating to Al there is yet to be an operationalisation of these frameworks. The IEEE
7000 series is being used in some German Defence Force Al capability acquisition test
processes, and the US and UK approaches to Al ethical and legal compliance go a long
way to operationalise these requirements (Koch, 2023). Noting the nascence of these
processes, it is unclear if they will incorporate the requisite risk issues that are posed
by the use of military Al, particularly in armed conflict situations. In the civilian con-
text, the US National Institute of Standards and Technology (NIST) Risk Management
framework and its accompanying playbook provide an excellent starting point, creating
a comprehensive risk-management framework incorporating these additional concerns.
However, it is more aimed at the creation of a process for an organisation rather than
creating the process itself (U.S. Department of Commerce, 2022). It does not (nor is it
designed to) provide specific guidance to meet an individual organiation’s design and
T&E requirements.

Finally, it is unsettled if a separate and bespoke risk management process is the pre-
ferred approach in the adoption of novel military capabilities incorporating autonomous
functionality. The Australian Army RAS-AI Strategy contemplated a need to adjust
utilising ‘traditional’ acquisition processes in acquiring autonomous technologies, but
also in the event of ‘discover[y] of RAS technologies are emerging faster than traditional
acquisition systems may allow, or which are truly disruptive...tailored rapid acquisition
pathways’ may need to be applied (Australian Army, 2020, p. 41). There are sound
resource efficiency and acquisition efficacy reasons to incorporate the requirements for
risk mitigation of these processes into extant acquisition processes; but ensure that these
methodologies are sufficiently agile and flexible to apply to rapid or spiral acquisitions
processes that militaries are increasingly likely to apply to novel and emerging disrup-
tive technologies.

REVIEW OF SELECT NATIONAL
WEAPONS REVIEW PROCESSES AS
THEY RELATE TO LEGAL RISK

The purpose and function of a weapons review process is to assess a new weapon, means
or method of warfare for legal compliance. The Article 36 obligation, which AP I States
are compelled to comply with, applies to the assessment of legal obligations arising in
situations of international armed conflict. A number of other States apply this obliga-
tion, not as a matter of legal obligation, but as good policy. Many Article 36 reviewing
States apply this obligation in assessing the normal and expected use of the weapon in
specific conflict scenarios (that is, if the capability is being acquired for general use by
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the military, the assessment will contemplate limitations on use in situations of armed
conflict of an international and non-international character) (Jevglevskaja, 2021).

In their current form, the focus of weapons reviews is generally limited to interna-
tional legal compliance obligations. While some States support the inclusion of broader
domestic law and policy considerations (such as ethical and societal considerations)
into their weapons review process, the majority of State practice is focused on inter-
national law compliance, which necessarily includes an assessment of IHL obligations
in the fielding of the weapons, means or method being assessed (Jevglevskaja, 2021).
Accordingly, there is an opportunity to facilitate understanding, and acceptance, of
legal risk across the capability life cycle as it relates to the broader issues such as safety
and ethics, through the expansion of the weapons review process.

Discussions relating to the obligation to re-review capabilities that contain auton-
omy, post-acquisition, but triggered by the system’s ability to self-learn, adjust or deploy
into contexts not contemplated during the initial review, have been identified as a chal-
lenge in the adoption of autonomous weapons systems, and discussed by States as a
challenge (Cavdarski et al., 2023). This challenge, specific to the use of autonomy in
weapons systems, demonstrates that there is a need to reconsider how to adjust weapons
review processes to account for autonomy, regardless of the question of broader policy
and law considerations.

International law restricts that choice in multiple ways. Firstly, it prohibits gen-
erally weapons, methods and means of warfare of a nature to cause certain types of
harm including superfluous injury to combatants and indiscriminate effects (Additional
Protocol I, 1977, art. 35). Secondly, it prohibits and limits the use of specific weapons,
means and methods of warfare (International Committee of the Red Cross [ICRC],
2005, Customary IHL Database Rules 17, 71-86).

Additional Protocol I requires States party to review any weapon, means or method
of warfare for compliance with that State’s international legal obligations. Specifically,
Article 36 of AP I States:

In the study, development, acquisition or adoption of a new weapon, means or method
of war, a High Contracting Party is under an obligation to determine whether its
employment would, in some or all circumstances, be prohibited by this Protocol or by
any other rule of international law applicable to the High Contracting Party.

The aim of Article 36 is to ‘prevent the use of weapons that would violate interna-
tional law in all circumstances, and to impose restrictions on the use of weapons that
would violate international law in some circumstances’ (International Committee of
the Red Cross [ICRC], 2006, p.4). The determination of legality is based upon the nor-
mal or expected use of the weapon (de Preux, 1987). As such, the review considers the
weapon as it is presented to the reviewer and relies on testing based on defined use
cases. National weapons review determinations are not binding on other States, and are
not intended to create a separate legal standard, but are rather intended to ‘ensure that
means or methods of warfare will not be adopted without the issue of legality being
explored with care’ (de Preux, 1987, p. 1469).

A weapons review will focus on the legality of a weapon per se rather than the
legality of its use in particular circumstances (Boothby, 2009). It is generally accepted
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that determining the lawful use of a lawful weapon depends on the context and the
responsibility for making that determination on the basis of IHL rules rests primarily
with military commanders, weapon operators and legal advisors made available to com-
manders, at the appropriate level (Farrant & Ford, 2017).

This traditional weapons review approach focus on legality per se is considered
to be too narrow to determine the legality of weapons that employ Al technology to
perform tasks that are governed by IHL rules. Such AWS are likely to require weapons
review throughout their life cycles to ensure that the Al technology controlling the AWS
generates results that comply with a State’s legal obligations. Thus, a thorough weapons
review should be part of the entire design and procurement process of an AWS, both
informing the AWS development and assessing its legality during use. This will require
a broader, multidisciplinary and ongoing approach in addition to the traditional review
processes. This may extend throughout the weapon’s life cycle to assess its ability to
operate in multiple environments that require the AWS to interpret data that differs from
that upon which its performance was initially reviewed. It will also address advances in
Al technology that affect the AWS operation (Copeland, 2023).

Assuming the Al technology will enable changes in the AWS operation, there must
be measures to ensure that the legality of such changes is assessed. In the case of small
operational changes, these could be assessed by an operational or field weapons review
that builds upon the weapons review conducted before introduction into service. Such
weapons reviews must also be flagged with the original reviewing authority to identify
whether to trigger a re-review for that particular capability. More significant changes
may require specific operational limitations to be placed upon the AWS to ensure ongo-
ing legal compliance. Specifically, an assessment of whether or not the system is capable
of changing its normal or expected use will determine whether a re-review of the origi-
nal assessment for legal compliance is required.

Furthermore, the review process will require more careful consideration of the
expected Al technology’s operating environment. The weapons review of an AWS
must take into account the impact of different operating environments and operational
circumstances on the Al technology. Unfamiliar conditions may risk brittleness or
unpredictability in the AI technology, particularly where the data used to train the Al
is focused on a particular legal regime. For example, an Al-enabled system designed
to operate in an international armed conflict would require re-review if it were to be
deployed in a non-international armed conflict to ensure that any rules coded into the
system reflect the changed criteria for assessing targetable status.

Further, assessments of the manner in which these determinations are made by
the AWS must also be undertaken. For example, in determining compliance with the
law, the assumptions programmed into the AWS must also be legally compliant. For
example, a fundamental IHL principle is that in cases of doubt, status is presumed to be
civilian (Additional Protocol 1, 1977, arts 50(1) and 52(3)). The AWS must also therefore
achieve the same kind of result in cases of doubt. In this case, the performance of the
AWS in a particular context will form part of the weapons review — which is additional
to the content included in a traditional weapons review.

National weapons review steps provide a basis for States to develop national mecha-
nisms for mitigating legal, ethical and operational risks in the development and use
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of military AI technology. This will require multidisciplinary expertise and a policy
framework that articulates both the process and standards to identify and mitigate risks.
The next section proposes an approach to multirisk management through an expanded
weapons review process across three broad stages during the life-cycle of military Al
technology.

While there continues to be little publicly available information about the weapons
review process — despite regular pledges by States undertaking to do so (Goussac et al.,
2023) — a number of States have provided public versions of their weapons review pro-
cess, as they relate specifically to autonomy. The US, for example, has a specific policy
document, which requires a ‘superior’ review of any system containing autonomy, while
other States have added steps to their existing weapons review processes. For example,
the updated Australian approach has also created an additional step to incorporate spe-
cific considerations in review of capabilities that contain novel technologies like cyber
or autonomous components.

IDENTIFICATION OF LINKAGES
BETWEEN EXISTING RISK-BASED
GOVERNANCE APPROACHES TO THE
WEAPONS REVIEW PROCESS

Existing processes to review the legality of AWS do not specifically adopt a risk-based
approach to address the broader regulatory challenge presented by autonomy. The
national weapon review process may be expanded to include three broad stages of the
military Al technologies lifecycle. Each stage is designed to achieve a different outcome
to assist in the identification of legal, ethical, human control and operational risks. The
first stage is the ‘informative stage’ which recognises that the design and development of
Al technology are likely to occur outside the State by private defence industry, academia
and research organisations. As such, much of the critical development occurs before the
Al technology enters a defence acquisition process and may be done in ignorance of a
State’s weapons review or international law obligations. The informative stage seeks
to inform those designing or developing the Al technology of the national weapons
review process and its requirements through a process of self-assessment designed to
identify legal risks. The second, ‘determinative stage’ focusses on the military acquisi-
tion process and the determination of the Al technology risks prior to its introduction
into service. The determinative stage includes the traditional weapons review process.
Finally, the third ‘governance stage’ recognises that military Al technology’s func-
tions are unlikely to be fixed and may be influenced by machine learning, environ-
mental conditions and operational circumstances. The governance stage recognises the
need for ongoing governance of the Al technology during its in-service life to ensure
its use remains in compliance with the State’s IHL and international law obligations
(Copeland, 2023).
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CONCLUDING OBSERVATIONS

Armed conflict is inherently risky. The use of Al technologies brings additional risks
to the conduct of operations. These risks may be mitigated through the modification
of existing risk management processes — in particular the weapons review process — to
identify risk and integrate legal risk assessment across the capability life cycle from
initial study and development, through acquisition during in-service life.

By utilising a mixed methodology for the regulation of AI technologies, and
augmenting existing acquisition approaches — which apply across the capability’
life-cycle — Al technologies can be integrated into militaries in a responsible way tak-
ing into account legal, ethical and safety assurance requirements.

The use of weapons reviews supports the identification of general compliance
issues. Further, in the event that a legally binding instrument is agreed upon as a conse-
quence of the current international debate about the regulation of LAWS, this approach
also supports the identification of whether systems might incorporate the use of Al
technology generally, which enables the identification of systems that ‘breach the line’
of what is prohibited.

This chapter has highlighted how the weapons review process can be used and
adjusted to account for some of the peculiarities of Al and form part of a multifaceted
governance approach that includes risk-based as well as performance-based analysis.
While the weapons review itself is a risk-based process, other acquisition processes
incorporate performance-based process, forming part of a regulated systems approach
across the capability life cycle. Weapons review have utility in forming part of the
broader regulatory framework, which itself must be multi-faceted and incorporate dif-
ferent regulatory methodologies in order to account for the multifaceted risk profile of
using AWS within a military system. Further, we consider that through augmenting the
existing process, rather than creating a bespoke and separate Al risk-mitigation process,
we can enhance the governance framework already in place, while producing efficacies
in acquisition that will assist militaries in retaining their technological edge.
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‘Killer Pays'’

State Liability for the
Use of Autonomous
Weapons Systems in
the Battlespace

Diego Mauri

ADDRESSING THE ‘CYBERNETIC ERROR’ TODAY

In his course delivered some fifty years ago at the Hague Academy of International
Law — devoted to liability for ultra-hazardous activities in international law — Wilfried
Jenks quickly dwelled on damages resulting from the use of cybernetic systems and
thus cautioned: ‘[t]he question of liability for cybernetic error, or for damage resulting
therefrom [...] calls for attention. These questions may at any time call for consideration
on an international scale’ (Wilfred Jenks, 1966, p. 169).

The moment foreshadowed by Wilfred Jenks — namely, the moment when
even the international legal order must deal with ‘cyber error’ and its harmful
consequences — seems to have arrived, as this very book and the debates from which
it has derived clearly demonstrate. Addressing the topic of the military use of artificial
intelligence (AI) from a multidisciplinary perspective cannot be postponed any longer.
In this chapter, I will focus on a specific category of weaponry that is expected to be
endowed with Al capabilities, namely Autonomous Weapons Systems (AWS): those
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are weapons systems that, once activated, can select and engage targets without further
human intervention (Mauri, 2022, p. 14; US DoD, 2023, p. 21).

AWS do not necessarily feature Al capabilities: several weapons systems, already
existing and fielded by many States’ armed forces, can operate autonomously yet with-
out resorting to Al. Examples include sensor-fused and loitering munitions (such as the
Israeli Harpy and Harop), missile- and rocket-defense weapons, used for air defense
of ships and ground installations (such as the US Phalanx and C-RAM). It is held that
the ongoing armed conflict between the Russian Federation and Ukraine already is a
laboratory for experimenting new types of AWS. Research in Al-related technologies
(such as machine learning, neural networks, and evolutionary computation) will bring
existing military capabilities to a higher level.

The debate around AWS — including those that will feature AI — has so far produced
an impressive number of documents, ranging from official declarations and positions by
States to contributions of scholarship and interventions by civil society representatives.
To summarize as much as possible, at least two ‘macro-strands’ of discussion can be
identified. These are two different but not antithetical sets of issues, as evidenced by the
circumstance that most papers dealing with AWS tend to address both of them.

On the one hand, there is a concern that such systems may be employed in contra-
vention to relevant international obligations, namely those contained in International
Humanitarian Law (IHL), International Human Rights Law (IHRL), and those relating
to the use of force in international relations (the so-called jus ad bellum) (Boothby,
2013, p. 71; Egeland, 2016, p. 89; Heyns, 2013, p. 46; McFarland, 2020; Roff, 2015,
p. 37; Spagnolo, 2017; Schmitt & Thurnher, 2013). In other words, the first ground for
discussing AWS is their compatibility with existing norms of international law: can they
be used in accordance with relevant rules and principles applicable to the use of force
against individuals and objects?

Then there is the subsequent need to properly allocate responsibility in case the use
of AWS results in a violation of the mentioned obligations (Amoroso & Giordano, 2019).

To begin with, one may question whether criminal law is adequate for coping with
challenges raised by AWS, in light of their complexity and the ‘many hands’ involved:
software developers, engineers, programmers, policy-makers, military command-
ers, and soldiers or operators within the chains of command (Bo, 2021; McFarland &
McCormack, 2014). How can criminal responsibility be properly distributed among all
actors who, directly or indirectly, play a role in a specific course of action? Evidently,
this issue is but magnified by the advent of Al applications to those systems.

The second issue lies in the ways to hold accountable companies (that is, legal per-
sons) that engineer, develop, produce, and sell AWS: as a matter of fact, specific courses
of action could be taken as a result of defects during the programming stage. Can those
companies — typically, defense contractors — be sued before domestic courts? This issue
can be seen from the perspective of corporate accountability on the international plane,
which has been extensively debated by scholars in recent years under the well-known
‘business and human rights” movement (Batesmith, 2014).

Third, one may investigate the last — but not least — a subject that is involved in the
actual deployment of AWS, which is the State (Crootof, 2022; Hammond, 2015). No one
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fails to see that, at least in the near future, AWS will be developed and deployed on the
basis of States’ decisions, either in the battlespace or in law-enforcement operations.
Certainly, one may even envisage scenarios in which AWS are hacked and employed by
non-state actors, such as terrorist groups.

For the sake of the reasoning, however, I will focus exclusively on AWS operated by
States during armed conflict, and thus address the issue of state responsibility, allegedly
the less investigated area of responsibility deriving from AWS misdoings. Can it really
be said that, according to one of the most popular theses, ‘responsibility gaps’ structur-
ally (i.e., because of the very characteristics of the technology employed) result from the
use of AWS? The answer to this question is determinative: according to some, the para-
mount reason for banning AWS is because their use is bound to generate such ‘gaps’.
The argument can be summarized in the words of the former UN Special Rapporteur
on extrajudicial, summary, or arbitrary executions, Christof Heyns: ‘[i]f the nature of a
weapon renders responsibility for its consequences impossible, its use should be consid-
ered as unethical and unlawful as an abhorrent weapon’ (Heyns, 2013, para. 75).

Is this the case with AWS?

In the following, I will consider three different scenarios. In the first one, I will
analyze future deployments of AWS intended to act in breach of applicable IHL rules
and principles: this case is the one raising fewer problems (Section 8.2). I will then turn
to scenarios in which AWS target unintended targets because of a malfunctioning: in
this case, the international wrongdoing is the result of ‘fault’ on the part of the State,
which does not succeed in complying with IHL due diligence obligations (Section 8.3).
Last, I will focus on ‘false-positives’ scenarios, that is cases in which the unintended
targeting cannot be traced back to any faulty conduct by the State: according to some,
it is precisely because of those events that AWS would be prohibited, as it would be
impossible to establish any responsibility (Section 8.4). I will address this argument by
demonstrating that international law can be adapted to such ‘false-positives’ scenarios,
both de lege lata and de lege ferenda. 1 eventually propose a mode of liability inspired to
some that already exist in international law, which I — provokingly — name ‘killer pays’,
with a view to demonstrating that the ‘responsibility gap’ argument, if used to argue for
the illegality of AWS, leaves much to be desired (Section 8.5).

INTENTIONAL VIOLATIONS OF
INTERNATIONAL LAW ON TARGETING

How can international responsibility be established for the intentional use of AWS in
violation of applicable international norms, namely IHL? One might think of a scenario
in which a State’s army decides to deploy AWS, e.g., in contravention of the technical
specifications provided by the manufacturing company: a system without the advanced
capacity of distinguishing targets (which is apt for submarine environments) is deployed



156 Responsible Use of Al in Military Systems

in clustered environments, such as urban guerrilla warfare. In this scenario, the selec-
tion and engagement of impermissible targets stands as a very likely, if not certain,
consequence of employing AWS in a clustered environment.

The first set of IHL obligations coming to the fore are those encapsulated in the
principle of distinction, which prohibits the election as targets of an attack of objects and
persons protected in the context of an armed conflict. Specifically, under Article 48 of
the First Additional Protocol to the Geneva Conventions of 1949, Parties to a conflict are
required to distinguish ‘between the civilian population and combatants and between
civilian objects and military objectives’ and thus to ‘direct their operations only against
military objectives’. Indiscriminate attacks are prohibited, which include also attacks
that ‘may be expected to cause incidental loss of life, injury to civilians, damage to
civilian objects, or a combination thereof, which would be excessive in relation to the
concrete and direct military advantage anticipated’ pursuant to Article 51, para. 5, lit.
b) — a provision that incorporates the so-called principle of proportionality. In addition,
there are also rules imposing States a duty to take all necessary measures in order to
neutralize or minimize risks for protected goods and persons, which are listed in Article
57 and can be appraised under the principle of precautions in attack.

In a scenario like the one considered here, in which the selection and engagement
of an impermissible target is a result that state authorities aim to realize intentionally,
I argue that it will not be hard to ascertain international responsibility and allocate it.
Either by violating the negative duties listed above (i.e., the rules on distinction and pro-
portionality) or by failing to comply with positive duties (i.e., under the rules on precau-
tions in attack), there seems to be little to no doubt that States can be held responsible
for AWS misdoings. Moreover, the nature of the weaponry employed does not affect
the establishment of international responsibility: States would be held responsible as
regularly happens with traditional equipment (e.g., missiles launched from a manned
system).

From this perspective, it is hard to see how one could speak of ‘responsibility gaps’
the use of AWS (even Al-equipped systems), in lieu of less advanced, ‘conventional’
weaponry, has no implications whatsoever on the allocation of international responsi-
bility. Moreover, it is worth adding that a scenario such as the one analyzed here would
not raise problems even with regard to the international responsibility of the individual,
namely for international crimes likely to come to the fore (primarily war crimes). In
sum, international law as existing today can easily cope with such scenarios of inten-
tional mistargeting.

FAULTY VIOLATIONS OF INTERNATIONAL
LAW ON TARGETING

As is evident, the scenario addressed so far is the one raising the least difficulties.
In a second scenario, state authorities intend to select and engage permissible targets
but — due to inadequate planning or preparation of the operation, or system malfunction
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or failure that they were or should have been aware of — they end up targeting protected
objects and persons. This is not the intended result of state conduct; rather, it is the result
of a set of circumstances that the State failed to exercise control over.

I then need to digress a bit and address a classical question of the law of inter-
national responsibility, namely the relevance of fault (culpa) as a constitutive element
of international responsibility of States (Gattini, 1992; Palmisano, 2007). The opposi-
tion between ‘subjectivist’ theories (enumerating fault among the constitutive elements
of international wrongdoings) and ‘objectivist’ theories (which instead disregard it)
seems to have been overcome, at least since the adoption of the 2001 Draft Articles on
Responsibility of States for Internationally Wrongful Acts (Diggelmann, 2006).

As is known, the Draft Articles are not binding per se, but to the extent to which
they largely correspond to customary law on that matter, they are of relevance to ascer-
taining whether culpa is a constitutive element of state responsibility. The answer is neg-
ative: the Draft Articles do not include fault in the elements of internationally wrongful
acts. Rather, the mental element is implied in the notion of ‘breach’ of an international
obligation. The Commentary to the Draft Article reads that ‘[iJn the absence of any
specific requirement of a mental element in terms of the primary obligation, it is only
the act of a State that matters, independently of any intention’. Put differently, the ‘psy-
chological’ attitude of a State — whatever this expression may mean vis-a-vis abstract
and collective entities — is as such irrelevant; conversely, what matters is if the allegedly
violated primary norm encapsulates ‘fault’.

It must then be asked whether international obligations coming to the fore in cases
of AWS’ misdoings — that is, rules and principles of IHL and IHRL dealing with target-
ing objects and persons — contain at least a minimum requirement of ‘fault’. Once again,
the analysis that I will engage with cannot be done without a discussion of specific
obligations.

As far as [HL is concerned, a minimum coefficient of fault is undoubtedly present
in the precautionary rules listed above, under which belligerent parties are required to
exercise ‘constant care’ to minimize risks to the civilian population and civilian per-
sons and property (Article 57(1)), to do ‘everything feasible’ to ascertain the nature of
targets (Article 57(2)(a)(1)), to take ‘all feasible precautions’ in the choice of means and
methods of conducting attacks (Article 57(2)(a)(ii)), and again to take ‘all reasonable
precautions’ in the conduct of military operations at sea or in the air (Article 57(4)). The
continuous references to such standards of feasibility and reasonableness demonstrate
that fault is a constitutive element of the primary norms under scrutiny: these are, in
other words, ‘due diligence’ obligations, as they impose a ‘standard of care’ that States
must apply (Ollino, 2022). If States fail to exercise such standard, their conduct will be
in breach of the relevant obligations. Numerous IHL provisions (e.g., in the field of the
conduct of hostilities, the protection of civilians and persons hors de combat, the law of
occupation) encapsulate that standard, and can thus be conceived as of ‘due diligence’
(Longobardo, 2020).

It follows that state authorities are required to take all the ‘reasonable’ and ‘practi-
cable’ precautions that the circumstances of the case require. It is worth noting that, in
practice and also in scholarship, such standards are understood in an ‘objective’ sense:
although the state organ (e.g., the commander during a military operation) is required to
decide on the basis of assessments made from the information concretely available at the
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time, this does not preclude a review ‘from outside’ and ex post facto. Relevant factors
are, e.g., the quality and quantity of available intelligence information, the accuracy of
available weapons, the urgency of the attack, and the cost/benefit assessment of addi-
tional precautionary measures (Melzer, 2016, p. 104).

One must therefore wonder whether these obligations can be considered violated
in cases of erroneous targeting. At present, international jurisprudence tends to set a
minimum threshold of culpability that excludes reasonable error, i.e., that error that can-
not be blamed on state authorities. Some scholars speak, in these cases — and drawing
largely from the parallel institute of criminal law — of ‘mistake of fact’, which, in order
to exclude the unlawfulness of the conduct, must be ‘honest and reasonable’ (Milanovic,
2020).

In a case regarding Ethiopia’s aerial bombing of six civilian sites located in Eritrea,
the Claims Commission ruled out Ethiopia’s responsibility for the damage caused to pro-
tected persons and property noting how ‘[a]s always in aerial bombing, there were some
regrettable errors of targeting and of delivery,” to be regarded obviously as ‘tragic con-
sequences of the war’ but not as internationally wrongful acts as such (Eritrea-Ethiopia
Claims Commission, 2005, paras. 96-97). A similar conclusion was reached by the
ad hoc Committee charged with assisting the Prosecutor of the International Criminal
Tribunal for the former Yugoslavia in determining whether to open an investigation
regarding NATO’s campaign against the former Yugoslavia. Among the various facts
scrutinized by the Committee was an air attack on a railroad bridge, in the Grdelica
Gorge, in which twice a NATO pilot had opened fire at the bridge, drawing in both cases
a train carrying civilians. The Committee considered that such a mistake did not war-
rant the opening of a criminal investigation against the pilot (Committee Established
to Review the NATO Bombing Campaign Against the Federal Republic of Yugoslavia,
2000). Although this example concerned a different model of responsibility, namely, the
international criminal responsibility of the individual, this circumstance confirms what
has been noted above in terms of state responsibility: an attack involving damage to pro-
tected objects and persons is not to be considered unlawful if such an attack is not due to
fault at the very least, namely if the factual error turns out to be ‘honest and reasonable’.

State practice goes in the same direction. Indeed, in those cases where such damage
results from attacks committed during armed conflicts (or in similar contexts), States
tend not to admit to wrongdoing, while paying ex gratia sums of money to the victims’
families (Crootof, 2022, p. 1098; Ronen, 2009). The US, for instance, has made ex gra-
tia payments on a regular basis, on the basis of the National Defense Authorization Act
(Lattimer, 2022). This was the case in the August 2021 drone strike in Kabul during the
US retreat from the country, which resulted in the unintentional killing of ten civilians
(including seven minors). The Pentagon spokesperson justified that engagement as an
‘honest mistake’, affirming that ‘[e]xecution errors combined with confirmation bias
and communication breakdowns led to regrettable civilian casualties’ (Borger, 2021).

Again, this is a matter of precautionary rules, which, as mentioned above, must
be considered in tandem with those of distinction and proportionality. If, at the time
of engagement, state authorities can rely on an ‘honest and reasonable’ belief, it is
because precautionary obligations have been properly discharged. Thus if, in fact, the
operation was planned taking all practicable and reasonable measures depending on the



8 o ‘Killer Pays’ 159

circumstances of the case and, in spite of this, the unintended outcome — the selection
and engagement of impermissible targets — nevertheless occurred, this state of affairs
cannot be blamed on the state authorities and thus on the State as a whole: technically
speaking, no breach of IHL has occurred.

Ongoing discussions on AWS take into account the need that States must abide
by due diligence obligations contained in IHL. According to the Guiding Principles
affirmed by the Group of Governmental Experts on AWS, States are required to carry
out ‘risk assessments’ and adopt ‘mitigation measures’ from the initial stages of weapon
system development (including the development of an Al system) to operational deploy-
ment (GGE, 2019). Furthermore, measures to protect the physical and non-physical
security of the weaponry should be taken at the development and acquisition stages,
also to avert the risk of these components falling into the hands of terrorist groups and
triggering a potentially dangerous proliferation process (GGE, 2019). This set of pre-
cautionary measures adds to those related to the choice of armaments and planning of
operations, in order to minimize risks to protected individuals and objects.

If, therefore, AWS end up selecting and engaging an impermissible target, and this
is attributable to insufficient planning of the operation as a whole (e.g., for choosing a
weapon system that has not been adequately tested for use in such contexts, or for fail-
ing to properly supervise the system during deployment), it will be possible to assert
international state responsibility on the basis of existing rules. No ‘responsibility gaps’
would arise.

Having said this, I have to indulge further in a point of utmost relevance. One could
well argue how difficult — if not impossible — it is to reason in terms of ‘honest’ or ‘hon-
est and reasonable belief” when it is a weapon system, not a human decision-maker,
that performs critical functions (target selection and engagement). As a matter of fact,
existing standards have been developed starting from individuals: how can compliance
be assessed in such cases? It is vital to ‘interrogate’ the system, which will have to be
able to provide an intelligible explanation to the human operator so as to check whether
the erroneous engagement is due to a malfunction of the system or is to be considered
as a ‘false positive’. In the former case, the system ‘erred’ and the human operator could
(and should) have known; in the latter case, the system ‘erred’ without anyone being in a
position to reasonably prevent the harmful course of action of the machine.

Let me now draw some conclusions. Leaving aside scenarios of intentional use of
AWS to attack impermissible targets, the ‘honest belief” standard and the due diligence
nature of precautionary rules both demonstrate the existence of a minimum coefficient
of culpability as a constituent element of the primary obligations of IHL. This leads to
the key question: what happens if the error of the weapon system — which selected and
engaged an impermissible target — is not due to a defect in the planning of the opera-
tion, nor to a malfunction of the machine, of which the state authorities should have had
knowledge (and, therefore, mitigated)? If the minimum coefficient of culpability is not
demonstrated in the actual case, neither can the violation of an international obligation
be said to qualify, which precludes international responsibility of the State.

This is exactly the scenario in which a ‘responsibility gap’ can be said to arise. It is
left for us to understand whether such a gap is intrinsically deemed to arise and impos-
sible to fill, as some have argued.
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THE ‘FALSE POSITIVE’ QUANDARY

In my opinion, the question that closes the previous section is in the negative. Put dif-
ferently, I argue that, as things stand, the ‘responsibility gap’ in cases of mistargeting
that is not due to fault on the part of state authorities (which I refer to as ‘false positive’)
can be filled by international law, and thus banning AWS on this sole basis is ultimately
unwarranted.

To demonstrate this, I will now proceed by illustrating two sets of legal toolkits that
could fill such a gap.

The Teleological Interpretation of Primary
Obligations (de lege lata Solution)

The first toolkit is a de lege lata means, in the sense that no new law is required to fill
the ‘responsibility gap’; rather, existing law can be interpreted in a way that makes it
possible to address ‘false positives’.

I am referring to the teleologically oriented interpretation of relevant obligations of
IHL and IHRL, typically on a case-by-case basis by monitoring bodies and international
courts. Such an ‘evolutionary’ interpretation could rely on hermeneutic canons that are
rooted in international jurisprudence and that have been refined over the decades: tech-
nological evolution has always informed the interpretation of relevant obligations in an
attempt to ‘update’ them (Bjorge, 2014).

In this sense, the field of human rights is rich in examples. The IHRL concept of
due diligence has been progressively expanded so as to apply to scenarios in which
it is hard to find fault on the part of state authorities. For instance, in the Kotilainen
and Others v Finland case, the European Court of Human Rights extended the duty to
adopt necessary measures to protect lives to cover killings that occurred at the hands
of an individual who had broken into a school and opened fire on ten people (App. No.
62439/12, 17 September 2020). The Court concluded that there had been a violation of
the right to life despite the following circumstances: (i) there were no particular defi-
ciencies in the domestic rules on the use of firearms; (ii) the weapon was duly possessed
by the subject, nor were there any detectable procedural deficiencies; (iii) there was no
real and immediate risk to the lives of the victims prior to the attack, which should have
been known to the state authorities. The reason that led to the finding of liability lay in
the breach of a ‘special duty of diligence’ (Kotilainen and Others v Finland, para 89)
arising from the general obligation to protect every individual from the use of firearms,
a duty that should have led to the confiscation of the firearm.

This judgment signals a remarkable extension of due diligence obligations in the
field of the right to life. On close inspection, the culpability of state authorities is held to
exist in re ipsa: nothing more is required than the mere causal link between state conduct
and the event in order to prove fault. This hermeneutical approach — which ultimately
nullifies fault — may be extended to different scenarios, such as those involving the use of
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AWS in operational contexts. The ‘lowering’ of the threshold of culpability would make
it possible to establish state responsibility and fill the ‘responsibility gap’ in cases where,
based on the interpretation prevailing to date, it is not easy to prove any fault.

Admittedly, such a de lege lata instrument, though useful (especially in the early
days of employing AWS), does not seem satisfactory for a number of reasons. First, it
presents a partial solution, in that it applies only to those cases in which the respondent
State is party to a IHRL and IHL instrument establishing a monitoring body. The US,
Israel, China, and Russia — to mention only a few — will thus avoid the scrutiny of any
such mechanisms, merely because they have not accepted the jurisdiction of any such
mechanisms. Second, it is by no means certain that international bodies will adopt this
hermeneutical tool in cases of employment of AWS, particularly those featuring Al
capabilities, with regard to which no precedent can be found. Thirdly — but no less
importantly — on a theoretical level, such an interpretive stance clearly stretches existing
law: although justifiable in the name of filling ‘responsibility gaps, the risk of compro-
mising the already fragile IHRL and IHL edifice is material.

The Adoption of a Liability Instrument
on AWS (de lege ferenda Solution)

I argue that a more convincing solution than forcing existing law by way of interpre-
tation can be found if only one approached the issue of AWS from a slightly differ-
ent standpoint. The basic need that arises from any impermissible targeting is that the
victims of such an attack — family members of those who lost their lives, owners of
destroyed property, or the targets themselves, if the attack was non-lethal — have access
to some form of compensation for their losses.

A topic that has recently begun to be discussed in the field of Al application is the
possible resort to forms of ‘strict’ or ‘absolute’ liability, that is liability that stems from
the commission of an act that is not prohibited per se, but which is likely to cause dam-
age to persons and objects. This model of responsibility sine delicto has been the subject
of extensive scholarship in international law (Barboza, 1994; Montoje, 2010). The first
authors began to engage with this topic around the 1960s, focusing on activities that,
being made possible by technological progress, were likely to cause damage to per-
sons and objects (including the environment), but were still not prohibited (Jenks, 1966;
Dupuy, 1976). The International Law Commission, namely the then Special Rapporteur
Mr. Roberto Ago, decided to dedicate a specific topic to that issue, removing it from the
more general topic of state responsibility.

Back then, the common expression was ‘international liability for injurious con-
sequences arising out of acts not prohibited by international law’. There were two key
elements of this model of liability: the ‘hazardous’ character of the activity in question,
which had to lead at the very least to damage of a certain importance, and the ‘lawful’
character thereof (Montoje, 2010, p. 508). Curiously, the ILC did not make it to adopt a
single text, but again divided its work into two texts, the former devoted to the preven-
tion of transboundary harm resulting from dangerous activities (ILC, 2001), and the
latter to the allocation of the ensuing losses (ILC, 2006).
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Those texts contained general rules and principles aiming to combat the harmful
effects of a specific set of activities, namely industrial activities (conducted as a rule,
though not exclusively, by private individuals), on the environment (especially that over
which a state having jurisdiction bordering on that in which the activity in question
takes place). The insertion of such rules in non-binding acts, and with limited impact on
state practice, finds its justification in States’ reluctance to charge themselves of dam-
ages produced by private entities.

It is commonly held that those rules, in particular those of 2006, must be traced
back to a well-known principle of international environmental law, i.e., the ‘polluter
pays’ principle as established, for the first time, in the 1992 Rio Declaration (UNGA,
1992). The content of such primary norm — whose correspondence to customary law
is debated — reflects the two elements of strict or absolute liability as illustrated above,
namely the ‘hazardous’ and ‘lawful’ characters of the activity at hand (Boyle, 2009;
Gervasi, 2021, p. 348).

It must be said, however, that until now this model of liability has had limited suc-
cess in international law. Leaving aside treaties that require State parties to introduce
forms of strict (civil) liability into their legal systems, which would go beyond the scope
of our analysis, the only area of international law in which strict or absolute liability has
been adopted is the law of outer space.

The Treaty on Principles Governing the Activities of States in the Exploration and
Use of Outer Space, including the Moon and Other Celestial Bodies (OST) establishes
that the State that launches, procures the launching of or from the territory of which
the launching of a space object takes place is ‘internationally liable’ for damage caused
to other States, individuals and legal entities (Article VII). Analogously, the later 1972
Convention on International Liability for Damage Caused by Space Objects (hereinafter
also ‘1972 Convention’) stipulates that the launching State ‘shall be absolutely liable to
pay compensation for damage caused by its space object on the surface of the Earth
or to aircraft in flight’ (Article II). On the contrary, if damage occurs elsewhere and is
suffered by another space object or by persons or property aboard it, the fault liability
regime revives (Article III).

Theoretically speaking, the dichotomy between the traditional regime of respon-
sibility and the ‘strict’ or ‘absolute’ liability one, can be justified on the basis of the
diversity of the overall activity under consideration. As is clear, in the first case the
injured party too engages in dangerous activity (i.e., the launching of space objects), so
that in the 1970s — but the same holds today — it seemed more correct, in case of dam-
age, to allocate losses on both the parties involved in the same, dangerous activity. On
the contrary, the ‘strict’ or ‘absolute’ liability regime — which thus imposes a mere duty
to ‘compensate’ losses, without any proof of fault — better fits in those ‘asymmetrical’
cases, in which only one of the parties conducts an activity likely to generate damage
(Condorelli, 1990; Pedrazzi, 2008; Wilfred Jenks, 1966, p. 153). As a confirmation of
the rationale behind this dichotomy, the 1972 Convention enshrines, as cause for exon-
eration from absolute liability and thus from the duty to compensate only ‘gross negli-
gence’ and ‘act or omission done with intent to cause damage’ (willful conduct) on the
part of the injured (Article VI).

It is worth noting that the 1972 Convention also establishes a mechanism for com-
pensation of damage (Articles X—XXI). This mechanism can be activated within one
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year from the accident, through diplomatic channels, and in case of failure each State can
request the establishment of a Claims Commission that will settle the dispute by binding
award. Such procedure is characterized by a non-jurisdictional character and does not
contemplate the participation of private actors (whether natural or legal persons), i.e.,
typically, the very victims of the damages caused by space objects. Admittedly, private
actors will always be able to assert their arguments before domestic courts, making use
of the applicable rules of civil liability (Schmalenbach, 2022). However, one must not
forget that domestic litigation comes with a plethora of obstacles when international
conduct is at stake: to name one, the international rules on state immunity — which are
of a customary nature — prohibit States from adjudicating the conduct of other States
that constitutes the exercise of sovereign powers (par in parem non habet jurisdictio-
nem). All those limits, coupled with the complicatedness of the procedure as a whole,
allegedly constitute the ‘main flaw’ of the entire Convention (Pedrazzi, 2008, para. 15).

In light of all this, it is not surprising that practice regarding this mode of liability
is almost nonexistent. The most quoted case regards the 1978 incident involving the
USSR and Canada (often referred to as the Cosmos 954 case), which was settled by
diplomatic means without the USSR acknowledging expressly its liability under the
1972 Convention. The USSR eventually paid Canada half the amount claimed, with-
out any reaction from the damaged State. More recent collision cases, even in space
(i.e., in those cases in which the traditional regime of fault liability as per the 1972
Convention would apply), have never led to the activation of the diplomatic means envis-
aged (Schmalenbach, 2022, p. 535).

Turning now to AWS, the establishment of an international regime of absolute or
strict liability for ‘false positives’ generated by the use of Al systems in the military
field would fill the sole ‘responsibility gap’ opening up as the result of such technology.
Again, this sort of ‘gap’ has made the object of extensive discussions among scholars,
yet in contexts that do not feature resort to Al systems. Any conduct that is not attribut-
able at least to fault on the part of state authorities (either in the planning of the opera-
tion or in the concrete act of targeting) and that ends up producing damage to persons
and property is not subject to a general duty to compensate losses, to the point that it is
believed that such gap ‘for civilian harm is built into the structure of the law of armed
conflict. A structural change is needed to close it” (Crootof, 2022, p. 1070; Ronen, 2009).
On the contrary, the practice of ex gratia payments also in those instances in which the
lawfulness of the impugned state conduct can be reasonably doubted confirms the lack
of instruments to properly ensure compensation in favor of the victims.

In sum, it seems that the gist of the matter is greater than the specific Al-related
issue. However, turning back to discussing the need for appropriate tools for compensat-
ing victims is momentous now, in times when developments in the Al field in the mili-
tary and in law enforcement could but magnify the lack of such tools. If not now, when?

While the ‘social’ need is more imperative than ever, the question remains as to
how to correct existing law. From a de lege ferenda perspective, I argue that the best way
for ensuring victims of IHL violations — which in the near future could be perpetrated
through AWS — proper redress is to establish a right to compensation in a legally bind-
ing instrument, as States were able to do back in the 1970s in the matter of liability for
space activities.

A future treaty should cover, in my view, the following aspects.
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First, in line with the 1972 Convention, it should establish two different regimes of
state responsibility. On the one hand, the ‘fault-based’ regime for violations of IHL due to
malfunctioning that the State should have foreseen and neutralized before fielding AWS,
and more generally for any violations that can be traced back to primary rules regarding
distinction, proportionality, and precautions in attack. For instance, the treaty should
strive to articulate a strict regime of test & evaluation, validation & verification (TEVV)
for AWS, so as to set the bar high. On the other hand, for those scenarios that cannot be
included in the former, that is for ‘false positive’ scenarios, a ‘strict’ or ‘absolute’ liability
regime should be introduced as a residual form of indemnification of victims.

Second, so as to confer granularity to the former regime, it should outline, as much
as feasible, specific duties regarding the prevention of AWS misdoings, and — at the very
least — provide mechanisms for the exchange of best practices among States. Granted,
this obligation would reasonably assume a quite generic character, due to the reluctance
of States to share key military knowledge among themselves.

Third, in order to ensure the protection of victims of ‘false positives,’ it should pro-
vide forms of compensation for damage to property and persons resulting from the use
of AWS (again, along the lines of the aforementioned 1972 Convention). As is the case
of space activities, state conduct is not prohibited by international law, but is hazard-
ous to the extent that it is likely to generate catastrophic damage: the liability model is,
therefore, best suited to the case.

Fourth, and so as to correct the limitations of existing mechanisms, the future
treaty should contain adequate means of guaranteeing victims effective access to jus-
tice, either through the establishment of an ad hoc supervisory body (for instance, a
Claims Commission to which individuals can apply directly) or through the provision
of obligations to be incorporated into domestic legal orders.

I do not claim that such an instrument would not be ambitious: one may even won-
der whether the proposed content for a treaty on AWS risks having a chilling effect
toward States, which would have quite a hard time signing it. This could be troublesome,
particularly if one considers that such a treaty could not be joined by those States that
will be the first to develop and deploy AWS in operational scenarios.

On a more realistic note, those objections stand and, albeit itchy for those who pro-
fess ‘idealism’ in international law, must be taken seriously. This notwithstanding, the
purpose of the present contribution has been reached: I demonstrated that the ‘responsi-
bility gap’ that AWS are bound to open up can be filled, both on the basis of existing law
(yet with some difficulties) and by adopting new law (yet with a considerable amount
of ambition).

If AWS are to be regarded as ‘abhorrent’, this is not due to responsibility-related
reasons.

TOWARD A “KILLER PAYS’ PRINCIPLE

The ‘cybernetic error’ foreshadowed some fifty years ago by Wilfred Jenks has not only
become a reality, but, in the near future and as a result of the proliferation of AWS, it
is likely to generate damage to property and persons that existing rules of international
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state responsibility are able to regulate to a discrete extent, but not entirely. The advent
of Al capabilities will magnify even more those troubling damages.

The first set of issues derives from cases of intentional mistargeting by AWS, that
in those scenarios in which it is possible to detect an intention to violate IHL and IHRL
rules and principles on the part of state authorities. The intentional selection and engage-
ment of impermissible targets — either objects or persons — gives rise to the responsibil-
ity of States in accordance with existing rules, not to mention, in certain cases, also
the international criminal responsibility of the individuals involved. Put differently, the
intentional use of technology that, however advanced, does not guarantee adequate lev-
els of operability in certain contexts is conduct that is already ‘covered’ by existing
norms: AWS’ peculiar characteristics — namely, the possibility to select and engage
targets without further human intervention — are relevant only to a very limited extent.

The case of unintended attacks on impermissible targets is different. As the pri-
mary rules of IHL and IHRL are held to incorporate a minimum coefficient of culpabil-
ity (that is, fault), if the misdoing is attributable to a malfunctioning of the system that
state authorities were in a position to prevent, neutralize, and in any case minimize, and
if they fail to do so, no ‘responsibility gap’ arises. The standard against which this fault
is to be assessed is the one encapsulated in the ‘honest and reasonable belief” formula,
as crafted in both IHL and IHRL. Due diligence obligations impose a standard of care
on States when they develop and deploy AWS.

The last set of cases that have been analyzed in the present chapter deals with the
unintended attack on persons and objects and is due neither to the ‘bad intention’ of state
authorities nor to ‘fault’ on their part; rather, the selection and engagement of impermis-
sible targets depends on the unpredictable way in which AWS operate in contact with
the real world. If no blame can be placed on state authorities, since there is no primary
norm actually violated and therefore no internationally wrongful act, it logically follows
that neither can one reason in terms of responsibility, due to the defect of one of the two
essential elements of the internationally wrongful act, that is the breach of an interna-
tional obligation incumbent on the State.

By saying this, I do not argue that States will be released from the respect of the due
diligence obligations illustrated above, quite the contrary: the liability regime would
operate only for those instances where no fault whatsoever can be traced back to the
State, which implies that State’s performance of due diligence obligations (including
those related to TEVV) will be closely scrutinized. Simply skipping those obligations
by internalizing indemnification costs will not work, as in those case the existing rules
of international responsibility will kick in.

To conclude that AWS should be (or, according to some, are) banned is however
unwarranted: it has been demonstrated that this argument, captured by the ‘responsibil-
ity gap’ expression, proves too much. More specifically, it fails to take into account a
twofold set of tools that can be used to ‘fill the gap’: on the one hand, interpreting exist-
ing law so as to cover those ‘false positive’ scenarios (de lege lata); on the other hand,
adopting new law to establish a ‘strict’ or ‘absolute’ regime of liability in the absence of
an internationally wrongful act, which does have precedents in the international legal
order.

In this paper, I argued in favor of the latter option: the best way to fill the respon-
sibility gap is by way of a treaty establishing a form of responsibility without interna-
tionally wrongful acts. For the sake of clarity, it must be stressed that this term should
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not mislead: it is, in fact, a primary norm that would impose a duty to compensate
victims on the State. The prerequisites of this regime, as conceived in the international
legal system, are the lawful character of the state conduct in question and its structural
hazardousness for objects and, maybe more worryingly, persons. This regime resonates
clearly with the rationale of a cornerstone of international environmental law, that is the
‘polluter pays’ principle (Boyle, 2009). Suffice to say that this principle was conceived
as a tool for guaranteeing that victims of activities which were not prohibited under
international law, but which were of an hazardous or ultra-hazardous nature, be able to
obtain prompt and adequate compensation. As provocative as it may sound, one could
thus speak of a ‘killer pays’ principle that the international community should develop
to properly address cases of ‘responsibility gaps’ arising from the incremental use of Al
in the military field.

Of course, what has been said so far does not imply that there are no other reasons
to ban, or at least strictly regulate, AWS. It could, for example, be argued that the use
of force, especially against persons, in the absence of specific deliberation by a human
operator, is contrary to the human dignity of the target, and thus contravenes fundamen-
tal principles of both IHL and IHRL (Amoroso, 2020; Tamburrini, 2016). However, this
is evidently a different set of arguments, which cannot be addressed here. It sufficed to
show that the argument focusing on the irremediable opening of ‘responsibility gaps’ as
a result of the use of AWS is, on closer inspection, unconvincing.
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Military Al and
Accountability
of Individuals
and States for
War Crimes In
the Ukraine

Dan Saxon

INTRODUCTION

On February 16, 2023, the United States Department of State issued a “Political
Declaration on Responsible Military Use of Artificial Intelligence and Autonomy”
(Political Declaration). The Political Declaration provided definitions of artificial intel-
ligence (AI) and autonomy that I adopt for this chapter:

For the purposes of this Declaration, artificial intelligence may be understood to
refer to the ability of machines to perform tasks that would otherwise require human
intelligence — for example, recognizing patterns, learning from experience, drawing
conclusions, making predictions, or taking action — whether digitally or as the smart
software behind autonomous physical systems. Similarly, autonomy may be understood
to involve a system operating without further human intervention after activation.
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The preamble to the Political Declaration expressed several principles including that the
use of “Al in armed conflict must be in accord with applicable international humanitar-
ian law, including its fundamental principles. Military use of Al capabilities needs to be
accountable, including through such use during military operations within a responsible
human chain of command and control.”

The ongoing armed conflict between Russia and Ukraine is “an unprecedented test-
ing ground for AI” (Fontes & Kamminga, 2023). This chapter attempts to unpack some
of the challenges to determine the responsibility of individuals and states for the (mis)
use of military Al during the war. To preserve accountability for events that occur dur-
ing armed conflict, soldiers and commanders must conduct combat according to norms
entrenched in both international and domestic law, so that military activity does not take
place in a normative void (Beinisch, The Public Committee Against Torture in Israel
v. The Government of Israel, 2005). I use the phrases “international humanitarian law
(IHL)”, “the law of armed conflict”, and “the law of war” synonymously in this chapter
to describe the legal framework that codifies these norms.

In the interest of brevity, rather than provide a country-wide survey of alleged
crimes committed in Ukraine with weapon systems that use Al this chapter focuses on
the more limited context of Russia’s 2022-2023 aerial campaign to destroy Ukrainian
energy infrastructure. First, I review the facts known about these attacks and the tech-
nology operating one of the primary weapons used by the Russian armed forces to
carry them out — the Iranian-made Shahed drone. Next, I review the basic principles
of IHL, in particular the rules of targeting, which are particularly relevant to the use
of military Al The remainder of the chapter examines how Russia’s operation of the
Shahed weapon system in the context of repeated targeting of Ukraine energy instal-
lations likely constitutes war crimes and the possibilities of holding persons and States
(e.g. Russia and Iran) accountable for these offenses.

RUSSIAN ATTACKS ON UKRAINE’S ELECTRICAL
INFRASTRUCTURE USING MILITARY Al

During the autumn of 2022 and the early months of 2023, Russian armed forces
launched multiple, widespread attacks against electrical power stations and related
infrastructure in Ukraine (Hutch, 2023; Santora, 2023; Schwirtz & Mpoke Bigg, 2022).
Between October 10, 2022 and February 1, 2023 alone, Russia launched at least 13
waves of attacks using hundreds of long-range missiles and drones carrying explosives
(Report of the Independent International Commission of Inquiry on Ukraine [COI],
2023). The attacks affected 20 of Ukraine’s 24 regions and systematically targeted pow-
erplants and other installations crucial for the transmission of electricity and the gen-
eration of heat across the country. The strikes damaged or destroyed a large portion of
Ukraine’s energy production and distribution facilities just as cold weather descended
on the region (Hutch, 2023; Schwirtz & Mpoke Bigg, 2022). Even half of Moldova
lost power as a result of one attack, as its energy grid is tied to Ukraine’s (Santora &
Gibbons-Neff, 2022).



9 e Alin Military: Ukraine War Crimes Accountability 171

By December 2022, every one of Ukraine’s thermal and hydroelectric power instal-
lations had been damaged by Russian strikes (Lander et al., 2022). Entire regions and
millions of people were left for periods without electricity or heat during the winter and,
consequently, with reduced access to water, sanitation, medical treatment, and education
(COI, 2023). During one bombardment, all of Ukraine’s nuclear power plants — which
provide fifty percent of the country’s energy supply — “went into blackout™ (Santora,
2023). Fortunately, meltdowns of the nuclear cores were avoided and the reactors went
offline.

Although public information about civilian harm was available after the first few
attacks, Russia continued to target energy infrastructure. By April 2023, Russia had
launched more than 1,200 missiles and drones against Ukraine’s power installations
(Moloney, 2023). Whilst some of these attacks may have targeted lawful military
objects that supported the Ukrainian military, the sheer scale of these assaults and their
effects indicates that many of them were disproportionate, indiscriminate, and intended
to instill terror in the civilian population. If true, such operations would be violations of
the law of armed conflict, i.e. war crimes.

Since the start of the armed conflict in February 2022, Russian forces have deployed
several kinds of drones in the Ukraine that operate with military AI. For example, the
KUB-BLA and Lancet drones are relatively short-distance, loitering munitions that use
cameras and algorithms to detect and identify military objects by class and type in
real-time (Automated Decision Research, 2023). The Al technology expands the area
monitored during a single flight by 60 times and increases the drone’s lethality and
autonomy.

The repeated operations against electrical plants and networks relied heavily on a
particular type of “Kamikaze” drone called Shahed (Hambling, 2023). Purchased from
Iran in 2022, the different versions of Shahed drones are longer-range UAVs that, prior
to launch, are programmed to strike and destroy targets by diving into them and explod-
ing (Chulov et al., 2023). Often launched in “swarms” of five to a dozen drones or more,
Shahed proved effective against Ukraine energy installations, in spite of Ukraine mili-
tary’s air defenses. They are comparatively small and fly at low altitudes, which makes
radar detection difficult until the vehicle is close to the target (Hutch, 2023). Even when
only a fraction of a swarm reaches its objective, the drones’ warhead (bearing 30-50kg
of explosives depending on the design), inflicts substantial damage (Brennan, 2022).

Shahed drones can be programmed with algorithms to perform various tasks such
as surveillance and attacks (Army Recognition, 2023). In addition, when satellite-linked
guidance systems fail, Shahed’s guidance system can switch to an inertial navigation
system, whereby raw sensor data about dynamic states such as angular velocity and
acceleration is processed by a computer. The software, by means of different fusion
algorithms, can estimate attitude, position, and velocity, allowing for course corrections.
(OE Data Integration Network, 2023). The system also detects when sensors malfunc-
tion and then discards the input from the affected sensors and compensates for the loss
with other available sensors. This makes the system robust against sensor failures and
the drone’s accuracy is described as “spectacular” and “uncanny” (Rubin, 2023).

The use of military Al to assist Russian attacks on Ukraine’s electrical assets raises
questions about the ability to hold drone operators and commanders accountable for
war crimes that occur during these operations. Nonetheless, it would be premature to
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examine issues of individual criminal responsibility prior to determining whether these
strikes are lawful, or violations of IHL. The next section, therefore, explains the impor-
tant principles and rules of the law of armed conflict and assesses the legality of Russia’s
concerted assaults on Ukraine’s energy system.

BASIC PRINCIPLES AND RULES OF IHL

The application of modern IHL is an attempt to achieve an equitable balance between
humanitarian requirements and the demands of armed conflict JCRC Commentary to
Art. 57, Additional Protocol I to the Geneva Conventions of 12 August 1949 (API) [ICRC
Commentary], 1987; May & Newton, 2014), e.g. between the principles of humanity
and military necessity. The principle of “humanity” — the heart of IHL (International
Court of Justice, Legality of the Threat or Use of Nuclear Weapons [Nuclear Weapons],
1996) — prohibits the infliction of suffering, injury or destruction not actually necessary
for the accomplishment of a legitimate military purpose. This tenet is based on the con-
cept that once a military purpose has been achieved, the further infliction of suffering is
unnecessary (U.K., The Joint Service Manual of the Law of Armed Conflict [JSP 383],
2004). The humanitarian character of the principles of the law of armed conflict applies
to all forms of warfare and all kinds of weapons, including future weapons.

Francis Lieber (1863) defined “military necessity” as “the necessity of those mea-
sures which are indispensable for securing the ends of the war, and which are lawful
according to the modern law and usages of war.” The U.K. armed forces use a more
nuanced definition that mirrors the principle of humanity:

[m]ilitary necessity is now defined as “the principle whereby a belligerent has the right
to apply any measures which are required to bring about the successful conclusion of a
military operation and which are not forbidden by the laws of war.” Put another way a
state engaged in an armed conflict may use that degree and kind of force, not otherwise
prohibited by the law of armed conflict, that is required in order to achieve the legiti-
mate purpose of the conflict, namely the complete or partial submission of the enemy
at the earliest possible moment with the minimum expenditure of life and resources

(JSP 383, Amendment 3, 2010, para. 2.2).

In addition to humanity and military necessity, two “crucial” principles determine the
effectiveness of modern IHL (Nuclear Weapons, paras. 77-78). First, the principle of
distinction establishes that belligerents must always distinguish between enemy com-
batants and civilians and never intentionally target civilians or civilian objects (Art. 48,
API, 1977). Consequently, indiscriminate attacks, i.e. those that are of a nature to strike
military objectives and civilians without distinction, as well as the use of weapons that
are indiscriminate, are unlawful (Art. 51(4), API). Second, belligerent parties may not
employ means and methods of warfare in a manner that causes superfluous injury or
unnecessary suffering (Art. 35(2), API). The phrase “means of combat” generally refers
to the weapons used while “methods of combat™ generally refers to the way in which
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weapons are used (ICRC Commentary, 1987). This constraint reflects a “fundamental
customary principle” of the law relating to the conduct of hostilities; that the right of
belligerents to adopt means of injuring the enemy, including the choice of weapons, is
not unlimited (Roberts & Guelff, 2000).

The Law of Targeting: The Use of Force During Armed Conflict. In order to under-
stand how the employment of military Al impacts the exercise of force, it is necessary to
review the process(es) professional armed forces undertake to plan and execute attacks.
In modern warfare, the process of selecting and engaging targets can be extraordinarily
complex, involving multiple stakeholders, interests, and values and includes a mix of
human thinking, automation, and autonomy. Essentially, the targeting process identi-
fies resources that the enemy can least afford to lose or that provide her with the great-
est advantage. Subsequently, targeters identify the subset of those targets that must be
neutralized to achieve success. According to U.S. military doctrine, valid targets are
those that have been vetted and those that “meet the objectives and criteria outlined in
the commander’s guidance and ensures compliance with the law of armed conflict and
rules of engagement” (U.S., Joint Publications 3-60, “Joint Targeting,” [JP 3-60], 2013).

Four general principles guide the targeting process. First, it should be focused, i.e.
every target proposed for engagement should contribute to attaining the objectives of the
mission. Second, targeting should be “effects-based”, i.e. it attempts to produce desired
effects with the least risk and least expenditure of resources (Anderson & Waxman,
2017). Third, it is interdisciplinary in that targeting entails participation from com-
manders and their staffs, military lawyers, analysts, weaponeers, other agencies, orga-
nizations, and multinational partners. Finally, targeting should be systematic; a rational
process that methodically analyses, prioritizes, and assigns assets against targets. A
single target may be significant because of its particular characteristics. The target’s
real importance, however, “lies in its relationship to other targets within the operational
system” of the adversary (JP-360, para. 1.2.1, 2013).

There are two general categories of targeting: deliberate and dynamic. Deliberate
targeting is more strategic; it shapes the battlespace and addresses planned targets
and efforts, i.e. beyond the next twenty-four hours. Systematic attacks over months on
Ukraine’s power plants and related facilities would be an example of deliberate, strategic
targeting. Dynamic targeting manages the battlespace and refers to decisions requiring
more immediate responses, usually within the current twenty-four hour period (JP-360,
2013).

Targets have temporal characteristics in that their vulnerability to detection, attack,
or other engagement varies in relation to the time available to engage them. Targets that
are especially time-sensitive present the greatest challenges to targeting personnel who
must compress their normal decision cycles into much shorter periods. As all or most of
the energy infrastructure attacked by Russian forces since October 2022 was stationary,
it is unlikely that it represented a particularly “time-sensitive” target in the usual sense
of the term (although Ukraine’s increasing capacity to improve its air defenses might
have raised the temporal urgency of some of the attacks).

As mentioned above, targeting decisions must satisfy the law of war obligations. In
this context, targeting personnel bears three essential responsibilities. First, they must
positively identify and accurately locate targets that comport with military objectives
and rules of engagement. Second, they must identify possible concerns regarding civilian
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injury or damage to civilian objects in the vicinity of the target (U.S., “No-Strike and
the Collateral Damage Estimation Methodology” [NSCDEM], 2012). Finally, they must
conduct incidental damage estimates with due diligence and within a framework of the
accomplishment of mission objectives, force protection, and collateral damage mitiga-
tion (Australia, “Targeting” [ADDP], 2009).

After targets are engaged, commanders must assess the effectiveness of the
engagement. “Direct” effects are the immediate consequences of military action whilst
“indirect” effects are the delayed and/or displaced second, third, or higher-order conse-
quences, resulting from intervening events or mechanisms. Importantly for this chapter,
effects can “cascade”, i.e. ripple through a targeted system and affect other systems
(ADDP, 2009). The assessment process is continuous and helps commanders adjust
operations as necessary and make other decisions designed to ensure the success of the
mission (NSCDEM, 2012).

Finally, the work of targeting is increasingly an automated (if not autonomous) pro-
cess. Computer applications speed the accurate development and use of information that
matches objectives with targeting and facilitates the assessment of effects. Nonetheless,
U.S. military doctrine holds that, whilst automation increases the speed of the targeting
process, “it is not a replacement for human thinking or proactive communications” and
personnel must “fully comprehend foundational targeting concepts” (NSCDEM, 2012).
The next section describes the most important targeting rules of IHL with respect to the
use of Shahed drones to attack Ukraine’s electrical infrastructure.

Applicable Rules of Targeting in IHL

The IHL provisions prescribing how belligerents should conduct targeting —i.e. Articles
48-59 of API — integrate the principles of military necessity and humanity. “The ques-
tion who, or what, is a legitimate target is arguably the most important question in the
law of war ....” (Waxman, 2008). The targeting rules attempt to delineate the param-
eters for the use of force during armed conflict and therefore are the most relevant to a
discussion of the use of Al in weapon systems.

Articles 48 and 52 enshrine the customary law duty of parties to an armed conflict to
distinguish between the civilian population and combatants and between civilian objects
and military objectives, and thus direct attacks only against combatants and/or other
military objectives such as enemy installations, equipment, and transport (Waxman,
2008) Article 52 defines “military objectives” as “those objects which by their nature,
location, purpose or use make an effective contribution to military action and whose total
or partial destruction, capture or neutralization, in the circumstances ruling at the time,
offers a definite military advantage” (API, 1977). The principle of military necessity does
not provide a basis for derogation from the prohibition on attacking civilians and civilian
objects (Prosecutor v. Stanislav Gali¢, IT-98-29-A; Gali¢, 2006).

In parallel, Article 51 (4) expresses the customary law prohibition of indiscriminate
attacks, which include:

e Those which are not directed at a specific military objective
e Those which employ a method or means of combat which cannot be directed
at a specific military objective; or
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* Those which employ a method or means of combat the effects of which can-
not be limited as required by API

Attacks that employ means of combat which cannot discriminate between civilians and
civilian objects and military objectives are “tantamount to direct targeting of civilians”
(Prosecutor v. Pavle Strugar, IT-01-42-A, note 689; Strugar, 2008). Similarly, the
encouragement of soldiers to fire weapons for which they lack training may be indica-
tive of the indiscriminate nature of an attack. Furthermore, the indiscriminate nature of
an attack may be circumstantial evidence that the attack actually was directed against
the civilian population (Gali¢, 2006).

Precautions in Attacks

Article 57 of API addresses the precautions that “those who plan or decide upon” an
attack must exercise to avoid or minimize civilian casualties. Planners and executors of
attacks must do everything feasible to verify that the target of the attack is a military
objective and the provisions of API do not forbid the operation. Furthermore, belligerent
forces must “take all feasible precautions in the choice of means and methods of attack”
to avoid and minimize incidental injury to civilians and damage to civilian objects (Art.
57, API, 1977). “Feasible precautions” are precautions that are practicable or practically
possible considering all circumstances ruling at the time, including humanitarian and
military considerations (Henckaerts & Doswald-Beck, 2005). Thus, feasibility determi-
nations depend on diverse factors such as access to intelligence concerning the target
and the target area, availability of weapons, personnel, and different means of attack,
control (if any) over the area to be attacked, the urgency of the attack and “additional
security risks which precautionary measures may entail for the attacking forces or
the civilian population” (Wright, 2012, p. 827). As technology develops, however, the
scope of what is “practicable”, and therefore legally necessary, may expand accordingly
(Beard, 2009).

The rule of proportionality, expressed in Articles 51 (5) (b) and 57 (2) (a) (iii), is
the most challenging obligation within the realm of “precautions-in-attack.” This rule
requires parties to armed conflict to “refrain from deciding to launch any attack which
may be expected to cause incidental loss of civilian life, injury to civilians, damage
to civilian objects, or a combination thereof, which would be excessive in relation to
the concrete and direct military advantage anticipated” (Art. 57 (2) (a) (iii)). This duty
requires consideration and balancing of at least three abstract values: “excessive inci-
dental injury to civilians and/or damage to civilian objects,” “concrete and direct” and
“military advantage.”

The adjective “excessive” is important because, as Dinstein observes, incidental
civilian damage during armed conflict is inevitable due to the impossibility of keeping
all civilians and civilian objects “away from the circle of fire in wartime” (Dinstein,
2012). However, the term does not lend itself to empirical calculations as it is impossible
to prove, for example, that a particular factory is worth X number of civilians (Rogers,
2004). A variety of relevant military, moral, and legal concerns may inform an assess-
ment of what is “excessive” such as the importance of the military objective, the number
of civilians at risk from the attack, as well as the risks to friendly forces and civilians
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if the attack does not occur (U.S. Department of Defense “Law of War Manual,” 2015).
Furthermore, calculations of expected incidental damage to civilians (whether excessive
or not) will always be approximations “to help inform a commander’s decision making”
(NSCDEM, 2012). Accordingly, military commanders must use their common sense
and good faith when they weigh up the humanitarian and military interests at stake.

The requirements of the Article 57 rules concerning precautions-in-attack (as well
as the other targeting rules codified in API) reflect elementary considerations of human-
ity and the THL principle that civilians and civilian objects shall be spared, as much as
possible, from the effects of hostilities (Gali¢, 2006). Similarly, these rules speak to
military necessity and the need of armed forces for disciplined soldiers who will fight
effectively and facilitate the re-establishment of peace. “[I]t is clear that no respon-
sible military commander would wish to attack objectives which were of no military
interest. In this respect humanitarian interests and military interests coincide” (ICRC
Commentary, 1987). Thus, this dual proscriptive and permissive approach runs through
the laws and customs of war from the writings of Grotius, Vattel and their contempo-
raries to modern-day treaties and customary IHL.

Military Al in Weapon Systems and
Compliance with the Laws of Targeting

As the laws of targeting are effects-based, nothing in IHL per se makes the application
of these targeting rules using weapons operating with military Al unlawful, provided
that the weapons system utilizing Al is capable of compliance with the rule(s). The cur-
rent legal standard for weapon systems, including those employing machine learning
and other forms of Al, is whether or not that system can be used in compliance with
the traditional principles of the law of armed conflict, including minimizing death and
injury to civilians and damage to civilian objects (Jensen, 2020).

Accordingly, professional armies must “expect military commanders employing
a system with [military AI] to engage in the decision-making process that is required
by international humanitarian law” (Jackson, 2014). Logically, it is impossible for
commanders to direct weapons at specific military objectives, as required by Article
51 4) (b) of API, without a proper understanding of the weapon. Thus, in many jurisdic-
tions deployment of weapons utilizing military Al without a proper understanding of
how the system works will constitute an indiscriminate attack and be subject to criminal
sanction (M Schmitt, personal communication, March 15, 2014).

Moreover, prior to deploying a weapon system using, the superior must ensure one
of two criteria: (i) once programmed, the Al software controlling the weapon system
has the robust capacity to comply with Article 57, or (ii) deployment of the weapon sys-
tem is itself an expression of a “feasible precaution in the choice of means and methods
of attack” within the meaning and spirit of the law (Jackson, 2014). Depending on the
degree of autonomy provided by the Al software, if the commander deploys an autono-
mous weapon platform, she may lose her ability to take additional feasible precautions
as well as make proportionality judgments.
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ARE RUSSIA’S DRONE ATTACKS ON
ENERGY INFRASTRUCTURE LAWFUL?

During an armed conflict, an attack on the enemy’s energy infrastructure can be law-
ful only if the item targeted is a military objective as described in Article 52(2) of APL
Power infrastructure that supports military facilities, equipment, or activities qualifies
as a military objective so long as it “makes an effective contribution to enemy military
action and neutralizing it will yield a military advantage to the attacker,” in this case,
Russian armed forces (Schmitt, 2022). This is so even when the power installation is a
“dual-use” object that also supports the civilian population. Those portions of a power
grid, however, upon which the military does not rely and that can be struck separately
to retain their civilian character, are not military objectives and should not be attacked.
Russia’s repeated use of Shahed drones to carry out attacks on Ukraine’s energy instal-
lations, therefore, warrants review under the precautions-in-attack and proportionality
rules of IHL.

Precautions in Russia’s Attacks

As discussed above, Article 57 of API obliges belligerent forces to exercise all feasible
precautions in the choice of means and methods of attack to avoid and minimize inciden-
tal injury to civilians and damage to civilian objects. The person launching the attack(s)
must endeavor to spare the civilian population as much as possible (ICRC Commentary,
1987). In the context of Russia’s widespread and systematic attacks against Ukraine’s
energy infrastructure, it is difficult to believe that the Russian military has taken all
feasible precautions to minimize harm to civilians and damage to civilian objects
when: (i) the repeated attacks occurred for months throughout the autumn and winter
of 2022/2023 (Picheta, 2023); (ii) the attacks struck energy installations across most of
Ukraine territory; (iii) the strikes continued during the coldest months of the year when
loss of energy has the greatest impact; (iv) the attacks affected millions of civilians; and
(v) the effects of the attacks on the civilian population were public and common knowl-
edge around the world (Lander et al., 2022; Schwirtz & Mpoke Biggs, 2022).

In November 2022, Vasily Nebenzya, Russia’s ambassador to the United Nations
Security Council, defended his armed forces” assault on Ukraine’s energy system: “To
weaken and destroy the military potential of our opponents, we are conducting strikes
with precision weapons against energy and other infrastructure, which is used for the
purpose of military supplies to Ukrainian units” (Santora & Gibbons-Neff, 2022).

The extraordinary impact of these attacks on the civilian population, however, sug-
gests that Russian armed forces took little or no precautions to limit harm to civil-
ians and civilian objects. On the contrary, the use of “precision weapons” to attack a
broad spectrum of energy targets across Ukraine, with no apparent effort to differentiate
between power systems and services that support the Ukrainian armed forces and those
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that supply the civilian population, indicates an intent to maximize civilian suffering.
The use of high-precision weapons allows the completion of operations with less waste
of ammunition and human suffering (Kostenko, 2022). Nebenzya’s statement — as well
as the systematic damage and destruction of Ukraine’s energy facilities — indicate that
Russian forces carried out these attacks with knowledge and understanding of the capa-
bilities of these weapons. The availability of accurate, long-range weapons, including
the Shahed drone, gave the Russian military the ability to focus their attacks on the
energy infrastructure that sustains Ukraine’s army whilst avoiding, as much as possible,
harm to civilians. This it failed to do.

Proportionality in Russia’s Attacks

As discussed above the rule of proportionality, expressed in Articles 51 and 57 of API, is
the most challenging duty within the scope of “precautions-in-attack.” Proportionality
assessments require commanders and targeters to make a careful judgment, using com-
mon sense and good faith, that balances the foreseeable military advantage resulting
from the attack against the expected harm to civilians (ICRC Commentary, 1987). Art.
8 (2) (b) (iv) of the Rome Statute of the International Criminal Court prohibits attacks
where the anticipated civilian injury and damage is “clearly excessive” to the expected
military advantage. No similar provision exists in treaty or customary law that crimi-
nalizes failures to take feasible precautions under Arts. 57 (2) (a) (i) or (ii) (R. Geiss,
personal communication).

Whilst proportionality judgments can be complex depending on the circumstances
of the combat domain, the facts known about Russia’s attacks on Ukraine’s energy infra-
structure indicate that many of the attacks were disproportionate (COI, 2023). After
just the first week of attacks in October 2022, thirty percent of Ukraine’s power plants
were damaged, causing electrical blackouts across the country (Schwirtz & Mpoke
Bigg, 2022). Thus, substantial harm to civilian objects and the civilian population
was foreseeable by that time, and, due to the approaching winter weather, more severe
harm caused by additional attacks was predictable. At that time, under IHL, Russia
should have suspended or canceled these strikes (Art. 57(2)(b), API, 1977). Nonetheless,
Russian attacks on the power system continued, sometimes involving dozens or up to
a hundred missiles and drones at one time, disrupting the energy supply to millions of
persons.

Moreover, if by mid-to-late autumn 2022, it was foreseeable that continued
attacks would result in the suffering of millions of Ukrainian civilians, to constitute
proportionate attacks the anticipated military advantage for Russian forces should have
been extraordinarily high. The waves of strikes, however, have had little impact on
ongoing Ukrainian military operations. On the contrary, over time, they exhausted
Russia’s supply of missiles and drones (Schmitt, 2022a). It is difficult to imagine, there-
fore, that as the attacks occurred over months, proportionality assessments met the legal
standard.

Taken together, these circumstances point to a broader conclusion about Russia’s
conduct of attacks against Ukraine’s energy infrastructure: at least some of them were
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indiscriminate, either because they were not directed at a specific military objective,
because they were disproportionate, or both (Art. 51(4)(a) & 5(b), API, 1977). The evi-
dence suggests that, when conducting these attacks, Russian armed forces made no
effort to find an equitable balance between the principles of military necessity and
humanity. Attempts to find and maintain this balance form the basis of the entire law of
armed conflict ICRC Commentary, 1987). By launching and continuing indiscriminate
attacks, Russian soldiers and commanders violated IHL.

The Intent to Cause Terror

In late November 2022, one highly respected commentator suggested that, as Russian
attacks on Ukrainian energy infrastructure “have gone on for so long, are so wide-
spread, and are so intense, that it is difficult to attribute any purpose to them other than
terrorizing the civilian population” (Schmitt, 2022b). The law of armed conflict prohib-
its attacks or threats of violence the primary purpose of which is to spread terror among
the civilian population (Art. 51(2), API, 1977). Terror can be defined as “extreme fear”
(Prosecutor v. Ratko Mladi¢, MICT-13-56-A, 2021, para. 315; Mladi¢, 2021). Attacks
intended to terrorize civilians may include indiscriminate and disproportionate attacks
and such acts may contribute to establishing the intent to terrorize (Mladi¢, 2021).

Acts or threats of violence that cause death or serious injury to body or health
are only one possible mode of commission of terror (Mladi¢, 2021). Whilst victims
must suffer grave consequences as a result of the attacks or threats of violence, “grave
consequences” can include, but are not limited to death or serious physical or mental
injury Prosecutor v. Dragomir Milosevié, IT-98-29/1-A, 2009, para. 33; Milosevié,
2009). Importantly, the actual infliction of terror on civilians is not a requirement of
this offense, although evidence of actual terrorization can contribute, for example,
to establishing that the infliction of terror was the primary purpose of the attacks.
Causing terror must be the primary purpose of the attack or threats of violence, but
it need not be the only one (Milosevi¢, 2009]. The intent to terrorize may be inferred
from a number of factors including the nature, manner, timing, and duration of the
acts or threats.

It is to be expected that a civilian population will be afraid during the chaotic
times of war (Prosecutor v. Radomir Karadzi¢, IT-95-5/18-T, 2016). However, the situ-
ation of civilians in Ukraine during the winter of 2022-2023 was unique. The intent
to terrorize can be inferred by the decision of the Russian military to launch repeated
attacks against energy infrastructure serving the civilian population just at the start of
the coldest period of the year. The use of swarms of dozens of missiles and drones in
these attacks across broad regions of Ukraine also suggests an intent to cause fear in the
civilian population. Continuing the attacks for months whilst millions of Ukrainian
civilians were without power in freezing temperatures could only contribute to a sense
of fear and helplessness and Russian leaders must have been aware of this dynamic.
Considered as a whole, these circumstances suggest, at a minimum, that an impor-
tant purpose of the attacks on Ukrainian power installations was to instill terror in the
civilian population.
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THEORIES OF INDIVIDUAL CRIMINAL
RESPONSIBILITY FOR UNLAWFUL ATTACKS
WITH WEAPONS THAT USE Al

Theories of Individual Criminal Responsibility
for Unlawful Attacks with LAWS

Preliminarily, two general kinds of individual criminal responsibility may arise when
soldiers and/or their commanders violate IHL. First, “direct” responsibility arises from
an individual’s acts or omissions that contribute to the commission of crimes (Prosecutor
v. Stanislav Galié, IT-98-29-T, 2003, para. 169). Second, “superior” or “command”
responsibility emanates from the failure of military or civilian superiors to perform
their duty to prevent their subordinates from committing such crimes, and/or the failure
to fulfill the obligation to punish the perpetrators thereafter (Prosecutor v. Momdilo
Perisi¢, IT-04-81-A, 2013, paras. 86—87). The latter form of liability, therefore, implies
criminal responsibility by omission.

Moreover, each theory of individual criminal liability contains objective and sub-
jective elements: the actus reus — the physical act necessary for the offense — and the
mens rea — the necessary mental element (Prosecutor v. Zejnil Delalié, et al., IT-96-21-T,
1998; Delalic, 1998). The principle of individual guilt requires that an accused can
be convicted of a crime only if her mens rea comprises the actus reus of the crime
(Prosecutor v. Mladen Naletili¢, a.k.a. “Tuta” & Vinko Martinovié, a.k.a. “Stela,”
IT-98-34-A, 2006). A conviction absent mens rea would violate the presumption of
innocence. Thus, to convict an accused of a crime, she must, at a minimum, have had
knowledge of the facts that made her conduct criminal.

Similarly, under the Rome Statute of the International Criminal Court (ICC) convic-
tion can occur “only if the material elements are committed with intent and knowledge”
(Art 30, 1998 [Rome Statute, 1988]) This conjunctive approach requires the accused to
possess a volitional element encompassing two possible situations: 1) she knows that
her actions or omissions will bring about the objective elements of the crimes, and she
undertakes such actions or omissions with the express intent to bring about the objec-
tive elements of the crime, or 2) although she does not have the intent to accomplish
the objective elements of the crime, she is nonetheless aware that the consequence will
occur in the ordinary course of events (The Prosecutor v. Abdallah Banda & Saleh
Jerbo, Corrigendum to Decision on Confirmation of Charges, ICC-02/05-03/09, 2011).

Theories of Direct Responsibility

For the sake of brevity, this chapter focuses on two possible modes of the direct respon-
sibility of Russian commanders for their employment of Shahed drones to attack
Ukraine’s energy infrastructure: commission and ordering.
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Individual “commission” of a crime entails the physical perpetration of a crime
or engendering a culpable omission in violation of criminal law (Prosecutor v. Fatmir
Limaj, IT-03-66-T, 2005, para. 509 [Limaj, 2009]). The actus reus of this mode of crim-
inal liability is that the accused participated, physically or otherwise directly, in the
material elements of a crime, through positive acts or omissions, whether individually
or jointly with others. In the case law of the ad hoc tribunals for the former Yugoslavia
and Rwanda, the requisite mens rea for commission is that the perpetrator acted with
the intent to commit the crime, or with an awareness of the probability, in the sense
of the substantial likelihood, that the crime would occur as a consequence of his/her
conduct (Limaj, 2005). The Rome Statute of the ICC, however, excludes the applica-
tion of the dolus eventualis standard, as well as the mens rea of recklessness. Instead,
the criminal mens rea exists if the accused means to commit the crime, or, she is aware
that by her actions or omissions, the crime will occur in the ordinary course of events.
(Prosecutor v. Thomas Lubanga Dyilo, Judgment Pursuant to Article 74 of the Statute,
ICC-01/04-02/06, 2012).

In addition, at the ICC, criminal responsibility may accrue when the accused
makes an essential contribution to a plurality of persons acting with a common crimi-
nal purpose. The accused must be aware of her essential contribution, and must act
with the intention that the crime occur, or with the awareness that by implementing
the common plan, the crime “will occur in the ordinary course of events” (Art. 25(3)
(d), Rome Statute, 1998). In the case law of the ad-hoc tribunals for Rwanda and the
former Yugoslavia, culpable participation in a common criminal purpose is referred to
as “joint criminal enterprise” and requires a significant contribution to the realization of
the crime (Prosecutor v. Vujadin Popovié, et. al., IT-85-88-T, 2010, para. 1027; Popovié,
2010).

Responsibility under the mode of “ordering” ensues when a person in a position
of authority orders an act or omission with the awareness of the substantial likelihood
that a crime will be committed in the execution of that order, and, if the person receiv-
ing the order subsequently commits the crime (Prosecutor v. Boskoski & Tarculovski,
IT-04-02-A, 2010, para. 160; Bokoski & Tarculovski, 2010). Orders need not take a
particular form and the existence of orders may be established using circumstantial
evidence. Liability ensues if the evidence demonstrates that the order substantially con-
tributed to the perpetrator’s criminal conduct (BoSkoski & Tarculovski, 2010).

The Theory of Superior Responsibility

When crimes occur due to the misuse of weapons systems operating with Al, the theory
of superior responsibility also may be appropriate to hold commanders accountable.
The superior-subordinate relationship lies at the heart of the doctrine of a commander’s
liability for the crimes committed by her subordinates. During armed conflict, the role
of commanders is decisive (ICRC Commentary, 1987) and it is the position of command
over subordinates and the power to control their actions (and comply with international
law) that form the legal basis for the superior’s duty to act, and for her corollary liability
for a failure to do so (Limaj, 2009).
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In general terms, pursuant to the statute and jurisprudence of the ad-hoc tribunals, a
military or civilian superior may be held accountable if the superior knew or had reason
to know that her subordinates were committing or about to commit criminal acts and
failed to take necessary and reasonable measures to prevent the crimes and/or punish the
perpetrators (Statute of the International Residual Mechanism for Criminal Tribunals,
2010). The Rome Statute of the ICC alters the evidentiary thresholds for holding civil-
ian and military commanders accountable under the theory of superior responsibility.
In addition to the three elements found in the law of the ad-hoc tribunals, prosecutors at
the ICC must establish that the crimes committed by subordinates occurred as a result
of the superior’s “failure to exercise control properly over such forces” (Rome Statute,
1998). In short, it is necessary to prove that the superior’s omission increased the risk of
the commission of the crimes charged (The Prosecutor v. Jean Pierre Bemba Gombo,
Decision Pursuant to Article 61 (7) (a) and (b) of the Rome Statute on the Charges of the
Prosecutor v. Jean-Pierre Bemba Gombo, 01/05-01/08, 2009).

The superior/subordinate relationship

A superior-subordinate relationship exists when a superior exercises effective control
over her subordinates, i.e. when she has the material ability to prevent or punish their
acts. Factors indicative of an accused’s position of authority and effective control include
the official position she held, her capacity to issue orders, whether de jure or de facto, the
procedure for appointment, the position of the accused within the military or political
structure and the actual tasks that she performed. The indicators of effective control are
more a matter of evidence than of substantive law and depend on the specific circum-
stances of each case. The concept of superior is broader than immediate and direct com-
mand “and should be seen in terms of a hierarchy encompassing the concept of control”
(ICRC Commentary to Art. 86, 1987, para. 3544). Thus, more than one superior may be
held responsible for her failure to prevent or punish crimes committed by a subordinate,
regardless of whether the subordinate is immediately answerable to the superior or more
distantly under her command (Prosecutor v. Sefer Halilovi¢, IT-01-48-T, 2005).

The superior’s knowledge of the criminal
acts of her subordinates

A superior’s mens rea, i.e. her knowledge that her subordinates were about to commit
or had committed crimes may be actual knowledge or the availability of “sufficiently
alarming” information that would put her on notice of these events (Strugar, 2008, paras.
297-304). Such knowledge may be presumed if the superior had the means to obtain the
knowledge but deliberately refrained from doing so (Delali¢, 1998).

At the ICC, instead of requiring proof that the superior “had reason to know” that
her forces were committing or had committed crimes, the court’s “knowledge” stan-
dard for military commanders compels prosecutors to establish that she “should have
known” about such crimes (Art. 28(1)(a), Rome Statute, 1998). This standard requires
the commander “to ha[ve] merely been negligent in failing to acquire knowledge” of
her subordinates’ unlawful conduct (Strugar, 2008, paras. 297-304). The “knowledge”
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requirement for demonstrating the liability of civilian superiors is higher: “the superior
either knew, or consciously disregarded information which clearly indicated that the
subordinates were committing or about to commit such crimes” (Art. 28(2)(a), Rome
Statute, 1988).

Necessary and reasonable measures to prevent
the crimes and/or punish the perpetrators

“Necessary” measures are the measures appropriate for the superior to discharge her
obligation (showing that she genuinely tried to prevent or punish) and “reasonable” mea-
sures are those reasonably falling within the material powers of the superior (Halilovic,
2005). A superior will be held responsible if she fails to take such measures that are
within her material ability and the superior’s explicit legal capacity to do so is irrelevant
provided that she has the material ability to act (Limaj, 2005).

“The determination of what constitutes ‘necessary and reasonable measures’ is
not a matter of substantive law but of fact, to be determined on a case-by-case basis”
(Popovié, 2010). This assessment depends upon the superior’s level of effective control
over her subordinate(s). Depending upon the circumstances of the case, “necessary and
reasonable” measures can include carrying out an investigation, providing informa-
tion in a superior’s possession to the proper administrative or prosecutorial authorities,
issuing orders aimed at bringing unlawful conduct of subordinates in compliance with
IHL and securing the implementation of these orders, expressing criticism of criminal
activity, imposing disciplinary measures against the commission of crimes, reporting
the matter to the competent authorities, and/or insisting before superior authorities that
immediate action be taken (Popovic¢, 2010).

APPLICATION OF THE THEORIES OF
INDIVIDUAL CRIMINAL RESPONSIBILITY TO
THE USE OF SHAHED DRONES TO ATTACK

ENERGY INFRASTRUCTURE IN UKRAINE

Application of Theories of Direct Responsibility

In cases involving deliberate, unlawful attacks with weapons utilizing Al, proof of a
commander’s individual criminal responsibility under the direct modes of commission
and ordering will be relatively simple. For example, if, during armed conflict, a com-
mander intentionally employs a weapon system in circumstances where the system’s
capabilities for compliance with IHL are inadequate (such as a notoriously inaccurate
weapon within a densely-populated urban area where civilians are known to be present),
and death and injuries to civilians occur, that commander is culpable for the commis-
sion of a war crime (Schmitt, 2014).
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In the context of Ukraine, it is possible that some of the apparently disproportionate
attacks perpetrated with Shahed drones occurred as a result of computational errors at
the programming stage of the targeting process. Nonetheless, given Shahed’s reputation
as a precise and accurate weapon, the repeated launch over time of so many dispropor-
tionate attacks on energy infrastructure suggests that the relevant personnel acted with
the criminal intent to commit these offenses.

In addition, as mentioned above, at the ICC, under the mode of “commission,”
criminal responsibility may accrue when the accused makes an essential contribution
to a plurality of persons acting with a common criminal purpose. The repeated waves
of Shahed drone attacks on Ukraine energy installations between October 2022 and
early 2023 required the coordinated planning and efforts of many Russian commanders,
intelligence and targeting analysts, logistical personnel, engineers/programmers, drone
operators, etc. An undetermined number of Russian commanders and their subordinates
who planned, coordinated, conducted, and monitored the effects of these attacks made
essential contributions to a common criminal design to launch attacks on energy infra-
structure in violation of IHL. The identities of some of these personnel are available in
the public domain (Grozev, 2022).

Similarly, in professional armed forces, the strategic and repeated use of important
and expensive resources, such as Shahed drones, over many months, only occurs under
the direction and orders of high-level commanders. Assuming sufficient evidence exists
of orders given by particular individuals, those commanders (including civilian supe-
riors such as President Putin) can be held accountable under the theory of liability of
ordering for these unlawful attacks.

Application of Superior Responsibility

In certain scenarios, the theory of superior responsibility may be appropriate to hold
military commanders and/or civilian superiors responsible for failing to prevent and/
or punish crimes perpetrated with military Al-driven weapons systems. For example,
if a commander at the operational level becomes aware that a subordinate officer at
the tactical level is using such weapons to perpetrate unlawful attacks, the operational
commander has a duty to prevent further misconduct and punish his subordinate (Arts.
86 and 87, API, 1977). As long as evidence exists demonstrating the three essential
elements of a commander’s effective control over subordinates who commit crimes,
the commander’s knowledge, and a failure to take necessary and reasonable measures
to prevent further crimes and punish the perpetrators, criminal liability should ensue.

In the case of Russia’s drone attacks on Ukrainian energy installations, the exis-
tence of commanders’ effective control over subordinates who actually launched the
attacks is evidenced by the planned and coordinated nature of the attacks, repeated over
months. The pattern of these attacks and the sophisticated weapons used indicate that
they occurred under the direction and control of superiors.

With respect to the “knowledge” element, commanders of Russian forces oper-
ating the Shahed drone will not easily convince a court that they were unaware that
their subordinates operated these weapons unlawfully during 2022-2023. This premise
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should hold true regardless of whether courts apply the “had reason to know” standard
of the ad-hoc tribunals or the “should have known” standard of the ICC. The attacks
on Ukraine’s energy infrastructure were public knowledge. Moreover, any state or
organized armed group with the resources and ability to employ such weapons — such
as Russia — will also have the means and the communications technology to monitor
how these weapons are used. Any competent commander utilizes all possible methods
to observe the progress and operations of her subordinate units (NATO, Allied Joint
Doctrine, 2019).

The availability of electronic records also will minimize the challenge that physical
and/or temporal “remoteness” poses to the accountability of superiors. Physical “remote-
ness” in this context refers to the geographical distance between the acts or omissions of
a superior and the location of the criminal conduct. Temporal “remoteness” refers to the
time elapsed between the accused’s acts or omissions and the execution of the crimes.
Modern communications increasingly provide superiors with real-or-nearly-real-time
access to circumstances and events, including combat occurring far from command
centers and headquarters. Furthermore, the internet and social-media technology cre-
ate virtual links between front-line areas and all parts of the world. These connections,
combined with electronic records of commanders’ decision-making processes, reduce
the physical and temporal distances between a superior and events in the battlespace and
reveal much about a superior’s mental state.

With respect to the last prong for establishing criminal liability under the theory
of superior responsibility, the scope of “necessary and reasonable measures” to pre-
vent further crimes and punish the subordinates involved in misconduct may vary when
weapons operating with Al are used to carry out unlawful attacks. For example, the
use of swarm technology will undoubtedly increase the tempo of military engagements
(Fiddian, 2012). The faster pace of combat — and unlawful conduct — will reduce a
superior’s opportunities to prevent crimes.

Nonetheless, these concerns do not apply to Russia’s attacks on Ukraine’s power
facilities using Shahed drones. Whilst Russia utilized swarms of these drones during
these assaults, days or weeks passed between the waves of strikes, giving Russian com-
manders ample time to attempt measures to avert future unlawful conduct by their sub-
ordinates. Orders could have been issued to suspend or modify attacks in accordance
with Article 57(2)(b) of API, reports to higher superiors could have been sent, and, in a
last resort, commanders could have resigned. Absent evidence that Russian command-
ers took such measures, it appears that each of the three elements necessary to establish
superior responsibility for these offenses is met.

The Responsibility of Russia and Iran for
Attacks on Ukraine’s Energy Infrastructure

States incur international responsibility by acts imputable to them that violate a rule
or rules of international law (Cheng, 1953). The clarity and power of rules of state
responsibility, therefore, are necessary to complement the processes of individual
criminal responsibility and, hopefully, to set standards for accountability that reduce
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the likelihood of violations of international law. For example, when states deliberately
employ weapon systems in the commission of serious violations of international law,
they will be in affirmative breach of their international legal obligations. A customary
rule of international law provides that the conduct of any organ of a State — such as the
behavior of Russian forces in Ukraine — must be regarded as an act of that State (Armed
Activities on the Territory of the Congo, [Congo v. Uganda], 2005). Accordingly, the
conduct of individual Russian soldiers and commanders must be considered as the con-
duct of a Russian state organ. Consequently, as a party to the armed conflict Russia
is responsible for all acts by individuals forming part of its armed forces (Art. 91,
API, 1977).

In addition to deliberate violations of the law, international legal decisions have
(implicitly or explicitly) recognized a duty of states to exercise due diligence and pre-
vent harm with respect to the design, manufacture, and use of weapons. For example, in
1996, the United States Government agreed to pay nearly 132 million U.S. dollars to the
Government of Iran as compensation for the 1988 shoot-down of an Iranian passenger
plane by the USS Vincennes, a U.S. warship operating in the Strait of Hormuz. During
a highly fluid situation involving multiple surface and air vessels from the U.S. and
Iranian armed forces, the ship’s defense system correctly indicated that the Iranian
plane was ascending. Human error, however, contributed to the mistaken belief on the
part of the Vincennes’ Captain that the civilian airliner was actually an Iranian fighter
plane preparing to attack the ship (Schmitt, 2013).

In the context of the Russian military’s recent (and apparently deliberate) wide-
spread damage and destruction of much of Ukraine’s energy network, the determination
of Russia’s responsibility as a state should mirror many of the legal and evidentiary
questions discussed vis a vis its armed forces’ compliance with the law of armed con-
flict (Congo v. Uganda, 1996). The existence of prolonged pain and suffering resulting
from the loss of electricity, gas, water, etc, will be relevant to the State’s obligation of
reparation (International Law Commission, Draft Articles on Responsibility of States
for Internationally Wrongful Acts with Commentaries [Draft Articles], 2001).

The evaluation of [ran’s possible State responsibility for the disruption and
destruction of Ukraine’s energy grid, however, requires a different analysis. In situations
where one State voluntarily provides aid or assistance to another with a view to facilitate
the commission of internationally wrongful acts by the receiving State, the assisting
State will be responsible to the extent that its own conduct contributed to the wrongful
act(s). State responsibility for this kind of assistance occurs when three criteria are satis-
fied: (i) the assisting State must be aware of the circumstances making the conduct of
the assisted State internationally wrongful; (ii) the help or support must be given with
a view to facilitate the commission of the wrongful act, and must actually do so; and
(iii) the act must be such that it would have been wrongful had it been committed by the
assisting State itself (Draft Articles, 2001).

With respect to Russia’s use of Shahed drones to destroy Ukraine’s energy infra-
structure, Iran initially exported 46 UAVs, including Shahed, to Russia in early August
2022 and provided relevant training on the technology. In mid-October, Iran sent dozens
of Revolutionary Guard specialists to eastern and southern Ukraine to train members of
the Russian military to operate drones. On 21 October, Ukraine reported that it had killed
ten Iranian trainers in two separate strikes. In November Russia and Iran reportedly



9 e Alin Military: Ukraine War Crimes Accountability 187

made an agreement to manufacture at least 6,000 drones, including an advanced ver-
sion of the Shahed-136 model, in a new factory to be constructed in the Russian town of
Yelabuga. The drone shipments continued into the winter and in late December 2022,
Ukraine reported that Iran had provided 1,700 Shahed drones to Russia (United States
Institute for Peace, “Timeline: Iran Russia Collaboration on Drones,” 2023).

The evidence available in the public domain strongly indicates that the three thresh-
old criteria required to establish Iran’s responsibility for assisting Russia’s dispropor-
tionate and indiscriminate attacks on Ukraine’s power installations are met. First, given
the public nature of the civilian suffering caused by Russia’s use of Shahed drones to
target these facilities, the Iran government’s awareness of these circumstances is beyond
doubt. Second, given Iran’s continuing supply of Shahed drones (and training on how
to use them) to Russia during the months when the attacks occurred, it is reasonable to
infer that Iran purposely provided this assistance to facilitate these (unlawful) Russian
operations. Iran’s commitment to assist Russian efforts to manufacture these drones
on Russian territory in the future only reinforces this inference. The fact that Ukraine
expended its own resources to target and kill Iranian trainers demonstrates that Iran’s
assistance actually facilitated Russia’s unlawful attacks.

Lastly, whilst Iran has signed API, it has not ratified the Protocol. Nonetheless,
the prohibitions on launching disproportionate and indiscriminate attacks (as well
as attacks whose primary purpose is to terrorize the civilian population) are part of
customary IHL and consequently binding upon Iran as well as Russia. Therefore,
had Iran’s military launched disproportionate and indiscriminate assaults directly on
Ukraine’s energy infrastructure, such attacks would have constituted internationally
wrongful acts.

CONCLUSIONS

Russia’s use of weapons systems operating with Al software to target Ukraine’s power
installations and grid during 2022-2023 raises three significant issues. First, in the exe-
cution of these attacks, did the Russian armed forces violate their duties under the rules
of IHL? Second, is it possible to hold individual soldiers and commanders accountable
for crimes that occurred as a result of the use of the Shahed drone in these assaults?
Lastly, do Russia and Iran, as States, incur responsibility for breaches of their interna-
tional legal obligations? I have tried to demonstrate that most likely the answer to each
question is “yes.” Indeed, Russia’s use of Al technology that increases the accuracy of
its attacks illustrates the greater likelihood that breaches of IHL occurred.

As weapons system technology — including Al technology — advances, however, the
resolution of these issues during current and future conflicts will become increasingly
complex. As an “Al laboratory,” the Russia/Ukraine war is a “major stepping stone
toward the networked battlefield and the AI wars of the future” (Fontes & Kamminga,
2023). Due to advances in Al, the autonomy and speed of weapons systems will increase,
making it more difficult for human agents to control their behavior and the outcomes of
even lawful targeting decisions.
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Indeed, the use of swarms of programmed Shahed drones to attack Ukrainian
energy targets portends future assaults with large numbers of more autonomous UAVs,
and not only by Russia. Ukrainian AI experts consider “multi-agent autonomous robot
swarms technology, including UAVs” to be a principal technology for Al application
(Shevchenko et al., 2022). Not surprisingly given its current predicament, Ukraine
hopes to develop “completely new technologies in the field of AI” between now and
2030 (Shevchenko et al., 2022).

The sheer speed and complexity of increasingly sophisticated Al-driven weapons
can blur the causal links between human targeting decisions and violations of the laws
of war. When apparent violations of IHL occur using weapon systems bearing more
advanced Al, the establishment of human and state responsibility will be much more
challenging.
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Scapegoats!

Assessing the

Liability of Programmers
and Designers

for Autonomous
Weapons Systems

Afonso Seixas Nunes, SJ

INTRODUCTION

Autonomous Weapon Systems (AWS) as emergent technologies of warfare are source
opposing views regarding their opportunity (Kalpouzos, 2020, pp. 289-291). The plural-
ity of opinions creates a feeling of bewilderment when one must answer specific questions
that AWS raise. Who is accountable for [HL violations caused by Autonomous Weapons
Systems (AWS)? The risks of the employment of Al systems, namely the absence of
direct human control and unpredictability have been highlighted by many States and
scholars (2023 Austria Working Paper. Group of Governmental Experts on Emerging
Technologies in the Area of Lethal Autonomous Weapons System Geneva, 6-10 March,
and 15-19 May 2023 Item 5 of the Provisional Agenda, 2023; (2023 Australia, Canada,
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Japan, Poland, The Republic of Korea, The United Kingdom, and the United States,
2023, p. Article 3(2); Acquaviva, 2023, pp. 6—11; Bostrom, 2014, pp. 144—145). However,
little attention has been given to the obligation of ‘constant care’ required by the rules
of precaution enshrined in Article 57 API. Nor has much attention been paid to the
possibility of applying Article 28 (a)(i) of the Rome Statute to designers and program-
mers. This chapter argues that whenever a designer or programmer is entrusted by a
military commander to program a system for a mission and he/her foresees the possibil-
ity of an AWS causing a violation of International Humanitarian Law (IHL) (prohibited
act — actus reus) and is willing to take that risk (guilty mind — mens rea), he/she violates
the obligation of ‘constant care’ and should be found liable whenever that risk leads to
an actual violation of IHL.

The chapter proceeds in four parts. Part one will look to the specificity of the rules
of precaution (Article 57, 1977 Additional Protocol I to the 1949 Geneva Conventions
(API) and to the definition of AWS, highlighting ‘adaptability’ as the feature that truly
distinguishes AWS from previous weapon systems. Parts 2 and 3 will look at two sets of
problems: first, the distinction between ‘errors’ and ‘accidents’ and second, the possibil-
ity of liability for ‘accidents’ whenever the human operator fails to represent properly
the risk of violations of IHL caused by the deployment of an AWS. Finally, Part 4 will
argue that, in order to find designers and programmers liable for subjective recklessness
the category of dolus eventualis should be restored as a requisite guilty state of mind in
international criminal law (ICL).

Understanding the Rules of Precaution

Article 57 API falls under the heading of Precautions in Attack and is a fundamen-
tal principle of international customary law, applicable both to International and
Non-International Armed Conflicts (International Committee of the Red Cross, 1987,
p- 2191; International Law Association Study Group on the Conduct of Hostilities in the
21st Century, 2017, p. 372). The principle of precaution demands that States ‘in the con-
duct of military operations take “constant care” to spare civilian life, prevent civilian
injury, and preserve civilian objects’ (Article 57 (1) API; Article 48 and 51 API). While
neither the 1949 Geneva Conventions nor the respective Additional Protocols define
what ‘constant care’ means (Jenks & Liivoja, 2018), the Tallinn Manual 2.0 on cyber
operations can be of help. Per that Manual, ‘the law admits of no situation in which,
or time when, individuals involved in the planning and execution process may ignore
the effects of their operations on civilians or civilian objects. In the cyber context, this
requires situational awareness at all times, and not merely at the preparatory stage of an
operation’ (Schmitt, Michael N. & Vihul, 2017, p. 477). There is nothing preventing the
same interpretation in the context of kinetic autonomous military operations (Jensen,
2020a, p. 587). Indeed, the increasing distance between human operators and AWS out-
comes should demand more attentive care from those who design and program an AWS.
Therefore, the obligation of ‘constant care’ should not be taken generically but actually
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as an operational principle that shall guide every military operation, that is, ‘any move-
ments, maneuvers and other activities whatsoever carried out by the armed forces with
a view to combat’ (International Committee of the Red Cross, 1987, p. 2191; Queguiner,
2006, p. 797). The newness of AWS is not a limitation for any legal regulation because
IHL general rules are applicable in the absence of specific conventional or customary
rules for AWS (McFarland, 2022, p. 395). As the International Court of Justice (ICJ)
stated ‘the intrinsically humanitarian character of the legal principles (...) permeates
the entire law of armed conflict and applies to all forms of warfare and to all kinds of
weapons, those of the past, those of the present and those of the future’ (ICJ, Advisory
Opinion on the Legality of the Threat and Use of Nuclear Weapons, Judgment, 1996,
Para 85).

A second obligation concerns ‘those who decide or plan upon an attack’. Such per-
sons must take ‘all feasible precautions in the choice of means and methods of attack
with a view to avoiding, and in any event to minimizing, incidental loss of civilian
life, injury to civilians and damage to civilian objects’ (Article 57(2)(a)(ii) API). As
the Commentary to the Additional Protocols has the opportunity to clarify, ‘the words
“everything feasible” means everything that was practicable or practically possible, tak-
ing into account all the circumstances at the time of the attack’ (International Committee
of the Red Cross, 1987, p. 681; Para 2198). Once again the Tallin Manual is of help when
it states that ‘those charged with approving cyber operations, mission planners should,
where feasible, have technical experts available to assist them in determining whether
appropriate precautionary measures have been taken’ (Schmitt, Michael N. & Vihul,
2017, p. 477). In the context of AWS, Winter goes further by highlighting the importance
of software developers because ‘autonomous weapons are, more than anything else, a
product of code designed by an array of military and civilian programmers’ and further-
more ‘a software developer could be prosecuted on the basis of individual accountability
in the event that they programmed an autonomous weapon, intentionally or recklessly,
in such a way that it would violate IHL' (Winter, 2021, p. 53;56). Though Winter limits
his analysis to programmers involved in a Joint Criminal Enterprise (JCE), that is, an
engagement where all parties share a ‘common purpose’ to pursue a criminal conduct
(Article 28(3)(d) ICC Statute), the same can, and should, be said for rank and file pro-
grammers involved in any military action.

The question posed in this chapter is rather different: should programmers be found
liable for violations of IHL before the deployment of an AWS? The question is not an
easy one. In 2004, Andreas Matthias wrote an article with the enigmatic title, “7The
responsibility gap: Ascribing responsibility for the actions of learning automata”. In it,
Matthias highlighted that ‘learning automata’ could do things that were neither predict-
able nor reasonably foreseeable by their human overseers, and no one could be found
liable for those unlawful outcomes (Matthias, 2004). In 2015, Human Rights Watch on
the same line of thought published the report Mind the Gap. The Lack of Accountability
for Killer Robots (Human Rights Watch & International Human Rights Clinic, 2015).
The topic also received attention from legal scholars Tim McFarland, Tim McCormack
(McFarland & McCormack, 2014) and Thomas Chengeta (Chengeta, 2016), but the
possibility of dolus eventualis for programmers has not ever been considered.

The answer to the problems raised above imply, first and foremost, some attention
to particular features of AWS.
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Understanding AWS

In 2014, State parties to the Convention on Prohibitions or Restrictions on the Use of
Certain Conventional Weapons which may be Deemed to be Excessively Injurious or to
Have Indiscriminate Effects (CCW) got together to debate the future of AWS (Bo et al.,
2022; Solovyeva & Hynek, 2023). Little consensus has been achieved among States’
delegates regarding the definition of an autonomous weapon system (Cath et al., 2017,
p- 2). However, most scholars accept without any contestation the definition presented
by the USA DoD 3000.09 (US Department of Defense, 2012). According to the direc-
tives an AWS is:

a weapon system that, once activated, can select and engage targets without further
intervention by an operator. This includes, but it is not limited to, operator-supervised
autonomous weapon systems that are designed to allow operators to override operation
of the weapon system, but can select and engage targets without further operator input
after activation

(US Department of Defense, 2012, 2023a).

This definition, however, should not be taken without a pinch of salt. First, it does not
distinguish AWS from current weapon systems already in use like Phalanx, or Harpy,
which are not able to identify targets on their own, let alone adapt to unpredictable new
circumstances on the battlefield. In all those systems, the target is pre-programmed and
the machine follows a pre-determined rigid set of rules that will not allow any deviation
from the order received by the operator. It is logical then to conclude that the autonomy
of these types of systems is rather limited.

Autonomous systems are different from the systems mentioned above. As Schmitt
observed ‘the crux of autonomy is a capability to identify, target and attack a person
or object without human interference’ (Schmitt, 2013, p. 4). The distinctive element
is then the ‘autonomous’ capability to identify what/who is a target without human
intervention. Put simply, this is the ‘ability of a system to behave in a desired manner, or
achieve the goals previously imparted to it by its operator, without needing to receive the
necessary instructions from outside itself on an ongoing basis’ (McFarland, 2021, p. 6).!
Regarding the capability of a weapon system to identify targets, two possible situations
arise. First, the deployment of ‘automated systems’ that are programmed to identify a
target based on a particular radar emission profile but are not able to understand or adapt
to the surrounding environment (Suchman & Weber, 2016, p. 76). Second, systems that
determine independently what/who would constitute a military target, including sys-
tems that use Human-Based Intelligence to interact with their environment and create
their own set of values. Such systems are ‘original’, in the sense that they only rely
indirectly on human programming to provide the tools for the system itself to obtain an
outcome (Arkoudas & Bringsjord, 2014, pp. 35-36; Bostrom, 2014, p. 22).

In light of the above, systems that can adapt to the mutable circumstances of the
battlefield raise the most concerns. As the US DoD highlights, those systems can lead
to unlawful and unpredictable outcomes. This element has received little attention from
States and scholars, but it remains one of the elements, if not the element, that deserves
the most attention for understanding the level of care that an AWS’s deployment will
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demand. Once an AWS is deployed, the individual weapon will be called not only to
assess the situation (observation and collection of new data), but also to process all the
information collected (orientation) in order to select an outcome from possible alter-
natives (decision) and engage a military target (action) without human intervention.
That is to say, the selection-engaging process will not have or allow the presence of a
human operator. The algorithm for the mission, will interact and adapt to multiple and
unpredictable circumstances of the battlefield and will remain unknown to the pro-
grammers and designers of the algorithm for the mission (Seixas-Nunes, SJ, 2022a,
pp. 429-439).

Adaptability, however, does not stand alone. The system will also require ‘asser-
tiveness’, that is, ‘an adaptive system needs to have a feedback mechanism, which keeps
the system focuses[d] on its objective by changing its internal state as the environment
changes’ (Sartor & Omicini, 2016, p. 49). An autonomous system ‘does not necessi-
tate direct oversight by a (human) commander for every decision made’ but requires
asking ‘whether the system is fulfilling the intent of the commander’ (Liivoja et al.,
2022, p. 642). As the American military puts it, ‘the system is designed to complete
engagements within a timeframe and geographic area, as well as other applicable envi-
ronmental and operational parameters, consistent with the commander and operator
intentions’, adding that if the system is ‘unable to do so, the system will terminate
engagements or obtain additional operator input before continuing the engagement’
(US Department of Defense, 2023, Section 4; 4.1).

In light of the considerations made above, Taddeo and Blanchard (2022) have
suggested that an AWS is:

an artificial agent which, at the very minimum, is able to change its own internal states
to achieve a given goal, or a set of goals, within its dynamic operating environment
and without the direct intervention of another agent, and which is deployed with the
purposes of exerting kinetic force against a physical entity (whether an object or a
human being) and to this end is able to identify, select or attack the target without the
intervention of another agent

(Taddeo & Blanchard, 2022, p. 15).

Although this definition has the merit of highlighting the adaptability dimension of
AWS, it qualifies an AWS as an ‘artificial agent’. The qualification of AWS as an ‘arti-
ficial agent’ may raise the eyebrows of some, but the term does not necessarily imply
an ‘ontological’ move, comparing humans agents with artificial agents as some scholars
fear (ICRC - International Committee of the Red Cross, 2019, p. 31; Liu, 2016, p. 327).
The term chosen, however, raises the question of whether it is the best term for legal pur-
poses. The agency is inherently linked to the notion of liability, and not even adaptive
AWS can or should be considered moral agents. Thus, for the purposes of this chapter,
an autonomous weapon system will be defined as a weapon system designed and pro-
grammed for a mission to be able to be adaptive, and to identify, select and engage mil-
itary targets, without human intervention (Seixas-Nunes, SJ, 2022b, pp. 82—89). This
definition reinforces the instrumental side of AWS, and for the purposes of this chapter
accentuates the responsibility that designers and programmers have toward the mission
that will be entrusted to the system.
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‘ERRORS’ AND ‘ACCIDENTS’ AND AWS

It is undeniable that any battlefield is a source of unpredictable situations. Most of the
time, soldiers are required to answer fast, flawless, and lawfully in very narrow time
frames. AWS represent, therefore, a kind of long-expected ‘technical messiah’ for
human imperfection, because ‘humans are extremely bad at making the kind of ratio-
nal judgments that complying with IHL requires — particularly when they find them-
selves in dangerous and uncertain situation like combat. It is precisely human as they
are (...) that explains why combat using machines are likely to be far more “humane”
than combat with human soldiers’ (Heller, 2023, pp. 17-18; Trabucco & Heller, 2022,
pp- 20-23). Indeed, there is no reason to doubt that machine-learning technology and
AWS will improve massive data analysis in volume, variety, and velocity, making
‘weapon systems capable of speed, accuracy, and precision’ (Jensen, 2020b, p. 46).
However, the challenge of acquiring accurate data or the inability to produce datas-
ets that replicate combat conditions might well condemn AWS to failure (Atherton,
2022).

In spite of all the advantages that AWS may bring to the battlefield, machines can
never be considered moral actors. Thus, it is legitimate to ask whether AWS could intro-
duce a new type of culpability to combat. Arguments such as ‘human soldiers are not
necessarily better’ than AWS (Trabucco & Heller, 2022, p. 26) or to postulate that IHL
demands the ‘best application possible’ and not necessarily the ‘best human application
possible’ (Jensen, 2020b, pp. 54-55) do not prevent us from considering whether pro-
grammers and designers should be found liable for IHL violations.

As computer scientists note, ‘unobserved regions of the Al decision-making pro-
cess are prone to normal accident — a type of “inevitable” accident that emerges in
situations where the components are densely connected, tightly coupled, and opaque
in their processing’ (Feldman et al., 2019). Indeed, Al systems struggle to adapt to
changing conditions. Even methods such Transfer Learning that seek to increase adapt-
ability, show some weaknesses as vulnerability to adversary attacks (Donges, 2022).
McFarland (2020) also argues that ‘the ability to predict how an AWS will behave in a
given situation is limited by the complexity arising from various sources, and that is that
it is almost impossible to avoid software errors’ (McFarland, 2020, p. 63). The risk of
unlawful unpredictable outcomes begs for a legal answer. Scholars have been acknowl-
edging the situation of ‘errors of software’, postulating that in those types of situations
an AWS will ‘fall outside of the commander’s command and effective control’ and indi-
vidual accountability cannot rise (Acquaviva, 2023, p. 2; Arkin, 2009, p. 138; Buchan &
Tsagourias, 2020; Seixas-Nunes, SJ, 2022a). However, IHL provides a legal framework
for these types of situations. The rules of precaution and mechanisms of legal reviews
for new weapons imposed on States obligations of due diligence (Article 57 API and
Article 36 API). Military designers and programmers must consider the prospect of
unpredictable hazards, and the texture of risk, associated with the principles of THL
compliance. It will be up to those human operators to differentiate between acceptable
and unacceptable risks.
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It is the position of this chapter that a proper assessment of incorrect decisions
leading to unacceptable risks cannot escape the scrutiny of ICL for violations of IHL
caused by AWS poor programming or design (Bhuta & Pantazopoulos, 2016, p. 294;
Winter, 2021, p. 53). As Longobardo rightly argues ‘the principle of precaution (...) is an
autonomous source of obligations under international humanitarian law, which has the
peculiar capacity to allow a scrutiny of the preparatory conduct that anticipates actual
hostilities’ (Longobardo, 2019, p. 81). If it is true that the mere acceptance of risk is not
in itself unlawful under IHL, the perception of possible war crimes is a substantial risk
that cannot be ignored by International Law.

ACCOUNTABILITY FOR COMMANDERS

Since 2014, State parties to the CCW have reaffirmed the need for mechanisms of
individual accountability for violations of IHL caused by AWS on the battlefield (2019
Guiding Principles Affirmed by the Group of Governmental Experts on Emerging
Technologies in the Area of Lethal Autonomous Weapons System, 2019). In the most
recent US Department of State Political Declaration on Responsible Military Use of
Artificial Intelligence and Autonomy it also provides that ‘States should adopt, publish,
and implement principles for the responsible design, development, deployment, and use
of Al capabilities by their military organizations’ (US Department of State, 2023). The
problem remains, however, for how to establish those mechanisms for ‘crimes’ commit-
ted by AWS in which the unlawful outcome was foreseen by human operators.

ICL provides some guidance. For example, it provides a spectrum of international
crimes that in theory could be committed by AWS. Serious violations of IHL. amount-
ing to war crimes are codified and defined in international instruments such as the 1949
Geneva Conventions, Additional Protocol I, and the Rome Statute of the International
Criminal Court (Rome Statute) as well as in national laws on war crimes and custom-
ary international law. The fact that AWS will allow human operators to be removed
from the selection-engagement process, begs the urgent question as to who, and in what
circumstances, will be held accountable for violations that might occur (Jensen, 2020b,
p.- 37). As Acquaviva explains ‘a link of causation between (or causality) between a
human act and the harm(...) is a requirement almost invariably built into criminal law
systems’(Acquaviva, 2023, p. 5).

Autonomous technologies change, however, the traditional role of human operators.
There is an increasing process